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## Preface

In 1970 K. Itô published a paper which was titled: "Poisson point processes attached to Markov processes". In this paper he considers excursions from a given state $a$ of a standard Markov process. He notes that a special role is played by the local time at $a$ : labeled with the local time these excursions can be considered as the points of a Poisson point process. This tells us something about the randomness of the Markov process. In this paper, it is also remarked that the stochastic process can be reconstructed from the point process. In this book we will present a detailed discussion of excursions from the point of view of the theory of point processes and random measures. We also give the precise reconstruction of stochastic processes from point processes of excursions.

At this place I should like to thank Prof. dr. C.L. Scheffer for his help by the preparation of this book. I also should like to thank dr. J.G.M. Schoenmakers for his critical comments and dr. W.H. Penninx, who was able to solve all tex-problems.
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## Chapter 1

## Introduction

In his studies [35] and [36] of the sample paths of Brownian motion, Lévy developed the idea to decompose the time set $[0, \infty[$ in a part $Z$ at which the process is in state 0 and intervals of time spent in $\mathbb{R} \backslash\{0\}$. Throughout the years this has proved to be a very fruitful idea. On one hand the study of the set of zeros $Z$ led Lévy to the description of local time as an occupation density (Lévy used in [35] the term "mesure du voisinage". See for occupation densities the survey article of Geman and Horowitz [14], who discuss connections between the behaviour of a (non-random) real-valued Borel function and the behaviour of its occupation density. Local times for general Markov processes were introduced by Blumenthal and Getoor in [3]). On the other hand Lévy's study of the behaviour of Brownian motion on zero-free intervals was the starting point of excursion theory. Lévy's theory was extended in Itô-McKean [27], (2.9) and (2.10). See also Chung's article [6], in which elementary derivations are given of a number of Lévy's results. This research led to many deep theorems about the behaviour of the paths of diffusions, see for instance Williams [58] and Walsh's discussion of Williams' results in [53]. Another important application of excursion theory can be found in the construction of those strong Markov processes, which behave outside a fixed state (or more generally outside a set $D$ ) as a given Markov process $X$. In this area the works of Dynkin [9], [10] and Watanabe [54], [55] are important. For excursions from a subset $S$, see the works of Maisonneuve [38], [39] and Getoor [16]. Getoor gives also an application to invariant measures, see also Kaspi [30] and [31]. Unlike occupation densities, which are also useful in the study of nonrandom functions, excursion theory takes its use from the Markov character of the random process. To make clear the ideas behind excursion theory, let $X=\left(X_{n}\right)_{n \geq 0}$ be a homogeneous Markov chain with state space $E$. Let
$a \in E$ be a given state. Denote for $k=1,2, \ldots$ by $\nu_{a}^{k}$ the time at which the Markov chain $X$ visits the state $a$ for the $k^{t h}$ time: $\nu_{a}^{k}=\infty$ if there are less than $k$ visits to $a$. Suppose that $a$ is a recurrent state, i.e. $\mathbb{P}_{a}\left[\nu_{a}^{1}<\infty\right]=1$. Then the $k^{t h}$ excursion $V_{k}=\left(V_{k}(n)\right)_{n \geq 0}$ from $a$ of the Markov Chain $X$ is defined as follows

$$
V_{k}(n)= \begin{cases}X_{\nu_{a}^{k}+n} & \text { for } 0 \leq n<\nu_{a}^{k+1}-\nu_{a}^{k} \\ a & \text { for } n \geq \nu_{a}^{k+1}-\nu_{a}^{k}\end{cases}
$$

Let $V_{0}=\left(V_{0}(n)\right)_{n \geq 0}$ be defined by

$$
V_{0}(n)= \begin{cases}X_{n} & \text { for } n<\nu_{a}^{1} \\ a & \text { for } n \geq \nu_{a}^{1}\end{cases}
$$

It follows from the strong Markov property that the sequence of excursions $\left(V_{k}\right)_{k \geq 1}$ is independent and identically distributed. It is clear that the process $X$ can be reconstructed pathwise from the sequence $\left(V_{k}\right)_{k \geq 0}$.

For Markov processes with continuous time parameter the situation is more complicated. As an example take standard Brownian motion $B=$ $\left(B_{t}\right)_{t \geq 0}$ and consider the excursions from state 0 . Let $Z$ be the set of zeros of $B$. The component intervals of $[0, \infty[\backslash Z$ are called excursion intervals. Since $Z$ is a topological Cantor set of Lebesgue measure 0 (see Itô-McKean [27], problem $5, \mathrm{p} .29$ ), with probability 1 there is no first excursion interval. Let $I=] \alpha, \beta\left[\right.$ be an excursion interval. The map $V_{I}:[0, \infty[\rightarrow \mapsto \mathbb{R}$ defined by

$$
V_{I}(t)= \begin{cases}B_{\alpha+t} & \text { for } 0 \leq t<\beta-\alpha \\ 0 & \text { for } t \geq \beta-\alpha\end{cases}
$$

is the excursion made by $B$ from 0 corresponding to the excursion interval $I ; \zeta=\beta-\alpha$ is called the length of the excursion. Put $\tau_{I}=\phi(\alpha)$, where $\phi$ is the local time of $B$ at zero. Itô proved in [25] (see also Meyer [41]) that the random distribution of points ( $\tau_{I}, V_{I}$ ) in $[0, \infty[\times U, I$ running through the excursion intervals and $U$ being the space of excursions from 0 , is a Poisson point process on $[0, \infty[\times U$ whose intensity measure is the product of Lebesgue measure $\lambda$ on $[0, \infty[$ and some $\sigma$-finite measure $\nu$ on $U$. This means that the number of points $\left(\tau_{I}, V_{I}\right)$ in a set $\left[u, v\left[\times U_{0} \subset[0, \infty[\times U\right.\right.$ is Poisson distributed with expectation $(v-u) \nu\left(U_{0}\right)$ whilst the numbers of points $\left(\tau_{I}, V_{I}\right)$ in disjoint subsets of $[0, \infty[\times U$ are independent. Itô proved this result actually for excursions of a standard Markov process $X$ from a regular point $a$, and he gave a characterization of the excursion law $\nu$ of a recurrent extension of $X$, i.e. a strong Markov process, which behaves as $X$ until the first hitting of state $a$.

It is interesting to look at Itô's definition of a point process. Let $(S, \mathcal{S})$ be a measurable space. A point function $p:] 0, \infty[\mapsto U$ is defined to be
a map from a countable set $\left.D_{p} \subset\right] 0, \infty[$ into $U$. Meyer in [41] considers a point function $p$ as a map defined for all points in $] 0, \infty[$ by putting $p(x)=\partial$ for $x \in] 0, \infty\left[\backslash D_{p}\right.$ where $\partial$ is an extra point added to $U$. Let now $\Pi$ be the space of all point functions: $] 0, \infty[\mapsto U$. Denote for $p \in \Pi$ and for $E \in \mathcal{B}(] 0, \infty[) \otimes \mathcal{S}$ by $N(E, p)$ the number of the time points $t \in D_{p}$ for which $(t, p(t)) \in E$. The Borel $\sigma$-algebra $\mathcal{B}(\Pi)$ on $\Pi$ is defined as the $\sigma$-algebra generated by the sets $\{p \in \Pi: N(E, p)=k\}, E \in \mathcal{B}(] 0, \infty[) \otimes \mathcal{S}$, $k=0,1,2, \ldots$ Itô defined a point process as a $(\Pi, \mathcal{B}(\Pi))$-valued random variable. For instance the point process of excursions from 0 of Brownian motion is the (stochastic) point function $p$ defined by

$$
\begin{aligned}
& D_{p}=\left\{\tau_{I}: I \text { an excursion interval }\right\} \text { and } \\
& p(t)=V_{I}, t=\tau_{I} \in D_{p}
\end{aligned}
$$

This definition gives a clear picture of point processes such as they appear in excursion theory and that is presumably the reason why in studies about excursion theory this definition is always used, see for instance Watanabe [54] and Greenwood and Pitman [17]. Beside this definition of a point process as a stochastic point function, there exists a fairly general theory of point processes which views a point process as a discrete random measure. See Neveu [44], Jagers [29] and Krickeberg [34] for point processes on a locally compact space and Matthes, Kerstan and Mecke [40] for point processes on a complete, separable metric space. This measure-theoretical approach to excursions makes it possible to use some important results from this theory, such as e.g. the Palm-formula, which were up to now not used in the literature about excursion theory. An example of the use of the Palm-formula can be found in the construction of a Markov process from a Poisson point process of excursions. Itô only remarks in [25] that this can be done by reversing the procedure of deriving the excursion process from a Markov process. In Ikeda \& Watanabe [22] Brownian motion is constructed from its excursion process using the general theory of stochastic processes (compensators and stochastic integrals). And in [2] Blumenthal gives a construction of which he claims that it is the construction Itô had in mind; this construction consists of a pathwise approximation of the Markov process. The most recent and complete work along these lines can be found in Salisbury [47] and [48]. The construction that we will give is based on an application of the Palm formula and on the so-called renewal property of a Poisson point process of excursions. This construction has in our opinion the advantage that it makes clear why the constructed process has the Markov property and it displays the role of local time in the construction. The same method can be used to write down a formula for the resolvent of the constructed process.

We continue with the definition of a point process as a discrete random measure. Let $X$ be a topological space with Borel $\sigma$-algebra $\mathcal{B}(X)$. Roughly stated, a point process on $X$ is a probability measure on the space of locally finite point measures on $(X, \mathcal{B}(X))$, or a random variable with values in the space of locally finite point measures on $(X, \mathcal{B}(X))$ by which we identify a random variable with its distribution. From now on we will use the word point process only in this sense. In excursion theory the topological space $X$ is the (topological) product of the set of nonnegative reals [ $0, \infty[$ with the usual topology and the space of excursions $U$ endowed with the Skorohod topology. For example the point process of excursions from 0 of Brownian motion is the random measure $\sum\left\{\delta_{\left(\tau_{I}, V_{I}\right)}: I\right.$ an excursion interval $\}$ where $\delta_{x}$ is the notation for the Dirac measure in $x$. Note that $X=[0, \infty[\times U$ is a polish space. The main reference on point processes on polish spaces is the book [40] of Matthes, Kerstan and Mecke. The theory which they develop depends essentially on a fixed metric $d$ on $X$, chosen in advance, such that the metric topology coincides with the topology of $X$ and $(X, d)$ is a complete, separable metric space. A nonnegative Borel measure on $X$ is locally finite if it is finite on the sets in $\mathcal{B}(X)$, which are bounded in the sense of the metric $d$. This theory is not directly applicable to excursion theory. The point measures which arises in excursion theory are finite on the sets $[a, b[\times[\zeta>\ell], \ell>0$, (remember that $\zeta$ is the length of the excursion) and the most interesting cases are those where the set $[a, b[\times U$ has infinite mass. Note that the set $[\zeta>\ell]$ is dense in $U$. Thus it is not clear how to choose a metric $d$ on $X$ for which the set of locally finite measure contains this family of point measures. Instead of trying to find such a metric, it seems more natural to define local finiteness directly in terms of the sets $[a, b[\times[\zeta>\ell]$. More general, let $\mathcal{S}$ be a family of Borel subsets of $X$. A nonnegative Borel measure $\mu$ on $X$ is called $\mathcal{S}$-finite if $\mu(A)<\infty$ for every $A \in \mathcal{S}$ and a point process $P$ is an $\mathcal{S}$-finite point process if the probability measure $P$ is concentrated on the space of $\mathcal{S}$-finite measures. The set of locally finite measures in the sense of Matthes, Kerstan and Mecke coincides then with the $\mathcal{S}$-finite measures, $\mathcal{S}$ being the family of all open balls with finite radius. Point processes on locally compact spaces are probability measures on the set of Radon measures, which is the same as the set of $\mathcal{S}$-finite measures with $\mathcal{S}$ consisting of the compact subsets.

So far we did not discuss a measurable structure on the set $\mathcal{M}^{+}(\mathcal{S})$ of $\mathcal{S}$ finite measures, which is of course necessary for the definition of probability measures on $\mathcal{M}^{+}(\mathcal{S})$. A $\sigma$-algebra on $\mathcal{M}^{+}(\mathcal{S})$ should at least measure the maps $\mu \in \mathcal{M}^{+}(\mathcal{S}) \mapsto \mu(A), A \in \mathcal{B}(X)$. In Matthes et al. [40] the $\sigma$-algebra on $\mathcal{M}^{+}(\mathcal{S})(\mathcal{S}$ being the family of open balls of finite radius) is defined in an abstract way as the $\sigma$-algebra $\mathcal{A}$ generated by these maps. In the literature about point processes on locally compact spaces, on the other hand a $\sigma$ -
algebra on the set of Radon measures is introduced in a topological way as the Borel $\sigma$-algebra $\mathcal{B}\left(\mathcal{M}^{+}\right)$corresponding to the vague topology on $\mathcal{M}^{+}(\mathcal{S})$. It turns out that $\mathcal{B}\left(\mathcal{M}^{+}\right)=\mathcal{A}$ in this case, so we have a definition of $\mathcal{A}$ as a Borel $\sigma$-algebra corresponding to a nice topology on $\mathcal{M}^{+}(\mathcal{S})$, which makes it possible to use the apparatus of topological measure theory. In section (2.1) we will define a topology on the set $\mathcal{M}^{+}(\mathcal{S})$ of $\mathcal{S}$-finite measures on an arbitrary polish space $X$. Let $\mathcal{H}(\mathcal{S})=\left\{f \in C_{b}(X)\right.$ : $\exists A \in \mathcal{S}: \operatorname{supp}(f) \subset A\}$ and let $\tau(\mathcal{S})$ be the topology $\sigma\left(\mathcal{M}^{+}(\mathcal{S}), \mathcal{H}(\mathcal{S})\right)$ of pointwise convergence on $\mathcal{H}(\mathcal{S})$. If $\mathcal{S}$ is a family of open subsets of $X$ filtering to the right such that $\mathcal{S}$ covers $X$ and such that $\mathcal{S}$ contains a countable, cofinal subset, then it will turn out that $\left(\mathcal{M}^{+}(\mathcal{S}), \tau(\mathcal{S})\right)$ is a Suslin space whilst the Borel $\sigma$-algebra on $\mathcal{M}^{+}(\mathcal{S})$ coincides with $\mathcal{A}$. At the end of the section we compare our results with the results of Harris in [19] and [20], who also defined a topology on some family of nonnegative Borel measures on a complete, separable metric space.

Section (2.2) contains standard results for $\mathcal{S}$-finite point processes, in particular the Palm-formula which is now a direct consequence of a general theorem on disintegrations of measures from topological measure theory. Further $\mathcal{S}$-finite Poisson point processes and Cox processes are discussed. Section (2.3) is devoted to the study of a special class of $\mathcal{S}$-finite Poisson point processes on $X=\left[0, \infty\left[\times U, \mathcal{S}\right.\right.$ being the family of subsets $I \times U_{n}$ of $X$ where $I$ is a bounded, open sub-interval of $\left[0, \infty\left[\right.\right.$ and $\left(U_{n}\right)_{n \geq 1}$ is a sequence of open subsets of $U$, increasing to $U$. It is clear that $\mathcal{S}$ is a filtering family of open subsets of $X$ which covers $X$ and has a countable, cofinal subsequence. Denote by $\mathcal{M}_{1}^{0}(\mathcal{S})$ the set of $\mathcal{S}$-finite point measures $\mu$ for which $\mu(\{t\} \times U) \leq 1, t \geq 0$. An Itô-Poisson point process is a Poisson point process $P$ on $X$ with intensity measure $\lambda \otimes \nu, \lambda$ denoting Lebesgue measure on $\left[0, \infty\left[\right.\right.$ and $\nu$ a $\sigma$-finite measure on $U$ satisfying $\nu\left(U_{n}\right)<\infty, n \geq 1$. We choose the name Itô-Poisson point process, because the point process of excursions, as constructed by Itô, is of this type. Following Itô, the measure $\nu$ is called the characteristic measure of $P$. Further $P\left(\mathcal{M}_{1}^{0}(\mathcal{S})\right)=1$ for an Itô-Poisson point process $P$. The first important property of Itô-Poisson point processes is the renewal property which is treated here as a generalization of the property that a Poisson process is free from after-effects. The renewal property was already mentioned in Itô [25], but without a proof. We continue with Itô's characterization of Itô-Poisson point processes with a proof using "point process techniques". We end section (2.3) with a beautiful theorem of Greenwood and Pitman [17], which states that an Itô-Poisson point process $P$ has an intrinsic time clock in the following sense: if $\mu \in \mathcal{M}_{1}^{0}(\mathcal{S})$, denote by $\xi_{k 1}(\mu), \xi_{k 2}(\mu), \ldots$ the $U_{k}$-sequence of $\mu$, i.e. $\operatorname{supp}(\mu) \cap\left(\left[0, \infty\left[\times U_{k}\right)=\left(\tau_{k i}(\mu), \xi_{k i}(\mu)\right)_{i \geq 1}\right.\right.$ where the enumeration is such that the sequence $\left(\tau_{k i}(\mu)\right)_{i \geq 1}$ is increasing in the order of $\mathbb{R}$. The sequence
$\xi_{k}=\left(\xi_{k i}\right)_{i \geq 1}$ is an i.i.d. sequence on the probability space $\left(\mathcal{M}_{1}^{0}(\mathcal{S}), P\right)$. The theorem of Greenwood and Pitman states that the time coordinates $\tau_{k i}$ can be reconstructed from the sequence $\xi_{k 1}, \xi_{k 2}, \ldots$ if $\nu(U)=+\infty$. We give a complete proof of a slightly more general version of this theorem, which was formulated in [17] as a theorem on stochastic point functions.

In chapter 3 excursion theory is treated for Ray processes. We have chosen to treat excursion theory for Ray processes, since this class is in some sense the most general class of strong Markov processes, see Getoor [15] and Wiliams [59]. After a brief survey of Ray processes in section (3.1), we construct in section (3.2) the Itô-Poisson point process of excursions from a given state a of a Ray process $Y$. Since we want to include branchpoints in our discussion, we use a definition for excursions which differs a bit from Itô's definition, see also Rogers [45] who uses the same definition. We call excursion intervals the connected components of the complement in $[0, \infty[$ of the closed set of time points where the process hits or approaches the state $a$. Let $\left(r_{k}\right)_{k \geq 1}$ be a decreasing sequence of positive real numbers and let $U_{k}=\left\{u \in U: \zeta_{u}>r_{k}\right\}$. Denote by $V_{k n}$ the $n^{t h}$ excursion of $Y$ with length exceeding $r_{k}$. The strong Markov property implies that the sequence $\left(V_{k n}\right)_{n \geq 1}$ is an independent, identically distributed sequence. Let $\tau_{a}=\inf \left\{t>0: Y_{t}=a\right.$ or $\left.Y_{t-}=a\right\}$. An application of the theorem of Greenwood and Pitman yields:

- If $\mathbb{P}_{a}\left[\tau_{a}=0\right]=1$ there exists and $\mathcal{S}$-finite Itô-Poisson point process $N$ defined on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$ whose $[\zeta>\ell]$-subsequence is the sequence of excursions of $Y$ of length greater than $\ell$. The characteristic measure $\nu$ of $N$ is the unique (modulo a multiplicative constant) measure on $U$ of which the conditional distribution $\left.\nu\right|_{U_{j}}$ is the probability distribution of $V_{j 1} ; \nu$ is a $\sigma$-finite measure with total mass $\nu(U)=+\infty$.
- In the remaining case where $\mathbb{P}_{a}\left[\tau_{a}=0\right]=0$ there exists an i.i.d. sequence $\left(\xi_{n}\right)_{n \geq 1}$ of $U$-valued random variables on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$ whose [ $\varsigma>\ell]$-subsequence of excursions of $Y$ of length greater than ell.
Note that it was not necessary for this construction to introduce explicitly a local time at state $a$. Local time at state $a$ will be discussed in section (3.3), in which we construct Markov processes from an $\mathcal{S}$-finite ItôPoisson point process. The basic idea is the following. If $\mu \in \mathcal{M}_{1}^{\bullet}(\mathcal{S})$, then $\operatorname{supp}(\mu)$ can be considered as a countable, ordered subset $\left(u_{\sigma}\right)_{\sigma \in J(\mu)}$ of $U$ where $J(\mu)$ denotes the projection on $\left[0, \infty\left[\operatorname{of} \operatorname{supp}(\mu)\right.\right.$ and where $u_{\sigma}=u$ iff $(\sigma, u) \in \sup (\mu)$. Note that $\left(u_{\sigma}\right)_{\sigma \in J(\mu)}$ is not necessarily a totally ordered subset of $U$. Let $L: U \rightarrow[0, \infty[$ be a given, measurable function on $U$. Define for $\sigma \in[0, \infty[$

$$
B(\sigma, \mu)=\sum\left\{L\left(u_{\tau}\right): \tau \in J(\mu) \cap[0, \sigma]\right\}
$$

$$
=\int \mu(d \tau d u) 1_{[0, \sigma]}(\tau) L(u)
$$

and

$$
C(\mu)=U_{\sigma \in J(\mu)}[B(\sigma-, \mu), B(\sigma, \mu)[
$$

If $T=C(\mu)$ then denote by $\tilde{\mu}$ the concatenation of the functions $u_{\sigma \mid\left[0, L\left(u_{\sigma}\right)[ \right.}$, $\sigma \in J(\mu)$, that is

$$
\begin{aligned}
& \tilde{\mu}:[0, \infty[\rightarrow E \\
& \tilde{\mu}(s)=u_{\sigma}(s-B(\sigma-, \mu))=\int \mu(d \tau d v)\left(v 1_{[0, L(v)]}\right)(s-B(\tau-, \mu))
\end{aligned}
$$

where $\sigma \in J(\mu)$ such that $s \in[B(\sigma-, \mu), B(\sigma, \mu)[$. In general we do not have that $[0, \infty[=C(\mu)$. If $B(\sigma, \mu)$ is strictly increasing as a function of $\sigma$, then $[0, \infty[$ is the disjoint union of $C(\mu)$ and the range of $R$ of $B(., \mu)$. Let now $P$ be an $\mathcal{S}$-finite Itô-Poisson point process with charateristic measure $\nu$. We want to construct Markov processes, so we have to assume that $\nu$ satisfies the properties of the characteristic measures which arose by the construction of the Itô-Poisson point processes of excursions in section (3.2). But it is not necessary to assume that $\nu(U)=+\infty$. In this context it is more natural to consider a family $\left(P_{x}\right)_{x \in E}$ of point processes, where $P_{x}$ is the $\mathcal{S}$-finite Itô-Poisson point process $P$ to which is added a first excursion corresponding to a start from $x$, taking in account the transition mechanism which is contained in the measure $\nu$. For our construction we will follow the above described idea with the lifetime $\zeta$ in the role of $L$. Considered as a function of $\mu \in \mathcal{M}_{1}^{\bullet}(\mathcal{S}), B(\tau, \mu)$ is a random variable on the probability space $\left(\mathcal{M}_{1}^{\bullet}(\mathcal{S}), P_{x}\right)$. The Poisson-property of the point process $P_{x}$ implies that the stochastic process $(B(\tau))_{\tau \geq 0}$ is a subordinator (i.e. the process $(B(\tau))_{\tau \geq 0}$ has nondecreasing càdlàg realizations and stationary independent increments). In our construction we add a linear term $\gamma \tau$ to $B(t)$, with $\gamma$ a nonnegative real parameter, which gives us the general form of a subordinator with the same Lévy measure as $B(\tau)$. The simple Markov property for the constructed process is proved in theorem (2.3.6). In theorem (2.3.8) we give an expression for the resolvent and in theorem (2.3.9) the strong Markov property is proved under a weak extra condition. In theorem (2.3.10) we give an explicit formula for the Blumenthal-Getoor local time at state $a$. We end this section with an example of the construction of a stochastic process from a more general point process than an Itô-Poisson point process. This construction is based on a Cox process and leads to a strong Markov process which is killed exponentially in the local time at $a$.

In chapter 4 we give some applications of excursion theory. In the first two sections we derive explicit expressions for the characteristic measures
of the Itô-Poisson point processes of excursions from 0 attached to standard Brownian motion and Brownian motion with constant drift. A natural problem is to describe all strong Markov processes which behave like a given Ray process $Y$ until the first hitting or approach of a given state $a$. As far as we know the only complete solution for this problem is given in Itô and McKean [26] for the case of reflecting Brownian motion on [0, $\infty$ [. In section (4.3.) we given an interpretation in terms of excursion theory of the parameters which appear in its description. In section (4.4) we will construct a model for random motion on an $n$-pod $E_{n}$, that is a tree with one single vertex 0 and with $n$ leggs having infinite length. This is the most simple example of random motion on a graph. We want to define a process on $E_{n}$ which is Markovian with stationary transition probabilities. We should also like to have the process to behave like standard Brownian motion restricted to a half line, when restricted to a single leg. Using the results for reflecting Brownian motion from section (4.3) we are able to characterize all strong Markov processes which satisfy this description. Frank and Durham present in [12] for the first time an intuitive description of such a process for the case $\mathrm{n}=3$. They considered the case of continuous entering from 0 in a leg, which was chosen according to some given probability distribution. The difficulty which arises in the construction of this process is that the process, when starting from 0 , will visit 0 infinitely many times in a finite time interval. It is therefore not possible to indicate the leg which is visited first starting from 0 . The construction that we will give is based on section (3.3); our model allows also jumping in a leg, stickiness at 0 and killing with a rate proportional to local time at 0 . In section (4.5) we show how theory of section (3.3) can be applied to the construction of certain Markov processes with Blumenthal uses in [2] and for the construction of which he refers to Meyer [42]. In this book only excursions from a single state $a$ are treated. Recently this approach has been generalized by J.G.M. Schoenmakers to the description of excursions from a finite set of states.

## Chapter 2

## Point Processes

A point process is a random distribution of points in some space $X$. The case where $X$ is the real line, more generally a locally compact, second countable Hausdorff space or a separable metric space, has been studied extensively. One always assumes that there is a family $\mathcal{S}$ of subsets of $X$, each of which can contain only a finite number of points. If $X$ is locally compact then $\mathcal{S}$ consists of the compact subsets, if $X$ has a metrical structure then $\mathcal{S}$ consists of the bounded subsets of $X$.

Mathematically the concept of a point process is formalized as follows. Let $X$ be a topological space and let $\mathcal{S}$ be a family of open subsets of $X$. To a distribution $Z$ of points in $X$ we assign the point measure $\sum_{z \in Z} \delta_{z}$, where $\delta_{z}$ is the Dirac measure in $z$. The description with measures on $X$ has greater flexibility than the description with subsets of $X$ and is mathematically more convenient because of the richer structure of the linear topological nature of the space of measures. Moreover in the case of point processes with multiple points the approach via measures is more natural. So let $\mathcal{M}^{+}=\mathcal{M}^{+}(\mathcal{S})$ be the set of all nonnegative Borel measures on $X$ which are finite on the elements of $\mathcal{S}$. Denote by $\mathcal{A}$ the smallest $\sigma$-algebra on $\mathcal{M}^{+}$ which measures the maps

$$
\mu \in \mathcal{M}^{+} \mapsto \mu(A), \quad A \in \mathcal{B}(X)
$$

Let $\mathcal{M}^{\bullet \bullet}=M^{\bullet \bullet}(\mathcal{S})$ be the subset of $\mathcal{M}^{+}$consisting of the point measures on $X$. An $\mathcal{S}$-finite point process on $X$ is a probability measure on $\left(\mathcal{M}^{+}, \mathcal{A}\right)$ which is concentrated on $\mathcal{M}^{\bullet \bullet}$, or an $\mathcal{M}^{\bullet \bullet}$ - valued random variable where we identify a random variable with its distribution. However, the measure-theoretic introduction of the $\sigma$-algebra $\mathcal{A}$ is not quite satisfactory. There are several reasons to prefer a definition of $\mathcal{A}$ as the Borel $\sigma$-algebra corresponding to some topological structure on $\mathcal{M}^{+}$: a topology
on $\mathcal{M}^{+}$, which induces the corresponding narrow topology on the space of measures on $\mathcal{M}^{+}$, makes it possible to discuss weak convergence of point processes. Further, measurability properties of subsets of $\mathcal{M}^{+}$(for example $\left.\mathcal{M}^{\bullet \bullet}\right)$ can be derived from topological properties and there is a powerful disintegration theorem for measures on topological spaces.

As an example, consider the set of nonnegative Borel measures on a locally compact, second countable Hausdorff space $X$, Then $\mathcal{S}$ is the set of all compact sets and $\mathcal{M}^{+}$is the set of all Radon measures. Let $\mathcal{C}_{K}$ be the set of all real-valued, continuous functions on $X$ with compact support. Endow $\mathcal{M}^{+}$with the vague topology $\tau=\sigma\left(\mathcal{M}^{+}, \mathcal{C}_{K}\right)$ of pointwise convergence on the elements of $\mathcal{C}_{K}$ : a net $\left(\mu_{\alpha}\right)$ in $\mathcal{M}^{+}$converges vaguely to $\mu \in \mathcal{M}$ iff $\mu_{\alpha}(f) \mapsto \mu(f)$ for each $f \in \mathcal{C}_{K}$, where $\mu(f)$ is the functional-analytic notation for the integral of $f$ with respect to $\mu$. The vague topology renders $\mathcal{M}^{+}$ a polish space, i.e. the vague topology on $\mathcal{M}^{+}$is metrizable with a complete metric. The Borel $\sigma$-algebra $\mathcal{B}$ on $\left(\mathcal{M}^{+}, \tau\right)$ coincides with the $\sigma$-algebra. $\mathcal{A}$ generated by the maps $\mu \in \mathcal{M}^{+} \mapsto \mu(A), A \in \mathcal{B}$. The basic result on weak convergence is Prohorov's theorem, which gives a characterization of the relative compact subsets of $\left(\mathcal{M}^{+}, \tau\right)$. The set of point measures $\mathcal{M}^{\bullet \bullet}$ is a vaguely closed subset of $\mathcal{M}^{+}$. See for proofs Bourbaki [5] and Krickeberg [34].

In the literature about point processes on complete, separable metric spaces $(X, \rho)$ one studies always point processes which are finite on the family $\mathcal{S}$ of bounded Borel subsets of $X$ In excursion theory we study point processes on a polish space $U$ which are finite on some family $\mathcal{S}$ of open subsets. In this we cannot apply the theory of point processes on complete, separable metric spaces since it is not clear whether there exists a complete metric $d$ for $U$ such that $\mathcal{S}$ coincides with the family of $d$-bounded subsets of $U$. So, before we can study excursion theory we have to study the set $\mathcal{M}^{+}(\mathcal{S})$ of $\mathcal{S}$-finite Borel measures on a polish space $U, \mathcal{S}$ being some family of open subsets.

### 2.1 Topological spaces of Borel measures

We will first introduce some notations. Let $X$ be a Suslin space with Borel $\sigma$-algebra $\mathcal{B}(X)$, A Suslin space is a Hausdorff topological space which is the image of a polish space under a continuous map, see Schwartz[49], p.96. The space of nonnegative, bounded Borel measures on $X$ will be denoted by $\mathcal{M}_{b}^{+}(X)$ : To have a sufficient amount of continuous real-valued functions on: $X$, we will assume that $X$ is a completely regular space, i,e. for each $x_{0} \in X$ and each open neighbourhood $U$ of $x_{0}$ there is a continuous function $f: X \mapsto[0,1]$ such that $f\left(x_{0}\right)=1$ and $f$ is identical zero on $X \backslash U$. The
space of bounded continuous functions on $X$ will be denoted by $\mathcal{C}_{b}(X)$.
To define a topology on the space of measures $\mathcal{M}_{b}^{+}(X)$, let $\mathcal{F}$ be a class of real-valued functions. Assume that each $f \in \mathcal{F}$ is $\mu$-integrable for each $\mu \in \mathcal{M}_{b}^{+}(X)$. Then we will denote by $\sigma\left(\mathcal{M}_{b}^{+}(X), \mathcal{F}\right)$ the coarsest topology on $\mathcal{M}_{b}^{+}(X)$ for which the maps $\mu \in \mathcal{M}_{b}^{+}(X) \mapsto \mu(f), f \in \mathcal{F}$, are continuous. If we take $\mathcal{F}=\mathcal{C}_{b}(X)$ ) we get the narrow topology $\sigma\left(\mathcal{M}_{b}^{+}(X), \mathcal{C}_{b}(X)\right)$ on $\mathcal{M}_{b}^{+}(X)$ which will be also denoted by $\tau_{1}(X)$. The topological space $\left(\mathcal{M}_{b}^{+}(X), \tau_{1}(X)\right)$ is a Suslin space, see Bourbaki [5], p.6.

Let $G$ be an open subset of $X$. Equipped with the relative topology, $G$ is a completely regular Suslin space (Schwartz [49] theorem 3, p.96). If $f \in \mathcal{C}_{b}(X)$ then its restriction $f_{\mid G}$ to $G$ is element of $\mathcal{C}_{b}(G)$. Define

$$
\mathcal{H}(G)=\left\{f_{\mid G}: f \in \mathcal{C}_{b}(X), \operatorname{supp}(f) \subset G\right\}
$$

Denote by $\tau_{2}(G)$ the topology $\sigma\left(\mathcal{M}_{b}^{+}(G), \mathcal{H}(G)\right)$. It is clear that $\tau_{2}(G) \subset$ $\tau_{1}(G)$. Note that equality does not necessarily hold. Indeed if $\left(x_{n}\right)$ is a sequence in $G$ converging to a point $x$ in the boundary of $G$, then the sequence of Dirac measures $\left(\delta_{x_{n}}\right)$ converges in the space $\left(\mathcal{M}_{b}^{+}(G), \tau_{2}(G)\right)$ while it diverges in the space $\left(\mathcal{M}_{b}^{+}(G), \tau_{1}(G)\right)$.
Proposition 2.1.1 Let $X$ be a completely regular Suslin space. If $G$ is an open subset of $X$, then $\left(\mathcal{M}_{b}^{+}(G), \tau_{2}(G)\right)$ is a Suslin space.

Proof. Since $\tau_{2}(G) \subset \tau_{1}(G)$ and $\left(\mathcal{M}_{b}^{+}(G), \tau_{1}(G)\right)$ is a Suslin space, it follows that $\left(\mathcal{M}_{b}^{+}(G), \tau_{2}(G)\right)$ is the image of a polish space under a continuous map. So we only have to prove that $\left(\mathcal{M}_{b}^{+}(G), \tau_{2}(G)\right)$ is a Hausdorff space. For this it is sufficient that $\mathcal{H}(G)$ separates the points of $\mathcal{M}_{b}^{+}(G)$.

So let $O$ be an open subset of $G$ and let $x \in O$. Since $G$ is completely regular, there exists an open neighbourhood $V$ of $x$ whose closure $\bar{V}$ is contained in $O$ and a continuous function $\phi_{x}: G \mapsto[0,1]$ such that $\phi_{x}(x)=$ 1 and $\phi_{x}$ is zero outside $V$. It is clear that

$$
\begin{gathered}
\phi_{x} \in \mathcal{H}(G), x \in O, \\
\operatorname{supp}\left(\phi_{x}\right) \subset \bar{V} \subset O \subset G
\end{gathered}
$$

and

$$
\text { and } 1_{O}=\bigvee_{x \in O} \phi_{x}
$$

Since any Suslin space is a Lindelöf space, the family $\left\{\phi_{x} ; x \in O\right\}$ has a countable subfamily $\left(\phi_{n}\right)_{n \geq 1}$ with the same upper envelope $1_{O}$, see Schwartz [49], pp. 103 and 104. Define for $n \geq 1$

$$
g_{n}=\bigvee_{1 \leq i \leq n} \phi_{i}
$$

It follows that $\left(g_{n}\right)$ is an sequence in $\mathcal{H}(G)$, increasing to $1_{O}^{*}$. Hence for $\nu_{;}^{\prime} \mu \in \mathcal{M}_{b}^{+}(G)$ we have

$$
\forall f \in \mathcal{H}(G): \nu(f)=\mu(f) \Longrightarrow \nu(O)=\mu(O))
$$

for all open subsets $O \subset G$. By a monotone class argument we may conclude that $\mathcal{H}(G)$ separates the points of $\mathcal{M}_{b}^{+}(G)$.

Corollary 2.1.2 Let $X$ be a complétély regular Suslin space: If $G$ is an open subset of $X$, then $\mathcal{H}(G)$ separates the points of $\mathcal{M}^{+}(G)$.

Remark 2.1:3 A Hausdorff topological space $X$ is said to bee a Lusin space if it is the image of a polish space under a continuous bijection, see Schwarz [49] p.94. It is clear that any Lusin space is a Suslin space. If we assume that $X$ is itself a polish space, then $\left(\mathcal{M}_{b}^{+}(G), \tau_{1}(G)\right)$ is also polish and it follows that $\left(\mathcal{M}_{b}^{+}(G), \tau_{2}(G)\right)$ is a Lusin space.

Definition 2.1.4 Let $\mathcal{S}$ be a family of subsets of $X$. $\mathcal{S}$ is filtering to the right with respect to inclusion if

$$
\forall A, B \in \mathcal{S} ; \exists C \in \mathcal{S}: A \subset C \text { and } B \subset C
$$

Definition 2.1.5 Let $\mathcal{S}$ be a family of isubsets of $X$ : A subfamily $\mathcal{D}$ of $\mathcal{S}$ is a cofinal subset if

$$
\forall A \in \mathcal{S}, \exists D \in \mathcal{D}: A \subset D
$$

Definition 2.1.6 Let $\mathcal{S}$ be a family of measurable subsets of the measurable space $X$. A measure $\mu \in \mathcal{M}_{b}^{+}(X)$ is $\mathcal{S}$-finite if $\mu(A)<\infty$ for all $A \in \mathcal{S}$.

Let $\mathcal{S}$ be a family of open subsets of $X$, which is filtering to the right with respect to inclusion. The space of $\mathcal{S}$-finite measures will be denoted by $\mathcal{M}^{+}=\mathcal{M}^{+}(\mathcal{S})$. We continue with a precise description of the space $\mathcal{M}^{+}$. Define for all pairs $A ; B \in \mathcal{S}, A \subset B$, the map $\pi_{A B}$ by

$$
\pi_{A B}: \mathcal{M}_{b}^{+}(B) \mapsto \mathcal{M}_{b}^{+}(A), \pi_{A B}(\mu)={ }_{A} \mu
$$

where ${ }_{A} \mu$ denotes the restriction of $\mu$ to $A$. Then

$$
\left(\left(\mathcal{M}_{b}^{+}(A), \tau_{2}(A)\right), \pi_{A B}\right)_{A, B \in \mathcal{S}}
$$

is a projective system of Suslin spaces. The projective limit

$$
M=M(\mathcal{S})=\lim _{\leftarrow} \pi_{A B} \mathcal{M}_{b}^{+}(B)
$$

is the subspace of the productspace $\prod_{A \in \mathcal{S}} \mathcal{M}_{b}^{+}(A)$ whose elements $\mu_{=}=\left(\mu_{A}\right)$ satisfy the relation $\mu_{A}=\pi_{A B}\left(\mu_{B}\right)$ whenever $A \subset B$. If $\mu \in \mathcal{M}^{+}$, then
$\left({ }_{A} \mu\right)_{A \in \mathcal{S}}$ is an element of $M$. To describe the relation between the spaces $\mathcal{M}^{+}$and $M$, define the map $\phi$ by

$$
\phi: \mu \in \mathcal{M}^{+} \mapsto\left({ }_{A} \mu\right) \in M
$$

Proposition 2.1.7 Let $X$ be a completely regular Suslin space and $\mathcal{S}$ be a family of open subsets of $X$, which is filtering to the right. If $\mathcal{S}$ is a covering of $X$, then $\phi$ is a bijection of $\mathcal{M}^{+}$onto $M$.

Proof. Since $\mathcal{S}$ is filtering, $\bigcup_{A \in \mathcal{S}} \mathcal{B}(A)$ is a ring of subsets of $X$. To show that every $\left(\mu_{A}\right)_{A \in \mathcal{S}} \in M$ is $\phi$-image of an element $\bar{\mu} \in \mathcal{M}_{+}$, we define the setfunction $\mu$ by

$$
\mu: \bigcup_{A \in \mathcal{S}} \mathcal{B}(A) \mapsto \mathbb{R}, \mu(G)=\mu_{A}(G) \text { if } G \in \mathcal{B}(A)
$$

One easily verifies that $\mu$ is unambiguously defined. To see that $\mu$ is $\sigma$ additive, let $\left(G_{n}\right)_{n \geq 1}$ be a pairwise disjoint sequence in $\bigcup \mathcal{B}(A)$ with union also contained in $\bigcup \mathcal{B}(A)$. Then $\bigcup G_{n} \in \mathcal{B}(C)$ for some $C \in \mathcal{S}$. Hence every $G_{n} \in \mathcal{B}(C)$. It follows that

$$
\mu\left(\bigcup G_{n}\right)=\mu_{C}\left(\bigcup G_{n}\right)=\sum \mu_{C}\left(G_{n}\right)=\sum \mu\left(G_{n}\right)
$$

So $\mu$ is a finite, $\sigma$-additive measure on $(X, \bigcup \mathcal{B}(A))$. Being an open cover of a Lindelöf space, $\mathcal{S}$ has a countable subcover. It follows that $\mathcal{B}(X)$ is the $\sigma$-ring generated by the ring $\cup \mathcal{B}(A)$ and that a $\sigma$-additive measure $\mu$ on $\cup \mathcal{B}(A)$ has a unique extension to a $\sigma$-additive measure $\bar{\mu} \in \mathcal{M}^{+}$on $\mathcal{B}(X)$, see Halmos [18], p. 54. It is clear that $\phi(\bar{\mu})=\left(\mu_{A}\right)$ and that $\phi$ is one-toone.

On $M$ we define the projective topology, the coarsest topology which makes all the projections

$$
\pi_{B}: M \mapsto \mathcal{M}_{b}^{+}(B), \pi_{B}\left(\left(\mu_{A}\right)\right)=\mu_{B}
$$

continuous and is therefore the trace on $M$ of the product topology on $\prod_{A \in \mathcal{S}} \mathcal{M}_{b}^{+}(A)$. Assume that $\mathcal{S}$ covers $X$. Denote by $\tau=\tau(\mathcal{S})$ the coarsest topology on $\mathcal{M}^{+}$which makes the bijection $\phi$ continuous. Define

$$
\mathcal{H}(\mathcal{S})=\left\{f \in \mathcal{C}_{b}(X) \mid \exists A \in \mathcal{S}: \operatorname{supp}(f) \subset A\right\}
$$

Then

$$
\tau=\sigma\left(\mathcal{M}^{+}, \mathcal{H}(\mathcal{S})\right)
$$

Let $\mathcal{B}$ be the Borel $\sigma$-algebra on $\left(\mathcal{M}^{+}, \tau\right)$. There are other natural definitions of $\sigma$-algebras on $\mathcal{M}^{+}$: define

$$
\mathcal{A}_{1}=\sigma\left[\mu \in \mathcal{M}^{+} \mapsto \mu(B), B \in \mathcal{B}(X)\right]
$$

and

$$
\mathcal{A}_{1}=\sigma\left[\mu \in \mathcal{M}^{+} \mapsto \mu(f), f \in \mathcal{H}(\mathcal{S})\right]
$$

Theorem 2.1.8 Let $X$ be a completely regular Suslin space and let $\mathcal{S}$ be a family of open subsets of $X$ which

- is filtering to the right with respect to inclusion,
- covers $X$ and
- has a countable cofinal subset.

Then
(i) $\left(\mathcal{M}^{+}(\mathcal{S}), \tau(\mathcal{S})\right)$ is a Suslin space and
(ii) $\mathcal{A}_{1}=\mathcal{A}_{2}=\mathcal{B}\left(\mathcal{M}^{+}\right)$

Proof. Let $\mathcal{D}$ be a countable cofinal subset of $\mathcal{S}$. It is clear that $\mathcal{D}$ is also filtering to the right and covers $X$. Then $\mathcal{H}(\mathcal{D})=\mathcal{H}(\mathcal{S})$ and $\mathcal{M}^{+}(\mathcal{D})=$ $\mathcal{M}^{+}(\mathcal{S})$, hence $\sigma\left(\mathcal{M}^{+}, \mathcal{H}(\mathcal{D})\right)=\sigma\left(\mathcal{M}^{+}, \mathcal{H}(\mathcal{S})\right)$. Being a projective limit of of a countable family of Suslin spaces, $M(\mathcal{D})$ is a Suslin space, see Schwartz [49], p. 111. Hence $\left(\mathcal{M}^{+}(\mathcal{D}), \tau(\mathcal{D})\right)$ is a Suslin space and (i) follows. To prove (ii) we first remark that the family of continuous maps

$$
\mu \in \mathcal{M}^{+} \mapsto \mu(f), f \in \mathcal{H}(\mathcal{S})
$$

separates the points of $\mathcal{M}^{+}$. Indeed, suppose that for $\mu, \nu \in \mathcal{M}^{+}$

$$
\mu(f)=\nu(f)
$$

for every $f \in \mathcal{H}(\mathcal{S})$. Let $A \in \mathcal{S}$. Every $\phi \in \mathcal{H}(A)$ is the restriction to $A$ of a function $f \in \mathcal{H}(\mathcal{S})$. Hence

$$
{ }_{A} \mu(\phi)=\mu(f)=\nu(f)={ }_{A} \nu(\phi) .
$$

So by corollary (2.1.2) we have that ${ }_{A} \mu={ }_{A} \nu$. It follows that $\mu=\nu$ since $A$ was arbitrarily chosen in $\mathcal{S}$. Since $\mathcal{M}^{+}$is a Suslin space, there is a countable subfamily $\left(f_{n}\right)_{n \geq 1}$ of $\mathcal{H}(\mathcal{S})$ such that the points of $\mathcal{M}^{+}(\mathcal{S})$ are separated by the maps $\psi_{n}: \mu \in \mathcal{M}^{+}(\mathcal{S}) \mapsto \mu\left(f_{n}\right)$. By Fernique's lemma, the sequence
$\left(\psi_{n}\right)_{n \geq 1}$ generates $\mathcal{B}$, see Schwartz [49] p. 104, 105 and 108. It follows now that

$$
\mathcal{B} \subset \mathcal{A}_{2}
$$

Let now $f \in \mathcal{H}(\mathcal{S})$ and let $\operatorname{supp}(f) \subset A, A \in \mathcal{S}$. Since f is continuous, there exists a sequence of $\mathcal{B}(X)$-stepfunctions, zero outside $A$ and converging uniformly to $f$. Hence the map $\mu \in \mathcal{M}^{+}(\mathcal{S}) \mapsto \mu(f)$ is $\mathcal{A}_{1}$-measurable and it follows that

$$
\mathcal{A}_{2} \subset \mathcal{A}_{1}
$$

Let $A \in \mathcal{S}$ and let $O \subset A$ be open. As in the proof of proposition (2.1.1) we construct an increasing sequence $\left(f_{n}\right)_{n \geq 1}$ in $\mathcal{H}(\mathcal{S})$ with $\operatorname{supp}\left(f_{n}\right) \subset A$ and with supremum $1_{O}$. It follows that the map $\mu \in \mathcal{M}^{+}(\mathcal{S}) \mapsto \mu(O)$ is $\mathcal{B}$-measurable. A monotone class argument yields the $\mathcal{B}$-measurability of the maps $\mu \in \mathcal{M}^{+}(\mathcal{S}) \mapsto \mu(G)$ for all $G \in \bigcup_{A \in \mathcal{S}} \mathcal{B}(A)$. Since $\mathcal{S}$ has a countable cofinal subset, every Borel set in $X$ can be written as a countable union of elements of $\bigcup_{A \in \mathcal{S}} \mathcal{B}(A)$ hence

$$
\mathcal{A}_{1} \subset \mathcal{B}
$$

We may conclude that (ii) holds.
From now on we will assume that the space $X$ is a polish space. Let $d$ be a metric on $X$ such that the metric topology is the topology of $X$ and ( $X, d$ ) is a complete metric space. Let $\mathcal{S}$ be a fixed family of open subsets of $X$ satisfying the conditions of theorem (2.1.8). Define

$$
\mathcal{S}^{\prime}=\{G \in \mathcal{B}(X): \exists A \in \mathcal{S}: G \subset A\}
$$

Remark 2.1.9 (i) The topological space $\left(\mathcal{M}^{+}, \tau\right)$ of $\mathcal{S}$-finite measures on $X$ is a Lusin space, see Remark (2.1.3).
(ii) Even for polish spaces it need not be true that a filtering family of open subsets, which covers the space, has a countable cofinal subset. For example, let $X$ be the space of all pairs of non-negative integers with the discrete topology. Then $X$ is a polish space. A set $A$ is a member of the family $\mathcal{S}$ iff for all except a finite number of integers $m$ the set $\{n:(m, n) \in A\}$ is finite. The family $\mathcal{S}$ is filtering to the right and covers $X$. But $\mathcal{S}$ does not have a countable cofinal subset. Indeed, let $\left(A_{k}\right)_{k \geq 1}$ be a sequence of subsets of $X$ contained in $\mathcal{S}$. For every $k \geq 1$ we can choose an element $x_{k}=(m, n) \in X$ such that $n \geq k$ and $x_{k} \notin A_{k}$. The set $B=\left\{x_{k}: k \geq 1\right\}$ is an element of $\mathcal{S}$ and there is no $A_{k}$ such that $B \subset A_{k}$.

Theorem 2.1.10 Let $X$ be a polish space and let $\mathcal{S}$ be a family of open subsets of $X$ satisfying the conditions of theorem (2.1.8). Let $\left(\mu_{\alpha}\right)$ be a net in $\mathcal{M}^{+}$and $\mu \in \mathcal{M}^{+}$. Then the following statements are equivalent:
(i) $\mu_{\alpha} \rightarrow \mu$ in $\left(\mathcal{M}^{+}, \tau\right)$;
(ii) $\limsup \mu_{\alpha}(F) \leq \mu(F)$ for all closed $F \in \mathcal{S}^{\prime}$ and $\liminf \mu_{\alpha}(O) \geq \mu(O)$ for all open $O \in \mathcal{S}^{\prime}$.

Proof. (i) $\Rightarrow$ (ii)
Let $F$ be a closed subset of $X, F \subset A$ for some $A \in \mathcal{S}$ and let $D$ be a countable dense subset of $X$. Define

$$
I=\left\{(x, q): x \in D, q \in \mathbb{Q}_{+}, B_{x}(q) \cap F=\emptyset\right\}
$$

where

$$
B_{x}=\{y: y \in X, d(x, y) \leq q\}
$$

The set $I$ is countable. For $i=(x, q) \in I$, the closed sets $F$ and $A^{c} \cup B_{x}(q)$ are disjoint. Since $X$ is a normal topological space, there are disjoint open sets $U$ and $V$ such that $F \subset U$ and $A^{c} \cup B_{x}(q) \subset V$. By Urysohn's lemma there is a continuous function $f_{i}: X \mapsto[0,1]$ which $\equiv 0$ on $U^{c}$ and $\equiv 1$ on $F$. It is clear that $\operatorname{supp}\left(f_{i}\right) \subset U \cap V^{c} \subset A$, so $f_{i} \in \mathcal{H}(\mathcal{S})$. If $y \in F^{c}$, then there is an element $i=(x, q) \in I$ such that $y \in B_{x}(q)$, hence $f_{i}(y)=0$. It follows that

$$
1_{F}=\inf \left\{f_{i}: i \in I\right\}
$$

Define

$$
g_{n}=\inf \left\{f_{i_{1}}, \ldots, f_{i_{n}}\right\}, n \geq 1
$$

where $\left(i_{n}\right)_{n \geq 1}$ is an enumeration of $I$. It is clear that $\left(g_{n}\right)$ is a decreasing sequence in $\mathcal{H}(\mathcal{S})$ converging pointwise to $1_{F}$. So for each $n \geq 1$

$$
\limsup _{\alpha} \mu_{\alpha}(F) \leq \underset{\alpha}{\limsup } \mu_{\alpha}\left(g_{n}\right)=\mu\left(g_{n}\right),
$$

hence

$$
\limsup _{\alpha} \mu_{\alpha}(F) \leq \mu(F)
$$

Let $O$ be an open subset of $X, O \subset A$ for some $A \in \mathcal{S}$. Let, as in proposition (2.1.1), $\left(g_{n}\right)$ be an increasing sequence of bounded continuous functions such that $\operatorname{supp}\left(g_{n}\right) \subset A$ and $1_{O}=\sup g_{n}$. So for each $n \geq 1$

$$
\liminf _{\alpha} \mu_{\alpha}(O) \geq \liminf _{\alpha} \mu_{\alpha}\left(g_{n}\right)=\mu\left(g_{n}\right)
$$

hence

$$
\liminf _{\alpha} \mu_{\alpha}(O) \geq \grave{\mu}_{\alpha}(O)
$$

This completes the proof of the implication (i) $\Rightarrow$ (ii).
(ii) $\Rightarrow$ (i)

Let $f$ be a bounded nonnegative continuous function on $X$ with $\operatorname{supp}(f) \subset$ $A$ for some $A \in \mathcal{S}$. Define for $k \geq 1$ the functions $u_{k}, v_{k}: X \mapsto \mathbb{R}$ by

$$
u_{k}=\sum_{i \geq 1} \frac{1}{k} 1_{\left[f<\frac{i}{k}\right] \cap A}
$$

and

$$
v_{k}=\frac{1}{k} 1_{\operatorname{supp}(f)}+\sum_{i \geq 1} \frac{1}{k} 1_{\left[f<\frac{i}{k}\right]},
$$

the summations being finite summations since $f$ is bounded. It is clear that $u_{k} \leq f \leq v_{k}$ for all $k \geq 1$ and that $u_{k} \uparrow f$ and $v_{k} \downarrow f$. Hence

$$
\begin{aligned}
\liminf _{\alpha} \mu_{\alpha}\left(u_{k}\right) & \geq \sum_{i \geq 1} \frac{1}{k} \liminf _{\alpha} \mu_{\alpha}\left(\left[f<\frac{i}{k}\right] \cap A\right) \\
& \geq \sum_{i \geq 1} \frac{1}{k} \mu\left(\left[f<\frac{i}{k}\right] \cap A\right) \\
& =\mu\left(u_{k}\right)
\end{aligned}
$$

and analogously

$$
\underset{\alpha}{\limsup } \mu_{\alpha}\left(v_{k}\right) \leq \mu\left(v_{k}\right)
$$

It follows that

$$
\mu\left(u_{k}\right) \leq \liminf _{\alpha} \mu_{\alpha}(f) \leq \underset{\alpha}{\limsup } \mu_{\alpha}(f) \leq \mu\left(v_{k}\right.
$$

Taking limits for $k \rightarrow \infty$ we get

$$
\lim \mu_{\alpha}(f)=\mu(f)
$$

which completes the proof of the implication (ii) $\Rightarrow$ (i).
Definition 2.1.11 Let $X$ and $\mathcal{S}$ be as in theorem (2.1.8). A measure $\mu \in$ $\mathcal{M}^{+}$is an $\mathcal{S}$-finite point measure if

$$
\forall G \in \mathcal{S}^{\prime}: \mu(G) \in \mathbb{N}
$$

An $\mathcal{S}$-finite point measure is called simple if

$$
\forall x \in X, \mu_{x}=\mu(\{x\}) \in\{0,1\}
$$

The set of $\mathcal{S}$-finite point measures will be denoted by $\mathcal{M}^{\bullet \bullet}=M^{\bullet \bullet}(\mathcal{S})$ and the set of simple $\mathcal{S}$-finite point measures by $\mathcal{M}^{\bullet}=M^{\bullet}(\mathcal{S})$.

Proposition 2.1.12 Let $X$ be a polish space and let $\mathcal{S}$ be a family of open subsets of $X$ satisfying the conditions of theorem (2.1.8). Then $\mathcal{M}^{\bullet \bullet}$ is a closed subset of $\left(\mathcal{M}^{+}, \tau\right)$.

Proof. Let $\left(\mu_{\alpha}\right)$ be a net in $\mathcal{M}^{\bullet \bullet}$ converging to $\mu \in \mathcal{M}^{+}$. Take $x \in \operatorname{supp}(\mu)$ and let $U$ be an open neighbourhood of $x, U \in \mathcal{S}^{\prime}$. Then by proposition (2.1.10)

$$
0<\mu(U) \leq \liminf \mu_{\alpha}(U)
$$

Since $\mu_{\alpha}(U) \in \mathbb{N}$, it follows that

$$
\liminf \mu_{\alpha}(U) \geq 1
$$

Consider now a decreasing sequence $\left(U_{n}\right)_{n \geq 1}$ of open neighbourhoods of $x$ in $\mathcal{S}^{\prime}$ such that $U_{n} \downarrow\{x\}$ and $\bar{U}_{n+1} \subset U_{n}$ for every $n \geq 1$. From Urysohn's lemma follows the existence of a sequence $\left(h_{n}\right)$ in $\mathcal{H}(\mathcal{S})$ such that for every $n \geq 1$

$$
1_{\bar{U}_{n+1}} \leq h_{n} \leq 1_{U_{n}} .
$$

Then

$$
\begin{aligned}
\mu\left(h_{n}\right)=\lim _{\alpha} \mu_{\alpha}\left(h_{n}\right) & \geq \limsup _{\alpha} \mu_{\alpha}\left(\bar{U}_{n+1}\right) \\
& \geq \liminf _{\alpha} \mu_{\alpha}\left(U_{n+2}\right) \geq 1
\end{aligned}
$$

and

$$
\mu_{x}=\lim _{n \rightarrow \infty} \mu\left(h_{n}\right) \geq 1
$$

It follows that $\operatorname{supp}(\mu)$ is a discrete set and therefore for $n$ sufficiently large

$$
\mu_{x}=\mu\left(U_{n}\right)=\mu\left(\bar{U}_{n}\right) .
$$

Proposition (2.1.10) implies that

$$
\begin{aligned}
\mu\left(\bar{U}_{n}\right) \geq \underset{\alpha}{\limsup } \mu_{\alpha}\left(\bar{U}_{n}\right) & \geq \limsup _{\alpha} \mu_{\alpha}\left(U_{n}\right) \\
& \geq \liminf _{\alpha} \mu_{\alpha}\left(U_{n}\right) \geq \mu\left(U_{n}\right) .
\end{aligned}
$$

Hence for n sufficiently large

$$
\mu_{x}=\lim _{\alpha} \mu_{\alpha}\left(U_{n}\right) \in \mathbb{N}
$$

and it follows that $\mu \in \mathcal{M}^{\bullet \bullet}$.

Let $U_{1}, \ldots, U_{n}$ be a finite sequence of open subsets of $X$ such that $U_{1}, \ldots, U_{n} \in$ $\mathcal{S}^{\prime}$ and let $k_{1}, \ldots, k_{n} \in \mathbb{N}$. Define

$$
V_{U_{1}, \ldots, U_{n} ; k_{1}, \ldots, k_{n}}=\left\{\mu \in \mathcal{M}^{\bullet \bullet}: \mu\left(U_{i}\right)=\mu\left(\bar{U}_{i}\right)=k_{i}, i=1, \ldots, n\right\} .
$$

It follows from proposition (2.1.10) that the map

$$
\mu \in \mathcal{M}^{+} \mapsto \mu(G)
$$

is lower semicontinuous (resp. upper semicontinuous) for each open (resp. closed) subset $G \subset X$ in $\mathcal{S}^{\prime}$. Hence
$V_{U_{1}, \ldots, U_{n} ; k_{1}, \ldots, k_{n}}=\mathcal{M}^{\bullet \bullet} \cap\left\{\mu: \mu\left(U_{i}\right)>k_{i}-\frac{1}{2}\right.$ and $\left.\mu\left(\bar{U}_{i}\right)<k_{i}+\frac{1}{2}, 1 \leq i \leq n\right\}$
is open in $\mathcal{M}^{\bullet \bullet}$. Let $\mathcal{U}$ be a countable base for the topology of $X$ consisting of open subsets with closure in $\mathcal{S}^{\prime}$ (see Appendix A1) and let $A_{1}, A_{2}, \ldots$ be an increasing, countable cofinal subfamily of $\mathcal{S}$. Define for $k . n \geq 1$

$$
O_{k, n}=U V_{U_{1}, \ldots, U_{n} ; 1, \ldots, 1}
$$

where the union is $\hat{\text { saken }}$ over all finite sequences $U_{1}, \ldots, U_{n}$ in $\mathcal{U}$ whose elements are contained in $A_{k}$. It follows that $O_{k, n}$ is open in $\mathcal{M}^{\bullet \bullet}$ and that the set

$$
\begin{aligned}
& \left\{\mu \in \mathcal{M}^{\bullet \bullet}: \mu\left(A_{k}\right)=n\right\}= \\
& \quad\left\{\mu \in \mathcal{M}^{\bullet \bullet}: \mu\left(A_{k}\right)>n-1\right\} \backslash\left\{\mu \in \mathcal{M}^{\bullet \bullet}: \mu\left(A_{k}\right)>n\right\}
\end{aligned}
$$

is a Borel subset of $\mathcal{M}^{\bullet \bullet}$. So

$$
\mathcal{M}^{\bullet}=\bigcap_{k=1}^{\infty} \bigcup_{n=1}^{\infty}\left\{\mu \in \mathcal{M}^{\bullet \bullet}: \mu\left(A_{k}\right)=n\right\} \cap O_{k, n}
$$

is also a Borel subset of $\mathcal{M}^{\bullet \bullet}$ and we have derived the following proposition:
Proposition 2.1.13 Let $X$ be a polish space and let $\mathcal{S}$ be a family of open subsets of $X$ satisfying the conditions of theorem (2.1.8). Then $\mathcal{M}^{\bullet}$ is a Borel subset of $\left(\mathcal{M}^{+}, \tau\right)$.

In chapter 3 we will be interested in a special class of point measures on a product space. Let $X$ be the product $T \times U$ of the halfline $T=[0, \infty[$ with the usual topology and a polish space $U$. The space $X$ with the product topology is a polish space. Let $\left(U_{k}\right)_{k \geq 1}$ be an increasing sequence of open subsets of $U, U_{k} \uparrow U$. Define

$$
\mathcal{S}=\{I \times G: I \subset T \text { open and bounded, } G \subset U \text { open }
$$

$$
\text { and } \left.G \subset U_{k} \text { for some } k \geq 1\right\}
$$

This family $\mathcal{S}$ satisfies the conditions of theorem (2.1.8). Denote by $\mathcal{M}^{+}$ the set of $\mathcal{S}$-finite measures on $(X, \mathcal{B}(X))$ and by $\mathcal{M}_{1}^{0}$ the set of simple $\mathcal{S}$-finite point measures $\mu$ satifying the condition

$$
\forall t \in T: \mu(\{t\} \times U) \leq 1
$$

Proposition 2.1.14 Let $X$ be the product $T \times U$ of the halfine $T=[0, \infty[$ with the usual topology and a polish space $U$. Let

$$
\begin{gathered}
\mathcal{S}=\{I \times G: I \subset T \text { open and bounded, } G \subset U \text { open } \\
\text { and } \left.G \subset U_{k} \text { for some } k \geq 1\right\}
\end{gathered}
$$

Then $\mathcal{M}_{1}^{0}$ is a Borel subset of $\left(\mathcal{M}_{+}, \tau\right)$.
Proof. The proof is analogous to the proof of proposition (2.1.12) and is therefore omitted.

Remark 2.1.15 (i) If $X$ is a locally compact, second countable Hausdorff space and $\mathcal{S}$ the family of compact subsets of $X$, then $\mathcal{M}^{\bullet}$ is a dense $G_{\delta}$ set in $\mathcal{M}^{\bullet \bullet}$.
(ii) Let $(X, d)$ be a complete, separable metric space and let $\mathcal{S}$ be the family of all bounded open subsets of $X$. The family $\mathcal{S}$ satisfies the conditions of theorem (2.1.8): a countable cofinal subset of $\mathcal{S}$ is the sequence of open balls $\left(B_{n}(z)\right)_{n \geq 1}$ with radius $n \in \mathbb{N}$ and center a fixed point $z \in X$. Matthes, Kerstan and Mecke define in [40], section (1.15) a metric $\rho$ on $\mathcal{M}^{\bullet \bullet}$. It turns out that $\left(\mathcal{M}^{\bullet \bullet}, \rho\right)$ is a complete, separable metric space and the metric topology on $\mathcal{M}^{\bullet \bullet}$ coincides with the relative topology on $\mathcal{M}^{\bullet \bullet}$ as a subspace of $\left(\mathcal{M}^{\bullet \bullet}, \tau\right)$.
(iii) Let $(X, d)$ be a complete, separable metric space and $x_{\infty}$ be a fixed point of $X$. Harris defines in [19] a (nonnegative Borel) measure $\mu$ on $X$ to be $x_{\infty}$-finite if
(a) $\mu(X \backslash V)<\infty$ for each open set $V$ containing $X_{\infty}$ and
(b) $\mu\left(\left\{x_{\infty}\right\}\right)=0$.

Let $M$ be the class of $x_{\infty}$-finite measures. Define for $t>0$

$$
E_{t}=\left\{x \in X: d\left(x, x_{\infty}\right) \geq \frac{1}{t}\right\}
$$

The sets $E_{t}$ are closed and have disjoint boundaries. It is clear that

$$
\mu \in M \Longleftrightarrow \forall t>0: \mu\left(E_{t}\right)<\infty .
$$

Harris introduced in [19] a topology on $M$, which we describe now. Denote for $t>0$ by $L_{t}^{*}$ the Levy-Prohorov distance on $\mathcal{M}_{b}^{+}\left(E_{t}\right)$, that is a metric on $\mathcal{M}_{b}^{+}\left(E_{t}\right)$ such that $\left(\mathcal{M}_{b}^{+}\left(E_{t}\right), L_{t}^{*}\right)$ is a complete, separable metric space and the $L_{t}^{*}$-topology on $\mathcal{M}_{b}^{+}\left(E_{t}\right)$ is the narrow topology $\sigma\left(\mathcal{M}_{b}^{+}\left(E_{t}\right), C_{b}\left(E_{t}\right)\right)$. If $\mu, \nu \in M$ put

$$
L(\mu, \nu)=\int_{0}^{\infty} \frac{e^{-t} L_{t}(\mu, \nu)}{1+L_{t}(\mu, \nu)} d t
$$

where $L_{t}(\mu, \nu)$ denotes the $L_{t}^{*}$ distance between the restrictions of $\mu$ and $\nu$ to $E_{t}$. The integral converges and $L$ is a metric for $M$ such that $(M, L)$ is a complete, separable metric space.
Consider now the polish space $X \backslash\left\{x_{\infty}\right\}$. Let $\mathcal{S}$ be the family of open subsets

$$
A_{t}=\left\{x \in X \backslash\left\{x_{\infty}\right\}: d\left(x, x_{\infty}\right)>\frac{1}{t}\right\}, t>0
$$

Then $\mathcal{S}$ satisfies the conditions of theorem (2.1.8). Denote by $\bar{\mu}$ the restriction of $\mu \in M$ to $X \backslash\left\{x_{\infty}\right\}$. Then $\bar{\mu}$ is a $\mathcal{S}$-finite measure on $X \backslash\left\{x_{\infty}\right\}$.

Proposition 2.1.16 The map

$$
\chi: \mu \in M \mapsto \bar{\mu} \in \mathcal{M}^{+}
$$

is a continuous bijection from $(M, L)$ on $\left(\mathcal{M}^{+}, \tau\right)$.
Proof. It is clear that $\chi$ is a bijection. To see that $\chi$ is continuous, let $f \in \mathcal{H}$ and let $\left(\mu_{n}\right)$ be a sequence in $M$ converging to $\mu$, i.e. $\lim _{n \rightarrow \infty} L\left(\mu_{n}, \mu\right)=0$. Then $\operatorname{supp}(f) \subset A_{t}$ for all $t$ sufficiently small. It follows that there exists a $t>0$ such that $\operatorname{supp}(f) \subset A_{t}$ and $\mu\left(\left\{x \in X: d\left(x, x_{\infty}\right)=\frac{1}{t}\right\}\right)=0$. From Harris [19], theorem (2.2) we conclude that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mu_{n}(f) & =\lim _{n \rightarrow \infty} A_{t} \mu_{n}\left(\left.f\right|_{A_{t}}\right) \\
& ={ }_{A_{t}} \mu\left(\left.f\right|_{A_{t}}\right)=\mu(f)
\end{aligned}
$$

So for each $f \in \mathcal{H}$ the map

$$
\mu \in M \mapsto(\chi(\mu))(f)
$$

is continuous, which implies the continuity of $\chi$. If $\mu, \nu \in \mathcal{M}^{+}$put

$$
d(\mu, \nu)=L\left(\chi^{-1}(\mu), \chi^{-1}(\nu)\right.
$$

Then $\left(\mathcal{M}^{+}, d\right)$ is a complete, separable metric space. Let $\tau_{d}$ denote the $d$-topology on $\mathcal{M}^{+}$. From the foregoing proposition it follows that $\tau \subset \tau_{d}$.

Proposition 2.1.17 Let $\left(\mu_{n}\right)$ be a sequence in $\mathcal{M}^{+}$and $\mu \in \mathcal{M}^{+}$. Then

$$
\tau-\lim _{n \rightarrow \infty} \mu_{n}=\mu \Longleftrightarrow d-\lim _{n \rightarrow \infty} \mu_{n}=\mu
$$

Proof. The implication $(\Leftarrow)$ holds since $\tau \subset \tau_{d}$. So assume that

$$
\tau-\lim _{n \rightarrow \infty} \mu_{n}=\mu
$$

If

$$
\mu\left(\left\{x \in X \backslash\left\{x_{\infty}\right\}: d\left(x, x_{\infty}\right)=\frac{1}{t}\right\}\right)=0
$$

then $\mu\left(\partial E_{t}\right)=0$, where $\partial E_{t}$ is the boundary of $E_{t}$. Identifying $\mu$ and $\chi(\mu)$, it follows that the restrictions of $\left(\mu_{n}\right)$ to $E_{t}$ converge in $\left(\mathcal{M}_{b}^{+}\left(E_{t}\right), L_{t}^{*}\right)$ to $\mu$, see Topsoe [50], p.40. From Harris [19], theorem 2.2 we may conclude that $d$ - $\lim \mu_{n}=\mu$.

So for the topologies $\tau$ and $\tau_{d}$ we have:

$$
\begin{gathered}
\left(\mathcal{M}^{+}, \tau_{d}\right) \text { is a polish space } \\
\tau \subset \tau_{d} \\
\mu_{n} \xrightarrow{\tau} \mu \Longleftrightarrow \mu_{n} \xrightarrow{\tau_{d}} \mu
\end{gathered}
$$

One cannot conclude from this that $\tau=\tau_{d}$. Take for instance $(X, \tau)$ as in example E of Kelley [33], p. 77 and take for $\tau_{d}$ the discrete topology on $X$. It is clear that $\tau$ and $\tau_{d}$ satisfy the above conditions and that $\tau \neq \tau_{d}$.

### 2.2 Poisson point processes

Let $X$ be a polish space and let $\mathcal{S}$ be a family of open subsets of $X$ which is filtering to the right with respect to inclusion. Assume that $\mathcal{S}$ has a countable cofinal subset and that $\mathcal{S}$ covers $X$. Denote by $\mathcal{M}^{+}$the Lusin space of nonegative Borel measures on $X$ which are finite on $\mathcal{S}$. Let $P$ be a probability measure on $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right)\right)$. For a finite sequence $B_{1}, \ldots, B_{m}$ in $\mathcal{B}(X)$ the finite-dimensional distribution $P_{B_{1}, \ldots, B_{m}}$ is defined as the image of $P$ under the map

$$
\mu \in \mathcal{M}^{+} \mapsto\left[\mu\left(B_{1}\right), \ldots, \mu\left(B_{m}\right)\right] \in([0, \infty])^{m}
$$

Note that it is a consequence of theorem (2.1.8) that probability measures on $\mathcal{M}^{+}$with the same finite-dimensional distributions are identical. The Laplace transform $\hat{P}$ of $P$ is defined by

$$
\hat{P}(f)=\int_{\mathcal{M}^{+}} P(d \mu) \exp \left[-\int_{X} f(x) \mu(d x)\right]
$$

where $f$ runs through the cone $\mathcal{B}(X)_{+}$of nonnegative, measurable functions. The momentgenerating functions of the finite-dimensional distributions $P_{B_{1}, \ldots, B_{m}}$ are determined by $\hat{P}$ as follows from

$$
\int u_{1}^{x_{1}} \cdots u_{m}^{x_{m}} P_{B_{1}, \ldots, B_{m}}\left(d x_{1} \cdots x_{m}\right)=\hat{P}\left(-\sum_{1}^{m} \ln \left(u_{i}\right) 1_{B_{i}}\right)
$$

where $0<u_{i} \leq 1, i=1, \ldots, m$. So $P$ is uniquely determined by its Laplace transform. The intensity measure $i=i_{P}$ of $P$ is the Borel measure on $X$ defined by

$$
i(B)=\int_{\mathcal{M}^{+}} P(d \mu) \mu(B), B \in \mathcal{B}(X)
$$

We say that $P$ has $\mathcal{S}$-finite intensity if $i \in \mathcal{M}^{+}$. Denote by $\rho$ the Campbell measure of $P$, that is the measure on $\mathcal{M}^{+} \times X$ defined by

$$
\int_{\mathcal{M}^{+} \times X} F(\mu, x) \rho(d \mu, d x)=\int_{\mathcal{M}^{+}} P(d \mu) \int_{X} \mu(d x) F(\mu, x)
$$

It is clear that $\rho$ is a $\sigma$-finite measure if the intensity measure $i_{P}$ is $\mathcal{S}$ finite. The projection $\rho\left(\mathcal{M}^{+} \times\right.$.) of $\rho$ on $X$ is the intensity measure $i_{P}$. If the intensity measure $i_{P}$ is $\mathcal{S}$-finite, then a general theorem on disintegrations of measures (see Bourbaki [5], section (2.7)) implies the existence of a measurable family of probability measures $\left(P_{x}\right)_{x \in X}$ on $\mathcal{M}^{+}$such that

$$
\begin{aligned}
\int_{\mathcal{M}^{+} \times X} F d \rho & =\int_{\mathcal{M}^{+}} P(d \mu) \int_{X} \mu(d x) F(\mu, x) \\
& =\int_{X} i(d x) \int_{\mathcal{M}^{+}} P_{x}(d \mu) F(\mu, x)
\end{aligned}
$$

for every measurable, nonnegative function $F: \mathcal{M}^{+} \times X \mapsto \mathbb{R}$. This formula is called the Palm formula and the probability measures $P_{x}$ on $\mathcal{M}^{+}$are called the Palm measures of $P$. From the Palm formula it follows that $P$ is completely determined by the intensity measure $i_{P}$ and the Palm measures $\left(P_{x}\right)_{x \in X}$. A straightforward calculation yields a formula for the Laplace transforms of the Palm measures $P_{x}$. Let $f, g \in \mathcal{B}(X)_{+}$, then

$$
\int i_{P}(d x) \hat{P}_{x}(f) g(x)=-\left.\frac{d}{d t} \hat{P}(f+t g)\right|_{t=0}
$$

Definition 2.2.1 A probability measure $P$ on $\mathcal{M}^{+}$will be called an $\mathcal{S}$-finite point process with phase space $X$ (or an $\mathcal{S}$-finite point process on $X$ or a point process if the phase space and the family $\mathcal{S}$ are clear from the context) if

$$
P\left(\mathcal{M}^{\bullet \bullet}(\mathcal{S})\right)=1
$$

A point process $P$ is simple if

$$
P\left(\mathcal{M}^{\bullet}(\mathcal{S})\right)=1
$$

As usual in probability theory, an $\mathcal{M}^{+}$-valued random variable $N$ will also be called a (simple) point process if its distribution on $\mathcal{M}^{+}$is so.

Definition 2.2.2 A point process is said to be free from after-effects if for every finite sequence $B_{1}, \ldots, B_{m}$ in $\mathcal{B}(X)$ we have

$$
P_{B_{1}, \ldots, B_{m}}=P_{B_{1}} \otimes \cdots \otimes P_{B_{m}}
$$

where $P_{B_{1}} \otimes \cdots \otimes P_{B_{m}}$ is the product of the measures $P_{B_{i}}$ on $\overline{\mathbb{N}}$.
Definition 2.2.3 A Poisson point process with intensity measure $\nu$ is a point process $P$ which is free from after-effects and whose one-dimensional distributions $P_{B}, B \in \mathcal{B}(X)$, are Poisson distributions with parameter $\nu(B)$, i.e. if $\nu(B)<\infty$

$$
P_{B}(\{k\})=\frac{[\nu(B)]^{k}}{k!} \exp (-\nu(B)), k \geq 0
$$

If $\nu(B)=\infty$ then $P_{B}=\delta_{\infty}$.
Proposition 2.2.4 Let $P$ be a Poisson point process with $\mathcal{S}$-finite intensity measure $\nu$. Then the Laplace transform $\hat{P}$ and the Palm-measures $P_{x}$ are given by

$$
\hat{P}(f)=\exp \left[-\int_{X} \nu(d x)\left(1-e^{-f(x)}\right)\right], f \in \mathcal{B}(X)_{+}
$$

and

$$
P_{x}=\tilde{\delta}_{x} * P
$$

where $\tilde{\delta}_{x}$ denotes the Dirac measure on $\mathcal{M}^{+}$in the point $\delta_{x}$.
Proof. Follows from standard calculations.
Proposition 2.2.5 For every $\nu \in \mathcal{M}^{+}(\mathcal{S})$ there exists a unique $\mathcal{S}$-finite Poisson point process on $X$ with intensity measure $\nu$.

Proof. Let $A \in \mathcal{S}$. The restriction ${ }_{A} \nu$ of $\nu$ to $A$ is a finite measure on $(A, \mathcal{B}(A))$. So there is a unique $\{A\}$-finite Poisson point process ${ }_{A} P$ on $A$ with intensity measure ${ }_{A} \nu$, see Matthes et al. [40], section (1.7). The probability measure ${ }_{A} P$ is defined on $\left(\mathcal{M}_{b}^{+}(A), \mathcal{B}\left(\mathcal{M}_{b}^{+}(A)\right)\right)$, where $\mathcal{B}\left(\mathcal{M}_{b}^{+}(A)\right)$ is the Borel $\sigma$-algebra on $\left(\mathcal{M}_{b}^{+}(A), \tau_{2}(A)\right)$, see section (2.1) for the definition of the topology $\tau_{2}$.
Let $A, B \in \mathcal{S}, A \subset B$ and let $\pi_{A B}$ be the projection of $\mathcal{M}_{b}^{+}(B)$ on $\mathcal{M}_{b}^{+}(A)$ as defined in section (2.1). The image $\pi_{A B}\left({ }_{B} P\right)$ of $\left({ }_{B} P\right)$ is a probability measure on $\left(\mathcal{M}_{b}^{+}(A), \mathcal{B}\left(\mathcal{M}_{b}^{+}(A)\right)\right)$. A straightforward calculation gives $\pi_{A B}\left({ }_{B} P\right)^{r}={ }_{A} P$. So $\pi_{A B}\left({ }_{B} P\right)={ }_{A} P$ and it follows that
$\left(\mathcal{M}_{b}^{+}(A), \mathcal{B}\left(\mathcal{M}_{b}^{+}(A)\right),_{A} P, \pi_{A B}\right)$ is a projective system of probability spaces. Since $\mathcal{S}$ has a countable cofinal subset, it is a consequence of Bochner's theorem (see Bochner [4], p. 120) that there exists a projective limit $P$, which is a probability measure on $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right)\right.$. An easy calculation yields that $P$ is the $\mathcal{S}$-finite Poisson point process on $X$ with intensity measure $\nu$.

Denote by $P_{\nu}$ the $\mathcal{S}$-finite point process on $X$ with intensity measure $\nu \in \mathcal{M}^{+}$. Note that $P_{\nu}$ is a simple point process iff the intensity measure $\nu$ is a diffuse measure (i.e. $\nu(\{x\})=0$ for every $x \in X$ ). The family of point processes $\left\{P_{\nu} ; \nu \in \mathcal{M}^{+}\right\}$is a measurable family, i.e. for every $G \in \mathcal{B}\left(\mathcal{M}^{+}\right)$ the map $\nu \in \mathcal{M}^{+} \mapsto P_{\nu}(G)$ is measurable. Let $V$ be a probability measure on $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right)\right)$and let $Q$ be the probability measure on $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right)\right)$ defined by

$$
Q=\int_{\mathcal{M}^{+}} V(d \nu) P_{\nu}
$$

It is clear that $Q$ is a point process on $X$, which is simple iff $V$ is concentrated on the diffuse measures in $\mathcal{M}^{+}$. Such a process is called a Cox process.

Proposition 2.2.6 Let $Q$ be a Cox process as defined above. The intensity measure $i_{Q}$, the Laplace transform $\hat{Q}$ and the Palm measures $\left(Q_{x}\right)_{x \in X}$ of $Q$ are given by

$$
\begin{array}{lll}
i_{Q}(B) & =i_{V}(B) & , B \in \mathcal{B}(X) \\
\hat{Q}(f) & =\hat{V}\left(1-e^{-f}\right) & , f \in \mathcal{B}(X)_{+} \\
Q_{x} & =\tilde{\delta} * \int V_{x}(d \nu) P_{\nu} & , x \in X
\end{array}
$$

where $\tilde{\delta}_{x}$ denotes the Dirac measure on $\mathcal{M}^{+}$in the point $\delta_{x}$.
Proof. The formulas for $i_{Q}$ and $\hat{Q}$ follow directly from the definitions. To prove the formula for $Q_{x}$, let $F: \mathcal{M}^{+} \times X \mapsto \mathbb{R}$ be a measurable,
nonnegative function. Then

$$
\begin{aligned}
\int Q(d \mu) \int \mu(d x) F(\mu, x) & =\int V(d \nu) \int P_{\nu}(d \mu) \int \mu(d x) F(\mu, x) \\
& =\int V(d \nu) \int \nu(d x) \int\left(\tilde{\delta} * P_{\nu}\right)(d \mu) F(\mu, x) \\
& =\int i_{V}(d x) \int V_{x}(d \nu) \int P_{\nu}(d \mu) F\left(\mu+\delta_{x}, x\right) \\
& =\int i_{Q}(d x) \int\left(\tilde{\delta} * \int V_{x}(d \nu) P_{\nu}\right)(d \mu) F(\mu, x)
\end{aligned}
$$

from which the result follows.

### 2.3 Itô-Poisson point processes

Let $X$ be the product $T \times U$ of the halfline $T=[0, \infty[$ with the usual topology and a polish space U . The Borel $\sigma$-algebras on $T$ and $U$ will be denoted by $\mathcal{B}_{T}$ and $\mathcal{U}$. Endowed with the product topology $X$ is a polish space and its Borel $\sigma$-algebra $\mathcal{B}(X)$ is identical to the product $\sigma$-algebra $\mathcal{B}_{T} \otimes \mathcal{U}$. Let $\left(U_{k}\right)_{k \geq 1}$ be an increasing sequence of open subsets of $\mathcal{U}$ which covers $\mathcal{U}$. Define

$$
\begin{aligned}
\mathcal{S}= & \{A: A=I \times G, I \subset T \text { open and bounded } \\
& \left.G \subset U \text { open and } G \subset U_{k} \text { for some } k \geq 1\right\}
\end{aligned}
$$

Then $\mathcal{S}$ is a family of open subsets of $X$ which is filtering to the right with respect to inclusion, contains a countable cofinal subfamily and covers $X$. The topological space of $\mathcal{S}$-finite measures on $X$ will be denoted by $\left(\mathcal{M}^{+}, \tau\right)$, see section (2.1). The Borel $\sigma$-algebra $\mathcal{G}$ on $\mathcal{M}^{+}$coincides with the $\sigma$-algebra generated by the family of maps $\left\{p_{A}: A \in \mathcal{B}(X)\right\}$, where $p_{A}$ is the $\operatorname{map} p_{A}: \nu \in \mathcal{M}^{+} \mapsto \nu(A)$. The family $(\mathcal{G})_{t \geq 0}$ of sub- $\sigma$-algebras of $\mathcal{G}$ defined by

$$
\mathcal{G}_{t}=\sigma\left(p_{A}, A \in \mathcal{B}(X), A \subset[0, t] \times U\right)
$$

is a filtration on $\left(\mathcal{M}^{+}, \mathcal{G}\right)$. A measurable map $\psi: \mathcal{M}^{+} \mapsto T$ is called $\left(\mathcal{G}_{t}\right)$-adapted if $[\psi \leq t] \in \mathcal{G}_{t}$ for every $t \in T$.
Definition 2.3.1 Let $U$ be a polish space and let $\left(U_{k}\right)_{k \geq 1}$ be a sequence of open subsets increasing to $U$. Let $T=[0, \infty[$. An Itô-Poisson point process on $U$ is an $\mathcal{S}$-finite Poisson point process $P$ with phase space $X=T \times U$ and intensity measure $\mu=\lambda \otimes \nu$ where $\lambda$ denotes the Lebesgue measure on $T$ and $\nu$ a nonnegative Borel measure on $U$, which is finite on the sequence $\left(U_{k}\right)$. Following It $\hat{o}$ [25], $\nu$ is also called the characteristic measure of the Itô-Poisson point process $P$.

Remember from section (2.1) that $\mathcal{M}_{\mathrm{i}}^{\boldsymbol{0}}$ is the (measurable) set of simple $\mathcal{S}$-finite point measures $\mu$ satisfying the condition

$$
\forall t \in T ; \mu(\{t\} \times U) \leq 1
$$

Proposition 2.3.2 Let $U$ be a polish space and $P$ an $\mathcal{S}$-finite Itô-Poisson point process on $U$ with characteristic measure $\nu$. Then

$$
P\left(\mathcal{M}_{1}^{\bullet}\right)=1
$$

Proof. Since the intensity measure $\mu=\lambda \otimes \nu$ of $P$ is diffuse, P is a simple point process on X . Define the maps $\pi_{k}, k \geq 1$, by

$$
\pi_{k}: \mathcal{M}^{\bullet} \mapsto \mathcal{M}_{T}^{\bullet \bullet}, \pi_{k}(\mu)=\left[B \in \mathcal{B}_{T} \mapsto \mu\left(B \times U_{k}\right)\right]
$$

where $\mathcal{M}_{T}^{\bullet \bullet}$ denotes the space of point measures on $T$ which are finite on all bounded subintervals of $T$. The maps $\pi_{k}$ are $P$-a.e. defined, measurable maps on $\mathcal{M}^{+}$. The measure $P_{k}=\pi_{k}(P)$ is the Poisson point process on $T$ with intensity measure $i_{k}=\nu\left(U_{k}\right) \lambda$. Since the intensity measure $i_{k}$ is diffuse, the point process $P_{k}$ is a simple point process. It follows that

$$
P\left(\pi_{k}^{-1}\left(\mathcal{M}_{T}^{\bullet \bullet}\right)\right)=P\left(\mathcal{M}^{\bullet}\right)=1
$$

and

$$
P\left(\mathcal{M}_{\mathbf{1}}^{\bullet}\right)=P\left(\bigcap_{k \geq 1} \pi_{k}^{-1}\left(\mathcal{M}_{\boldsymbol{T}}^{\bullet}\right)\right)=1,
$$

which completes the proof.
Let $\phi: \mathcal{M}^{+} \mapsto T$ be a measurable map. Define the transformation $R_{\phi}$ : $\mathcal{M}^{+} \mapsto \mathcal{M}^{+}$by

$$
\begin{aligned}
& \int_{T \times U} R_{\phi}(\mu)(d \sigma, d u) f(\sigma, u)= \\
& \quad \int_{T \times U} \mu(d \sigma, d u) f(\sigma, u) 1_{[0, \phi(\mu)]}(\sigma), f \in \mathcal{B}(X)_{+} .
\end{aligned}
$$

For $\sigma \in T$ we define the map $t_{\sigma}$ by

$$
\left.t_{\sigma}:(\tau, v) \in\right] \sigma, \infty[\times U \mapsto(\tau-\sigma, v) \in X
$$

Finally we define the transformation $T_{\phi}: \mathcal{M}^{+} \mapsto \mathcal{M}^{+}$by

$$
\begin{aligned}
\int_{T \times U} T_{\phi}(\mu)(d \sigma, d u) f(\sigma, u) & =\int_{T \times U} \mu(d \sigma, d u) f \circ t_{\phi(\mu)}(\sigma, u) 1_{] \phi(\mu), \infty[ }(\sigma) \\
& =\int_{T \times U} \mu(d \sigma, d u) f(\sigma-\phi(\mu), u) 1_{] \phi(\mu), \infty[ }[\sigma)
\end{aligned}
$$

We will write simply $R_{s}$ and $T_{s}$ if $\phi$ is the constant map $\mu \in \mathcal{M}^{+} \mapsto s$.

Lemma 2.3.3 Let $\phi: \mathcal{M}^{+} \mapsto T$ be a measurable map. The above defined maps $R_{\phi}$ and $T_{\phi}$ are both measurable.

Proof. Define for $k, n=1,2, \ldots$

$$
A_{k n}=\left\{\mu \in \mathcal{M}^{+} ; k 2^{-n} \leq \phi(\mu)<(k+1) 2^{-n}\right\}
$$

and

$$
\phi_{n}=\sum_{k}(k+1) 2^{-n} 1_{A_{k n}}
$$

The sequence of measurable stepfunctions $\left(\phi_{n}\right)_{n \geq 1}$ is a strictly decreasing sequence, which converges pointwise to $\phi$. It is clear that for every bounded continuous function $f: X \mapsto \mathbb{R}$ with support contained in some element of $\mathcal{S}$ and for every $\mu \in \mathcal{M}^{+}$

$$
\lim _{n \rightarrow \infty}\left(T_{\phi_{n}} \mu\right)(f)=\left(T_{\phi} \mu\right)(f)
$$

and

$$
\lim _{n \rightarrow \infty}\left(R_{\phi_{n}} \mu\right)(f)=\left(R_{\phi} \mu\right)(f) .
$$

It follows that the sequences $\left(T_{\phi_{n}}\right)_{n \geq 1}$ and $\left(R_{\phi_{n}}\right)_{n \geq 1}$ converge pointwise to $T_{\phi}$ and $R_{\phi}$. Let $A \in \mathcal{B}(X)$ and $\mu \in \mathcal{M}^{+}$. Since

$$
\left(R_{\phi_{n}} \mu\right)(A)=\sum_{k} 1_{A_{k n}}(\mu) \mu\left(A \cap \left[0,(k+1) 2^{-n}[\times U)\right.\right.
$$

and

$$
\left(T_{\phi_{n}} \mu\right)(A)=\sum_{k} 1_{A_{k n}}(\mu) \mu\left(\left(t_{(k+1) 2^{-n}}\right)^{-1}(A)\right),
$$

it is clear that the maps $\mu \in \mathcal{M}^{+} \mapsto\left(R_{\phi_{n}} \mu\right)(A)$ and $\mu \in \mathcal{M}^{+} \mapsto\left(T_{\phi_{n}} \mu\right)(A)$ are measurable maps which implies the measurability of the transformations $R_{\phi_{n}}$ and $T_{\phi_{n}}$.

Theorem 2.3.4 (Renewal property). Let $\phi: \mathcal{M}^{+} \mapsto T$ be a measurable map and let $P$ be an Itô-Poisson point process with characteristic measure $\nu$. If $\phi$ is $\left(\mathcal{G}_{t}\right)$-adapted, then $R_{\phi}$ and $T_{\phi}$ are independent $\mathcal{M}^{+}$-valued random variables on $\left(\mathcal{M}^{+}, \mathcal{G}, P\right)$ and $T_{\phi}(P)=P$.

Proof. Consider first the case that $\phi$ is a stepfunction, say

$$
\phi=\sum_{i \geq 1} s_{i} 1_{A_{i}}, A_{i} \in \mathcal{G}_{s_{i}} .
$$

Since $P$ is free from after-effects

$$
\begin{aligned}
\int P & (d \mu) \exp \left[-\left(R_{\phi} \mu\right)(f)-\left(T_{\phi} \mu\right)(g)\right] \\
\quad & =\sum_{i} \int P(d \mu) 1_{A_{i}}(\mu) \exp \left[-\left(R_{s_{i}} \mu\right)(f)-\left(T_{s_{i}} \mu\right)(g)\right] \\
& =\sum_{i} \int P(d \mu) 1_{A_{i}}(\mu) \exp \left(-\left(R_{s_{i}} \mu\right)(f)\right) \int P(d \mu) \exp \left(-\left(T_{s_{i}} \mu\right)(g)\right)
\end{aligned}
$$

for $f, g \in \mathcal{B}(X)_{+}$. Also for every $s \geq 0$ we have:

$$
\begin{aligned}
\int P(d \mu) e^{-\left(T_{s} \mu\right)(g)} & =\exp \left[-\int_{s}^{\infty} d \sigma \int \nu(d \mu)\left(1-e^{-g(\sigma-s, \mu)}\right)\right] \\
& =\exp \left[-\int_{0}^{\infty} d \sigma \int \nu(d \mu)\left(1-e^{-g(\sigma, \mu)}\right)\right] \\
& =\hat{P}(g)
\end{aligned}
$$

Hence

$$
\int P(d \mu) \exp \left[-\left(R_{\phi} \mu\right)(f)-\left(T_{\phi} \mu\right)(g)\right]=\int P(d \mu) e^{-\left(R_{\phi} \mu\right)(f)} \hat{P}(g)
$$

which completes the proof of the theorem for stepfunctions. The general case will follow by approximating $\phi$ from above by a sequence of stepfunctions as in the proof of lemma (2.3.3).

Remark 2.3.5 Without further assumptions, it is not possible to say more about $R_{\phi}$. As an example, let $P$ be an Itô-Poisson point process on $X$ with $\mathcal{S}$-finite characteristic measure $\nu$. Let $U_{0} \in \mathcal{S}$ be a subset of $U$ such that $\nu\left(U_{0}\right)>0$. Define the map $\phi: \mathcal{M}_{1}^{\bullet} \mapsto T$ by

$$
\phi(\mu)=\min \left\{t \in T: \mu\left(\{t\} \times U_{0}\right)=1\right\}
$$

Since

$$
\left\{\mu \in \mathcal{M}_{1}^{\bullet}: \phi(\mu) \leq t\right\}=\left\{\mu \in \mathcal{M}_{1}^{\bullet}: \mu\left([0, t] \times U_{0}\right) \geq 1\right\}
$$

$\mu$ is a $\left(\mathcal{G}_{t}\right)$-adapted map on $\mathcal{M}_{1}$. For $f \in \mathcal{B}(X)_{+}$

$$
\begin{aligned}
& \left(R_{\phi}(P)\right)^{\varkappa} \\
& \quad=\int P(d \mu) e^{-\left(R_{\phi} \mu\right)(f)} \\
& \quad=\int P(d \mu) \int \mu(d \tau d \nu) 1_{[\phi(\mu)=\tau]} e^{-\left(R_{\tau} \mu\right)(f)}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} d \tau \int_{U} \nu(d v) \int P(d \mu) 1_{\left[\phi\left(\mu+\delta_{(\tau, v)}\right)=\tau\right]} e^{-\left(R_{\tau}\left(\mu+\delta_{(\tau, v)}\right)\right)(f)} \\
& =\int_{0}^{\infty} d \tau \int_{U} \nu(d v) \int P(d \mu)\left\{1_{[\phi(\mu)=\tau]}+1_{[\phi(\mu)>\tau]} 1_{U_{0}}(v)\right\} e^{-\left(R_{\tau} \mu\right)(f)-f(\tau, v)} \\
& =\int_{0}^{\infty} d \tau \int_{U_{0}} \nu(d v) \int P(d \mu) 1_{\left[\mu\left([0, \tau] \times U_{0}\right)=0\right]} e^{-\mu\left(1_{\left.[0, \tau] \times U \backslash U_{0} f\right)-f(\tau, v)}\right.} \\
& =\int_{0}^{\infty} d \tau \int_{U_{0}} \nu(d v) e^{-\tau \nu\left(U_{0}\right)-f(\tau, v)} \int P(d \mu) e^{-\mu\left(1_{[0, \tau] \times U \backslash U_{0}} f\right)}
\end{aligned}
$$

Let $Q_{\tau}$ be the image of the probability measure $\nu\left(. \mid U_{0}\right)$ under the map $u \in U \mapsto \delta_{(\tau, u)} \in \mathcal{M}^{+}$. It is clear that for $f \in \mathcal{B}(X)_{+}$

$$
\hat{Q}_{\tau}(f)=\frac{1}{\nu\left(U_{0}\right)} \int_{U_{0}} \nu(d v) e^{-f(\tau, v)}
$$

Let $S_{\tau}$ be the image of the probability measure $P$ under the map $\mu \in$ $\mathcal{M}^{+} \mapsto 1_{[0, \tau] \times U \backslash U_{0}} \mu \in \mathcal{M}^{+}$. It is easy to see that $S_{\tau}$ is the Poisson point process with intensity measure $1_{[0, \tau] \times U \backslash U_{0}} \times(\lambda \otimes \nu)$. It follows that

$$
\begin{aligned}
\left(R_{\phi}(P)\right)(f) & =\int_{0}^{\infty} d \tau \nu\left(U_{0}\right) e^{-\tau \nu\left(U_{0}\right)} \hat{Q}_{\tau}(f) \hat{S}_{\tau}(f) \\
& =\int_{0}^{\infty} d \tau \nu\left(U_{0}\right) e^{-\tau \nu\left(U_{0}\right)}\left(Q_{\tau} * S_{\tau}\right)(f)
\end{aligned}
$$

and

$$
R_{\phi}(P)=\int_{0}^{\infty} d \tau \nu\left(U_{0}\right) e^{-\tau \nu\left(U_{0}\right)}\left(Q_{\tau} * S_{\tau}\right)
$$

Definition 2.3.6 $A$ measure $\mu \in \mathcal{M}^{+}$is called recurrent if

$$
\forall t>0, \forall k \geq 1: \mu\left(\left[t, \infty\left[\times U_{k}\right)>0\right.\right.
$$

A point process $P$ is called recurrent if $P\left(\mathcal{M}_{\Gamma}\right)=1$ where $\mathcal{M}_{\Gamma}$ is the set of recurrent measures.

Note that an Itô-Poisson point process with characteristic measure $\nu$ is recurrent if $\nu\left(U_{k}\right)>0$ for every $k \geq 1$.
Let $\mu \in \mathcal{M}_{i}^{0} \cap \mathcal{M}_{\Gamma}$. For every $k \geq 1$ the support of the restriction ${ }_{k} \mu$ of $\mu$ to $T \times U_{k}$ is a countable infinite set whose projection on $T$ has finite intersections with bounded subintervals of $T$. So we can write

$$
\operatorname{supp}(k \mu)=\left(\left(t_{k i}, u_{k i}\right)\right)_{i \geq 1}
$$

where $t_{k i} \in T, t_{k i}<t_{k, i+1}$ and $u_{k i} \in U_{k}, i \geq 1$. For $i, k=1,2, \ldots$ define the maps $\tau_{k i}, \xi_{k i}$ and $\sigma_{k i}$ on $\mathcal{M}_{1}^{0} \cap \mathcal{M}_{\Gamma}$ by

$$
\begin{aligned}
\tau_{k i}(\mu) & =t_{k i}, \\
\xi_{k i}(\mu) & =u_{k i}, \\
\sigma_{k i}(\mu) & = \begin{cases}\tau_{k 1}(\mu) & \text { if } i=1 \\
\tau_{k i}(\mu)-\tau_{k, i-1}(\mu) & \text { if } i>1\end{cases}
\end{aligned}
$$

All these maps are measurable. Denote by $\sigma_{k}$ and $\xi_{k}$ the vectors $\left(\sigma_{k 1}, \sigma_{k 2}, \ldots\right)$ and $\left(\xi_{k 1}, \xi_{k 2}, \ldots\right), k \geq 1$.
Theorem 2.3.7 (Itô). Let $U$ be a polish space and $\left(U_{k}\right)_{k \geq 1}$ be a sequence of open subsets increasing to $U$. Let $P$ be an $\mathcal{S}$-finite, recurrent, simple point process on $X=T \times U$ and let $\nu$ be a measure on $(U, \mathcal{U})$ such that

$$
0<\nu\left(U_{k}\right)<\infty, k \geq 1
$$

Then, $P$ is the Itô-Poisson point process on $U$ with characteristic measure $\nu$ iff for each $k \geq 1$
(i) $\left(\xi_{k i}\right)_{i \geq 1}$ is a sequence of iid variables with distribution

$$
P\left[\xi_{k i} \in A\right]=\frac{\nu\left(A \cap U_{k}\right)}{\nu\left(U_{k}\right)}, A \in \mathcal{U}
$$

(ii) $\left(\sigma_{k i}\right)_{i \geq 1}$ is a sequence of iid variables with distribution

$$
P\left[\sigma_{k i}>t\right]=e^{-t \nu\left(U_{k}\right)}, t>0
$$

(iii) $\sigma_{k}$ and $\xi_{k}$ are independent vectors.

Proof. Let $P$ be the Itô-Poisson point process on $U$ with characteristic measure $\nu$. Then for $k \geq 1, \lambda>0$ and $A \in \mathcal{U}$ we have

$$
\begin{aligned}
\int P & (d \mu)\left(e^{-\lambda \sigma_{k 1}} 1_{A}\left(\xi_{k 1}\right)\right)(\mu) \\
& =\int P(d \mu) \int \mu(d \sigma d u) 1_{\sigma_{k 1}(\mu) \times\left(A \cap U_{k}\right)}(\sigma, u) e^{-\lambda \sigma} \\
& =\int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \mu) 1_{\left\{\sigma_{k 1}\left(\mu+\delta_{(\sigma, u)}\right)\right\} \times\left(A \cap U_{k}\right)}(\sigma, u) e^{-\lambda \sigma}
\end{aligned}
$$

by an application of the Palm formula and proposition (2.2.4)
$=\int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \mu) 1_{A \cap U_{k}}(u) 1_{\left\{\sigma_{k 1}>\sigma\right\}} e^{-\lambda \sigma}$
$=\nu\left(A \cap U_{k}\right) \int_{0}^{\infty} d \sigma e^{-\sigma \nu\left(U_{k}\right)-\lambda \sigma}$
$=\frac{\nu\left(A \cap U_{k}\right)}{\nu\left(U_{k}\right)} \frac{\nu\left(U_{k}\right)}{\lambda+\nu\left(U_{k}\right)}$.

Let now $k, n \geq 1, \lambda_{1}, \ldots, \lambda_{n}>0$ and $A_{1}, \ldots, A_{n} \in \mathcal{U}$. Then

$$
\begin{aligned}
& \int P(d \mu) \prod_{i=1}^{n}\left(e^{-\lambda_{i} \sigma_{k i}} 1_{A_{i}}\left(\xi_{k i}\right)\right)(\mu) \\
& \quad=\int P(d \mu)\left(e^{-\lambda_{1} \sigma_{k 1}} 1_{A_{1}}\left(\xi_{k 1}\right)\right)\left(R_{\sigma_{k 1}} \mu\right) \prod_{i=2}^{n}\left(e^{-\lambda_{i} \sigma_{k, i-1}} 1_{A_{i}}\left(\xi_{k, i-1}\right)\right)\left(T_{\sigma_{k 1}} \mu\right) \\
& \quad=\int P(d \mu)\left(e^{-\lambda_{1} \sigma_{k 1}} 1_{A_{1}}\left(\xi_{k 1}\right)\right)(\mu) \int P(d \mu) \prod_{i=1}^{n-1}\left(e^{-\lambda_{i+1} \sigma_{k i}} 1_{A_{i+1}}\left(\xi_{k i}\right)\right)(\mu)
\end{aligned}
$$

by an application of theorem (2.3.4)

$$
=\prod_{i=1}^{n} \int P(d \mu)\left(e^{-\lambda_{i} \sigma_{k 1}} 1_{A_{i}}\left(\xi_{k 1}\right)\right)(\mu)
$$

by mathematical induction

$$
=\prod_{i=1}^{n} \frac{\nu\left(A \cap U_{k}\right)}{\nu\left(U_{k}\right)} \frac{\nu\left(U_{k}\right)}{\lambda_{i}+\nu\left(U_{k}\right)}
$$

It follows that (i), (ii) and (iii) hold.
To prove the converse, let $f \in \mathcal{B}(X)_{+}$.

$$
\begin{aligned}
\hat{P}(f)= & \int P(d \mu) e^{-\int f d \mu} \\
= & \lim _{k, t \rightarrow \infty} \int P(d \mu) e^{-\int_{[0, t] \times U_{k}} f d \mu} \\
= & \lim \left\{\sum_{n=1}^{\infty} \int_{\left\{\tau_{k n} \leq t<\tau_{k, n+1}\right\}} P\left[\xi_{k i} \in d u_{i}, \tau_{k i} \in d t_{i}, 1 \leq i \leq n\right]\right. \\
& \left.\exp \left(-\sum_{1}^{n} f\left(t_{i}, u_{i}\right)\right)+P\left[\tau_{k 1}>t\right]\right\} \\
= & \lim \left\{\sum_{n=1}^{\infty} e^{-\nu\left(U_{k}\right) t} \int_{0}^{t} d t_{1} \int_{t_{1}}^{t} d t_{2} \cdots \int_{t_{n-1}}^{t} d t_{n} \int_{U_{k}} \nu\left(d u_{1}\right)\right. \\
& \left.\cdots \int_{U_{k}} \nu\left(d u_{n}\right) \exp \left[-\sum_{1}^{n} f\left(t_{i}, u_{i}\right)\right]+e^{-\nu\left(U_{k}\right) t}\right\} \\
= & \lim \sum_{n=0}^{\infty} \frac{1}{n!}\left\{\int_{0}^{t} d \sigma \int_{U_{k}} \nu(d u) e^{-f(\sigma, u)}\right\}^{n} e^{-\nu\left(U_{k}\right) \tau} \\
= & \exp \left(-\int_{0}^{\infty} d \sigma \int \nu(d u)\left(1-e^{-f(\sigma, u)}\right)\right) .
\end{aligned}
$$

Hence $P$ is the Itô-Poisson process with characteristic measure $\nu$.
Theorem 2.3.8 (Greenwood $\S$ Pitman). Let $N$ be an $\mathcal{M}^{+}$-valued random variable defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $N$ be an ItôPoisson point process with characteristic measure $\nu$. If $0<\nu\left(U_{n}\right)<\infty, n \geq$ 1 , and $\nu(U)=\infty$ then

$$
\lim _{n \rightarrow \infty} \frac{1}{\nu\left(U_{n}\right)} N\left([0, t] \times U_{n}\right)=t
$$

uniformly on bounded t-intervals $\mathbb{P}$-a.e..
Proof. Fix $t \geq 0$ and define for $n \geq 1$

$$
\mathcal{F}_{n}=\sigma\left(\omega \in \Omega \mapsto N_{\omega}\left([0, t] \times U_{k}\right), k \geq n\right)
$$

The random variables $N\left([0, t] \times U_{k}\right)$ are integrable with expecations given by

$$
\mathbb{E} N\left([0, t] \times U_{k}\right)=t \nu\left(U_{k}\right)
$$

A straightforward calculation yields

$$
\mathbb{E}\left(N\left([0, t] \times U_{n} \mid \mathcal{F}_{n+1}\right)=\frac{\nu\left(U_{n}\right)}{\nu\left(U_{n+1}\right.} N\left([0, t] \times U_{n+1}\right)\right.
$$

Therefore $\left(\frac{1}{\nu\left(U_{n}\right)} N\left([0, t] \times U_{n}\right), \mathcal{F}_{n}\right)_{n \geq 1}$ is a reversed martingale on $(\Omega, \mathcal{F}, \mathbb{P})$. It follows that $\left(\frac{1}{\nu\left(U_{n}\right)} N\left([0, t] \times U_{n}\right)\right.$ converges a.s. and in $L_{1}$ to a limit which is a random variable measurable with respect to $\mathcal{F}_{\infty}=\bigcap_{n \geq 1} \mathcal{F}_{n}$. See Neveu [43]. Since for $\lambda>0$ as $n \rightarrow \infty$

$$
\exp \left(-\lambda \frac{1}{\nu\left(U_{n}\right)} N\left([0, t] \times U_{n}\right)\right)=\exp \left\{t \nu\left(U_{n}\right)\left(1-e^{-\frac{\lambda}{\nu\left(U_{n}\right)}}\right)\right\} \rightarrow e^{-\lambda t}
$$

we may conclude

$$
\lim _{n \rightarrow \infty} \frac{1}{\nu\left(U_{n}\right.} N\left([0, t] \times U_{n}\right)=t \text { a.s. and in } L^{1}
$$

The statement of the theorem now follows from a general lemma on the convergence of positive non-decreasing functions for which we refer to Appendix A3.
Let $N$ be as in theorem (2.3.8). For $\omega \in \Omega$ such that $N_{\omega} \in \mathcal{M}_{1}^{\boldsymbol{p}} \cap \mathcal{M}_{\Gamma}$ we write $\tau_{k i}(\omega), \xi_{k i}(\omega)$ and $\sigma_{k i}(\omega)$ for $\tau_{k i}\left(N_{\omega}\right), \xi_{k i}\left(N_{\omega}\right)$ and $\sigma_{k i}\left(N_{\omega}\right)$, see the definitions preceeding theorem (2.3.7). Denote for $k>j$ by $T_{k j i}(\omega)$ the index at which the $\mathrm{i}^{\text {th }}$ point of type $U_{j}$ in the vector $\xi_{k}(\omega)=\xi_{k}\left(N_{\omega}\right.$. If $N$ is an Itô-Poisson point process, then $\tau_{k i}(\omega), \xi_{k i}(\omega)$ and $\sigma_{k i}(\omega)$ are $\mathbb{P}$-a.e. defined random variables.

Corollary 2.3.9 Under the assumptions of theorem (2.3.8) we have

$$
\lim _{k \rightarrow \infty} \frac{1}{\nu\left(U_{k}\right)} T_{k j i}(\omega)=\tau_{j i}(\omega) \mathbb{P}-a . s .
$$

Proof. By definition of $T_{k j i}(\omega)$ we have

$$
N_{\omega}\left(\left[0, \tau_{j i}(\omega)\right] \times U_{k}\right)=T_{k j i}(\omega)
$$

The corollary implies that an Itô-Poisson point process $N$ can be constructed from $\left(U_{k}, \xi_{k}\right)$ whenever $\nu(U)=+\infty$; the times $\tau_{k i}$ at which the $\xi_{k i}$ occur, are already determined by $\left(U_{k}, \xi_{k}\right)$. We will put this in a more general framework.
Let $V_{k}=\left(V_{k j}\right)_{j \geq 1}$ be a sequence of $U_{k}$-valued random variables on $(\Omega, \mathcal{F}, \mathbb{P})$, $k=1,2, \ldots$
Definition 2.3.10 The sequence $\left(U_{k}, V_{k}\right)_{k \geq 1}$ is called a nested array if
(i) $V_{k}$ is an iid sequence, and
(ii) for $j<k, V_{j}$ is the $U_{j}$-subsequence of $V_{k}$ consisting of those terms which are in $U_{j}$.
See Greenwood © Pitman [17].
From theorem (2.3.7) it is clear that $\left(U_{k}, \xi_{k}\right)_{k \geq 1}$ is an example of a nested array. If $\mu$ is a measure on $(U, \mathcal{U})$ and if $E \in \mathcal{U}$ is such that $0<\mu(E)<\infty$, then $\left.\mu\right|_{E}$ denotes the measure on $U$ defined by

$$
\left.\mu\right|_{E}(A)=\frac{\mu(A \cap E)}{\mu(E)}, A \in \mathcal{U}
$$

Proposition 2.3.11 If $\left(U_{k}, V_{k}\right)_{k \geq 1}$ is a nested array on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, then there exists a unique measure $\nu$ on $(U, \mathcal{U})$ such that

$$
\nu\left(U_{1}\right)=1 \text { and }\left.\nu\right|_{U_{j}}=\nu_{j}
$$

where $\nu_{j}$ denotes the probability distribution of $V_{j 1}$.
Proof. Let $j<k$. Define $S_{k j i}$ as the index at which the the $i^{t h}$ point of type $U_{j}$ occurs in the sequence $V_{k}$. For $A \in \mathcal{U}$

$$
\begin{aligned}
\nu_{j}(A) & =\mathbb{P}\left(V_{j 1} \in A\right) \\
& =\sum_{i=1}^{\infty} \mathbb{P}\left(V_{k i} \in A, S_{k j 1}=i\right) \\
& =\sum_{i=1}^{\infty}\left\{\mathbb{P}\left(V_{k 1} \notin U_{j}\right\}^{i-1} \mathbb{P}\left(V_{k 1} \in A \cap U_{j}\right)\right. \\
& =\left.\nu_{k}\right|_{U_{j}}(A)
\end{aligned}
$$

Substitution of $A=U_{1}$ yields

$$
\nu_{j}\left(U_{1}\right)=\frac{\nu_{k}\left(U_{1}\right)}{\nu_{k}\left(U_{j}\right)}
$$

It follows that for $j<k$ and $A \in \mathcal{U}$

$$
\frac{\nu_{j}\left(A \cap U_{j}\right)}{\nu_{j}\left(U_{1}\right)}=\frac{\nu_{k}\left(A \cap U_{j}\right)}{\nu_{k}\left(U_{1}\right)}
$$

Define

$$
\mathcal{R}=\bigcup_{j}\left\{A \in \mathcal{U}: A \subset U_{j}\right\}
$$

The collection $\mathcal{R}$ is a ring of subsets of $U$, and the $\sigma$-ring generated bu $\mathcal{R}$ is $\mathcal{U}$. From the above it follows that we can define consistently a setfunction $\bar{\nu}$ on $\mathcal{R}$ by putting for $A \in \mathcal{R}, A \subset U_{j}, j \geq 1$,

$$
\bar{\nu}(A)=\frac{\nu_{j}(A)}{\nu_{j}\left(U_{1}\right)}
$$

The setfunction $\bar{\nu}$ is a $\sigma$-finite measure on $\mathcal{R}$. Hence $\bar{\nu}$ has a unique extension $\nu$ to a measure on $(U, \mathcal{U})$, see Halmos [18]. From the construction it is clear that $\nu$ has the claimed properties. Define for $k \geq 1$

$$
p_{k}=\mathbb{P}\left(V_{k 1} \in U_{1}\right)=\frac{1}{\nu\left(U_{k}\right)}
$$

Then $\left(p_{k}\right)_{k \geq 1}$ is a decreasing sequence of positive real numbers:

$$
\nu(U)=\infty \Leftrightarrow \lim _{k \rightarrow \infty} p_{k}=0
$$

In the next theorem we associate an Itô-Poisson point process $N$ to a given nested array $\left(U_{k}, V_{k}\right)$ in such a way that $V_{k}$ is the $U_{k}$-subsequence $\left(\xi_{k i}\right)_{i \geq 1}$ of $N$.

Theorem 2.3.12 (Greenwood © Pitman). Let $\left(U_{k}, V_{k}\right)_{k \geq 1}$ be a nested array on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. If

$$
\lim _{k \rightarrow \infty} p_{k}=0
$$

then for $\mathbb{P}-a . e \omega$ the limits

$$
t_{j n}(\omega)=\lim _{k \rightarrow \infty} p_{k} S_{k j n}(\omega)
$$

exist for all $n, j=1,2, \ldots$ where $S_{k j n}(\omega)$ is the index at which the $n^{\text {th }}$ point of type $U_{j}$ occurs in the sequence $V_{k}$. The sequence of limitpoints $\left(t_{n j}(\omega)\right)_{n \geq 1}$ is a strictly increasing sequence of positive real numbers. The IP-a.e. defined random variable

$$
\omega \in \Omega \mapsto \sum_{j=1}^{\infty} \sum_{n: V_{j \boldsymbol{n}}(\omega) \notin U_{j-1}} \delta_{\left(t_{j \boldsymbol{n}}(\omega), V_{j \boldsymbol{n}}(\omega)\right)}
$$

is an Itô-Poisson point process on $U$ with characteristic measure $\nu$ as defined in proposition (2.3.11).

Proof Define for $k>j, n \geq 1$,

$$
\begin{gathered}
D_{k j 1}=S_{k j 1} \\
D_{k j, n+1}=S_{k j, n+1}-S_{k j n}
\end{gathered}
$$

and

$$
D_{k j}=\left(D_{k j n}\right)_{n \geq 1}
$$

Then for measurable sets $A_{1}, \ldots, A_{m} \subset U_{j}$ and $d_{1}, \ldots, d_{m} \in \mathbb{N}$ :

$$
\begin{aligned}
& \mathbb{P}\left(D_{k j i}=d_{i}+1, V_{j i} \in A_{i}, i=1, \ldots, m\right) \\
& \quad=\left\{\mathbb{P}\left(V_{k 1} \notin U_{j}\right)\right\}^{d_{1}+\cdots d_{m}} \prod_{i=1}^{m} \mathbb{P}\left(V_{k 1} \in A_{i}\right) \\
& \quad=\left(1-\nu_{k}\left(U_{j}\right)\right)^{d_{1}+\cdots d_{m}} \nu_{k}\left(A_{1}\right) \cdots \nu_{k}\left(A_{m}\right) \\
& \quad=\left(1-\frac{p_{k}}{p_{j}}\right)^{d_{1}+\cdots d_{m}}\left(\frac{p_{k}}{p_{j}}\right)^{m} \nu_{j}\left(A_{1}\right) \cdots \nu_{j}\left(A_{m}\right)
\end{aligned}
$$

since $\nu_{j}=\left.\nu_{k}\right|_{U_{j}}$, see the proof of proposition (2.3.11). So $D_{k j}$ and $V_{j}$ are independent sequences of random variables. The random variables $\left(D_{k j i}\right)_{i \geq 1}$ form an iid sequence of random variables, geometrically distributed with expectation $\frac{p_{j}}{p_{k}}$. Define the filtration $\left(\mathcal{F}_{j}\right)_{j \geq 1}$ by

$$
\mathcal{F}_{j}=\sigma\left(V_{1}, \ldots, V_{j}\right)
$$

Then for $l>k>j$ and $n \geq 1$ we have

$$
\mathbb{E}\left(S_{l j n} \mid \mathcal{F}_{k}\right)=\mathbb{E}\left(\sum_{i=1}^{S_{k j n}} D_{l k i} \mid \mathcal{F}_{k}\right)=\frac{p_{k}}{p_{l}} S_{k j n}
$$

So $\left(p_{k} S_{k j n}, \mathcal{F}_{k}\right)_{k \geq j}$ is a martingale on $(\Omega, \mathcal{F}, \mathbb{P})$, and it follows that outside a set of $\mathbb{P}$-measure 0 the sequence $\left(p_{k} S_{k j n}\right)_{k \geq j}$ converges for all $n, j \geq 1$ to a finite limit

$$
t_{j n}(\omega)=\lim _{k \rightarrow \infty} S_{k j n}(\omega)
$$

It is clear that $0 \leq t_{j 1}(\omega) \leq t_{j 2}(\omega) \leq \ldots$. Since $p_{k} \rightarrow \infty$, we have for $i, j \geq 1$

$$
\lim _{k \rightarrow \infty} \mathbb{E}\left(e^{-\lambda p_{k} D_{k j i}}\right)=\frac{\frac{p_{k}}{p_{j}} e^{-\lambda p_{k}}}{1-\left(1-\frac{p_{k}}{p_{j}}\right) e^{-\lambda p_{k}}}=\frac{\frac{1}{p_{j}}}{\frac{1}{p_{j}}+\lambda} .
$$

It follows that the random variables $t_{j 1}, t_{j, n+1}-t_{j, n}, n \geq 1$ are independent and exponentially distributed with expectation $p_{j}$. So IP-a.s. the sequence $\left(t_{j n}(\omega)\right)_{n \geq 1}$ is strictly increasing. Theorem (2.3.7) implies that

$$
\omega \in \Omega \mapsto \sum_{j=1}^{\infty} \sum_{n: V_{j n}(\omega) \notin U_{j-1}} \delta_{\left(t_{j n}(\omega), V_{j n}(\omega)\right)}
$$

is a Poisson point process on $T \times U$ with intensity measure $\lambda \otimes \nu$.
Let $N^{\prime}: \Omega \mapsto \mathcal{M}^{+}$be an Itô-Poisson point process with characteristic measure $\nu^{\prime}$ such that the $U_{k}$-subsequence $\left(\xi_{k i}^{\prime}\right)_{i \geq 1}$ of $N^{\prime}$ is $V_{k}$. Using the notations and definitions of theorem (2.3.13) we get:

Corollary 2.3.13 There exists a positive constant $c$ such that for $j, n \geq 1$

$$
\nu^{\prime}=c \nu \text { and } \tau_{j n}^{\prime}=\frac{1}{c} t_{j n}
$$

Proof. Since

$$
\mathbb{P}\left(\xi_{k 1}^{\prime} \in U_{1}\right)=p_{k} \text { but also } \mathbb{P}\left(\xi_{k 1}^{\prime} \in U_{1}\right)=\frac{\nu^{\prime}\left(U_{1}\right)}{\nu^{\prime}\left(U_{k}\right)}
$$

it follows that

$$
\nu^{\prime}\left(U_{k}\right)=\frac{1}{p_{k}} \nu^{\prime}\left(U_{1}\right) .
$$

Hence for $A \in \mathcal{U}, A \subset U_{k}, k \geq 1$

$$
\nu^{\prime}(A)=\nu^{\prime}\left(U_{k}\right) \mathbb{P}\left(\xi_{k 1}^{\prime} \in A\right)=\frac{\nu^{\prime}\left(U_{1}\right)}{p_{k}} \frac{\nu(A)}{\nu\left(U_{k}\right)}=\nu^{\prime}\left(U_{1}\right) \nu(A)
$$

So $\nu^{\prime}=c \nu$ on the ring $\bigcup \mathcal{B}\left(U_{k}\right)$, where $c=\nu^{\prime}\left(U_{1}\right)$. Finally for $j, n \geq 1$

$$
\tau_{j n}^{\prime}=\lim _{k \rightarrow \infty} \frac{1}{\nu^{\prime}\left(U_{k}\right)} S_{k j n}^{\prime}=\frac{1}{c} \lim _{k \rightarrow \infty} \frac{1}{p_{k}} S_{k j n}=\frac{1}{c} t_{j n}
$$

Corollary 2.3.14 Let $\left(U_{k}, V_{k}\right)_{k \geq 1}$ be a nested array on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. If

$$
\lim _{k \rightarrow \infty} p_{k}>0
$$

then for $\mathbb{P}$-a.e $\omega$ the limits

$$
\xi_{n}(\omega)=\lim _{k \rightarrow \infty} V_{k n}(\omega)
$$

exist for every $n \geq 1$. The sequence $\left(\xi_{n}\right)_{n \geq 1}$ is an iid sequence of random variables,

$$
\mathbb{P}\left(\xi_{n} \in A\right)=\frac{\nu(A)}{\nu(U)}, A \in \mathcal{U}
$$

Further the $\left(U_{k}\right)$-subsequence of the sequence $\left(\xi_{n}\right)_{n \geq 1}$ is $\mathbb{P}-$ a.s. equal to $\left(V_{k i}\right)_{i \geq 1}$.
Proof. Since $\lim _{k \rightarrow \infty} p_{k}>0$, it follows from the proof of theorem (2.3.13) that $\lim _{k \rightarrow \infty} S_{k j n}(\omega)$ exists $\mathbb{P}$-a.es.. So for every $n \geq 1$, and for $k$ sufficiently large, say $k>K_{n}$, the term $S_{k 1 n}$ is constant. It follows that $\left(V_{k 1}, \ldots, V_{k M_{n}}\right)$ is constant for $k>K_{n}$, where $M_{n}=\lim _{k \rightarrow \infty} S_{k 1 n} \geq n$. Define for $n \geq 1: \xi_{n}=\lim _{k \rightarrow \infty} V_{k n}$. It is clear that the sequence $\left(\xi_{n}\right)_{n \geq 1}$ is an iid sequence of random variables. Let $A \in \mathcal{U}$, then

$$
\mathbb{P}\left(\xi_{n} \in A\right)=\lim _{k \rightarrow \infty} \mathbb{P}\left(V_{k n} \in A\right)=\lim _{k \rightarrow \infty} \frac{\nu\left(A \cap U_{k}\right)}{\nu\left(U_{k}\right)}=\frac{\nu(A)}{\nu(U)}
$$

Finally, it is clear that the $\left(U_{k}\right)$-subsequence of the sequence $\left(\xi_{n}\right)_{n \geq 1}$ is IP-a.s. equal to $\left(V_{k i}\right)_{i \geq 1}$.

## Chapter 3

## Excursion Theory

Let $Y$ be a standard Markov process with state space $S$ and let $a \in S$ be a given state, which is recurrent for $Y$. In [25] Itô defined the excursion process of $Y$ with respect to $\mathbb{P}_{a}$ in the following way: let $S(t)$ be the inverse local time of $Y$ at $a$. If $t$ is such that $S(t-)<S(t)$, then the function $u_{t}$ defined by

$$
u_{t}(s)= \begin{cases}Y(S(t-)+s) & , 0 \leq s<S(t)-S(t-) \\ a & , s \geq S(t)-S(t-)\end{cases}
$$

is called the excursion of $Y$ in $] S(t-), S(t)$ [. Ito proved that the random distribution of the points $\left(t, u_{t}\right), t \in\{s: S(s-)<S(s)\}$, is a Poisson point process on $[0, \infty[\times U$, where $U$ denotes the space of all excursions. In the first part of this chapter we will study the excursions of a Ray process $Y$ in the maximal components of $\left[0, \infty\left[\backslash Z\right.\right.$, where $Z=\left\{t \in\left[0, \infty\left[: Y_{t}=\right.\right.\right.$ $a$ or $\left.Y_{t-}=a\right\}$. The strong Markov property implies that the sequence of excursions in the intervals of length greater than a given positive real number $r$, is an iid sequence with respect to $\mathbb{P}_{a}$. Using the the theorem of Greenwood \& Pitman (see section (2.3)) one can construct the Itô-Poisson point process of excursions without the explicit introduction of the local time; the characteristic measure $\nu$ is determined by the sub-Markov semigroup $\left(K_{t}\right)_{t \geq 0}$ defined by

$$
K_{t}(x, d y)=\mathbb{P}-x\left[Y_{t} \in d y: Y_{s}, Y_{s-} \neq a \text { for all } s \leq t\right]
$$

and an entrance law for the semigroup $\left(K_{t}\right)$. If the state $a$ is regular for $Y$, the total mass of $\nu$ is $\infty$.

In the last part of the chapter we construct stochastic processes from Itô-Poisson point processes. Let $P$ be an Itô-Poisson point process with
characteristic measure $\nu$ determined by the semigroup $\left(K_{t}\right)$ and an entrance law $\left(\eta_{s}\right)_{s>0}$ for the semigroup $\left(K_{t}\right)$ such that $\eta(\{a\})=0$ for every $s>0$ and

$$
\int_{U}\left(1-e^{-\zeta_{u}}\right) \nu(d u)<\infty
$$

The stochastic process $Y$ constructed by concatenation of the excursions of $P$ will turn out to have the simple Markov property: the proof of this property is based on an application of the renewal property of Itô-Poisson point processes and an application of the Palm formula. Of course, the assumptions about $\nu$ are necessary to get a Markov evolution of the process inside an excursion. We will give sufficient conditions for the process $Y$ to be a Ray process. A simple calculation based on the Palm formula will give a formula for the resolvent of $Y$. Further we will give a formula for the Blumenthal-Getoor local time of $Y$ at state $a$. Finally we will give an example of the construction of a Markov process from a Cox point process.

### 3.1 Ray processes

This section contains a summary of some important properties of Ray processes. For proofs we refer to the books of Getoor [15] and Williams [59]. Let $E$ denote a compact metric space with Borel $\sigma$-algebra $\mathcal{E}$.

Definition 3.1.1 Let $\mathcal{C}(E)$ be the space of continuous functions on $E$. A family $\left(R_{\lambda}\right)_{\lambda>0}$ of kernels on $(E, \mathcal{E})$ is called a Ray resolvent if
(i) $\forall \lambda>0: \lambda R_{\lambda} 1 \leq 1$, (sub-Markov property),
(ii) $\forall \lambda, \mu>0: R_{\lambda}-R_{\mu}+(\lambda-\mu) R_{\lambda} R_{\mu}=0$ (resolvent equation),
(iii) $\forall \lambda>0: R_{\lambda}(\mathcal{C}(E)) \subset \mathcal{C}(E)$,
(iv) $\bigcup_{\alpha \geq 0} C S M^{\alpha}$ separates the points of $E$ (Ray property),
where $C S M^{\alpha}$ is the family of continuous $\alpha$-supermedian functions relative to $\left(R_{\lambda}\right)$.

There is a standard construction to change a Ray resolvent $\left(R_{\lambda}\right)$ into a Markov Ray resolvent (i.e. $\lambda R_{\lambda} 1=1$ for every $\lambda>0$ ) on a space $E^{\prime}$ which arises from $E$ by adjoining an isolated point. So assume that $\left(R_{\lambda}\right)_{\lambda>0}$ is a Markov resolvent on $E$. The construction of the Ray process with resolvent $\left(R_{\lambda}\right)$ goes via a Markov semigroup $\left(P_{t}\right)_{t \geq 0}$ whose existence and uniqueness is guaranteed by a theorem of Ray.

Theorem 3.1.2 (Ray). Let $\left(R_{\lambda}\right)$ be a Markov Ray resolvent on a compact metric space $E$. Then there exists a unique Markov semigroup $\left(P_{t}\right)_{t \geq 0}$ satisfying for $f \in \mathcal{C}(E)$ and $x \in E$
(i) $t \mapsto P_{t} f(x)$ is right continuous on $[0, \infty[$,
(ii) $\forall \lambda>0 ; R_{\lambda} f(x)=\int_{0}^{\infty} e^{-\lambda t} P_{t} f(x) d t$.

Proof. See Williams [59], p.187.
We continue with a brief description of the construction of the canonical realization of the Markov process with transition semigroup $\left(P_{t}\right)$. The sample space $\Omega$ will be the space $D_{[0, \infty}[(E)$ of càdlàg functions from $[0, \infty[$ to $E$. Let $Y=\left(Y_{t}\right)_{t \geq 0}$ be the coordinate process on $\Omega$ :

$$
Y_{t}(\omega)=\omega(t) \text { for } \omega \in \Omega, t \geq 0
$$

Let $\mathcal{F}_{t}^{\circ}$ be the $\sigma$-algebra $\sigma\left(Y_{s}, 0 \leq s \leq t\right)$ on $\Omega$ generated by the maps $Y_{s}, s \leq t$, and $\mathcal{F}^{\circ}=\sigma\left(Y_{t}, t \geq 0\right)$. For every probability measure $\mu$ on $(E, \mathcal{E})$, there exists a unique probability measure $\mathbb{P}_{\mu}$ on $\left(\Omega, \mathcal{F}^{\circ}\right)$ such that for $0 \leq t_{1} \leq \ldots \leq t_{n}$

$$
\begin{aligned}
& \mathbb{P}_{\mu}\left(Y_{0} \in d x_{0}, Y_{t_{i}} \in d x_{i}, i=1, \ldots, n\right) \\
& \quad=\int \mu(d x) P_{0}\left(x, d x_{0}\right) P_{t_{1}}\left(x_{0}, d x_{1}\right) P_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots P_{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right)
\end{aligned}
$$

Let $\left(\Omega, \mathcal{F}^{\mu},\left\{\mathcal{F}_{t}^{\mu}\right\}\right)$ be the usual $\mathbb{P}_{\mu}$-augmentation of $\left(\Omega, \mathcal{F}^{\circ},\left\{\mathcal{F}_{t}^{\circ}\right\}\right)$, where $\mathcal{F}^{\mu}$ is the $\mathbb{P}_{\mu}$-completion of $\mathcal{F}^{\circ}$ and $\mathcal{F}_{t}^{\mu}$ the $\sigma$-algebra generated by $\mathcal{F}_{t+}^{0}=$ $\bigcap_{s>t} \mathcal{F}_{s}^{0}$ and the class of all $\mathbb{P}_{\mu}$-null sets in $\mathcal{F}^{\mu}$. Then

$$
Y=\left(\Omega, \mathcal{F}^{\mu},\left\{\mathcal{F}_{t}^{\mu}\right\},\left(Y_{t}\right)_{t \geq 0}, \mathbb{P}_{\mu}\right)
$$

is a strong Markov process, this means that for every $\left\{\mathcal{F}_{t}^{\mu}\right\}$-stopping time $T$ and every bounded $\mathcal{F}^{\mu}$-measurable random variable $\eta$ on $\Omega$

$$
\mathbb{E}\left[\eta \circ \theta_{T} 1_{[T<\infty]} \mid \mathcal{F}_{T}^{\mu}\right]=\mathbb{E}_{Y(T)}[\eta] 1_{[T<\infty]} \mathbb{P}_{\mu^{-} \text {-a.s. }}
$$

see Getoor [15], p.24. Let $D$ be the set of $x \in E$ such that $P_{0}(x,)=.\delta_{x}$. The set $D$ is a Borel subset of $E$. Points in $B=E \backslash D$ are called branchpoints. For every $\mu$ we have

$$
\mathbb{P}_{\mu}\left[Y_{t} \in D, \forall t \geq 0\right]=1
$$

So the paths $t \in\left[0, \infty\left[\mapsto Y_{t}(\omega)\right.\right.$ are a.s. right continuous functions with values in $D$ and left limits in $E$.

Theorem 3.1.3 Let $\mu$ be a probability measure on $E$ and let

$$
Y=\left(\Omega, \mathcal{F}^{\mu},\left\{\mathcal{F}_{t}^{\mu}\right\},\left(Y_{t}\right)_{t \geq 0}, \mathbb{P}_{\mu}\right)
$$

be as above. Let $\left(\tau_{n}\right)$ be an increasing sequence of $\left\{\mathcal{F}_{t}^{\mu}\right\}$ - stopping times. Let $\tau=\sup \tau_{n}$ and $\Lambda=\left[\tau<\infty\right.$ and $\left.\forall n: \tau_{n}<\tau\right]$. If $f$ is a bounded universally measurable function on $E$, then $\mathbb{P}_{\mu}$-a.s. we have

$$
\mathbb{E}_{\mu}\left[f \circ Y_{\tau} 1_{[\tau<\infty]} \mid \bigvee_{n \geq 1} \mathcal{F}_{\tau_{n}}^{\mu}\right]=f \circ Y_{\tau} 1_{[\tau<\infty]} 1_{\Lambda^{c}}+P_{0} f\left(Y_{\tau-}\right) 1_{\Lambda}
$$

Proof. See Getoor [15], p. 25.
Definition 3.1.4 Let $\left(R_{\lambda}\right)$ be a Markov Ray resolvent on the compact metric space $E$. The canonical realization of the Ray process associated with the resolvent $\left(R_{\lambda}\right)$ is the collection of quintuples

$$
Y=\left(\Omega, \mathcal{F}^{\mu},\left\{\mathcal{F}_{t}^{\mu}\right\},\left(Y_{t}\right)_{t \geq 0}, \mathbb{P}_{\mu}\right)
$$

where $\mu$ runs through the set of probability measures on $(E, \mathcal{E})$.
We will need the following notations

$$
\mathcal{F}=\bigcap_{\mu} \mathcal{F}^{\mu} \text { and } \mathcal{F}_{t}=\bigcap_{\mu} \mathcal{F}_{t}^{\mu}
$$

Note that $Y=\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\},\left(Y_{t}\right)_{t \geq 0}, \mathbb{P}_{\mu}\right)$ has also the strong Markov property.

### 3.2 Point processes of excursions

Let $Y$ be the canonical realization of the Ray process with Ray resolvent $\left(R_{\lambda}\right)_{\lambda>0}$ on the compact metric state space $E$. We will use the notations introduced in section (3.1). Let $a$ be a given state. The polish space of càdlàg functions $f:[0, \infty[\mapsto E$ will be denoted by $U$, see appendix A2. The Borel $\sigma$-algebra $\mathcal{U}$ on $U$ coincides with the $\sigma$-algebra generated by the coordinate evaluations. For $f \in U$, let $Z(f)$ be the closed set of points at which $f$ approaches or hits the state $a$ :

$$
Z(f)=\{t \in[0, \infty[: f(t)=a \text { or } f(t-)=a\}
$$

The connected components of $[0, \infty[\backslash Z(f)$ are called excursion intervals from $a$ of $f$. Let $I=] D, T\left[\right.$ be an excursion interval of $f$. The map $V_{I}(f)$ : $[0, \infty[\mapsto E$ defined by

$$
V_{I}(f)(t)= \begin{cases}f(D+t) & \text { if } 0 \leq t \leq T-D \\ a & \text { if } t \geq T-D\end{cases}
$$

is called the excursion of the function $f$ from point $a$ on the excursion interval $I$. If it is clear from which point the excursions are considered, we will speak simply of excursions and excursion intervals of $f$. The map $\zeta: f \in U \mapsto \zeta_{f} \in[0, \infty[$ defined by

$$
\zeta_{f}=\inf (Z(f) \backslash\{0\})
$$

is a lower semi-continuous function, see appendix A2. If $\inf (Z(f) \backslash\{0\})>$ 0 , then $\zeta_{f}$ is the first time after zero at which $f$ hits or approaches the state $a$. The length (or the duration) of the excursion $V_{I}(f)$ is defined by $\zeta\left(V_{I}(f)=T-D\right.$. Let $r$ be a positive real number. We will now study the excursions of length greater than $r$ of the realizations of the Ray process $Y$. Denote by (]$D_{n}(\omega), T_{n}(\omega)[)_{n \geq 1}$ the sequence of all excursion intervals of $Y .(\omega)$ with length exceeding $r$, enumerated in such a way that $D_{n}(\omega)<$ $D_{n+1}(\omega), n \geq 1$. This sequence is at most countable, and it is also possible that there are only finitely many excursion intervals of lenght exceeding $r$. The excursion corresponding to the excursion interval ] $D_{n}(\omega), T_{n}(\omega)$ [ will be denoted by $V_{n}(\omega)$. Note that $V_{n}: \omega \in \Omega \mapsto V_{n}(\omega) \in U$ is a partially defined, $U$-valued random variable. Define $T_{n}(\omega)=+\infty$ if there are less than $n$ excursion intervals of length exceeding $r$. Note that the mappings $T_{n}$ are $\left(\mathcal{F}_{t}\right)$-stopping times. With the above introduced definitions and notations we have the following theorem.

Theorem 3.2.1 Let $Y$ be a Ray process on $E, a \in E$ and $r>0$.
(i) The sequence of excursion intervals from a of lenght greater than $r$ is $\mathbb{P}_{a}$-a.s. an infinite sequence if and only if $\mathbb{P}_{a}\left[T_{1}<\infty\right]=1$.
(ii) If $\mathbb{P}_{a}\left[T_{1}<\infty\right]=1$, then the sequence $\left(V_{n}\right)_{n \geq 1}$ of excursions from a of length greater than $r$ is an iid sequence of $\bar{U}$-valued random variables.

Proof. We start with the construction of a sequence $\left(\tau_{n}\right)_{n \geq 1}$ of $\left(\mathcal{F}_{t}^{o}\right)$ stopping times which increase to $T_{1}$. Let $\left(\delta_{n}\right)_{n \geq 1}$ be a sequence of positive real numbers, strictly decreasing to zero: $\delta_{n} \downarrow 0(n \rightarrow \infty)$. Define for $n \geq 1$ :

$$
\tau_{n}=\inf \left\{t>r: Y_{t} \in B_{a}\left(\delta_{n}\right) \text { and } Y_{s}, Y_{s-} \neq a, s \in[t-r, t[ \}\right.
$$

where $B_{a}\left(\delta_{n}\right)$ is the open ball in $E$ with center $a$ and radius $\delta_{n}$. Define

$$
\tau=\sup \tau_{n}
$$

and

$$
\Lambda=\left[\tau<\infty ; \forall n \geq 1: \tau_{n}<\tau\right]
$$

Let $\omega \in \Omega$ and let $t$ be such that $Y_{t}(\omega)$ or $Y_{t-}(\omega)=a$ and $Y_{s}(\omega), Y_{s-}(\omega) \neq a$ for all $s \in\left[t-r, t\left[\right.\right.$. If $Y_{t}(\omega)=a$, then $\tau_{n} \leq t$ for all $n \geq 1$. If $Y_{t-}(\omega)=a$,
then for every $n \geq 1$ there exists a positive real number $\epsilon_{n}$ such that $Y_{r}(\omega) \in B_{a}\left(\delta_{n}\right)$ for all $\left.r \in\right] t-\epsilon_{n}, t\left[\right.$. Since $Y_{(t-r)-}(\omega) \neq a$ there exists an $\eta>0$ such that $Y_{s}(\omega), Y_{s-}(\omega) \neq a$ for all $s \in[t-r-\eta, t-r]$. Hence $\tau_{n}(\omega) \leq t-\min \left(\epsilon_{n}, \eta\right) \leq t$. Consequently in both cases we have $\forall n \geq 1$ : $\tau_{n}(\omega) \leq t$. It follows that

$$
\tau(\omega) \leq T_{1}(\omega)
$$

To prove the converse inequality we consider first the case that $\omega \in \Lambda$. Since $Y_{\tau_{n}}(\omega) \in \overline{B_{a}\left(\delta_{n}\right)}$, it follows that $Y_{\tau-}(\omega)=a$. Further, it is clear that

$$
\forall s \in\left[\tau(\omega)-r, \tau(\omega)\left[: Y_{s}(\omega), Y_{s-}(\omega), \neq a\right.\right.
$$

Hence $\tau(\omega)$ is the right-hand endpoint of an excursion interval of length greater than $r$ and it follows that $T_{1}(\omega) \leq \tau(\omega)$ for $\omega \in \Lambda$.
Suppose now that $\omega \notin \Lambda$ and $\tau(\omega)<\infty$. For $k$ sufficiently large, $\tau_{k}(\omega)=$ $\tau(\omega)$. This implies that $Y_{\tau(\omega)}(\omega)=a$ and

$$
\forall s \in\left[\tau(\omega)-r, \tau(\omega)\left[: Y_{s}(\omega), Y_{s-}(\omega) \neq a\right.\right.
$$

It follows that for every $\omega \in \Omega$

$$
T_{1}(\omega) \leq \tau(\omega)
$$

Hence

$$
T_{1} \equiv \tau
$$

To prove (i) let $A_{n}=\left[T_{n}<\infty\right]$ be the event that there are at least $n$ excursions of length greater than $r$ and let $A$ be the event that there is an infinite sequence of excursions of length greater than $r$.

$$
\begin{aligned}
\mathbb{P}_{a}\left(A_{n+1}\right) & =\mathbb{E}_{a}\left(1_{\left[T_{1}<\infty\right]} 1_{A_{n}} \circ \theta_{T_{1}}\right) \\
& =\mathbb{E}_{a}\left(1_{\left[T_{1}<\infty\right]} \mathbb{P}_{Y\left(T_{1}\right)}\left(A_{n}\right)\right) \text { (strong Markov property) } \\
& =\mathbb{E}_{a}\left(\mathbb{E}_{a}\left(1_{\left[T_{1}<\infty\right]} \mathbb{P}_{Y\left(T_{1}\right)}\left(A_{n}\right) \mid \bigvee \mathcal{F}_{\tau_{n}}\right)\right) \\
& =\mathbb{E}_{a}\left(1_{\left[T_{1}<\infty\right]} \mathbb{P}_{Y\left(T_{1}\right)}\left(A_{n}\right) 1_{\Lambda^{c}}+1_{\Lambda} \int P_{0}\left(Y_{T_{1}-}, d y\right) \mathbb{P}_{y}\left(A_{n}\right)\right)
\end{aligned}
$$

by an application of theorem (3.1.3).
It is clear that $Y_{T_{1}}=a$ on $\left[T_{1}<\infty\right] \cap \Lambda^{c}$ and $Y_{T_{1}-}=a$ on $\Lambda$. Hence

$$
\left.\mathbb{P}_{a}\left(A_{n+1}\right)=\mathbb{E}\left(1_{T_{1}<\infty}\right] \mathbb{P}_{a}\left(A_{n}\right)\right)=\mathbb{P}_{a}\left(A_{1}\right) \mathbb{P}_{a}\left(A_{n}\right)
$$

and by mathematical induction

$$
\mathbb{P}_{a}\left(A_{n}\right)=\left(\mathbb{P}_{a}\left[T_{1}<\infty\right]\right)^{n}
$$

It follows that

$$
\mathbb{P}_{a}(A)=\lim _{n \rightarrow \infty}\left(\mathbb{P}_{a}\left[T_{1}<\infty\right]\right)^{n}=1 \Longleftrightarrow \mathbb{P}_{a}\left[T_{1}<\infty\right]=1
$$

This completes the proof of (i).
To prove (ii) let $n \geq 2$ and let $\left(f_{i}\right)_{1 \leq i \leq n}$ be a finite sequence of bounded measurable functions on $U$. An application of the strong Markov property yields

$$
\begin{aligned}
\mathbb{E}_{a}\left[\prod_{i=1}^{n} f_{i}\left(V_{i}\right)\right] & =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right) \prod_{i=2}^{n} f_{i}\left(V_{i-1} \circ \theta_{T_{1}}\right)\right] \\
& =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right) \mathbb{E}_{Y\left(T_{1}\right)}\left(\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right)\right)\right] \\
& =(*)
\end{aligned}
$$

Consider first the case that $a$ is a branch point. Then

$$
\mathbb{P}_{a}\left(\Lambda^{c}\right) \leq \mathbb{P}_{a}\left[Y_{\tau}=a\right]=0
$$

Hence $Y_{\tau-}=a\left(\mathbb{P}_{a}\right.$-a.s. $)$. So the sequence $\left(\tau_{n}\right)$ foretells $\tau=T_{1}$ and $T_{1}$ is predictable. It follows that

$$
\mathcal{F}_{T_{1}-}=\bigvee \mathcal{F}_{\tau_{n}}
$$

An application of Galmarino's test (see Dellacherie \& Meyer [7], p.149) yields the $\mathcal{F}_{T_{1}-\text {-measurability of } f_{1}\left(V_{1}\right) \text {. So }}$

$$
\begin{aligned}
(*) & =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right) \mathbb{E}_{a}\left(\mathbb{E}_{Y(\tau)}\left(\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right) \mid \bigvee \mathcal{F}_{\tau_{n}}\right)\right]\right. \\
& =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right) \int P_{0}\left(Y_{\tau-}, d y\right) \mathbb{E}_{y}\left(\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right)\right)\right] \\
& =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right) \int P_{0}(a, d y) \mathbb{E}_{y}\left(\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right)\right)\right] \\
& =\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right)\right] \mathbb{E}_{a}\left[\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right)\right]
\end{aligned}
$$

If $a$ is not a branch point, then by theorem (3.1.3)

$$
\mathbb{P}_{a}\left[Y\left(T_{1}\right)=a\right]=\mathbb{E}_{a}\left[1_{\{a\}} \circ Y_{T_{1}} 1_{\Lambda^{c}}+\mathbb{E}_{a}\left[1_{\Lambda} \int P_{0}\left(Y_{T_{1}-}, d y\right) 1_{\{a\}}(y)\right]=1\right.
$$

So in both cases we have

$$
\mathbb{E}_{a}\left[\prod_{i=1}^{n} f_{i}\left(V_{i}\right)\right]=\mathbb{E}_{a}\left[f_{1}\left(V_{1}\right)\right] \mathbb{E}_{a}\left[\prod_{i=2}^{n} f_{i}\left(V_{i-1}\right)\right]
$$

An induction argument completes the proof of (ii).
We introduce some more notation and definitions. Define the maps

$$
\begin{aligned}
& \rho_{a}: \Omega \mapsto[0, \infty], \rho_{a}(\omega)=\sup \left\{t \geq 0: Y_{s}(\omega)=a \text { for every } s \leq t\right\}, \\
& \sigma_{a}: \Omega \mapsto[0, \infty], \sigma_{a}(\omega)=\inf \left\{t \geq 0: Y_{t}(\omega)=a \text { or } Y_{t-}(\omega)=a\right\}, \\
& \tau_{a}: \Omega \mapsto[0, \infty], \tau_{a}(\omega)=\inf \left\{t>0: Y_{t}(\omega)=a \text { or } Y_{t-}(\omega)=a\right\} .
\end{aligned}
$$

The maps $\sigma_{a}$ and $\tau_{a}$ are stopping times.
Definition 3.2.2 The state $a \in E$ is called a holding point for the Ray process $Y$ if

$$
\mathbb{P}_{a}\left[\rho_{a}>0\right]>0
$$

Define for $t \geq 0$ the kernel $K_{t}$ on $(E, \mathcal{E})$ by

$$
K_{t}(x, A)=\mathbb{P}_{x}\left[Y_{t} \in A, \sigma_{a}>T\right], x \in E, A \in \mathcal{E}
$$

The family $\left(K_{t}\right)_{t \geq 0}$ is a sub-Markov semigroup on $(E, \mathcal{E})$. Define for $s \geq r$ the measure $e_{s}$ on $(E, \mathcal{E})$ by

$$
e_{s}(A)=\mathbb{P}_{a}\left[Y_{D_{1}+s} \in A, D_{1}+s<T_{1}<\infty\right], A \in \mathcal{E}
$$

Let $\mu$ be the $\mathbb{P}_{a}$-distribution of $V_{1} ; \mu$ is a finite measure on $(U, \mathcal{U})$. With the above introduced notations and definitions we have the following lemma.

Lemma 3.2.3 Let $r$ be a given positive real number.
(i) $\forall s \geq r, \forall t \geq 0: e_{s} K_{t}=e_{s+t}$.
(ii) For $0 \leq t_{1} \leq \ldots \leq t_{n}$ and $x_{1}, \ldots, x_{n} \in E \backslash\{a\}$

$$
\begin{aligned}
& \mu\left[u\left(r+t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=e_{r+t_{1}}\left(d x_{1}\right) K_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots K_{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right) .
\end{aligned}
$$

(iii) $\mathbb{P}_{a}\left[\tau_{a}=0\right]=0$ or 1 .

Proof. Note that $D_{1}+s$ is for $s \geq r$ a stopping time. Let $A \in \mathcal{E}, s \geq$ $r$ and $t \geq 0$, then

$$
\begin{aligned}
e_{s} K_{t}(A) & =\int \mathbb{P}_{a}\left[Y_{D_{1}+s} \in d x, D_{1}+s<T_{1}<\infty\right] \mathbb{P}_{x}\left[Y_{t} \in A, \sigma_{a}>t\right] \\
& =\mathbb{E}_{a}\left(1_{\left[D_{1}+s<T_{1}<\infty\right]} \mathbb{E}_{Y_{D_{1}+s}}\left[1_{A}\left(Y_{t}\right) ; \sigma_{a}>t\right]\right) \\
& =\mathbb{E}_{a}\left(1_{\left[D_{1}+s<T_{1}<\infty\right]} 1_{\left[\sigma_{a} \circ \theta_{D_{1}+s}>t\right]} 1_{A}\left(Y_{D_{1}+s+t}\right)\right] \\
& =e_{s+t}(A)
\end{aligned}
$$

This completes the proof of the first part of the lemma.
Let $0 \leq t_{1} \leq \ldots \leq t_{n}$ and $x_{1}, \ldots, x_{n} \in E \backslash\{a\}$,

$$
\begin{aligned}
& \mu\left[u\left(r+t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\mathbb{P}_{a}\left[D_{1}+r<T_{1}<\infty, \sigma_{a} \circ \theta_{D_{1}+r}>t_{n}, Y_{t_{i}} \circ \theta_{D_{1}+r} \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\int e_{r}(d x) \mathbb{P}_{x}\left[Y_{t_{i}} \in d x_{i}, i=1, \ldots, n, \sigma_{a}>t_{n}\right]
\end{aligned}
$$

by an application of the strong Markov property on stopping time $D_{1}+r$. A repeated application of the simple Markov property yields

$$
\begin{aligned}
& \mathbb{P}_{x}\left[Y_{t_{i}} \in d x_{i}, i=1, \ldots, n, \sigma_{a}>t_{n}\right] \\
& \quad=K_{t_{1}}\left(x, d x_{1}\right) K_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots K_{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right)
\end{aligned}
$$

An application of (i) completes the proof of (ii).
The third statement is a consequence of Blumenthal's 0-1 law, see Williams [59], p. 126.
Let $X$ be the product $T \times U$ of the halfline $T=[0, \infty[$ with the usual topology and the polish space $U$ of càdlàg functions $f:[0, \infty[\mapsto E$. Let $a \in E$ and let $\mathcal{S}$ be the family of open subsets of $X$ defined by

$$
\mathcal{S}=\{A \subset X: A=I \times[\zeta>t], I \subset T \text { open and bounded, } t>0\}
$$

where $\zeta$ is the first time after zero at which $f$ hits or approaches $a$. The elements of $U_{\infty}=\left\{u \in U: \zeta_{u}>0\right\}$ will be called excursions. Let $Y, \sigma_{a}$ and $K_{t}$ be defined as above and let $\bar{Y}$ be the process defined by

$$
\bar{Y}_{t}= \begin{cases}Y_{t} & \text { if } t<\sigma_{a} \\ a & \text { if } t \geq \sigma_{a}\end{cases}
$$

Denote by $\alpha_{x}, x \in E$, the $\mathbb{P}_{x}$-distribution of $\bar{Y}$. Then $\alpha_{x}$ is a probability measure on $U$ and the finite-dimensional distributions of $\alpha_{x}$ are given by

$$
\begin{aligned}
& \alpha_{x}\left[u\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=K_{t_{1}}\left(x, d x_{1}\right) K_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots K_{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right)
\end{aligned}
$$

where $0<t_{1}<\ldots<t_{n}$ and $x_{1}, \ldots, x_{n} \in E \backslash\{a\}$. The shift operator on $U$ will also be denoted by $\theta_{t}$, so for $t \geq 0$ and $u \in U, \theta_{t} u$ is the element of $U$ defined by

$$
\left(\theta_{t} u\right)(s)=u(s+t), s \geq 0
$$

With the above introduced notations and definitions we have the following theorem.

Theorem 3.2.4 Let $Y$ be a Ray process and $a \in E$. Assume that $a$ is not a holding point and

$$
\exists r>0: \mathbb{P}_{a}\left[T_{1}^{r}<\infty\right]=1
$$

where $T_{1}^{r}$ denotes the endpoint of the first excursion of length greater than $r$. Then there are two cases possible.
A. $\mathbb{P}_{a}\left[\tau_{a}=0\right]=0$.

In this case there exists an iid sequence $\left(\xi_{n}\right)_{n \geq 1}$ on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$ of $U_{\infty}$ valued random variables whose $[\zeta>l]$-subsequence is the sequence of excursions of $Y$ of length exceeding $l$.
B. $\mathbb{P}_{a}\left[\tau_{a}=0\right]=1$.

In this case there exists an $\mathcal{S}$-finite Itô-Poisson point process $N$ defined on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$ whose $[\zeta>l]$-subsequence is the sequence of excursions of $Y$ of length exceeding l. The characteristic measure $\nu$ of $N$ is a $\sigma$-finite measure on $U_{\infty}$ having the following properties:
(i) $\nu$ is concentrated on

$$
\left\{u \in U_{\infty}: \forall s \geq \zeta_{u}: u(s)=a\right\}
$$

(ii) for each $f \in b \mathcal{F}_{\infty}, t>0$ and $\Lambda \in \sigma\left(u \in U_{\infty} \mapsto u(r), r \leq t\right) w e$ have

$$
\int_{\Lambda \cap[\zeta>t]} f\left(\theta_{t} u\right) \nu(d u)=\int_{\Lambda \cap[\zeta>t]} \alpha_{u(t)}(f) \nu(d u)
$$

(iii) $\forall t>0: \nu([\zeta>t])<\infty$.

Proof. Let $\left(r_{k}\right)_{k \geq 1}$ be a strictly decreasing sequence of positive real numbers, such that $\lim _{k \rightarrow \infty} r_{k}=0$ and $\mathbb{P}_{a}\left[T_{11}<\infty\right]=1$, where $T_{11}$ is the endpoint of the first excursion of length exceeding $r_{1}$. For $k, n=1,2 \ldots$ denote by $] D_{k n}(\omega), T_{k n}(\omega)\left[\right.$ resp. $V_{k n}(\omega)$ the $n^{t h}$ excursion interval of the realization $Y$. $(\omega)$ with length exceeding $r_{k}$. Since $T_{k 1} \leq T_{11}$, it follows that
$\mathbb{P}_{a}\left[T_{k 1}<\infty\right]=1$, and the sequence $\left(V_{k n}\right)_{n \geq 1}$ of excursions of length exceeding $r_{k}$ is an iid sequence of $U$-valued random variables, see theorem (3.2.1). Define for $k=1,2, \ldots$

$$
\begin{aligned}
& U_{k}=\left\{u \in U: \zeta_{u}>r_{k}\right\}, \\
& V_{k}=\left(V_{k 1}, V_{k 2}, \ldots\right), \\
& \nu_{k}=V_{k 1}\left(\mathbb{P}_{a}\right) \text { and } \\
& p_{k}=\nu_{k}\left(U_{1}\right) .
\end{aligned}
$$

Then $\left(U_{k}, V_{k}\right)_{k \geq 1}$ is a nested array on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$, see section (2.3) for the definition of a nested array.
Suppose that we are in case A. Since

$$
\lim _{k \rightarrow \infty} 1_{U_{1}}\left(V_{k 1}(\omega)\right)=1_{\left[\tau_{a}>r_{1}\right]}(\omega) \text { on }\left[\tau_{a}>0\right],
$$

it follows that

$$
\lim _{k \rightarrow \infty} p_{k}=\lim _{k \rightarrow \infty} \mathbb{P}_{a}\left[V_{k 1} \in U_{1}\right]=\mathbb{P}_{a}\left[\tau_{a}>r_{1}\right]>0
$$

By corollary (2.3.15) there exists an iid sequence $\left(\xi_{n}\right)_{n \geq 1}$ of random varaibles whose $U_{k}$-subsequence is $\mathbb{P}_{a}$-a.s. equal to $\left(V_{k n}\right)_{n \geq 1}$.
Suppose that we are in case B. Since $a$ is not a holding point we have

$$
\mathbb{P}_{a}\left(\left\{\omega: \exists K_{\omega}, \forall k \geq K_{\omega}: V_{k 1}(\omega) \notin U_{1}\right\}\right)=1 .
$$

Hence in case B

$$
\lim _{k \rightarrow \infty} p_{k}=\lim _{k \rightarrow \infty} \mathbb{P}_{a}\left[V_{k 1} \in U_{1}\right]=0 .
$$

It follows from theorem (2.3.12) that $\mathbb{P}_{a}$-a.s. for $n, j=1,2, \ldots$ the limits

$$
t_{j n}=\lim _{k \rightarrow \infty} p_{k} S_{k j n}
$$

exist, where $S_{k j n}, k>j$ denotes the index of the $n^{t h}$ excursion of length greater than $r_{j}$ in the sequence $\left(V_{k n}\right)_{n \geq 1}$. The $\mathbb{P}_{a}$-a.s. defined random variable

$$
N: \omega \in \Omega \mapsto \sum_{j=1}^{\infty} \sum_{n: V_{j_{n}}(\omega) \notin U_{j-1}} \delta_{\left(t_{j n}(\omega), V_{j n}(\omega)\right)}
$$

is an $\mathcal{S}$-finite Itô-Poisson point process on $U_{\infty}$ with characteristic measure $\nu$ determined by

$$
\nu\left(U_{1}\right)=1 \text { and } \nu_{\mid U_{j}}=\nu_{j} .
$$

Further the $U_{k}$-subsequence of $N$ is the sequence $\left(V_{k n}\right)_{n \geq 1}$ which implies that for every $l>0$ the $[\zeta>l]$-subsequence of $N$ is the sequence of excursions of $Y$ of length exceeding $l$. If $\left(r_{k}^{\prime}\right)_{k \geq 1}$ is another strictly decreasing sequence of positive real numbers with the same properties as the sequence $\left(r_{k}\right)_{k \geq 1}$, then the Itô-Poisson point process $N^{\prime}$ constructed as above starting from the sequence $\left(r_{k}^{\prime}\right)$ has a characteristic measure $\nu^{\prime}$ wich differs only by a multiplicative constant from $\nu$, see corollary (2.3.14). To prove property (ii), fix $t>0$ and choose $k$ such that $r_{k} \leq t$. Let for $0 \leq t_{1}<\ldots t_{l} \leq t, 0 \leq s_{1}<\ldots s_{n}, A_{1}, \ldots, A_{l} \in \mathcal{E}$ and $f_{1}, \ldots, f_{n} \in b \mathcal{E}$

$$
\Lambda=\left[u\left(t_{i}\right) \in A_{i}, i=1, \ldots, l\right]
$$

and for $u \in U$

$$
f(u)=\prod_{j=1}^{n} f_{j}\left(u\left(s_{j}\right)\right)
$$

Then by definition of $\nu$

$$
\begin{aligned}
& \int_{\Lambda \cap[\zeta>t]} f\left(\theta_{t} u\right) \nu(d u) \\
&= \frac{1}{\nu_{k}\left(U_{1}\right)} \int_{\Lambda \cap[\zeta>t]} f\left(\theta_{t} u\right) \nu_{k}(d u) \\
&= \frac{1}{\mathbb{P}_{a}\left[T_{k 1}>D_{k 1}+r_{1}\right]} \\
& \times \mathbb{E}_{a}\left[\prod_{i} 1_{A_{i}}\left(V_{k 1}\left(t_{i}\right)\right) \times 1_{\left[\zeta\left(V_{k 1}\right)>t\right]} \times \prod_{j} f_{j}\left(V_{k 1}\left(s_{j}+t\right)\right)\right] \\
&= \frac{1}{\mathbb{P}_{a}\left[T_{k 1}>D_{k 1}+r_{1}\right]} \\
& \times \mathbb{E}_{a}\left[\prod_{i} 1_{A_{i}}\left(Y\left(D_{k 1}+t_{i}\right)\right) \times 1_{\left[D_{k 1}+t<T_{k 1}\right]} \times \prod_{j} f_{j}\left(\bar{Y}\left(s_{j}\right)\right) \circ \theta_{D_{k 1}+t}\right] \\
&= \frac{1}{\mathbb{P}_{a}\left[T_{k 1}>D_{k 1}+r_{1}\right]} \\
& \times \mathbb{E}_{a}\left[\prod_{i} 1_{A_{i}}\left(Y\left(D_{k 1}+t_{i}\right)\right) \times 1_{\left[D_{k 1}+t<T_{k 1}\right]} \times \alpha_{Y\left(D_{k 1}+t\right)}(f)\right]
\end{aligned}
$$

(by an application of the Strong Markov property)

$$
=\int_{\Lambda \cap[\zeta>t]} \alpha_{u(t)}(f) \nu(d u) .
$$

A standard monotone class argument completes the proof of (ii).
For the proof of (i), first note that the set

$$
W=\left\{u \in U_{\infty}: \forall s \geq \zeta_{u}: u(s)=a\right\}
$$

is a measurable subset of $U_{\infty}$. It is clear that

$$
\forall x \in E: \alpha_{x}\left(1_{W}\right)=0
$$

So (ii) implies

$$
\int_{[\zeta>t]} 1_{W}\left(\theta_{t} u\right) \nu(d u)=\int_{[\zeta>t]} \alpha_{u(t)}\left(1_{W}\right) \nu(d u)=0
$$

On the other hand

$$
\zeta_{u}>t \Longrightarrow 1_{W}\left(\theta_{t} u\right)=1_{W}(u)
$$

Hence

$$
\begin{aligned}
\int_{U_{\infty}} 1_{W}(u) \nu(d u) & =\lim _{t \downarrow 0} \int_{[\zeta>t]} 1_{W}(u) \nu(d u) \\
& =\lim _{t \downarrow 0} \int_{[\zeta>t]} 1_{W}\left(\theta_{t} u\right) \nu(d u)=0
\end{aligned}
$$

which completes the proof of (i).
Finally,

$$
\forall t>0: \nu([\zeta>t])=\eta_{t}(E)<\infty
$$

which implies (iii).
Definition 3.2.5 A family of finite measures $\left(\epsilon_{s}\right)_{s>0}$ on $(E, \mathcal{E})$ will be called an entrance law for the (sub-Markov) semigroup $\left(K_{t}\right)_{t \geq 0}$ whenever

$$
\forall s, t \geq 0: \epsilon_{s} K_{t}=\epsilon_{s+t}
$$

Theorem 3.2.6 There is a one-to-one correspondence between $\sigma$-finite measures $m$ on $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$ satisfying properties (i), (ii) and (iii) of theorem (3.2.4) and entrance laws $\left(\epsilon_{s}\right)_{s>0}$ for the semigroup $\left(K_{t}\right)$ satisfying $\epsilon_{s}(a)=$ 0 for every $s>0$.

Proof. Let us first assume that $m$ is a $\sigma$-finite measure on $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$ satisfying properties (i), (ii) and (iii) of theorem (3.2.4). Define for $s>0$ and $A \in \mathcal{E}$

$$
\epsilon_{s}(A)=m\left(\left\{u \in U_{\infty}: u(s) \in A, \zeta_{u}>s\right\}\right)
$$

Then $\left(\epsilon_{s}\right)_{s>0}$ is a family of finite measures on $(E, \mathcal{E})$ satisfying $\epsilon_{s}(a)=0$ for every $s>0$. For $A \in \mathcal{E}$, denoting $A \backslash\{a\}$ by $A^{\prime}$,

$$
\epsilon_{s} K_{t}(A)=\int m\left(u(s) \in d x, \zeta_{u}>s\right) \mathbb{E}_{x}\left[1_{A^{\prime}}\left(Y_{t}\right) ; \sigma_{a}>t\right]
$$

$$
\begin{aligned}
& =\int_{\left[S_{u}>s\right]} m(d u) \mathbb{E}_{u(s)}\left[1_{A^{\prime}}\left(Y_{t}\right)\right] \\
& =\int_{\left[S_{u}>s\right]} m(d u) \alpha_{u(s)}\left[1_{A^{\prime}}(u(t))\right] \\
& =\int_{\left[S_{u}>s\right]} m(d u) 1_{A^{\prime}}(u(s+t)) \text { (by property (ii)) } \\
& =\int_{\left[\zeta_{u}>s+t\right]} m(d u) 1_{A^{\prime}}(u(s+t)) \text { (by property (i)) } \\
& =\epsilon_{s+t}\left(A^{\prime}\right)=\epsilon_{s+t}(A)
\end{aligned}
$$

So $\left(\epsilon_{s}\right)_{s>0}$ is an entrance law, which proves the first half of the theorem. To prove the second half of the theorem, let $\left(\epsilon_{s}\right)_{s>0}$ be an entrance law for the semigroup $\left(K_{t}\right)$ satisfying $\epsilon_{s}(a)=0$ for every $s>0$. Define for $t>0$

$$
\mathcal{G}_{t}=\left\{B \subset U_{\infty}: \exists A \in \mathcal{U}_{\infty}: B=[\zeta>t] \cap \theta_{t}^{-1}(A)\right\}
$$

The sets

$$
\left\{u \in U_{\infty}: \zeta_{u}>t, u\left(t+s_{i}\right) \in F_{i}, i=1, \ldots, n\right\}
$$

where $n \geq 1,0 \leq s_{1} \leq \ldots \leq s_{n}$ and $F_{1}, \ldots, F_{n} \in \mathcal{E}$, generate the $\sigma$ algebra $\mathcal{F}_{t}$. If $r<t$, then $\mathcal{U}_{\infty} \supset \mathcal{G}_{r} \supset \mathcal{G}_{t}$. Indeed, let $B \in \mathcal{G}_{t}$, say $B=[\zeta>t] \cap \theta_{t}^{-1}(A)$ with $A \in \mathcal{U}_{\infty}$. Then

$$
B=[\zeta>r] \cap \theta_{r}^{-1}([\zeta>t-r]) \cap \theta_{t-r}^{-1}(A) \in \mathcal{G}_{r}
$$

Note that $\bigcup_{t>0} \mathcal{G}_{t}$ is a ring generating $\mathcal{U}_{\infty}$. The setfunction $\mu_{t}$ defined on $\mathcal{G}_{t}$ by

$$
\mu_{t}\left([\zeta>t] \cap \theta_{t}^{-1}(A)\right)=\int \epsilon_{t}(d x) \alpha_{x}(A), A \in \mathcal{U}_{\infty}
$$

is a finite measure on the ring $\mathcal{G}_{t}$, whilst for $r<t$

$$
\begin{aligned}
\mu_{r}\left([\zeta>t] \cap \theta_{t}^{-1}(A)\right) & =\int \epsilon_{r}(d x) \alpha_{x}\left[\zeta>t-r, 1_{A} \circ \theta_{t-r}\right] \\
& =\int \epsilon_{r}(d x) \mathbb{E}_{x}\left[1_{[\sigma>t-r]} \times 1_{A} \circ Y\left(\theta_{t-r}\right)\right] \\
& =\int \epsilon_{r}(d x) \int K_{t-r}(x, d y) \alpha_{y}(A) \\
& \text { (by the simple Markov property) } \\
& =\int \epsilon_{t}(d y) \alpha_{y}(A) \\
& =\mu_{t}\left([\zeta>t] \cap \theta_{t}^{-1}(A)\right)
\end{aligned}
$$

It follows that we can define a setfunction $\mu$ on $\bigcup_{t>0} \mathcal{G}_{t}$ by putting

$$
\mu(B)=\mu_{t}(B) \text { if } B \in \mathcal{G}_{t}
$$

Since the setfunction $\mu$ is a $\sigma$-finite measure on the ring $\bigcup_{t>0} \mathcal{G}_{t}$, it has a unique extension to a $\sigma$-finite on $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$. From standard monotone class arguments it follows that for $f \in b \mathcal{U}_{\infty}$ and $t>0$

$$
\int_{[\zeta>t]} \mu(d u) f\left(\theta_{t} u\right)=\int \epsilon_{t}(d x) \alpha_{x}(f) .
$$

Fix $t>0$ and define for $0 \leq r_{1}<\cdots<r_{l} \leq t$ and $A_{1}, \ldots A_{l} \in \mathcal{E}$

$$
\Lambda=\left[u\left(r_{i}\right) \in A_{i}, i=1, \ldots, l\right]
$$

For $0<r<r_{1}$ and $f \in b \mathcal{U}_{\infty}$

$$
\begin{aligned}
& \int_{\Lambda \cap[\zeta>t]} \mu(d u) f\left(\theta_{t} u\right) \\
&=\int \epsilon_{r}(d x) \int \alpha_{x}(d u) \prod_{i=1}^{l} 1_{\left[u\left(r_{i}-r\right) \in A_{i}\right]}(u) \times 1_{[\zeta>t-r]}(u) f\left(\theta_{t-r} u\right) \\
&=\int \epsilon_{r}(d x) \int \alpha_{x}(d u) \prod_{i=1}^{l} 1_{\left[u\left(r_{i}-r\right) \in A_{i}\right]}(u) \times 1_{[\zeta>t-r]}(u) \alpha_{u(t-r)}(f)
\end{aligned}
$$

by an application of the simple Markov property

$$
\begin{aligned}
& =\int_{[\zeta>r]} \mu(d u) \prod_{i=1}^{l} 1_{\left[u\left(r_{i}+r\right) \in A_{i}\right]}\left(\theta_{r} u\right) \times 1_{[\zeta>t-r]}\left(\theta_{r} u\right) \alpha_{\theta_{r} u(t-r)}(f) \\
& =\int_{\Lambda \cap[\zeta>t]} \mu(d u) \alpha_{u(t)}(f) .
\end{aligned}
$$

This proves the formula

$$
\int_{\Lambda \cap[\zeta>t]} f\left(\theta_{t} u\right) \nu(d u)=\int_{\Lambda \cap[\zeta>t]} \alpha_{u(t)}(f) \nu(d u)
$$

for elementary sets $\Lambda$. From a standard monotone class argument it follows that this formula is true for all $\Lambda \in \sigma\left(u \in U_{\infty} \mapsto u(r), r \leq t\right)$. As in the proof of theorem (3.2.4) it now follows that $\nu$ is concentrated on the set

$$
\left\{u \in U_{\infty}: \forall s \geq \zeta_{u}: u(s)=a\right\}
$$

From the definition of $\nu$ it is clear that

$$
\forall t>0: \nu([\zeta>t])<\infty,
$$

which completes the proof.

Remark 3.2.7 (i) In theorem (3.2.4) the excursions of $Y$ are considered on the probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$. On a probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{x}\right)$ we have to add to the Itô-Poisson point process (or to the iid sequence $\left.\left(\xi_{n}\right)_{n \geq 1}\right)$ a first excursion describing the process up to time $\sigma_{a}$. Let $x \in E, x \neq a$. The map $W: \Omega \mapsto U$ defined by

$$
(W \omega)(t)= \begin{cases}Y_{t}(\omega) & \text { for } t<\sigma_{a}(\omega) \\ a & \text { for } t \geq \sigma_{a}(\omega)\end{cases}
$$

is a $U_{\infty}$-valued random variable, describing the process $Y$ up to time $\sigma_{a}$. As in the proof of theorem (3.2.4), let $\left(r_{k}\right)_{k \geq 1}$ be a strictly decreasing sequence of positive real numbers, $r_{k} \downarrow 0$ as $k \rightarrow \infty$. Denote for $k, n=1,2, \ldots$ by $V_{k n}^{x}(\omega)$ the $n^{t h}$ excursion from $a$ with length exceeding $r_{k}$ of the realization $Y .\left(\theta_{\sigma_{a}} \omega\right)$. So $V_{k n}^{x}(\omega)=V_{k n}\left(\theta_{a} \omega\right)$. Define the vector $V_{k}^{x}=\left(V_{k 1}^{x}, V_{k 2}^{x}, \ldots\right)$. As in lemma (3.2.3) we can prove that for every $x \in E \backslash\{a\}$ the sequence $\left(V_{k}^{x}, U_{k}\right)_{k \geq 1}$ is a nested array on $\left(\Omega, \mathcal{F}, \mathbb{P}_{x}\right)$ and

$$
\begin{aligned}
& \mathbb{P}_{x}\left[W \in B, V_{k i}^{x} \in A_{i}, i=1, \ldots, n\right] \\
& \quad=\mathbb{P}_{x}[W \in B] \mathbb{P}_{a}\left[V_{k i} \in A_{i}, i=1, \ldots, n\right]
\end{aligned}
$$

for every $n \geq 1, B, A_{1}, \ldots, A_{n} \in \mathcal{U}$. When $\mathbb{P}_{a}\left[\tau_{a}=0\right]=1$, we define the point processes $N^{x}$ and $Q^{x}$ by

$$
N^{x}: \omega \in \Omega \mapsto N\left(\theta_{\sigma_{a}} \omega\right)
$$

$N$ as in theorem (3.2.4), and

$$
Q^{x}: \omega \in \Omega \mapsto \delta_{(0, W(\omega))}
$$

It follows that the point processes $N^{x}$ and $Q^{x}$ defined on $\left(\Omega, \mathcal{F}, \mathbb{P}_{x}\right)$ are independent and as in theorem (3.2.4) the point process $N^{x}$ is an Itô-Poisson point process with the same characteristic measure $\nu$ as $N$.
(ii) If state $a$ is a holding point for $Y$, then there exists an iid sequence $\left(\xi_{n}\right)_{n \geq 1}$ on $\left(\Omega, \mathcal{F}, \mathbb{P}_{a}\right)$ of $U_{\infty}$-valued random variables whose [ $[>l]$ subsequence is the sequence of excursions of $Y$ of length greater than $l$. Between two consecutive excursions the process $Y$ remains in the state $a$. These time intervals are exponentially distributed.

### 3.3 Construction from point processes

Let $(E, \rho)$ be a compact metric space with Borel $\sigma$-algebra $\mathcal{E}$ and $a \in E$ some given point of $E$. The space of càdlàg functions defined on $T=[0, \infty[$ with
values in $E$ will be denoted by $U$. Endowed with the Skorohod topology, $U$ is a polish space. The Borel $\sigma$-algebra on $U$ will be denoted by $\mathcal{U}$; this $\sigma$-algebra is also generated by the coordinate evaluations on $U$. The map $\zeta: U \mapsto[0, \infty]$ is defined by

$$
\zeta(u)=\zeta_{u}=\inf \{t>0: u(t)=a \text { or } u(t-)=a\}
$$

For $u \in U_{\infty}=[\zeta>0]$ the number $\zeta_{u}$ is the first "time" after zero that $u$ hits or approaches $a$. The map $\zeta$ is lower semi-continuous.
On the space $(E, \mathcal{E})$ there will be given a Markov semigroup of kernels $\left(\bar{P}_{t}\right)_{t \geq 0}$ such that for every $x \in E$ there exists a probability measure $\alpha_{x}$ on $(U, \mathcal{U})$ which is concentrated on the set $\left\{u \in U: \forall t \geq \zeta_{u}: u(t)=a\right\}$ and which has finite-dimensional distributions given by

$$
\begin{aligned}
& \alpha_{x}\left[u\left(t_{i} \in d x_{i}, i=1, \ldots, n\right]\right. \\
& \quad=\bar{P}_{t_{1}}\left(x, d x_{1}\right) \bar{P}_{t_{2}-t_{1}}\left(x_{1}, d x_{2}\right) \cdots \bar{P}_{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right)
\end{aligned}
$$

where $0 \leq t_{1} \leq \cdots \leq t_{n}$ and $x_{1}, \ldots, x_{n} \in E$. For $t \geq 0$ the kernel $K_{t}$ on $(E, \mathcal{E})$ is defined by

$$
K_{t}(x, d y)=\alpha_{x}\left[u(t) \in d y, \zeta_{u}>t\right]
$$

The family $\left(K_{t}\right)_{t \geq 0}$ is a sub-Markov semigroup of kernels on $(E, \mathcal{E})$. On $(E, \mathcal{E})$ there will also be given a family of finite measures $\left(\eta_{s}\right)_{s}>0$ which is an entrance law for the semigroup $\left(K_{t}\right)_{t \geq 0}$ with $\eta_{s}(\{a\})=0$ for every $s>0$. By theorem (3.2.6) there is a unique measure $\nu$ on $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$ having the three properties
(i) $\nu$ is concentrated on $\left\{u \in U_{\infty}: \forall s \geq \zeta_{u}: u(s)=a\right\}$,
(ii) $\forall f \in b \mathcal{U}_{\infty}, \forall t>0, \forall \Lambda \in \sigma\left(u \in U_{\infty} \mapsto u(r), r \leq t\right)$ :

$$
\int_{\Lambda \cap[\zeta>t]} f\left(\theta_{t} u\right) \nu(d u)=\int_{\Lambda \cap[\zeta>t]} \alpha_{u(t)}(f) \nu(d u)
$$

(iii) $\forall t>0: \nu([\zeta>t])<\infty$.

It follows that

$$
\forall s>0: \eta_{s}(d x)=\nu\left(\left[\zeta_{u}>s, u(s) \in d x\right]\right)
$$

We will always consider $\nu$ as a measure on $U$ by putting $\nu\left(U \backslash U_{\infty}\right)=0$. The product topological space $T \times U$, where $T$ is equipped with the usual topology will be denoted by $X$ and $\mathcal{M}^{+}$is the space of nonnegative Borel
measures on $(X, \mathcal{B}(X))$ which are finite on the family $\mathcal{S}$ consisting of the subsets $I \times[\zeta>t]$ where $I$ runs through the bounded subintervals of $T$ and $t>0$. The $\mathcal{S}$-finite Itô-Poisson point process on $U$ with characteristic measure $\nu$ will be denoted by $P$. (The existence and unicity of $P$ follows from proposition (2.2.5).) By proposition (2.3.2) $P\left(\mathcal{M}_{1}^{\bullet}\right)=1$, where $\mathcal{M}_{1}^{\boldsymbol{0}}$ is the set of $\mathcal{S}$-finite point measures $\mu$ with $\mu(\{t\} \times U) \leq 1$ for every $t \geq 0$. Measures $\mu \in \mathcal{M}^{\bullet}$ have a countable support. For $\mu \in \mathcal{M}_{1}^{\bullet}$ the projection $J(\mu)$ of $\operatorname{supp}(\mu)$ on $T$ is an ordered subset. If $\sigma \in J(\mu)$, there is a $u \in U$ such that $(\sigma, u) \in \operatorname{supp}(\mu)$. We will write $u_{\sigma}$ for $u$. Let $L: U \mapsto[0, \infty[$ be a given, measurable function. Define for $\sigma \in T$ and $\mu \in \mathcal{M}_{1}^{\circ}$

$$
\begin{aligned}
B(\sigma, \mu) & =\sum\left\{L\left(u_{\tau}\right): \tau \in J(\mu) \text { and } \tau<\sigma\right\} \\
& =\int \mu(d \tau d \nu) 1_{[o, \sigma]}(\tau) L(\nu)
\end{aligned}
$$

and

$$
C(\mu)=\bigcup_{\sigma \in J(\mu)}[B(\sigma-, \mu), B(\sigma, \mu)[
$$

If $T=C(\mu)$ then denote by

$$
\tilde{\mu}: T \mapsto E
$$

the concatenation of the functions $u_{\tau \mid\left[0, L\left(u_{\tau}\right)[ \right.}, \tau \in J(\mu)$, that is

$$
\tilde{\mu}(s)=u_{\sigma}(s-B(\sigma-, \mu))=\int \mu(d \tau d v)\left(v \times 1_{[0, L(v)[ }\right)(s-B(\tau-, \mu))
$$

with

$$
\sigma \in J(\mu) \text { such that } s \in[B(\sigma-, \mu), B(\sigma, \mu)[
$$

The function $u_{\sigma}$ is called the excursion straddling $s$. So, if $Q$ is an $\mathcal{S}$-finite point process with phase space $X$ such that

$$
Q\left(\left\{\mu \in \mathcal{M}_{1}^{\bullet}: T=C(\mu)\right\}\right)=1
$$

then for $s \geq 0$ the maps

$$
Y_{s}: \mu \in\left\{\mu \in \mathcal{M}_{1}^{\bullet}: T=C(\mu)\right\} \mapsto \tilde{\mu}(s)
$$

are $Q$-a.e. defined random variables on the probability space $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right), Q\right)$.
In this section we want to consider a construction of this kind for the Itô-Poisson point process $P$. With an extra assumption about the characteristic measure $\nu$ of $P$ it will turn out that the process $Y=\left(Y_{t}\right)_{t \geq 0}$ is a

Markov process. So it is natural to consider a family of probability measures $\left(P_{x}\right)_{x \in E}$ on $\left(\mathcal{M}^{+}, \mathcal{B}\left(\mathcal{M}^{+}\right)\right)$, where $P_{x}$ will be the distribution of the process $Y$ starting in $x$. To this end we add a first point to $P$ corresponding to a start from $x$ taking in account the given transition probabilities $\left(\bar{P}_{t}\right)$. Consider the map

$$
u \in U \mapsto \delta_{(0, u)} \in \mathcal{M}^{+}
$$

For $x \neq a, Q_{x}$ denotes the image of the probability measure $\alpha_{x}$ under this map. Then $Q_{x}$ is a point process with phase space $X$; its intensity measure $i_{Q_{x}}$, its Palm measures $\left(Q_{x}\right)_{(\tau, v)}$ and its Laplace transform $\hat{Q}_{x}$ are given by

$$
\begin{array}{lll}
i_{Q_{x}} & =\delta_{0} \otimes \alpha_{x}, & \\
\left(Q_{x}\right)_{(\tau, v)} & =\delta_{\delta_{(\tau, v)},}, & (\tau, v) \in X \\
\hat{Q}_{x}(f) & =\int \alpha_{x}(d u) e^{-f(0, u)}, & f \in \mathcal{B}(X)_{+}
\end{array}
$$

Define the family of point processes $\left(P_{x}\right)_{x \in E}$ by

$$
P_{x}= \begin{cases}Q_{x} * P & \text { if } x \in E \backslash\{a\} \\ P & \text { if } x=a .\end{cases}
$$

Some important properties of the point processes $P_{x}$ are collected in the following lemma, whose straightforward proof is deleted.

Lemma 3.3.1 For $x \neq a$, the intensity measure $i_{P_{x}}$, the Palm measures $\left(P_{x}\right)_{(\tau, v)}$ and the Laplace transform $\hat{P}_{x}$ of the point process $P_{x}$ are given by

$$
\begin{array}{ll}
i_{P_{x}} & =i_{Q_{x}}+i_{P}, \\
\left(P_{x}\right)_{(\tau, v)} & = \begin{cases}P_{x} * \delta_{\delta_{(\tau, v)}} & \text { for } v \in U \text { and } \tau>0 \\
\delta_{\delta_{(0, v)}} * P & \text { for } v \in U \text { and } \tau=0\end{cases} \\
\hat{P}_{x}(f) & =\int \alpha_{x}(d u) e^{-f(0, u)} \exp \left[-\int\left(1-e^{-f}\right) d \lambda \otimes \nu\right], f \in \mathcal{B}(X)_{+}
\end{array}
$$

Further

$$
P_{x}\left(\mathcal{M}_{1}^{\bullet}\right)=1
$$

Let $\Omega=\mathcal{M}_{1}^{0}$ and $\mathcal{F}$ the trace of $\mathcal{B}\left(\mathcal{M}^{+}\right)$on $\Omega$. Our basic family of probability spaces will be $\left(\Omega \mathcal{F}, P_{x}\right), x \in E$. Define for $\omega \in \Omega$ and $\tau \geq 0$

$$
A(\tau, \omega)=\int_{X} \omega(d \sigma d u) 1_{\mathrm{l} o, \tau]}(\sigma) \zeta_{u}
$$

The random variable $A(\tau)$ is the sum of the excursions up to and including time $\tau$, leaving out the excursion at time 0 . As a function of $\tau, A(\tau, \omega)$ is a non-decreasing càdlàg function on $[0, \infty[$ for every $\omega \in \Omega$. The Laplace transform of $A(\tau)$ is given by

$$
\int_{\Omega} e^{-\lambda A(\tau)} d P_{x}=\exp \left[-\tau \int_{U}\left(1-e^{\lambda \zeta_{u}}\right) \nu(d u)\right], \lambda>0, x \in E .
$$

From now on we will assume that

$$
\int_{U}\left(1-e^{-\zeta_{u}}\right) \nu(d u)<\infty
$$

Then $A(\tau)$ is $P_{x}$-a.s. finite for every $\in E$. Note that the family of random variables $(A(\tau))_{\tau \geq 0}$ is a subordinator whose Lévy measure is the $\zeta$-image $\zeta(\nu)$ of the measure $\nu$. See for subordinators Itô [24]. Addition to $A(\tau)$ of a linear term $\gamma \tau, \gamma \geq 0$, gives the general form of a subordinator with Levy measure $\zeta(\nu)$. Define for $\tau \geq 0$ and $\omega \in \Omega$

$$
\sigma_{a}(\omega)=\int \omega(d \sigma d u) 1_{\{0\}}(\sigma) \zeta_{u}
$$

and

$$
B(\tau, \omega)=\sigma_{a}(\omega)+A(\tau, \omega)+\gamma \tau
$$

It follows from a straightforward calculation that the Laplace transform of the random variable $B(\tau)$ is given by

$$
\int_{\Omega} e^{-\lambda B(\tau)} d P_{x}=\int e^{-\lambda \sigma_{a}} d P_{x} \times \exp \left[-\tau\left(\lambda \gamma+\int_{U}\left(1-e^{\lambda \zeta_{u}}\right) \nu(d u)\right)\right]
$$

For $\omega \in \Omega$, denote by $R(\omega)$ the range of $B(., \omega)$;

$$
R(\omega)=\{s \in[0, \infty[: \exists \tau: s=B(\tau, \omega)\}
$$

and let $\phi(., \omega)$ be the right continuous inverse of $B(., \omega)$ :

$$
\phi(s, \omega)=\inf \{\tau: B(\tau, \omega)>s\}, s \geq 0
$$

It follows from the definition of $\phi$ that

$$
\forall s \geq 0: B(\phi(s, \omega)-, \omega) \leq s \leq B(\phi(s, \omega), \omega)
$$

with $B(0-, \omega)=0$. Let $J(\omega)$ be the projection of the support of the measure $\omega$ on $T$ :

$$
J(\omega)=\{\sigma \in T: \omega(\{\sigma\} \times U)=1\}
$$

Note that $J(\omega)$ is $P_{x}$-a.s. a discrete subset of $T$ if $\nu(U)<\infty$, and a countable, dense subset of $T$ if $\nu(U)=\infty$. Define for $\omega \in \Omega$

$$
C(\omega)=\bigcup_{\sigma \in J(\omega)}[B(\sigma-, \omega), B(\sigma, \omega)[
$$

With the above introduced definitions and notations we have the following lemma.

Lemma 3.3.2 Let $x \in E$. Then $P_{x}$-a.s.

$$
T=\left\{\begin{array}{llll}
R(\omega)+C(\omega) & \text { if } & \nu(U)=\infty & \text { or }
\end{array} \quad \gamma>001 \text { and } \quad \gamma=0\right.
$$

Proof. Assume that $\nu(U)=\infty$ or $\gamma>0$. The function $B(., \omega)$ is $P_{x^{-}}$ a.s. strictly increasing, $B(\tau, \omega) \uparrow \infty$ as $\tau \rightarrow \infty$. The assertion in the lemma follows from appendix (A3.3). We continue with the case $0<$ $\nu(U)<\infty$ and $\gamma=0$. In this case $J(\omega)$ is $P_{x}$-a.s. a discrete set, which can be written as $J(\omega)=\left(\sigma_{n}(\omega)\right)_{n \geq 1}$ with $\sigma_{1}(\omega)<\sigma_{2}(\omega)<\ldots$ Further $\sigma_{n}(\omega) \rightarrow \infty$ as $n \rightarrow \infty$. Since $\gamma=0, B\left(\sigma_{n}(\omega)-, \omega\right)=B\left(\sigma_{n-1}(\omega), \omega\right)$ and the assertion of the lemma follows.

Let $\omega \in \Omega$ and $t \geq 0$. Let $t \in C(\omega)$. If there is some $\tau \geq 0$ such that $t \in\left[B(\tau-, \omega), B(\tau, \omega)\left[\right.\right.$, and if $u$ is such that $\omega_{(\tau, u)}=1$, then $u$ is the excursion (in $\omega$ ) straddling $t$. Note that $\tau=\phi(t, \omega)$ and that $\zeta_{u}=B(\phi(t, \omega), \omega)-B(\phi(t, \omega)-, \omega)$. With $\omega \in \Omega$ we associate a function $\tilde{\omega}: T \mapsto E$ defined by

$$
\tilde{\omega}(t)=\left\{\begin{array}{ll}
u(t-B(\phi(t, \omega)-, \omega)) & \text { if } t \in C(\omega) \\
a & \text { if } t \neq C(\omega)
\end{array}, t \in T\right.
$$

where $u$ is the excursion straddling $t$. Note that for $t \in C(\omega)$

$$
\tilde{\omega}(t)=\int \omega(d \sigma d u)\left(u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega))
$$

and

$$
1_{C(\omega)}(t)=\int \omega(d \sigma d u) 1_{\left[0, \zeta_{u}[ \right.}(t-B(\sigma-, \omega))
$$

It follows that the map

$$
\omega \in(\Omega, \mathcal{F}) \mapsto \tilde{\omega} \in\left(E^{T}, \mathcal{E}^{T}\right)
$$

is measurable. Denote the coordinate evaluations on $E^{T}$ by $Y_{t}, t \geq 0$, i.e.

$$
Y_{t}: f \in E^{T} \mapsto f(t) \in E
$$

and the image of the probability measure $P_{x}$ under the map $\omega \mapsto \tilde{\omega}$ by $\mathbb{P}_{x}$. Then, $Y=\left\{Y_{t}: t \geq 0\right\}$ is an $E$-valued stochastic process on the probability space $\left(E^{T}, \mathcal{E}^{T}, \mathbb{P}_{x}\right)$. We continue with the calculation of the finite-dimensional distributions of the process $Y$. From the definition of the measure $\nu$ it follows that for $s, l>0$

$$
\nu\left(\left[u(s) \in d x, \zeta_{u}>s+l\right]\right)=\eta_{s}(d x) \bar{P}_{l}(x, E \backslash\{a\})
$$

Writing $\beta_{x}$ for the $\alpha_{x}$-distribution of $\zeta$,

$$
\beta_{x}(d l)=\alpha_{x}[\zeta \in d l]=d \bar{P}_{l}(x,\{a\})
$$

we get for $s, l>0$

$$
\nu\left(\left[u(s) \in d x, \zeta_{u}-s \in d l\right]\right)=\eta_{s}(d x) \beta_{x}(d l)
$$

Proposition 3.3.3 Let $f \in b \mathcal{E}$ such that $f(a)=0$.
A. $x \neq a$.

$$
\mathbb{E}_{x}\left[f\left(Y_{t}\right)\right]= \begin{cases}\int K_{t}(x, d y) f(y)+\int_{0}^{t} \beta_{x}(d l) \mathbb{E}_{a}\left[f\left(Y_{t-l}\right)\right] & \text { if } t>0 \\ \int K_{0}(x, d y) f(y)+\beta_{x}(\{0\}) \mathbb{E}_{a}\left[f\left(Y_{0}\right)\right] & \text { if } t=0\end{cases}
$$

B. $x=a$.

For $t>0$ :

$$
\mathbb{E}_{a}\left[f\left(Y_{t}\right)\right]=\int P(d \omega) \int_{0}^{t} d \phi(q, \omega) \int \eta_{t-q}(d y) f(y)
$$

For $t=0$ we have to consider two cases:
(i) $\nu(U)=\infty$ or $\gamma>0$.

$$
\mathbb{E}_{a}\left[f\left(Y_{0}\right)\right]=; 0
$$

(ii) $0<\nu(U)<\infty$ and $\gamma=0$.

$$
\mathbb{E}_{a}\left[f\left(Y_{0}\right)\right]=\frac{1}{\nu(U)} \int \nu(d u) f[u(0)]
$$

Proof. The proof is based on an application of the Palm formula, see section (2.2). We start with case B. Let $t>0$.

$$
\begin{aligned}
\mathbb{E}_{a} & {\left[f\left(Y_{t}\right)\right] } \\
& \left.=\int P(d \omega) 1_{C(\omega)}(t) \int \omega(d \sigma d u)\left(f \circ u \times 1_{\left[0, \zeta_{u}\right.}\right]\right)(t-B(\sigma-, \omega)) \\
& =\int P(d \omega) \int \omega(d \sigma d u)\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega)) \\
& =\int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \omega)\left(f \circ u \times 1_{\left[0, \zeta_{u}\right]}\right)\left(t-B\left(\sigma-, \omega+\delta_{(\sigma, u)}\right)\right) \\
& =\int P(d \omega) \int_{0}^{\infty} d \sigma \int \eta_{t-B(\sigma-, \omega)}(d y) f(y) \\
& =\int P(d \omega) \int_{0}^{\infty} d \phi(q, \omega) \int \eta_{t-q}(d y) f(y)
\end{aligned}
$$

where in the last step we have used an integration formula for right continuous inverses, see appendix A3.
Let $t=0$. If $0<\nu(U)<\infty$ and $\gamma=0$, then the formula for $\mathbb{E}_{a}\left[f\left(Y_{0}\right)\right]$ follows from theorem (2.3.7). If $\nu(U)=\infty$ or $\gamma>0$, then

$$
\begin{aligned}
P[0 \in C(\omega)] & =P[B(0, \omega)>0] \\
& =P[\omega(\{0\} \times U]=0
\end{aligned}
$$

since $\lambda \otimes \nu(\{0\} \times U)=0$. It follows that $\mathbb{P}_{a}\left[Y_{0}=a\right]=1$, hence $\mathbb{E}_{a}\left[f\left(Y_{0}\right)\right]=$ 0.

We continue with case A. Let $t>0$.

$$
\begin{aligned}
& \mathbb{E}_{x}\left[f\left(Y_{t}\right)\right] \\
&= \int Q_{x} * P(d \omega) \int \omega(d \sigma d u)\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega)) \\
&= \int Q_{x}\left(d \omega^{\prime}\right) \int \omega^{\prime}(d \sigma d u) 1_{[0]}(\sigma)\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t) \\
&+\int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int \omega(d \sigma d u) \\
& 1_{] 0, \infty[ }(\sigma)\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t-B\left(\sigma-, \omega+\omega^{\prime}\right)\right) \\
&= \int \alpha_{x}(d u) 1_{\left[\zeta_{u}>t\right]} f(u(t)) \\
&+\int \alpha_{x}(d v) \int P(d \omega) \int \omega(d \sigma d u)\left(f \circ u \times 1_{\left[0, \zeta_{u}\right.}[)\left(t-B(\sigma-, \omega)-\zeta_{v}\right)\right. \\
&= \int K_{t}(x, d y) f(y)+\int_{0}^{t} \beta_{x}(d l) \mathbb{E}_{a}\left[f\left(Y_{t-l}\right)\right] .
\end{aligned}
$$

For $t=0$ we only have to note that

$$
\begin{aligned}
& \int \alpha_{x}(d v) \int P(d \omega) \int \omega(d \sigma d u)\left(f \circ u \times 1_{\left[0, \zeta_{u}\right.}\right)\left(0-B(\sigma-, \omega)-\zeta_{v}\right) \\
& =\alpha_{x}\left[\zeta_{v}=0\right] \times \mathbb{E}_{a}\left[f\left(Y_{0}\right)\right] \\
& =\beta(\{0\}) \times \mathbb{E}_{a}\left[f\left(Y_{0}\right)\right]
\end{aligned}
$$

Define the measure $\Phi$ on $[0, \infty[$ by

$$
\Phi(d q)=\int_{\Omega} P(d \omega) d \phi(q, \omega)
$$

Define the kernels $\left(S_{t}\right)_{t>0}$ on $(E, \mathcal{E})$ by:

$$
\begin{array}{lll}
S_{t}(x, d y) & = \begin{cases}(\Phi * \eta)_{t}(d y) & \text { for } x=a, y \neq a \\
K_{t}(x, d y)+\int_{0}^{t} \beta_{x}(d l)(\Phi * \eta)_{t-l}(d y) & \text { for } x, y \neq a\end{cases} \\
S_{t}(x,\{a\}) & =1-S_{t}(x, E \backslash\{a\})
\end{array}
$$

Define the kernel $S_{0}$ on $(E, \mathcal{E})$ by:
(i) If $\nu(U)=\infty$ or $\gamma>0$ then

$$
S_{0}(x, d y)= \begin{cases}0 & \text { for } x=a, y \neq a \\ K_{0}(x, d y) & \text { for } x, y \neq a\end{cases}
$$

(ii) If $0<\nu(U)<\infty$ and $\gamma=0$ then

$$
S_{0}(x, d y)= \begin{cases}\frac{1}{\nu(U)} \nu\left[u(0) \in d y, \zeta_{u}>0\right] & \text { for } x=a, y \neq a \\ K_{0}(x, d y)+\frac{\beta_{x}(\{0\})}{\nu(U)} \nu\left[u \left(0\left(\in d y, \zeta_{u}>0\right]\right.\right. & \text { for } x, y \neq a\end{cases}
$$

In both cases (i) and (ii)

$$
S_{0}(x,\{a\})=1-S_{0}(x, E \backslash\{a\})
$$

The kernels $\left(S_{t}\right)_{t \geq 0}$ are a family of Markov kernels om $(E, \mathcal{E})$. The statement of proposition (3.3.3) can be written as

$$
\mathbb{E}_{x}\left[f\left(Y_{t}\right)\right]=S_{t} f(x), t \geq 0, f \in b \mathcal{E}
$$

Define for $t \geq 0$ the map $\psi_{t}: \Omega \mapsto \Omega$ by

$$
\psi_{t}(\omega)= \begin{cases}T_{\phi(t)}(\omega) & \text { if } t \in R(\omega) \\ \delta_{\left(0, \theta_{t-B(\phi(t, \omega)-, \omega)} u\right)}+T_{\phi(t)}(\omega) & \text { if } t \notin R(\omega)\end{cases}
$$

where $u$ is the excursion straddling $t$ and where $T_{\phi}$ is defined as in section (2.3). The meaning of the map $\psi_{t}$ is explained in the following lemma.

Lemma 3.3.4 For $s, t \geq 0$ and $\omega \in \Omega$ we have

$$
\phi(s+t, \omega)=\phi(t, \omega)+\phi\left(s, \psi_{t} \omega\right)
$$

and

$$
Y_{s}\left[\left(\psi_{t} \omega\right)\right]=Y_{s+t}(\tilde{\omega})
$$

Proof. First note that $\sigma_{a}\left(\psi_{t} \omega\right)=B(\phi(t, \omega), \omega)-t$. Indeed, if $t \in R(\omega)$ then

$$
\begin{aligned}
\sigma_{a}\left(\psi_{t} \omega\right) & =\sigma_{a}\left(T_{\phi(t)} \omega\right) \\
& =\int\left(T_{\phi(t)} \omega\right)(d \sigma d u) 1_{\{0\}}(\sigma) \zeta_{u} \\
& =\int \omega(d \sigma d u) 1_{] \phi(t, \omega), \infty[ }(\sigma) 1_{\{0\}}(\sigma-\phi(t, \omega)) \zeta_{u} \\
& =0
\end{aligned}
$$

and the result follows, as $B(\phi(t, \omega), \omega)=t$ for $t \in R(\omega)$.
If $t \notin R(\omega)$ then

$$
\begin{aligned}
\sigma_{a}\left(\psi_{t} \omega\right) & =\sigma_{a}\left(\delta_{\left(0, \theta_{t-B(\phi(t, \omega)-, \omega)} u\right)}\right)+\sigma_{a}\left(T_{\phi(t)} \omega\right) \\
& =\zeta_{u}-(t-B(\phi(t, \omega)-, \omega)) \\
& =B(\phi(t, \omega)-, \omega)-t
\end{aligned}
$$

since $u$ is the excursion straddling $t$.
We continue with the calculation of $B\left(\tau, \psi_{t} \omega\right)$.

$$
\begin{aligned}
B\left(\tau, \psi_{t} \omega\right) & =\sigma_{a}\left(\psi_{t} \omega\right)+A\left(\tau, \psi_{t} \omega\right)+\gamma \tau \\
& =B(\phi(t, \omega), \omega)-t+\int \omega(d \sigma d u) 1_{] \phi(t, \omega), \phi(t, \omega)+\tau]}(\sigma) \zeta_{u}+\gamma \tau \\
& =B(\phi(t, \omega), \omega)-t+B(\phi(t, \omega)+\tau, \omega)-B(\phi(t, \omega), \omega) \\
& =B(\phi(t, \omega)+\tau, \omega)-t .\left(^{*}\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\phi\left(s, \psi_{t} \omega\right) & =\inf \left\{\tau: B\left(\tau, \psi_{t} \omega\right)>s\right\} \\
& =\inf \{\tau: B(\phi(t, \omega)+\tau, \omega)+\tau>s+t\} \text { by formula }\left(^{*}\right) \\
& =-\phi(t, \omega)+\phi(s+t, \omega)
\end{aligned}
$$

which proves the first part of the lemma.
For the second part, suppose first that $s \in R\left(\psi_{t} \omega\right)$. Then, for some $\tau \geq 0$

$$
B\left(\tau, \psi_{t} \omega\right)=s
$$

hence by formula $\left(^{*}\right)$

$$
B(\phi(t, \omega)+\tau, \omega)=t+B\left(\tau, \psi_{t} \omega\right)=t+s
$$

and it follows that $s+t \in R(\omega)$. So

$$
Y_{s}\left(\left(\psi_{t} \omega\right)\right)=Y_{s+t}(\tilde{\omega})=a
$$

by definition of $Y$.
Suppose now that $s \notin R\left(\psi_{t} \omega\right)$. Let

$$
s<\sigma_{a}\left(\psi_{t} \omega\right)=B(\phi(t, \omega), \omega)-t
$$

Then $\phi(s+t, \omega)=\phi(t, \omega)$ and there is one excursion, say $u$, (in $\omega$ ) straddling both $t$ and $s+t$, so

$$
\begin{aligned}
Y_{s}\left(\left(\psi_{t} \omega\right)\right) & =u(s+t-B(\phi(t, \omega)-, \omega)) \\
& =u(s+t-B(\phi(t+s, \omega)-, \omega)) \\
& =Y_{s+t}(\tilde{\omega})
\end{aligned}
$$

For

$$
s>\sigma_{a}\left(\psi_{t} \omega\right)
$$

we have $B\left(0, \psi_{t} \omega\right)<s$, so $\phi\left(s, \psi_{t} \omega\right)>0$. It follows that

$$
\begin{aligned}
\left(\psi_{t} \omega\right)_{\left(\phi\left(s, \psi_{t} \omega\right), u\right)} & =\left(T_{\phi(t)} \omega\right)_{(\phi(s+t, \omega)-\phi(t, \omega), u)} \\
& =\omega_{(\phi(s+t, \omega), u)}
\end{aligned}
$$

and the excursion straddling $s$ in $\psi_{t} \omega$ is the same as the excursion straddling $s+t$ in $\omega$. From

$$
\begin{aligned}
B\left(\phi\left(s, \psi_{t} \omega\right)-, \psi_{t} \omega\right) & =\lim _{\epsilon \downharpoonright 0} B\left(\phi\left(s, \psi_{t} \omega\right)-\epsilon, \psi_{t} \omega\right) \\
& =\lim _{\epsilon \downarrow 0} B\left(\phi(s+t, \omega)-\phi(t, \omega)-\epsilon, \psi_{t} \omega\right) \\
& =\lim _{\epsilon \downarrow 0} B(\phi(s+t, \omega)-\epsilon, \omega)-t \text { by formula }\left(^{*}\right) \\
& =B(\phi(s+t, \omega)-, \omega)-t
\end{aligned}
$$

it follows that

$$
\begin{aligned}
Y_{s}\left(\left(\psi_{t} \omega\right)\right) & =u\left(s-B\left(\phi\left(s, \psi_{t} \omega\right)-, \psi_{t} \omega\right)\right) \\
& =u(s+t-B(\phi(t+s, \omega)-, \omega)) \\
& =Y_{s+t}(\tilde{\omega})
\end{aligned}
$$

where $u$ is the excursion straddling $s$ in $\psi_{t} \omega$.
Theorem 3.3.5 Let $n \geq 2, f_{1}, \ldots, f_{n} \in b \mathcal{E}, 0 \leq t_{1} \cdots \leq t_{n}$ and $x \in E$ then

$$
\begin{aligned}
& \mathbb{E}_{x}\left[\prod_{i=1}^{n} f_{i}\left(Y_{t_{i}}\right)\right] \\
& \quad=\int S_{t_{1}}\left(x, d y_{1}\right) \int S_{t_{2}-t_{1}}\left(y_{1}, d y_{2}\right) \cdots \int S_{t_{n}-t_{n-1}}\left(y_{n-1}, d y_{n}\right) \prod_{i=1}^{n} f_{i}\left(y_{i}\right)
\end{aligned}
$$

Proof. We will only consider the case $x \neq a$ and $t_{1}>0$. The proof for the remaining cases is analogous and is therefore deleted. Let $\bar{f}_{1}$ be defined on $E$ by

$$
\bar{f}_{1}(x)=f_{1}(x)-f(a)
$$

Then

$$
\mathbb{E}_{x}\left[\prod_{i=1}^{n} f_{i}\left(Y_{t_{i}}\right)\right]=\mathbb{E}_{x}\left[\bar{f}_{1}\left(Y_{t_{1}}\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}}\right)\right]+f_{1}(a) \mathbb{E}_{x}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}}\right)\right]
$$

Since $\bar{f}_{1}(a)=0$, we have

$$
\begin{aligned}
& \mathbb{E}_{x}\left[\bar{f}_{1}\left(Y_{t_{1}}\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}}\right)\right] \\
&= \mathbb{E}_{x}\left[1_{C}\left(t_{1}\right) \bar{f}_{1}\left(Y_{t_{1}}\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}}\right)\right] \\
&= \int P_{x}(d \omega) \int \omega(d \sigma d u)\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}-B(\sigma-, \omega)\right) \\
& \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\left(\psi_{t_{1}} \omega\right)\right) \\
&= \int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int\left(\omega+\omega^{\prime}\right)(d \sigma d u) \\
&\left.\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}\right.}\right)\left(t_{1}\right)-B\left(\sigma-, \omega+\omega^{\prime}\right)\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\psi_{t_{1}}\left(\omega+\omega^{\prime}\right)\right) \\
&= \int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int \omega^{\prime}(d \sigma d u) \cdots \\
&+\int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int \omega(d \sigma d u) \cdots \\
&= \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

We first calculate I.

$$
\begin{aligned}
& \int Q_{x}\left(d \omega^{\prime}\right) \int \omega^{\prime}(d \sigma d u)\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}\right) \\
& \int P(d \omega) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\psi_{t_{1}}\left(\omega+\omega^{\prime}\right)\right) \\
& =\int \alpha_{x}(d u)\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}\right) \\
& \quad \int P(d \omega) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\psi_{t_{1}}\left(\omega+\delta_{(0, u)}\right)\right)
\end{aligned}
$$

From

$$
\zeta_{u}>t_{1} \Longrightarrow \forall \tau \geq 0: B\left(\tau, \omega+\delta_{(0, u)}\right)=B(\tau, \omega)+\zeta_{u}>t_{1}
$$

it follows that

$$
\phi\left(t_{1}, \omega+\delta_{(0, u)}\right)=0 \text { and } t_{1} \notin R\left(\omega+\delta_{(0, u)}\right)
$$

Hence $P$-a.s.

$$
\psi_{t_{1}}\left(\omega+\delta_{(0, u)}\right)=\delta_{\left(0, \theta_{t_{1}} u\right)}+T_{0}\left(\omega+\delta_{(0, u)}\right)=\delta_{\left(0, \theta_{t_{1}} u\right)}+\omega
$$

So

$$
\begin{aligned}
\mathrm{I} & =\int \alpha_{x}(d u)\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}\right) \int P(d \omega) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\left(\delta_{\left(0, \theta_{t_{1}} u\right)}+\omega\right)\right) \\
& =\int K_{t_{1}}(x, d y) \bar{f}_{1}(y) \int \alpha_{y}(d u) \int P(d \omega) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\left(\delta_{(0, u)}+\omega\right)\right) \\
& =\int K_{t_{1}}(x, d y) \bar{f}_{1}(y) \mathbb{E}_{y}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\right]
\end{aligned}
$$

We continue with the calculation of II.

$$
\begin{aligned}
& \int \alpha_{x}(d v) \int P(d \omega) \int \omega(d \sigma d u) \\
& \quad\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}\right]}\right)\left(t_{1}-\zeta_{v}-B(\sigma-, \omega)\right) \\
& \quad \times \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\left(\psi_{t_{1}}\left(\delta_{(0, v)}+\omega\right)\right)\right) \\
& =\quad \int \alpha_{x}(d v) \int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \omega) \\
& \quad\left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}\right]}\right)\left(t_{1}-\zeta_{v}-B\left(\sigma-, \omega+\delta_{(\sigma, u)}\right)\right) \\
& \quad \times \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\left(\psi_{t_{1}}\left(\delta_{(0, v)}+\omega+\delta_{(\sigma, u)}\right)\right)\right)
\end{aligned}
$$

by an application of the Palm formula, see section (2.2).
Since

$$
\begin{aligned}
t_{1}-\zeta_{v}-B(\sigma-, \omega) & \Longrightarrow B\left(\sigma-, \omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right)>t_{1} \\
& \Longrightarrow \phi\left(t_{1}, \omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right) \leq \sigma
\end{aligned}
$$

and

$$
\begin{aligned}
0 \leq t_{1}-\zeta_{v}-B(\sigma-, \omega) & \Longrightarrow B\left(\sigma-, \omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right) \leq t_{1} \\
& \Longrightarrow \phi\left(t_{1}, \omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right) \geq \sigma,
\end{aligned}
$$

it follows that

$$
\phi\left(t_{1}, \omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right)=\sigma,
$$

and

$$
t_{1} \notin R\left(\omega+\delta_{(0, v)}+\delta_{(\sigma, u)}\right)
$$

hence $P$-a.s.

$$
\begin{aligned}
\psi_{t_{1}}\left(\delta_{(0, v)}+\omega+\delta_{(\sigma, u)}\right) & =\delta_{(0, \bar{u})}+T_{\sigma}\left(\delta_{(0, v)}+\omega+\delta_{(\sigma, u)}\right) \\
& =\delta_{(0, \bar{u})}+T_{\sigma}(\omega)
\end{aligned}
$$

where $\bar{u}=\theta_{t_{1}-B(\sigma-, \omega)-\zeta_{v}} u$. So

$$
\begin{aligned}
\text { II } & \int \alpha_{x}(d v) \int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \omega) \\
& \left(\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}-\zeta_{v}-B\left(\sigma-, \omega+\delta_{(\sigma, u)}\right)\right) \\
& \times \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\delta_{(0, \bar{u})}+T_{\sigma}(\omega)\right) \\
= & \int \alpha_{x}(d v) \int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \omega) \\
& \left.\bar{f}_{1} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)\left(t_{1}-\zeta_{v}-B\left(\sigma-, \omega+\delta_{(\sigma, u)}\right)\right. \\
& \int P\left(d \omega^{\prime}\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\delta_{(0, \bar{u})}+\omega^{\prime}\right)
\end{aligned}
$$

by an application of the renewal property
$=\int \alpha_{x}(d v) \int(\Phi * \eta)_{t_{1}-\zeta_{v}}(d y) \bar{f}_{1}(y) \int \alpha_{y}(d u)$

$$
\int P\left(d \omega^{\prime}\right) \prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\left(\delta_{(0, \bar{u})}+\omega^{\prime}\right)
$$

$$
=\int_{0}^{1} \beta_{x}(d l) \int(\Phi * \eta)_{t_{1}-l}(d y) \bar{f}_{1}(y) \mathbb{E}_{y}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\right]
$$

It follows that

$$
\begin{aligned}
& \mathbb{E}_{x}\left[\prod_{i=1}^{n} f_{i}\left(Y_{t_{i}}\right)\right] \\
&=\int_{E \backslash\{a\}} S_{t_{1}}(x, d y) \bar{f}_{1}(y) \mathbb{E}_{y}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\right]+f_{1}(a) \mathbb{E}_{a}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\right] \\
&=\int_{E} S_{t_{1}}(x, d y) f_{1}(y) \mathbb{E}_{y}\left[\prod_{i=2}^{n} f_{i}\left(Y_{t_{i}-t_{1}}\right)\right]
\end{aligned}
$$

An induction argument completes the proof of the theorem.
As a consequence of theorem (3.3.5), $\left(S_{t}\right)_{t \geq 0}$ is a Markov semigroup on $(E, \mathcal{E})$ and $Y$ is the canonical representation of the Markov process with this transition semigroup. Let $\left(V_{\lambda}\right)_{\lambda>0}$ be the resolvent of the semigroup $\left(S_{t}\right)_{t \geq 0}$, i.e. the operator on $b \mathcal{E}$ defined by

$$
V_{\lambda} f(x)=\int_{0}^{\infty} e^{-\lambda t} S_{t} f(x) d t=\mathbb{E}_{x} \int_{0}^{\infty} e^{-\lambda t} f\left(Y_{t}\right) d t, x \in E
$$

Denote the resolvent of the semigroup $\left(K_{t}\right)_{t \geq 0}$ by $\left(G_{\lambda}\right)_{\lambda>0}$. Define for $\lambda>0$ and $f \in b \mathcal{E}$

$$
\hat{\eta}_{\lambda}(f)=\int_{0}^{\infty} d t e^{-\lambda t} \int_{E} \eta_{t}(d x) f(x)
$$

This integral converges because of the assumption

$$
\int\left(1-e^{-\zeta_{u}}\right) \nu(d u)=\hat{\eta}_{1}(1)<\infty
$$

Define for $\lambda>0$ and $x \in E$

$$
z_{\lambda}(x)=\int \alpha_{x}(d u) e^{-\lambda \zeta_{u}}
$$

In the next lemma we prove some relations between $\left(G_{\lambda}\right),\left(\hat{\eta}_{\lambda}\right)$ and $z_{\lambda}$.
Lemma 3.3.6 Let $\lambda, \mu>0$ and $f \in b \mathcal{E}$, then
(i) $(\mu-\lambda) \hat{\eta}_{\lambda}\left(G_{\mu} f\right)=\hat{\eta}_{\lambda}(f)-\hat{\eta}_{\mu}(f)$,
(ii) $z_{\lambda}=1-\lambda G_{\lambda} 1$,
(iii) $(\mu-\lambda) \hat{\eta}_{\mu}\left(z_{\lambda}\right)=\mu \hat{\eta}_{\mu}(1)-\lambda \hat{\eta}_{\lambda}(1)$.

## Proof.

(i)

$$
\begin{aligned}
(\mu-\lambda) \hat{\eta}_{\lambda}\left(G_{\mu} f\right) & =(\mu-\lambda) \int_{0}^{\infty} d t e^{-\lambda t} \int \eta_{t}(d x) \int_{0}^{\infty} e^{-\mu s} K_{s} f(x) d s \\
& =(\mu-\lambda) \int_{0}^{\infty} d t e^{-\lambda t} \int_{0}^{\infty} e^{-\mu s} \eta_{s+t}(f) d s \\
& =\int_{0}^{\infty} d s e^{-\mu s} \eta_{s}(f) \int_{0}^{s}(\mu-\lambda) e^{-(\mu-\lambda) t} d t \\
& =\hat{\eta}_{\lambda}(f)-\hat{\eta}_{\mu}(f) .
\end{aligned}
$$

(ii)

$$
\begin{aligned}
z_{\lambda}(x) & =\int \alpha_{x}(d u) e^{-\lambda \zeta_{u}} \\
& =\int \alpha_{x}(d u) \int_{0}^{\infty} 1_{] \zeta_{u}, \infty[ }(s) \lambda e^{-\lambda s} d s \\
& =\int_{0}^{\infty} \lambda e^{-\lambda s}\left(1-K_{s} 1(x)\right) d s \\
& =1-\lambda G_{\lambda} 1(x)
\end{aligned}
$$

(iii)

$$
\begin{aligned}
(\mu-\lambda) \hat{\eta}_{\mu}\left(z_{\lambda}\right) & =(\mu-\lambda) \hat{\eta}_{\mu}\left(1-\lambda G_{\lambda} 1\right)(\text { by }(\text { iii })) \\
& =(\mu-\lambda) \hat{\eta}_{\mu}(1)+\lambda\left(\hat{\eta}_{\mu}(1)-\hat{\eta}_{\lambda}(1)\right)(\text { by }(\mathrm{i})) \\
& =\mu \hat{\eta}_{\mu}(1)-\lambda \hat{\eta}_{\lambda}(1)
\end{aligned}
$$

We continue with a theorem which gives an expression for the resolvent $\left(V_{\lambda}\right)_{\lambda>0}$.

Theorem 3.3.7 Let $\lambda>0$ and $f \in b \mathcal{E}$. Then

$$
V_{\lambda} f(x)=G_{\lambda} f(x)+z_{\lambda}(x) V_{\lambda} f(a)
$$

where

$$
V_{\lambda} f(a)=\frac{\hat{\eta}_{\lambda}(f)+\gamma f(a)}{\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)}
$$

Proof. Let $x \in E \backslash\{a\}$. Let $f \in b \mathcal{E}$ and $\bar{f}()=.f()-.f(a)$.

$$
\begin{aligned}
& V_{\lambda} f(x) \\
&= \int P_{x}(d \omega) \int \omega(d \sigma d u) \int_{0}^{\infty} e^{-\lambda t}\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega)) d t \\
&+\int P_{x}(d \omega) \int_{0}^{\infty} 1_{C^{c}(\omega)}(t) e^{-\lambda t} f(a) d t \\
&= \int P_{x}(d \omega) \int \omega(d \sigma d u) \int_{0}^{\infty} e^{-\lambda t}\left(\bar{f} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega)) d t \\
&+\frac{1}{\lambda} f(a) \\
&= \int \alpha_{x}(d v) \int_{0}^{\zeta_{v}} e^{-\lambda t} \bar{f}(v(t)) d t+\int \alpha_{x}(d v) \int_{\zeta_{v}}^{\infty} e^{-\lambda t} \mathbb{E}_{a}\left[\bar{f}\left(Y_{t-\zeta_{v}}\right)\right] d t \\
&+\frac{1}{\lambda} f(a)
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} e^{-\lambda t} K_{t} \bar{f}(x) d t+\int \alpha_{x}(d v) e^{-\lambda \zeta_{v}} V_{\lambda} \bar{f}(a)+\frac{1}{\lambda} f(a) \\
& =\int 0^{\infty} e^{-\lambda t} K_{t} f(x) d t+\left(1-\lambda \int_{0}^{\infty} e^{-\lambda t} K_{t} 1(x) d t\right) \times V_{\lambda} f(a)
\end{aligned}
$$

We continue with a calculation of $V_{\lambda} f(a)$ :

$$
\begin{aligned}
& V_{\lambda} f(a) \\
&= \int P(d \omega) \int \omega(d \sigma d u) \int_{0}^{\infty} e^{-\lambda t}\left(\bar{f} \circ u \times 1_{\left[0, \zeta_{u}[ \right.}\right)(t-B(\sigma-, \omega)) d t+\frac{1}{\lambda} f(a) \\
&= \int_{0}^{\infty} d \sigma \int \nu(d u) \int P(d \omega) e^{-\lambda B(\sigma-, \omega)} \int_{0}^{\zeta_{u}} e^{-\lambda t} \bar{f}(u(t)) d t+\frac{1}{\lambda} f(a) \\
&= \int_{0}^{\infty} d \sigma \int \nu(d u) \exp \left[-\sigma\left(\lambda \gamma+\int\left(1-e^{-\lambda \zeta_{w}}\right) \nu(d w)\right)\right] \\
& \times \int_{0}^{\infty} e^{-\lambda t} \bar{f}(u(t)) 1_{\left[\zeta_{u}>t\right]} d t+\frac{1}{\lambda} f(a) \\
&= \frac{1}{\lambda \gamma+\int\left(1-e^{-\lambda \zeta_{w}}\right) \nu(d w)} \int_{0}^{\infty} e^{-\lambda t} \int \nu(d u) \bar{f}(u(t)) 1_{\left[\zeta_{u}>t\right]} d t+\frac{1}{\lambda} f(a) .
\end{aligned}
$$

Note that

$$
\int\left(1-e^{-\lambda \zeta_{w}}\right) \nu(d w)=\lambda \hat{\eta}_{\lambda}(1)
$$

and

$$
\int_{0}^{\infty} e^{-\lambda t} \int \nu(d u) \bar{f}(u(t)) 1_{\left[\zeta_{u}>t\right]} d t=\hat{\eta}_{\lambda}(\bar{f})
$$

Hence

$$
V_{\lambda} f(a)=\frac{\hat{\eta}_{\lambda}(f)+\gamma f(a)}{\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)} .
$$

The rest of the theorem follows from the following observation

$$
\begin{aligned}
1-\lambda \int_{0}^{\infty} e^{-\lambda t} K_{t} 1(x) d t & =\int_{0}^{\infty} \lambda e^{-\lambda t}\left(1-K_{t} 1(x)\right) d t \\
& =\int \alpha_{x}(d u) \int_{0}^{\infty} \lambda e^{-\lambda t} 1_{\left[\zeta_{u} \leq t\right]} d t \\
& =\int \alpha_{x}(d u) e^{-\lambda \zeta_{u}} .
\end{aligned}
$$

The next theorem states that the resolvent $\left(V_{\lambda}\right)$ inherits the Ray property of the resolvent $\left(G_{\lambda}\right)$ if the following extra condition

$$
\forall x \neq a: z_{\lambda}(x)<1
$$

is satisfied.
Theorem 3.3.8 If $z_{\lambda}(x)<1$ for every $x \neq a$ and if $\left(G_{\lambda}\right)$ is a Ray resolvent, then the same is true for $\left(V_{\lambda}\right)$. In this case the process $Y$ has càdlàg paths $\mathbb{P}_{x}$-a.s. and is therefore a strong Markov process.

Proof. If $\left(G_{\lambda}\right)$ is a Ray resolvent, then the same reasoning as in Rogers [] can be used to prove the Ray property for the resolvent $\left(V_{\lambda}\right)$. By construction, $Y$ is the canonical representation of the Markov process corresponding to $\left(V_{\lambda}\right)$. So $\mathbb{P}_{x}$-a.s. the limits

$$
X_{t}=\lim _{q \in \mathrm{Q} \downarrow \downarrow t} Y_{q}
$$

exist for all $t \geq 0$. The process $X=\left(X_{t}\right)_{t \geq 0}$ is a càdlàg version of the process $Y$ which has the strong Markov property, see Williams [ ], ch.III. So it is sufficient to show that the processes $X$ and $Y$ are $\mathbb{P}_{x}$-equal. It is clear that

$$
\forall t \in C(\omega): X_{t}(\omega)=Y_{t}(\omega)
$$

So there is nothing to prove in the case $\gamma=0$ and $0<\nu(U)<\infty$, since in this case $T=C(\omega)$, see lemma (3.3.2). So let $\gamma>0$ or $\nu(U)<\infty$. Suppose that $t \in R(\omega)$, say $t=B(r, \omega)$.
If $\nu(U)<\infty$, then there is a first interval $[B(\sigma-, \omega), B(\sigma, \omega)$ [following $t$, i.e.

$$
t<B(\sigma-, \omega) \text { and }[t, B(\sigma-, \omega)[\subset R(\omega)
$$

and it is clear that $X_{t}(\omega)=a=Y_{t}(\omega)$.
If $\nu(U)=\infty$, there is no first interval $[B(\sigma-, \omega), B(\sigma, \omega)$ [ following $t$, since this would imply that

$$
\exists \sigma>r: \omega([r, \sigma[\times U)=0
$$

which is impossible. So for every $\epsilon>0$, the interval $[t, t+\epsilon]$ contains an excursion interval. Since we can choose in each interval a rational number $q$ so that $Y_{q}(\omega)$ is in a arbitrary small neighbourhood of $a$, it follows that $X_{t}(\omega)=a=Y_{t}(\omega)$.
In the next theorem we give an explicit formula for the Blumenthal-Getoor local time for $Y$ at $a$, see Blumenthal\&Getoor [ ]. Consider the map $\phi(t)$ defined on $\mathcal{M}_{1}^{\bullet}$ as a $\mathbb{P}_{x}$-a.s. defined map on the sample space $E^{T}$ of the process $Y$, which is possible since the map

$$
\omega \in \mathcal{M}_{1}^{0} \mapsto \tilde{\omega} \in E^{T}
$$

is an injection.

Theorem 3.3.9 Under the same assumptions as in theorem (3.3.7), the Blumenthal-Getoor local time $L=\left(L_{t}\right)_{t \geq 0}$ at the state a of the process $Y$ is given by

$$
L_{t}=\left[\gamma+\int\left(1-e^{-\zeta_{u}}\right) \nu(d u)\right] \times \phi(t)
$$

Proof. Let $\sigma_{a}$ be the first time that $Y$ hits or approaches the state $a$.

$$
\begin{aligned}
\mathbb{E}_{x}\left(e^{-\sigma_{a}}\right) & =\int P_{x}(d \omega) e^{-B(0, \omega)} \\
& =\int Q_{x}\left(d \omega^{\prime}\right) \int P_{x}(d \omega) e^{-B\left(0, \omega+\omega^{\prime}\right)} \\
& =\int Q_{x}\left(d \omega^{\prime}\right) e^{-B\left(0, \omega^{\prime}\right)}
\end{aligned}
$$

Note that

$$
B\left(0, \omega+\omega^{\prime}\right)=B\left(0, \omega^{\prime}\right) \text { for } P \text { almost every } \omega
$$

and

$$
B\left(\tau, \omega^{\prime}\right)=B\left(0, \omega^{\prime}\right) \text { for } Q_{x} \text { almost every } \omega^{\prime}
$$

So for $t>B\left(0, \omega^{\prime}\right)$

$$
\begin{aligned}
\phi\left(t, \omega+\omega^{\prime}\right) & =\inf \left\{\tau: B\left(\tau, \omega+\omega^{\prime}\right)>t\right\} \\
& =\inf \left\{\tau: B(\tau, \omega)+B\left(0, \omega^{\prime}\right)>t\right\} \\
& =\phi\left(t-B\left(0, \omega^{\prime}\right), \omega\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \int P_{x}(d \omega) \int_{0}^{\infty} e^{-t} d \phi(t, \omega) \\
& =\int P_{x}(d \omega) \int_{0}^{\infty} e^{-t} 1_{[B(0, \omega), \infty[ }(t) d \phi(t, \omega) \\
& =\int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int_{0}^{\infty} e^{-t} 1_{\left[B\left(0, \omega+\omega^{\prime}\right), \infty[ \right.}(t) d \phi\left(t, \omega+\omega^{\prime}\right) \\
& =\int Q_{x}\left(d \omega^{\prime}\right) \int P(d \omega) \int_{0}^{\infty} e^{-t} 1_{\left[B\left(0, \omega^{\prime}\right), \infty[ \right.}(t) d \phi\left(t-B\left(0, \omega^{\prime}\right), \omega\right) \\
& =\int Q_{x}\left(d \omega^{\prime}\right) e^{-B\left(0, \omega^{\prime}\right)} \times \int P(d \omega) \int_{0}^{\infty} e^{-t} d \phi(t, \omega)
\end{aligned}
$$

Since

$$
\begin{aligned}
\int P(d \omega) \int_{0}^{\infty} e^{-t} d \phi(t, \omega) & =\int_{0}^{\infty} d t \int P(d \omega) e^{-B(t, \omega)} \\
& =\frac{1}{\gamma+\int\left(1-e^{-\zeta_{u}}\right) \nu(d u)}
\end{aligned}
$$

we get

$$
\mathbb{E}_{a}\left(e^{-\sigma_{a}}\right)=\left[\gamma+\int\left(1-e^{-\zeta_{u}}\right) \nu(d u)\right] \int P_{x}(d \omega) \int_{0}^{\infty} e^{-t} d \phi(t, \omega)
$$

Since the Itô-Poisson point process of excursions from $a$ can be reconstructed from $Y$, it follows that $\phi(t)$ is measurable with respect to the $\sigma$-algebra $\sigma\left(Y_{t}: t \geq 0\right)$ generated by the process $Y$. An application of Galmarino's test, see Dellacherie\&Meyer [], yields that the process $(\phi(t))_{t \geq 0}$ is adapted to the filtration of the process $Y$. Finally, it follows from lemma (3.3.4) that the functional $(\phi(t))_{t \geq 0}$ is additive, which completes the proof of the theorem.
We conclude this section by a short description of the process $Y^{\delta}$, which is the process $Y$, constructed as above from the family of point processes $\left(P_{x}\right)$, with killing on state $a$ at a rate $\delta$ proportional to the local time. This is also an example of the construction of a stochastic process from a more general point process. Let for $s \geq 0$ the point process $P^{s}$ be defined as the image of $P$ under the map

$$
\omega \in \mathcal{M}^{+} \mapsto 1_{[0, s] \times U} \omega \in \mathcal{M}^{+}
$$

It is clear that $P^{s}$ is a Poisson point process on $X$ with intensity measure $1_{[0, s]} \lambda \otimes \nu$ where $\nu$ is the characteristic measure of $P$. Let for $\delta>0$ the point process $S^{\delta}$ be the Cox process on $X$ defined by

$$
S^{\delta}=\int_{0}^{\infty} \delta e^{-\delta s} P^{s} d s
$$

and let for $x \in E$ the family of point processes $S_{x}^{\delta}$ be defined by

$$
S_{x}^{\delta}= \begin{cases}Q_{x} * S^{\delta} & \text { for } x \neq a \\ S^{\delta} & \text { for } x=a\end{cases}
$$

where the point process $Q_{x}$ is defined as in the beginning of this section. Define the map

$$
\kappa: \omega \in \mathcal{M}^{+} \mapsto \inf \{\tau: \omega([\tau, \infty[\times U)=0\} \in[0, \infty]
$$

and define

$$
B(\tau, \omega)= \begin{cases}\int \omega(d \sigma d u) 1_{[0, \tau]}(\sigma) \zeta_{u}+\gamma \tau & \text { for } \tau \leq \phi(\omega) \\ B(\phi(\omega), \omega) & \text { for } \tau>\phi(\omega)\end{cases}
$$

where $\gamma$ is a positive constant. The process $Y^{\delta}$ is now constructed from the family of point processes $\left(S_{x}^{\delta}\right)$ in the following way. Until time $B(\infty, \omega)$ the
construction is the same as for the process $Y$ associated with the family $\left(P_{x}\right)$. At time $B(\infty, \omega)$ the process $Y$ is killed. It can be shown that $Y^{\delta}$ has the simple Markov property. We will only give an expression for the resolvent of the process $Y^{\delta}$. Let $\left(V_{\lambda}^{\delta}\right)_{\lambda>0}$ be the resolvent of the process $Y^{\delta}:$ for $x \in E, \lambda>0$ and $f \in b \mathcal{E}$

$$
V_{\lambda}^{\delta} f(x)=\mathbb{E}_{x} \int_{0}^{\infty} e^{-\lambda t} f\left(Y_{t}^{\delta}\right) d t
$$

Theorem 3.3.10 Let $x \in E, \lambda>0$ and $f \in b \mathcal{E}$. Then

$$
V_{\lambda}^{\delta} f(x)=G_{\lambda} f(x)+z_{\lambda}(x) V_{\lambda}^{\delta} f(a)
$$

where

$$
V_{\lambda}^{\delta} f(a)=\frac{\hat{\eta}_{\lambda}(f)+\gamma f(a)}{\delta+\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)}
$$

Proof. We only calculate $V_{\lambda}^{\delta} f(a)$. The rest of the proof is analogous to the proof of theorem (3.3.7). Suppose first that $f(a)=0$.

$$
\begin{aligned}
& V_{\lambda}^{\delta} f(a) \\
&= \int S^{\delta}(d \omega) \int \omega(d \sigma d u) \int_{0}^{\infty} e^{-\lambda t}\left(f \circ u \times 1_{\left[0, \zeta_{u}\right.}\right)(t-B(\sigma-, \omega)) d t \\
&= \int_{0}^{\infty} d s \delta e^{-\delta s} \int P(d \omega) \int \omega(d \sigma d u) 1_{[0, s]}(\sigma) \\
& \int_{0}^{\infty} d t e^{-\lambda t}\left(f \circ u \times 1_{\left[0, \zeta_{u}[ \right.}[(t-B(\sigma-, \omega))\right. \\
&= \int_{0}^{\infty} d s \delta e^{-\delta s} \int_{0}^{s} d \sigma \int \nu(d u) \int P(d \omega) \\
&= \int_{0}^{\infty} d t e^{-\lambda t}\left(f \circ u \times 1_{\left[0, \zeta_{u}\right]}\right)(t-B(\sigma-, \omega)) \\
&= \frac{1}{\delta+\lambda \gamma+\int\left(1-e^{-\lambda \zeta_{w}}\right) \nu(d w)} \int_{0}^{\infty} d t e^{-\lambda t} \int_{0} \nu(d u) f(u(t)) 1_{\left[\zeta_{u}>t\right]} \\
&= \frac{\hat{\eta}_{\lambda}(f)}{\delta+\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)} .
\end{aligned}
$$

Further

$$
V_{\lambda}^{\delta} f(a)=\int S^{\delta}(d \omega) \int_{0}^{B(\infty, \omega)} d t e^{-\lambda t}
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} d s \delta e^{-\delta s} \int P(d \omega) \int_{0}^{B(s, \omega)} d t e^{-\lambda t} \\
& =\frac{1}{\lambda} \int_{0}^{\infty} d s \delta e^{-\delta s}\left[1-e^{-s\left(\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)\right)}\right] \\
& =\frac{\gamma+\hat{\eta}_{\lambda}(1)}{\delta+\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)} .
\end{aligned}
$$

So for $f \in b \mathcal{E}$

$$
\begin{aligned}
V_{\lambda}^{\delta} f(a) & =\left[V_{\lambda}^{\delta}(f-f(a) \times 1)\right](a)+f(a) V_{\lambda}^{\delta} 1(a) \\
& =\frac{\hat{\eta}_{\lambda}(f-f(a) \times 1)+\left(\gamma+\hat{\eta}_{\lambda}(1)\right) f(a)}{\delta+\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)} \\
& =\frac{\hat{\eta}_{\lambda}(f)+\gamma f(a)}{\delta+\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)} .
\end{aligned}
$$

## Chapter 4

## Applications

In chapter 3 we saw how to construct for a Ray process $Y$ the Itô-Poisson point process of excursions from a recurrent state $a$, which is not a holding point and for which $\mathbb{P}_{a}\left[\tau_{a}=0\right]=1$ where $\tau_{a}$ is the infimum of the times $t>0$ at which $Y$ hits or approaches state $a$. In the first section of this chapter we will show how one can get an explicit formula for the characteristic measure of the Itô-Poisson point process of excursions from zero for standard Brownian motion using the elementary calculations of the distribution of Brownian excursions in Chung [6]. By means of adjunction of a Radon-Nikodym factor we get from this result an explicit formula for the characteristic measure of the Itô-Poisson point process of excursions from zero for standard Brownian motion with constant drift. This will be done in section (4.2). A well-known problem which can be treated with excursion theory is to describe all strong Markov processes which behave like a given strong Markov process outside a given state $a$ (or more generally outside some given subset of states $D$ ). We will consider the problem to describe all Ray processes on $[0, \infty[$ which behave otside zero like Brownian motion. This problem was first treated by Feller [11] using theory of differential equations. Feller's solution was that the infinitesimal generator of such a process is the differential operator

$$
\mathcal{G}=\frac{1}{2} \frac{d^{2}}{d x^{2}}
$$

with domain
$D=C_{2}\left(\left[0, \infty[) \cap\left\{u: p_{1} u(0)-p_{2} u^{\prime}(0)+p_{3} u^{\prime \prime}(0)=\int p_{4}(d x)[u(x)-u(0)]\right\}\right.\right.$
where $p_{1}, p_{2}$ and $p_{3}$ are nonnegative real numbers and $p_{4}$ a $\sigma$-finite measure on $] 0, \infty[$ such that

$$
p_{1}+p_{2}+p_{3}+\int p_{4}(d x)\left(1-e^{-x}\right)=1
$$

Itô and McKean constructed in [26] the sample paths of these processes, which they called Feller's Brownian motions, from the reflecting Brownian motion and its local time and (independent) exponential holding times and differential processes. Rogers derived in [45] Feller's result using resolvent identities. We will give in section (4.3) an interpretation of the parameters $p_{1}, p_{2}, p_{3}$ and the measure $p_{4}$ by means of excursion theory. In section (4.4) we will use these results to construct a model for a random motion on an $n$-pod $E_{n}$, that is a tree with one single vertex 0 and with $n$ legs having infinite length. This model can be used to describe the movement of nutrients in the root system of a plant, also there is a possible application to the description of the spread of pollutants in a stream system and to the analysis and desgn of circulatory systems, see Frank and Durham [12]. We will construct all strong Markov processes which behave like standard Brownian motion restricted to a halfline, when restricted to a single leg.
In the last section we will construct a Markov process on $[0, \infty[$ which behaves as follows: starting at a point $x \in] 0, \infty[$ it evolves like a given strong Markov process until reaching 0 where it waits a length of time having an exponential distribution with parameter $\alpha$ after which time it jumps independently to a new position in $] 0, \infty$ [ according to a given probability measure $\eta$ and then proceeds as before.

### 4.1 Point processes attached to Brownian motion

In this section we will apply the results of section (3.2) to Brownian motion. In particular, we will derive an explicit formula for the characteristic measure $\nu$ of the Itô-Poisson point process of excursions from zero. The derivation is based on theorem (3.2.4) and on the following elementary calculations of the distribution of Brownian excursions in Chung [6].
Let $B=\left(B_{t}\right)_{t \geq 0}$ be a standard one-dimensional Brownian motion on a probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{0}\right)$. Let $r>0$ and let $V_{1}$ be the first excursion from zero with length greater than $r$. Following Chung [6], we introduce
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the following notations:

$$
\begin{aligned}
\beta(r) & =\inf \left\{t>r: B_{t}=0\right\} \\
\gamma(r) & =\sup \left\{t<r: B_{t}=0\right\} \\
L(r) & =\beta(r)-\gamma(r)
\end{aligned}
$$

So $] \gamma(r), \beta(r)\left[\right.$ is the excursion interval containing $r$. As $\mathbb{P}_{0}\left[B_{r}=0\right]=0$ and $B$ has continuous realizations, $L(r)>0, \mathbb{P}_{0}$-a.s.. Denote as in section (3.2), the first excursion interval of length greater than $r$ by $] D_{1}, T_{1}[$. Let $n \geq 1,0<t_{1}<\ldots<t_{n}$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}_{+}$:

$$
\begin{aligned}
\mathbb{P}_{0} & {\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] } \\
= & \mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n, L(r) \leq r\right] \\
& +\mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n, L(r)>r\right] \\
= & \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

It is clear that

$$
[L(r) \leq r]=\left[D_{1} \geq \beta(r)\right]
$$

and that

$$
D_{1}=\beta(r)+D_{1} \circ \theta_{\beta(r)} \text { on }\left[D_{1} \geq \beta(r)\right]
$$

It follows that

$$
\begin{aligned}
\mathrm{I} & =\mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \circ \theta_{\beta(r)} \in d x_{i}, i=1, \ldots, n, \beta(r)-\gamma(r) \leq r\right] \\
& =\mathbb{P}_{0}[\beta(r)-\gamma(r) \leq r] \mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right]
\end{aligned}
$$

by an application of the strong Markov property on stopping time $\beta(r)$. It is also clear that

$$
[L(r)>r]=\left[T_{1}=\beta(r), D_{1}=\gamma(r)\right]
$$

It follows that

$$
\mathrm{II}=\mathbb{P}_{0}\left[B_{\gamma(r)+t_{i}} \in d x_{i}, i=1, \ldots, n, L(r)>\max \left(t_{n}, r\right)\right]
$$

Hence

$$
\begin{aligned}
& \mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\frac{\mathbb{P}_{0}\left[B_{\gamma(r)+t_{i}} \in d x_{i}, i=1, \ldots, n, L(r)>\max \left(t_{n}, r\right)\right]}{\mathbb{P}_{0}[L(r)>r]}
\end{aligned}
$$

A simple calculation using Chung [6], formula (2.20) results in

$$
\mathbb{P}_{0}[L(r) \geq r]=\frac{2}{\pi}
$$

and the same reasoning as in Chung [6], theorem 6 yields for $l>\max \left(t_{n}, r\right)$

$$
\begin{aligned}
\mathbb{P}_{0} & {\left[\gamma(r) \in d s, B\left(\gamma(r)+t_{i}\right) \in d x_{i}, i=1, \ldots, n, L(r) \in d l\right] } \\
= & p(s ; 0,0) g\left(t_{1} ; 0, x_{1}\right) q\left(t_{2}-t_{1} ; x_{1}, x_{2}\right) \cdots \\
& q\left(t_{n}-t_{n-1} ; x_{n-1}, x_{n}\right) g\left(l-t_{n} ; 0, x_{n}\right) d s d x_{1} \cdots d x_{n} d l
\end{aligned}
$$

where

$$
\begin{aligned}
p(t ; x, y) & =\exp \left[-\frac{(x-y)^{2}}{2 t}\right] \\
g(t ; 0, y) & =\sqrt{\frac{1}{2 \pi t}} \frac{|y|}{t} \exp \left[-\frac{y^{2}}{2 t}\right] \\
q(t ; x, y) & =p(t ; x, y)-p(t ; x,-y)
\end{aligned}
$$

The probabilistic interpretations of $p, q$ and $g$ are as follows

$$
\begin{array}{ll}
\mathbb{P}_{x}[B(t) \in d y] & =p(t ; x, y) d y \\
\mathbb{P}_{0}\left[\sigma_{y} \in d t\right] & =g(t ; 0, y) d t \\
\mathbb{P}_{x}\left[B(t) \in d y, \sigma_{0}>t\right] & =q(t ; x, y) d y
\end{array}
$$

for $t>0$ and $x y>0$. It follows that for $t_{n}>r$

$$
\begin{aligned}
& \mathbb{P}_{0}\left[B\left(\gamma(r)+t_{i}\right) \in d x_{i}, i=1, \ldots, n, L(r)>r\right] \\
& \quad=\sqrt{\frac{2 r}{\pi}} g\left(t_{1} ; 0, x_{1}\right) q\left(t_{2}-t_{1} ; x_{1}, x_{2}\right) \cdots q\left(t_{n}-t_{n-1} ; x_{n-1}, x_{n}\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

hence

$$
\begin{aligned}
& \mathbb{P}_{0}\left[V_{1}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\sqrt{\frac{2 r}{\pi}} g\left(t_{1} ; 0, x_{1}\right) q\left(t_{2}-t_{1} ; x_{1}, x_{2}\right) \cdots q\left(t_{n}-t_{n-1} ; x_{n-1}, x_{n}\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

This formula enables us to calculate some important quantities.

$$
\begin{aligned}
\mathbb{P}_{0}\left[T_{1}<\infty\right] & =\int \mathbb{P}_{0}\left[V_{1}(r) \in d x\right] \\
& =2 \sqrt{2 \pi r} \int_{0}^{\infty} g(r ; 0, x) d x=1
\end{aligned}
$$

and

$$
\mathbb{P}_{0}\left[T_{1}-D_{1}>r+s\right]=\sqrt{\frac{r}{r+s}}
$$

Let $\left(r_{k}\right)_{k \geq 1}$ be a strictly decreasing sequence of positive real numbers, such that $\lim _{k \rightarrow \infty} r_{k}=0$. Let $\left(U_{k}, V_{k}\right)_{k \geq 1}$ be defined as in the proof of theorem (3.2.4), i.e. $V_{k}$ is the sequence of excursions from 0 of length greater than
$r_{k}$ and $U_{k}$ is the set of functions $u \in U=D_{[0, \infty[ }(\mathbb{R})$ for which $\zeta_{u}>r_{k}$. Then

$$
\lim _{k \rightarrow \infty} p_{k}=\lim _{k \rightarrow \infty} \mathbb{P}_{0}\left(V_{k 1} \in U_{1}\right)=\lim _{k \rightarrow \infty} \sqrt{\frac{r_{k}}{r_{k}+r_{1}}}=0
$$

so there is an Itô-Poisson point process $N$ on $U$ whose $[\zeta>l]$-subsequence is the sequence of excursions of $B$ of length greater than $l$. The characteristic measure $\nu$ of $N$ is given by

$$
\begin{aligned}
& \nu\left[u\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\sqrt{\frac{\pi r_{1}}{2}} g\left(t_{1} ; 0, x_{1}\right) q\left(t_{2}-t_{1} ; x_{1}, x_{2}\right) \cdots q\left(t_{n}-t_{n-1} ; x_{n-1}, x_{n}\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

where $0<t_{1}<\ldots<t_{n}$ and $x_{1}, \ldots, x_{n}>0$. Taking $r_{1}=\frac{8}{\pi}$ we get the same normalization of $\nu$ as in Ikeda \& Watanabe [22]. With our notations it is more convenient to take $r_{1}=\frac{2}{\pi}$.

### 4.2 Brownian motion with drift

With the results of section (4.1) for standard Brownian motion, it is not very difficult to write down a formula for the characteristic measure of the Itô-Poisson point process of excursions from zero of Brownian motion with constant drift. The passage from Brownian densities to densities of Brownian motion with drift is done by adjunction of a Radon-Nikodym factor, see for instance Imhof \& Kummerling [23]. Let $Y=\left(Y_{t}\right)_{t \geq 0}$ be Brownian motion with constant drift $\delta$, i.e.

$$
Y(t)=\delta t+B(t), t \geq 0
$$

A straightforward calculation yields

$$
\begin{aligned}
& \mathbb{P}_{x}\left[Y\left(t_{i}\right) \in d y_{i}, i=1, \ldots, n\right] \\
& \quad=\exp \left[\delta\left(y_{n}-x\right)-\frac{1}{2} \delta^{2} t_{n}\right] \mathbb{P}_{x}\left[B\left(t_{i}\right) \in d y_{i}, i=1, \ldots, n\right]
\end{aligned}
$$

for $0 \leq t_{1} \leq \cdots \leq t_{n}$ and $y_{1}, \ldots, y_{n} \in \mathbb{R}$. It follows that the RadonNikodym derivatives $\bar{p}(t ; x, y), \bar{g}(t ; 0, y)$ and $\bar{q}(t ; x, y)$ of the measures $\mathbb{P}_{x}[Y(t) \in d y], \mathbb{P}_{0}[\sigma \in d t]$ and $\mathbb{P}_{x}\left[Y(t) \in d y, \sigma_{0}>0\right]$ with respect to the Lebesgue measure are given by

$$
\begin{aligned}
& \bar{p}(t ; x, y)=\exp \left[\delta(y-x)-\frac{1}{2} \delta^{2} t\right] p(t ; x, y) \\
& \bar{g}(t ; 0, y)=\exp \left[\delta y-\frac{1}{2} \delta^{2} t\right] g(t ; 0, y) \\
& \bar{q}(t ; x, y)=\exp \left[\delta(y-x)-\frac{1}{2} \delta^{2} t\right] q(t ; x, y)
\end{aligned}
$$

for $t>0$ and $x y>0$. Let $] \bar{\gamma}(r), \bar{\beta}(t)[$ be the excursion interval of $Y$ containing $r$ with length $\bar{L}(r)=\bar{\beta}(r)-\bar{\gamma}(r)$ and let $] \bar{D}_{1}, \bar{T}_{1}\left[\right.$ resp. $\bar{V}_{1}$ be the first excursion interval resp. the first excursion of the process $Y$ with length greater than $r$, then a simple calculation yields

$$
\begin{aligned}
& \mathbb{P}_{0}\left[Y\left(\bar{\gamma}(r)+t_{i}\right) \in d y_{i}, i=1, \ldots, n, \bar{L}(r)>t_{n}\right] \\
& =\left\{\int_{0}^{r} \sqrt{\frac{1}{2 \pi s}} \exp \left(-\frac{1}{2} \delta^{2} s\right) d s\right\} \\
& \quad \times \bar{g}\left(t_{1} ; 0, y_{1}\right) \times \prod_{i=1}^{n} \bar{q}\left(t_{i+1}-t_{i} ; y_{i}, y_{i+1}\right) d y_{1} \cdots d y_{n}
\end{aligned}
$$

for $0<t_{1}<\cdots<t_{n}, y_{1}, \ldots, y_{n}>0$ and $t_{n}>r$. It follows that

$$
\mathbb{P}_{0}[\bar{L}(r)>r]=\int_{0}^{r} \sqrt{\frac{1}{2 \pi s}} \exp \left(-\frac{1}{2} \delta^{2} s\right) d s \int_{-\infty}^{\infty} \bar{g}(r ; 0, x) d x
$$

and

$$
\begin{aligned}
& \mathbb{P}_{0}\left[\bar{V}_{1}\left(t_{i}\right), i=1, \ldots, n\right] \\
& \quad=\frac{1}{\int_{-\infty}^{\infty} \bar{g}(r ; 0, x) d x} \bar{g}\left(t_{1} ; 0, y_{1}\right) \times \prod_{i=1}^{n} \bar{q}\left(t_{i+1}-t_{i} ; y_{i}, y_{i+1}\right) d y_{1} \cdots d y_{n}
\end{aligned}
$$

So

$$
\mathbb{P}_{0}\left[\bar{T}_{1}<\infty\right]=1
$$

and

$$
\mathbb{P}_{0}\left[\bar{T}_{1}-\bar{D}_{1}>r+s\right]=\frac{\int_{-\infty}^{\infty} \bar{g}(r+s ; 0, x) d x}{\int_{-\infty}^{\infty} \bar{g}(r ; 0, x) d x}
$$

Since

$$
\int_{-\infty}^{\infty} \bar{g}(r ; 0, x) d x=\frac{1}{\sqrt{r}} \exp \left(-\frac{1}{2} \delta^{2} r\right) \mathbb{E}_{0}\left(|B(1)| e^{\delta B(1) \sqrt{r}}\right)
$$

we get

$$
\begin{aligned}
& \lim _{r \downarrow 0} \frac{\int_{-\infty}^{\infty} \bar{g}(r+s ; 0, x) d x}{\int_{-\infty}^{\infty} \bar{g}(r ; 0, x) d x} \\
& \quad=\lim _{r \downarrow 0} \sqrt{\frac{r}{r+s}} \exp \left(-\frac{1}{2} \delta^{2} r\right) \frac{\mathbb{E}_{0}(|B(1)| \exp (\delta B(1) \sqrt{r+s})}{\mathbb{E}_{0}(|B(1)| \exp (\delta B(1) \sqrt{r})}=0
\end{aligned}
$$

So in the same way as for standard Brownian motion it follows that there exists an Itô-Poisson point proces $\bar{N}$ on $U$ whose $[\zeta>l]$-subsequence is the
sequence of excursions of $Y$ of length greater than $l$. An appropiate choice for $r_{1}$ yields the following formula for the characteristic measure $\bar{\nu}$ of $\bar{N}$ :
$\bar{\nu}\left[u\left(t_{i}\right) \in d y_{i}, i=1, \ldots, n\right]=\bar{g}\left(t_{1} ; 0, y_{1}\right) \times \prod_{i=1}^{n} \bar{q}\left(t_{i+1}-t_{i} ; y_{i}, y_{i+1}\right) d y_{1} \cdots d y_{n}$
for $0<t_{1}<\cdots<t_{n}$ and $y_{1}, \ldots, y_{n}>0$.

### 4.3 Feller's Brownian motions

Let $B=\left(B_{t}\right)_{t \geq 0}$ be a standard one-dimensional Brownian motion on a probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{0}\right)$. The process $Y=\left(Y_{t}\right)_{t \geq 0}$ defined by $Y_{t}=\left|B_{t}\right|$ is called reflecting Brownian motion. Let $r>0$ be given and let $V^{Y}$ (resp. $V^{B}$ ) be the first excursion from zero of the process $Y$ (resp. $B$ ) with length greater than $r$. Then, for $n \geq 1,0<t_{1}<\cdots<t_{n}$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}_{+}$, we have

$$
\begin{aligned}
& \mathbb{P}_{0}\left[V^{Y}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=\mathbb{P}_{0}\left[V^{B}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right]+\mathbb{P}_{0}\left[-V^{B}\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right] \\
& \quad=2 \sqrt{\frac{\pi r}{2}} g\left(t_{1} ; 0, x_{1}\right) \times \prod_{i=1}^{n} q\left(t_{i+1}-t_{i} ; x_{i}, x_{i+1}\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

since $g(t ; 0, x)=g(t ; 0,-x)$ and $q(t ; x, y)=q(t ;-x,-y)$, see section (4.1). It is now clear that the characteristic measure $\nu$ of the Itô-Poisson point process of excursions from zero of reflecting Brownian motion is given by
$\nu\left[u\left(t_{i}\right) \in d x_{i}, i=1, \ldots, n\right]=g\left(t_{1} ; 0, x_{1}\right) \times \prod_{i=1}^{n} q\left(t_{i+1}-t_{i} ; x_{i}, x_{i+1}\right) d x_{1} \cdots d x_{n}$,
$0<t_{1}<\cdots<t_{n}$ and $x_{1}, \ldots, x_{n} \in \mathbb{R}_{+}$. The characteristic measures of the Itô-Poisson point process of excursions from zero of Brownian and reflecting Brownian motion corresponds to the same semigroup $\left(K_{t}\right)_{t \geq 0}$ which is defined by

$$
K_{t}(x, d y)=q(t ; x, y) d y
$$

The entrance laws $\left(\eta_{s}\right)_{s>0}$ are given by

$$
\eta_{s}(d y)=g(s ; 0, y) d y \text { for Brownian motion }
$$

and by

$$
\eta_{s}(d y)=1_{] 0, \infty[ }(y) g(s ; 0, y) d y \text { for reflecting Brownian motion. }
$$

Each strong Markov process $Y$ which behaves like Brownian motion until the first hitting $\tau_{0}^{Y}$ of 0 , i.e.
$\mathbb{P}_{x}\left[Y\left(t_{i}\right) \in d y_{i}, i=1, \ldots, n, \tau_{0}^{Y}>t\right]=\mathbb{P}_{x}\left[B\left(t_{i}\right) \in d y_{i}, i=1, \ldots, n, \tau_{0}>t\right]$,
where $0 \leq t_{1}<\cdots<t_{n} \leq t$, has a characteristic measure (for the ItôPoisson point process of excursions from zero), which correspond to the same semigroup ( $K_{t}$ ). It is clear from the construction of these processes from Itô-Poisson point processes that the converse also holds. A problem extensively studied is to describe all the Ray processes on $[0, \infty[$, which behave like Brownian motion until the first hitting or approach of 0 , see for example Feller [11], Itô-McKean [26] and Rogers [45]. It follows from an application of the strong Markov property that the resolvent $\left(V_{\lambda}\right)_{\lambda>0}$ of such a process satisfies the following formula for $f \in C_{0}([0, \infty[)$ and $x \geq 0$ :

$$
V_{\lambda} f(x)=G_{\lambda} f(x)+e^{-x \sqrt{2 \lambda}} V_{\lambda} f(0)
$$

where

$$
G_{\lambda} f(x)=\int_{0}^{\infty} e^{-\lambda t} K_{t} f(x) d t=\mathbb{E}_{x} \int_{0}^{\tau_{0}} e^{-\lambda t} f\left(B_{t}\right) d t
$$

Rogers gives in [45] the following characterization of $V_{\lambda} f(0)$ :

$$
\exists p_{1}, p_{2}, p_{3} \geq 0, \exists p_{4} \in \mathcal{M}_{+}(] 0, \infty[)
$$

such that

$$
\int_{] 0, \infty[ } p_{4}(d x)\left(1-e^{-x}\right)<\infty
$$

and such that

$$
V_{\lambda} f(0)=\frac{2 p_{2} \int_{0}^{\infty} e^{-x \sqrt{2 \lambda}} f(x) d x+p_{3} f(0)+\int_{] 0, \infty[ } p_{4}(d x) G_{\lambda} f(x)}{p_{1}+p_{2} \sqrt{2 \lambda}+\lambda p_{3}+\int_{] 0, \infty[ } p_{4}(d x)\left(1-e^{-x \sqrt{2 \lambda}}\right)} .
$$

Actually we should have considered these processes on the one-point compactification $[0, \infty]$ of $[0, \infty[$, the point $\infty$ playing the role of a cemetery, where the process is sent to when killed. We have left this out to avoid annoying technicalities. Rogers' derivation of this characterization is based on the resolvent equation. He remarks that the parameters $p_{1}, p_{2}, p_{3}$ and $p_{4}$ have natural interpretations in excursion theory. To see this, let for $s>0$ and $n \geq 0$ the measure $\epsilon_{x s}$ on $[0, \infty[$ be defined by

$$
\epsilon_{x s}(d y)= \begin{cases}q(s ; x, y) d y & \text { if } x>0 \\ g(s ; 0, y) d y & \text { if } x=0\end{cases}
$$

The families $\left(\epsilon_{x s}\right)_{s>0}, x \geq 0$, of finite measures on $[0, \infty$ [ are entrance laws for the semigroup ( $K_{t}$ ). According to theorem (3.2.6), the semigroup ( $K_{t}$ ) and the entrance law $\left(\epsilon_{x s}\right)_{s>0}$ determine a unique $\sigma$-finite measure $\nu_{x}$ on the excursion space $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$ satisfying property (i), (ii) and (iii) of theorem (3.2.4) such that

$$
\epsilon_{x s}(d y)=\nu_{x}\left(\left[\zeta_{u}>s, u(s) \in d y\right]\right)
$$

It is clear that $\nu_{0}$ is the characteristic measure of the Itô-Poisson point process of excursions from zero of standard Brownian motion. For $x>0$ the measure $\nu_{x}$ is identical to the distribution $\alpha_{x}$ on ( $U_{\infty}, \mathcal{U}_{\infty}$ ) of standard Brownian started from $x$, which is absorbed in state 0 . Let $p$ be a nonnegative measure on $[0, \infty[$ such that

$$
\forall x>0: p([x, \infty[)
$$

Define the measure $\nu$ on $\left(U_{\infty}, \mathcal{U}_{\infty}\right)$ by

$$
\nu=\int_{[0, \infty[ } p(d x) \nu_{x}
$$

Then the family $\left(\eta_{s}\right)_{s>0}$ defined by

$$
\eta_{s}(d y)=\nu\left(\left[\zeta_{u}>s, u(s) \in d y\right]\right)=\int_{[0, \infty[ } p(d x) \epsilon_{x s}(d y)
$$

is an entrance law for the semigroup $\left(K_{t}\right)$. For $\lambda>0$ and bounded, measurable functions $f$ on $[0, \infty[$ we have

$$
\begin{aligned}
\hat{\eta}_{\lambda}(f) & =\int_{0}^{\infty} d s e^{-\lambda s} \int \eta_{s}(d y) f(y) \\
& =p(\{0\}) \int_{0}^{\infty} f(y) e^{-y \sqrt{2 \lambda}} d y+\int_{[0, \infty[ } p(d x) G_{\lambda} f(x)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\int_{U}\left(1-e^{-\zeta_{u}}\right) \nu(d u) & =\hat{\eta}_{1}(1) \\
& =\frac{1}{\sqrt{2}} p(\{0\})+\int_{[0, \infty[ } p(d x)\left(1-e^{-x \sqrt{2}}\right)
\end{aligned}
$$

Let $P$ be the Itô-Poisson point process on $[0, \infty[$ with characteristic measure $\nu$. As in section (3.3) we assume that

$$
\int_{U}\left(1-e^{-\zeta_{u}}\right) \nu(d u)<\infty
$$

to guarantee that the sum $A(\tau)$ of the lengths of the excursions up to time $\tau$ is finite. This condition is equivalent to the following condition on the measure $p$ :

$$
\int_{[0, \infty[ } p(d x)\left(1-e^{-x \sqrt{2}}\right)<\infty
$$

Let $\gamma \geq 0$ and define as in section (3.3)

$$
B(\tau, \omega)=\sigma_{0}(\omega)+A(\tau, \omega)+\gamma \tau .
$$

Finally, let $\delta \geq 0$ be the killing-rate in local time at state 0 . If $\left(V_{\lambda}\right)_{\lambda>0}$ is the resolvent of the strong Markov process attached to $P$ then by theorem (3.3.10) we have

$$
V_{\lambda} f(x)= \begin{cases}G_{\lambda} f(x)+V_{\lambda} f(0) e^{-x} \sqrt{2 \lambda} & \text { for } x \neq 0 \\ \frac{p(\{0\}) \int_{0}^{\infty} f(y) e^{-y \sqrt{2 \lambda}} d y+\int_{[0, \infty \mid} p(d x) G_{\lambda} f(x)+\gamma f(0)}{\delta+\lambda \gamma+\frac{1}{2} p(\{0\}) \sqrt{2 \lambda}+\int_{[0, \infty \mid} p(d x)\left(1-e^{-x \sqrt{2 \lambda}}\right)} & \text { for } x=0 .\end{cases}
$$

It follows that $p_{1}$ is the killing-rate in local time at state 0 . The parameter $p_{3}$ corresponds to $\gamma$, which is a measure for the stickiness at state 0 . Further, it is easy to see that $\nu_{x}$ is concentrated on the set of excursions $\left\{u \in U_{\infty}\right.$ : $u(0)=x\}$, so $p_{4}(d x)$ is the rate in local time at 0 by which there appear excursions starting at $x$. The parameter $2 p_{2}$ is the rate in local time at 0 by which the process exits 0 continuously.

### 4.4 Brownian motion on an $n$-pod

In this example we will construct Markov processes on an $n$-pod $E_{n}$. As a set $E_{n}$ is defined by

$$
\left.E_{n}=\right] 0, \infty[\times\{1, \ldots, n\} \cup\{0\}
$$

Let

$$
d_{n}: E_{n} \times E_{n} \mapsto \mathbb{R}
$$

be defined by

$$
\begin{gathered}
d_{n}[(x, i),(y, j)]= \begin{cases}x+y & \text { for } i \neq j \\
|x-y| & \text { for } i=j,\end{cases} \\
d_{n}[0,(x, i)]=x, \\
d_{n}[0,0]=0 .
\end{gathered}
$$

The function $d_{n}$ is a metric on $E_{n}$ and the topological space $\left(E_{n}, d_{n}\right)$ is a locally compact, second countable Hausdorff space. The topological space $E_{n}$ is called an $n$-pod. Denote by $\mathcal{E}_{n}$ the Borel $\sigma$-algebra on $E_{n}$ and by $A_{k}, k=1, \ldots, n$, the subset

$$
A_{k}=\left\{e \in E_{n}: e=0 \text { or } \exists x>0: e=(x, k)\right\}
$$

of $E_{n}$, which is called the $k^{t h}$ axis of $E_{n}$. It is clear that $E_{2}$ is homeomorphic to the real line $\mathbb{R}$ and that $A_{i}$ is homeomorphic to $[0, \infty[$. We want to consider strong Markov processes $Y$ on $E_{n}$, which behave like Brownian motion until the first hitting or approach $\sigma_{0}$ of state 0, i.e.

$$
\mathbb{P}_{(x, i)}\left[Y_{t} \in(y, y+d y) \times\{j\}, \sigma_{0}>t\right]= \begin{cases}q(t ; x, y) \lambda_{i}(d y) & \text { for } j=i \\ 0 & \text { for } j \neq i\end{cases}
$$

where $\lambda_{i}$ is the image of the Lebesgue measure on [0, $\infty$ [ under the map $\phi_{i}:\left[0, \infty\left[\mapsto A_{i}\right.\right.$ defined by

$$
\phi_{i}(x)= \begin{cases}(x, i) & \text { for } x>0 \\ 0 & \text { for } x>0\end{cases}
$$

and where $q(t ; x, y)$ is defined as in section (4.1). Define for $t>0$ the kernel $P_{t}^{n}$ on $\left(E_{n}, \mathcal{E}_{n}\right)$ by

$$
\begin{gathered}
P_{t}^{n}((x, i), F)=\int_{0}^{\infty} 1_{F}((y, i)) q(t ; x, y) \lambda_{i}(d y)+1_{F}(0)\left\{1-\int_{0}^{\infty} q(t ; x, y) \lambda_{i}(d y)\right\} \\
P_{t}^{n}(0, F)=1_{F}
\end{gathered}
$$

The family of kernels $\left(P_{t}^{n}\right)_{t \geq 0}$, where $P_{0}^{n}$ is the identity kernel on $\left(E_{n}, \mathcal{E}_{n}\right)$, is a Markov semigroup of kernels which corresponds to a Feller-Dynkin semigroup on $C_{0}\left(E_{n}\right)$, see Williams [59]. Let $\alpha_{e}, e \in E_{n}$, be the measure on the function space $U^{(n)}=D_{E_{n}}([0, \infty[)$ whose finite-dimensional distributions are given by

$$
\alpha_{e}\left[u\left(t_{i} \in d e_{i}, i=1, \ldots, m\right]=P_{t_{1}}^{n}\left(e, d e_{1}\right) \prod_{i=1}^{m-1} P_{t_{i+1}-t_{i}}^{n}\left(e_{i}, d e_{i+1}\right)\right.
$$

where $m \geq 1,0 \leq t_{1} \leq \cdots \leq t_{m}$ and $e_{1}, \ldots e_{m} \in E_{n}$. The measure $\alpha_{e}$ is concentrated on the set

$$
\left\{u \in U^{(n)}: \forall t \geq \zeta_{u}: u(t)=0\right\}
$$

where $\zeta_{u}$ is the lifetime

$$
\zeta_{u}=\inf \{t>0: u(t)=0 \text { or } u(t-)=0\}
$$

Let $\left(K_{t}^{n}\right)_{t \geq 0}$ be the sub-Markov semigroup of kernels on $\left(E_{n}, \mathcal{E}_{n}\right)$ defined by

$$
\begin{aligned}
K_{t}^{n}(e, d y) & =\alpha_{e}\left[u(t) \in d y, \zeta_{u}>t\right] \\
& = \begin{cases}q(t ; x, y) \lambda_{i}(d y) & \text { for } e=(x, i) \\
0 & \text { for } e=0\end{cases}
\end{aligned}
$$

Let $Y$ be a strong Markov process on $E_{n}$, which behaves like Brownian motion until the first hitting or approach of 0 , and let $\nu$ be the characteristic measure of the Itô-Poisson point process of excursions from zero of the process $Y$. The measure $\nu$ is determined by an entrance law $\left(\eta_{s}\right)_{s>0}$ for the semigroup ( $K_{t}^{n}$ ) with $\forall s>0: \eta_{s}(\{0\})=0$. We have

$$
\int \eta_{s}(d e) K_{t}^{n}(e, d y)=\sum_{i=1}^{n} \int_{0}^{\infty} \eta_{s}^{i}(d x) q(t ; x, y) \lambda_{i}(d y)=\sum_{i=1}^{n} 1_{A_{i}}(y) \eta_{s+t}(d y)
$$

where $\eta_{s}^{i}=\phi_{i}^{-1}\left[1_{A_{i}} \eta_{s}\right]$ is the $\phi_{i}^{-1}$-image of the restriction of $\eta_{s}$ to the axis $A_{i}$. It follows that for $i=1, \ldots, n$

$$
\left(\int_{0}^{\infty} \eta_{s}^{i}(d y) q(t ; x, y)\right) d y=\eta_{s}^{i}(d y)
$$

As in section (4.3) there exist measures $p^{(i)}, i=1, \ldots, n$ on $[0, \infty[$ such that

$$
\int_{0}^{\infty} p^{(i)}(d x)\left(1-e^{-x}\right)<\infty
$$

and

$$
\eta_{s}^{i}(d y)=\int_{[0, \infty[ } p^{(i)}(d x) \epsilon_{x s}(d u)
$$

where $\epsilon_{x s}$ is defined as in section (4.3). It follows that the resolvent $\left(V_{\lambda}\right)_{\lambda>0}$ of the strong Markov process $Y$ is given by

$$
V_{\lambda} f(x, i)=\int_{0}^{\infty} G_{\lambda}(x, d y) f(y, i)+V_{\lambda} f(0) e^{-x \sqrt{2 \lambda}}
$$

with

$$
\begin{aligned}
& V_{\lambda} f(0) \\
& \qquad \begin{array}{l}
=\frac{\sum_{i=1}^{n} p^{(i)}(0) \int_{0}^{\infty} f(y, i) e^{-y \sqrt{2 \lambda}} d y}{\delta+\lambda \gamma+\frac{1}{2} \sum_{i=1}^{n} p^{(i)}(0)+\sum_{i=1}^{n} \int_{] 0, \infty[ } p^{(i)}(d x)\left(1-e^{-x \sqrt{2 \lambda}}\right)} \\
\\
\quad+\frac{\sum_{i=1}^{n} \int_{] 0, \infty[ } p^{(i)}(d x) \int_{0}^{\infty} G_{\lambda}(x, d y) f(y, i)+\gamma f(0)}{\delta+\lambda \gamma+\frac{1}{2} \sum_{i=1}^{n} p^{(i)}(0)+\sum_{i=1}^{n} \int_{] 0, \infty[ } p^{(i)}(d x)\left(1-e^{-x \sqrt{2 \lambda}}\right)}
\end{array}
\end{aligned}
$$

where $\gamma$ and $\delta$ are nonnegative constants and $f \in b \mathcal{E}_{n}$. As a special case take $n=2, \delta=\gamma=p^{(1)}(] 0, \infty[)=p^{(2)}(] 0, \infty[)=0$ and $\alpha+\beta>0$, where $\alpha=p^{(1)}(0)$ and $\beta=p^{(2)}(0)$. Then we get

$$
V_{\lambda} f(0)=\sqrt{\frac{2}{\lambda}} \frac{1}{\alpha+\beta}\left\{\alpha \int_{0}^{\infty} f(y, 1) e^{-y \sqrt{2 \lambda}} d y+\beta \int_{0}^{\infty} f(y, 2) e^{-y \sqrt{2 \lambda}} d y\right\}
$$

Mapping $E_{2}$ on $\mathbb{R}$ by the map $\psi$ :

$$
\begin{array}{ll}
\psi(y, 1) & =y \\
\psi(y, 2) & =-y \\
\psi(0) & =0
\end{array}
$$

and writing $f$ for the composed map $f \circ \psi$, we get after some straightforward calculation that

$$
V_{\lambda} f(0)=\sqrt{\frac{2}{\lambda}} \frac{1}{\alpha+\beta}\left\{\alpha \int_{0}^{\infty} f(y) e^{-y \sqrt{2 \lambda}} d y+\beta \int_{0}^{\infty} f(-y) e^{-y \sqrt{2 \lambda}} d y\right\}
$$

and

$$
V_{\lambda} f(x)=\int_{0}^{\infty} \frac{1}{\sqrt{2 \lambda}}\left[e^{-\sqrt{2 \lambda}|x-y|}+\operatorname{sign}(y) \frac{\alpha-\beta}{\alpha+\beta} e^{-\sqrt{2 \lambda}(|x|+|y|)}\right] f(y) d y
$$

for all $x \in \mathbb{R} \backslash\{0\}$, where

$$
\operatorname{sign}(y)= \begin{cases}-1 & \text { for } y<0 \\ 0 & \text { for } y=0 \\ 1 & \text { for } y>0\end{cases}
$$

This is the resolvent of skew Brownian motion, see Itô and McKean [27]. The numbers $\frac{\alpha}{\alpha+\beta}$ and $\frac{\beta}{\alpha+\beta}$ may be interpreted as the probabilities for an excursion on the right- resp. the left hand side of 0 , see Harrison and Shepp [21]. In [12] Frank and Durham give an intuitive description of symmetric Brownian motion on a 3 -pod, which corresponds to the case

$$
\delta=\gamma=0 \text { and } p^{(1)}=p^{(2)}=p^{(3)}=\frac{1}{3} \delta_{0}
$$

We end this section by remarking that a similar construction is possible for processes which behave outside zero like Brownian motion with constant drift.

### 4.5 Blumenthal's construction

In [2] Blumenthal constructs for a given characteristic measure and entrance law the extension of the original process whose entrance law is the given one, claiming that this construction is the one that Ito was referring to in [25]. Let $E$ be a compact metric space and let $a \in E$ be a fixed point. Let $X=\left(X_{t}\right)_{t \geq 0}$ be a Ray process with state space $E$. Blumenthal considers the case $E=[0, \infty[, a=0$ and $X$ is a standard Markov process. By a standard construction for Markov processes, $X$ can be considered as a Ray process on the one-point compactification $[0, \infty]$, see Getoor [15]. Denote as in section (3.2) by $\alpha_{x}$ the distribution on $U=D_{E}([0, \infty[)$ of the process $X$ starting at $x$ and absorbed in $a$ after the first hitting or approach $\sigma_{a}$ of the point $a$ and by $\left(K_{t}\right)_{t \geq 0}$ the sub-Markov semigroup of kernels on $(E, \mathcal{E})$ defined by

$$
K_{t}(x, d y)=\alpha_{x}\left[u(t) \in d y, \zeta_{u}>t\right]
$$

Blumenthal's construction is based on an approximation with Markov processes of the following type. Starting at a point $x \in E \backslash\{a\}$ the process evolves according to the transition probabilities of the process $X$ until reaching the state $a$ where it waits a length of time having an exponential distribution with mean $\alpha>0$ after which time it jumps independently to a new position in $E \backslash\{a\}$ according to a given probability distribution $\eta$ and so on. The measure $\eta$ is called the jumping in measure and $\alpha$ is called the holding parameter. For the existence of such a Markov process Blumenthal refers to Meyer [41]. A simple calculation using the strong Markov property yields for the resolvent $\left(U_{\lambda}\right)_{\lambda>0}$ of this process the formula

$$
U_{\lambda} f(x)=G_{\lambda} f(x)+\mathbb{E}_{a}\left(e^{-\lambda \sigma_{a}}\right) \frac{\frac{1}{\alpha} f(a)+\int \eta(d y) G_{\lambda} f(y)}{\frac{1}{\alpha} \lambda+\int \eta(d y) \mathbb{E}_{y}\left(1-e^{-\lambda \sigma_{a}}\right)}
$$

where

$$
G_{\lambda} f(x)=\int_{0}^{\infty} e^{-\lambda t} K_{t} f(x) d t \text { and } f \in b \mathcal{E}
$$

It is not difficult to construct this process with the methods of section (3.3). Define the family of finite measures $\left(\eta_{s}\right)_{s>0}$ on $(E, \mathcal{E})$ by

$$
\eta_{s}(d y)=\int \eta(d x) K_{s}(x, d y)
$$

The family $\left(\eta_{s}\right)_{s>0}$ is an entrance law for the semigroup $\left(K_{t}\right)$ satifying the property $\forall s>0: \eta(\{a\})=0$. Let $\nu$ be the $\sigma$-finite measure on $(U, \mathcal{U})$ corresponding to the entrance law $\left(\eta_{s}\right)$ and the semigroup $\left(K_{t}\right)$, see theorem (3.2.6), and let $P$ be the Itô-Poisson point process on $U$ with characteristic
measure $\nu$. Let $Y$ be the Markov process attached to $P$ as in section (3.3). Then by theorem (3.3.10) the resolvent $\left(V_{\lambda}\right)_{\lambda>0}$ of $Y$ is given by

$$
V_{\lambda} f(x)=G_{\lambda} f(x)+\mathbb{E}_{a}\left(e^{-\lambda \sigma_{a}}\right) \frac{\hat{\eta}_{\lambda}(f)+\gamma f(a)}{\lambda \gamma+\lambda \hat{\eta}_{\lambda}(1)}, f \in b \mathcal{E}
$$

Since

$$
\hat{\eta}_{\lambda}(f)=\int_{0}^{\infty} d t e^{-\lambda t} \int \eta(d x) K_{t} f(x)=\int \eta(d x) G_{\lambda} f(x)
$$

and, for $x \neq a$,

$$
\begin{aligned}
\lambda G_{\lambda} 1(x) & =\int_{0}^{\infty} \lambda e^{-\lambda t} K_{t} 1(x) d t \\
& =\int_{0}^{\infty} \lambda e^{-\lambda t} \mathbb{E}_{x}\left(1_{\left[\sigma_{a}>t\right]}\right) d t \\
& =\mathbb{E}_{x} \int_{0}^{\sigma_{a}} \lambda e^{-\lambda t} d t \\
& =\mathbb{E}_{x}\left(1-e^{-\sigma_{a}}\right)
\end{aligned}
$$

the process $Y$ with $\gamma=\frac{1}{\alpha}$ is the above described Markov process. The strong Markov property for $Y$ follows from the assumptions in Blumenthal [2] about the resolvent $\left(G_{\lambda}\right)_{\lambda>0}$.

## Appendix A

## A. 1 The existence of an $\mathcal{S}$-finite base for the topology

Let $X$ be a polish space and let $\mathcal{S}$ be a collection of open subsets of $X$. Denote by $\mathcal{S}^{\prime}$ the family of all Borel subsets of $X$ contained in some element of $\mathcal{S}$.

Proposition A.1.1 If $\mathcal{S}$ covers $X$, then there exists a countable base for the topology consisting entirely of open subsets with closure in $\mathcal{S}^{\prime}$.
Proof. Let $D$ be a dense subset of $X$ and let $d$ be a metric on $X$ compatible with the topology of $X$. For each $x \in D$ there is an $A \in \mathcal{S}$ containing $x$. Let

$$
\delta=d\left(x, A^{c}\right)=\inf \{d(x, y): y \neq A\}
$$

Then $\delta>0$, since $A^{c}$ is closed and $x \notin A^{c}$. Let $r \in(0, \delta)$. The closure $\bar{B}_{x}(r)$ of the ball with center $x$ and radius $r$ is contained in $A$ :

$$
\begin{aligned}
y \in \bar{B}_{x}(r) & \Longrightarrow d(x, y) \leq r \\
& \Longrightarrow d\left(y, A^{c}\right) \geq d\left(x, A^{c}\right)-d(x, y) \geq \delta-r>0 \\
& \Longrightarrow y \notin \overline{A^{c}} \\
& \Longrightarrow y \in A
\end{aligned}
$$

So $\bar{B}_{x}(r) \in \mathcal{S}^{\prime}$. Define for $x \in D$

$$
I_{x}=\left\{q \in \mathbb{Q}: \bar{B}_{x}(q) \in \mathcal{S}^{\prime}\right\}
$$

Claim: $\mathcal{U}=\left\{B_{x}(q): x \in D, q \in I_{x}\right\}$ is a countable base for the topology of $X$. To see this, let $O \subset X$ be open. It is clear that

$$
O \supset \bigcup\left\{B_{x}(q): B_{x}(q) \in \mathcal{U}, B_{x}(q) \subset O\right\}
$$

Let $y \in O$. Choose $A \in \mathcal{S}$ such that $y \in A$. Then

$$
\epsilon=\min \left(d\left(y, O^{c}\right), d\left(y, A^{c}\right)\right)>0
$$

For $x \in D \cap B_{y}\left(\frac{1}{4} \epsilon\right)$ and $q \in \mathrm{IQ} \cap \frac{1}{4} \epsilon, \frac{3}{4} \epsilon[$ we have

$$
d\left(x, A^{c}\right) \geq d\left(y, A^{c}\right)-d(x, y) \geq \epsilon-\frac{1}{4} \epsilon>q
$$

So $q \in I_{x}$ and $y \in B_{x}(q)$. Hence

$$
O \subset \bigcup\left\{B_{x}(q): B_{x}(q) \in \mathcal{U}, B_{x}(q) \subset O\right\}
$$

It follows that each open set can be covered by elements of $\mathcal{U}$.

## A. 2 The Skorohod topology

Let $(X, \rho)$ be separable metric space. Let for $t_{0}, T \in \mathbb{R}, t_{0}<T$, the space of functions $u:\left[t_{0}, T\right] \mapsto X$ which are right continuous on $\left[t_{0}, T[\right.$ and have left limits on $\left.] t_{0}, T\right]$ be denoted by $D_{X}\left(\left[t_{0}, T\right]\right)$. Let $\Lambda\left(\left[t_{0}, T\right]\right)$ be the class of strictly increasing, continuous maps $\lambda:\left[t_{0}, T\right] \mapsto\left[t_{0}, T\right]$, such that $\lambda\left(t_{0}\right)=t_{0}$ and $\lambda(T)=T$. For $u, v \in D_{X}\left(\left[t_{0}, T\right]\right)$, define $d_{1}(u, v)$ to be the infimum of those positive real numbers $\epsilon$ for which there exists a map $\lambda \in \Lambda\left(\left[t_{0}, T\right]\right)$ such that

$$
\sup \left\{|\lambda(t)-t|: t \in\left[t_{0}, T\right]\right\} \leq \epsilon
$$

and

$$
\left.\sup \{\rho(u(t)), v \circ \lambda(t)): t \in\left[t_{0}, T\right]\right\} \leq \epsilon .
$$

The fuction $d_{1}$ is a metric on $D_{X}\left(\left[t_{0}, T\right]\right)$. The topology on $D_{X}\left(\left[t_{0}, T\right]\right)$ induced by $d_{1}$ is called Skorohod's $J_{1}$ topology. Equipped with the $J_{1}$ topology, $D_{X}\left(\left[t_{0}, T\right]\right)$ is a polish space, see Billingsley [1]. Let $U$ be the space of càdlàg functions of $[0, \infty[$ in $X$. There are several papers about the extension of the $J_{1}$ topology to $U$, see among others Lindvall [37] and Whitt [57]. We will summarize the theory of Whitt [57]. Let for $0<b<c$, $r_{b c}: U \mapsto D_{X}([b, c])$ be the restriction to $[b, c]$ defined by $\left(r_{b c} x\right)(t)=$ $x(t), t \in[b, c]$. For any $x, y \in U$, let $d$ be defined by

$$
d(x, y)=\int_{0}^{\infty} d t e^{-t} \min \left[d_{0 t}\left(r_{0 t} x, r_{0 t} y\right), 1\right]
$$

where $d_{0 t}$ is the metric on $D_{X}([0, t])$ as defined above. The function $d$ is a metric on $U$. The topology induced by $d$ is called the Skorohod topology on $U$. Note that a sequence $\left(x_{n}\right) \subset U$ converges to $x \in U$ iff $d_{0 t}\left(r_{0 t} x_{n}, d_{0 t} x\right) \rightarrow$ 0 for almost all $t$. The basic properties of the Skorohod topology are:
(i) $U$ equipped with the Skorohod topology is a polish space,
(ii) the Borel $\sigma$-algebra on $U$ coincides with the $\sigma$-algebra generated by the coordinate evaluations,
(iii) if $\left(P_{n}\right)_{n \geq 1}, P$ are probability measures on $U$, then

$$
\begin{aligned}
P_{n} & \rightarrow P \Longleftrightarrow \\
& \exists \text { a sequence }\left[s_{k}, t_{k}\right]_{k \geq 1}: \bigcup_{k=1}^{\infty}\left[s_{k}, t_{k}\right]=[0, \infty[ \\
& \text { and } \forall k: r_{s_{k} t_{k}}\left(P_{n}\right) \Longrightarrow r_{s_{k} t_{k}}(P) \text { on } D_{X}\left(\left[s_{k}, t_{k}\right]\right)
\end{aligned}
$$

Fix $a \in X$ and define the $\operatorname{map} \zeta: u \in U \mapsto \zeta_{u} \in[0, \infty]$ by

$$
\zeta_{u}=\inf \{t>0: u(t)=a \text { or } u(t-)=a\}
$$

Lemma A.2.1 The map $\zeta$ is lower semi-continuous.
Proof. It is sufficient to show that the sets $\left\{u \in U: \zeta_{u} \leq k\right\}, k>0$, are closed sets. So let $k>0$ be fixed and let $\left(u_{n}\right)$ be a sequence in $\{u \in U$ : $\left.\zeta_{u} \leq k\right\}$ converging to $u$. Let $\epsilon>0$. If the restrictions of the $u_{n}$ to $[0, k]$ converge in $D_{X}([0, k])$ to the restriction of $u$ to $[0, k]$, there exists for every $n$ sufficiently large a function $\lambda \in \Lambda([0, k])$ such that

$$
\sup \{|\lambda(t)-t|: t \in[0, k]\} \leq \epsilon
$$

and

$$
\left.\sup \left\{\rho\left(u_{n}(t)\right), u \circ \lambda(t)\right): t \in[0, k]\right\} \leq \epsilon
$$

So

$$
\left.\left.\rho(u \circ \lambda(t), a) \leq \rho\left(u_{n}(t)\right), u \circ \lambda(t)\right)+\rho\left(u_{n}(t)\right), a\right) \leq 2 \epsilon
$$

for some $t \in[0, k]$. It follows that

$$
\forall \epsilon>0, \exists s \in[0, k]: \rho(u(s), a)<\epsilon
$$

and this implies that $\zeta_{u} \leq k$. If the restrictions of $u_{n}$ to $[0, k]$ do not converge in $D_{X}([0, k])$ to the restriction of $u$, then there exists a sequence ( $k_{m}$ ) decreasing to $k$, such that

$$
\forall m \geq 1: \lim _{n \rightarrow \infty} r_{0 k-m} u_{n}=r_{0 k-m} u
$$

As above we may conclude that $\forall m \geq 1: \zeta_{u} \leq k_{m}$ and it follows that $\zeta_{u} \leq k$.

## A. 3 Some results on real functions

## A.3.1 Result 1

Lemma A.3.1 (Greenwood G Pitman). For each $n>0$ let $f_{n}(t)$ be a positive, nondecreasing function of $t \in[0, \infty[$ and let $S \subset[0, \infty[$. If

$$
\forall s \in S: \lim _{n \rightarrow \infty} f_{n}(s)=f(s) \text { exists }
$$

and

$$
\{f(s): s \in S\} \text { is dense in }[0, \infty[
$$

then there is a continuous, nondecreasing function $f$ defined on $[0, a[$, where $a=\sup S$, such that uniformly on bounded sub-intervals of $[0, a[$

$$
\lim _{n \rightarrow \infty} f_{n}(t)=f(t)
$$

Proof. For every $n>0$ and $s \in S$ we have $0 \leq f_{n}(0) \leq f_{n}(s)$. So

$$
0 \leq \underline{\lim } f_{n}(0) \leq \varlimsup \varlimsup_{n}(0) \leq \inf \{f(s): s \in S\}=0
$$

and

$$
\lim f_{n}(0)=0
$$

Let $x \in] 0, a\left[\right.$. If $S \cap[0, x]=\emptyset$, then $\lim f_{n}(x)=0$. In the remaining case we have
$\sup \{f(s): s \in S \cap[0, x]\} \leq \underline{\lim } f_{n}(x) \leq \varlimsup \lim _{n}(x) \leq \inf \{f(s): s \in S \cap[x, \infty[ \}$.
Since $\{f(s): s \in S\}$ is dense in $\left[0, \infty\left[, \lim f_{n}(x)\right.\right.$ exists. Define the function $f:\left[0, a\left[\mapsto\left[0, \infty\left[\right.\right.\right.\right.$ as the pointwise limit of the sequence functions $\left(f_{n}\right)$.It is clear that $f$ is a nondecreasing, continuous function on $[0, a[$. If the convergence of the sequence $\left(f_{n}\right)$ is not uniform on bounded sub-intervals of $[0, a[$, then there exists an $M<a$ and an $\epsilon>0$ such that

$$
\forall n \in \mathbb{N}, \exists t_{n} \in[0, M] ;\left|f_{n}\left(t_{n}\right)-f\left(t_{n}\right)\right|>\epsilon
$$

Let $\left(t_{n^{\prime}}\right)$ be a convergent subsequence of $\left(t_{n}\right), t_{\infty}=\lim t_{n^{\prime}}$. Choose $x_{1}, x_{2} \in$ [ $0, a$ [ such that

$$
x_{1}<t_{\infty}<x_{2} \text { and } f\left(x_{2}\right)-f\left(x_{1}\right)<\frac{1}{4} \epsilon
$$

If $t_{\infty}=0$, take $x_{1}=0$. Then for $n^{\prime}$ sufficiently large

$$
f_{n^{\prime}}\left(x_{1}\right)-f\left(t_{n^{\prime}}\right)<f_{n^{\prime}}\left(t_{n^{\prime}}\right)-f\left(t_{n^{\prime}}\right)<f_{n^{\prime}}\left(x_{2}\right)-f\left(t_{n^{\prime}}\right)
$$

and it follows by letting $n^{\prime} \rightarrow \infty$ that

$$
-\frac{1}{4} \epsilon \leq \varlimsup\left[f_{n^{\prime}}\left(t_{n^{\prime}}\right)-f\left(t_{n^{\prime}}\right)\right] \leq \frac{1}{4} \epsilon
$$

which is a contradiction. So the convergence of the sequence $\left(f_{n}\right)$ is uniform on bounded sub-intervals of $[0, a[$.

## A.3.2 Result 2

Let $A$ be a function on $[0, \infty[$ which is nonnegative, nondecreasing and right continuous. Denote by $\lambda$ the Lebesgue measure on [ $0, \infty[$, and let $\phi$ be the distribution function of the measure $\nu=A(\lambda)$ on $[0, \infty[$. Then for $t \geq 0$

$$
\begin{aligned}
\phi(t) & =\int 1_{[0, t]} d A(\lambda) \\
& =\lambda(\{x: A(x) \leq t\}) \\
& =\sup \{x: A(x) \leq t\})
\end{aligned}
$$

The function $\phi$ is nonnegative, possibly infinite valued, nondecreasing and right continuous.

$$
\begin{aligned}
\phi(t) \leq y & \Longrightarrow y \text { is an upperbound of }\{x: A(x) \leq t\} \\
& \Longrightarrow \forall \epsilon>0: A(y+\epsilon)>t \\
& \Longrightarrow A(y)=A(y+) \geq t \\
& \Longrightarrow A(y) \text { is an upperbound of }\{t: \phi(t) \leq y\}
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
u \text { is an upperbound of }\{t: \phi(t) \leq y\} & \Longrightarrow \forall \epsilon>0: \phi(u+\epsilon)>y \\
& \Longrightarrow \forall \epsilon>0: A(y) \leq u+\epsilon
\end{aligned}
$$

So

$$
A(y)=\sup \{t: \phi(t) \leq y\}
$$

is the distribution function of the measure $\phi(\lambda)$. We call $\phi$ the right continuous inverse of $A$. We have shown that $A$ is the right continuous inverse of $\phi$. Let $F \in L^{1}(\nu)$, then

$$
\int F \circ A(x) \lambda(d x)=\int F d A(\lambda)=\int F(y) d \phi(y)
$$

## A.3.3 Result 3

Let $f$ be a nondecreasing, right continuous function on $[0, \infty[$, such that $f(0)=0$ and $\lim _{n \rightarrow \infty} f(x)=+\infty$. Define

$$
J=\{t \in] 0, \infty[: f(t-)<f(t)\}
$$

and

$$
R=\operatorname{range}(f)=\{s \in[0, \infty[: \exists t \geq 0: s=f(t)\}
$$

Lemma A.3.2 If $f$ is strictly increasing, the

$$
\left[0, \infty\left[=R+\sum_{t \in J}[f(t-), f(t)[\right.\right.
$$

where the union is a union of disjoint intervals.
Proof. Let $t \in R$, say $t=f(r)$. Assume that there is an $s \in J$ such that $t \in[f(s-), f(s)[$. Then

$$
f(s-) \leq f(r)<f(s)
$$

It follows that $r<s$, so $f(r)=f(s-)$. This can only be the case when $f$ is constant on $[r, s[$. This is impossible since $f$ is strictly increasing. So

$$
R \cap \sum_{t \in J}[f(t-), f(t)[=\emptyset
$$

Let $t \in[0, \infty[\backslash R$. Then $\forall s \in[0, \infty[: f(s)<t$ or $f(s)>t$. Define

$$
u=\inf \{s: f(s)>t\}=\sup \{s: f(s)<t\}
$$

Then $f(u) \geq t$, so $f(u)>t$ and $f(u-) \leq t$. It follows that

$$
t \in\left[f(u-), f(u)\left[\subset \bigcup_{t \in J}[f(t-), f(t)[\right.\right.
$$

which completes the proof of the lemma.
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