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PREFACE 

This volume is a reprint of my thesis. Except for the correction of a 

few typing errors, there is only one change with respect to the original 

version. To chapter V, a new section has been added, in which we discuss how 

and to what extent the theory concerning the moduli and period map, as ex­

plained in V.§5 for the double covers of JP2 , can be applied to the two types 

of singular quartics in JP 3 , containing two simple elliptic singularities. 

I would like te express my gratitude to prof.dr. J.P. Murre for his help 

and encouragement during the preparation of my thesis, and also to 

dr. C.A.M. Peters, especially for his advices how to turn the rough material 

into presentable mathematics.-

I thank the Centre for Mathematics and Computer Science for the opportunity 

to publish this monograph as a CWI Tract. 

Leiden 

February 6, 1984 Dick Epema 
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INTRODUCTION 

The subject of this thesis is the study of projective algebraic 

surfaces X with canonical hyperplane sections, in particular of those, 

which are birational to an irrational ruled surface. We say that X has 

canonical hyperplane sections,if it can be embedded in some projective 

space Pg in such a way,that a general hyperplane section C is a smooth 

canonically embedded curve. Then C has genus g and X is of degree 

2g - 2. Examples are smooth K3 surfaces embedded with a complete linear 

system, which are classically known to be the only smooth ones, and quartic 

surfaces in JP 3 with isolated singularities. 

We wi 11 show, that a surface with canonical hyperplane sections can only 

be 

(i) a K3 surface, 

(ii) a rational surface with a minimally elliptic singularity 

(see [L] for a definition; 'here we only prove,that it is a singularity 

of genus 1), 

(iii) a ruled surface over a curve of genus q ~ with a 

singularity of genus q + 1 , or 

(iv) a ruled surface over an elliptic curve with two simple elliptic 

singularities. 

Moreover, all of these surfaces may contain additional rational double 

points. An example of such arational surface is a quartic in JP 3 with a 

triple point. The cones over canonically embedded curves show,that ruled 

surfaces occur. 

Now if L is a complete system of hyperplane sections on a K3 surface 

and if CE L is a smooth, irreducible curve, then L cuts on C its 

canonical system, because the canonical class of the surface itself is 

zero (and a·K3 is regular). The general principle of the surfaces 

(ii) - (iv) is,that their canonical class is contained in the non-rational 

singularities. This means that in those cases, if ~: X' + X is the mini­

mal resolution of the singularities of X, there exists a canonical 

divisor on X' with support contained in the exceptional set of ~. This 

divisor turns out to be strictly negative. 
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Because, as we will presently see, K3 and rational surfaces have been 

dealt with elsewhere, we will mainly be concerned with irrational ruled 

surfaces. 

When X is birationally equivalent to a K3 surface, we will find it 

to be the image of a minimal K3 surface X' under the map associated to a 

complete linear system without base points. These have been extensively 

studied in [S-D1]. Now there exist K3 surfaces,which carry complete 

base-point free systems consisting of hyperelliptic curves. These systems 

represent the surface, perhaps with some rational curves contracted to 

rational double points, as a double cover of a rational surface of degree 

g - in Fg. In particular, if g = 2 one gets in this way double covers 

of F 2 branched along a curve of degree 6. Guided by this phenomenon, the 

defining property of our surfaces is formulated in such a way as to include 

a certain hyperelliptic analogon of "canonical hyperplane sections". In 

chapter III and IV we will see that this "hyperelliptic case" fits in a 

natural way into our treatment. 

As to rational surfaces, there is the beautiful paper of P. Du Val, 

"On rational surfaces whose prime sections are canonical curves" ( [DV], 

1933), which is written in the classical Italian style and which is there­

fore at first not quite comprehensible to the modern reader. It gives an 

explicit procedure to construct all (generic) rational surfaces X with 

canonical hyperplane sections in a fixed ]Pg. At the end of the article 

a list is given describing the linear systems on 1P2 transforming it into 

the desired surfaces X for 2 ~ g ~ 6 

Though our method of construction used in chapters III, IV is different 

from Du Val's, it has the same underlying main idea. This consists in con­

structing linear systems L" on minimal (rational/ruled) surfaces X", 

such that after blowing up all their base points to get X' , the strict 

transform L' of L" is disjoint from a fixed (anti-)canonical divisor 

W' on X' • As a consequence, this W' is bl~wn down by <PL, (to non­

rational singularities), and we find X = ¢L 1 (X') • However, Du Val makes 

use of the successive adjoint systems of L" • whereas we try to find a 

suitable minimal model X" of X', on which L" has a simple form. 

Besides a hint at ruled surfaces in [DV], the only other traces of 

surfaces with canonical hyperplane sections in the classical literature I 

know of,are casual remarks of Enriques in [En], p.250 and in [Co], 

cap.VIII,§41, p.184 only pertaining to K3 and rational surfaces. 
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The reason to investigate surfaces with canonical hyperplane sections 

was a que_stion of prof. J.P. Murre as to their nature, especially when they 

acquire singularities. Together with prof. A. Conte he came across surfaces 

of this kind when they were filling in the gaps and rewriting in modern 

language the paper of G. Fane ([F], 1938)) on threefolds W whose hyper­

plane sections are Enriques surfaces ( [C-M]). It turns out that such a W 

carries a linear system M of surfaces with canonical hyperplane sections 

(see [C-M], lemma I.3.7). Fane concluded that the members of M are K3 

surfaces, which is shown to be true under some assumptions,assuring W 

to be sufficiently general,in [C-M], lemma I.4.12. However, by the time 

Fane wrote this, Du Val's paper [DV] had appeared a few years ago, and 

there seems to be no justification for his conclusion without a study of 

the singularities of the surfaces in question. 

We will now give a quick overview of the way this thesis is organized. 

To obtain a better overall picture of its contents the reader is referred 

to the introductions to each chapter, or, for more details, each section 

separately. 

In ch. I we start with. a precise definition of surfaces with canonical 

hyperplane sections and a discussion of the hyperelliptic case. Then we 

gather partly well-known generalities on these surfaces and give some 

examples. From ch. II on we only consider irrational ruled surfaces. As 

we mentioned above, the minimal resolution X' carries an anticanonical 

divisor W' , and a fortiori a relatively minimal model X" of X' does. 

The main point of ch. II is to determine all possibilities for anticanonical 

divisors on minimal ruled surfaces and to describe the implications of this 

information for the non-rational singularities of X. 

Chapter III deals with the "one non-rational singularity case" and is 

really the heart of the matter. After having formulated the way of con­

struction (III.1.3), we give an effective method to find in principle 

all (families of) surfaces X with canonical hyperplane sections in a 

fixed ]Pg. If X is birational to a ruled surface over a curve of genus 

q ~ 2, we list them all in terms of certain invariants for 2 ~ g ~ 10. 

For elliptic ruled surfaces we carry out this construction in detail, but 

only for g = 2, i.e. for the double covers of P 2 branched along a 

sextic, and for g = 3, which gives us a complete classification of 

normal quartics in lP 3 with a singularity of genus 2. However, we do not 

describe these surfaces up to projective equivalence, because more 
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complicated transformations ·than projective ones are involved to get 

suitable equations. Ch. IV deals in a way strictly analogous to that of 

ch. III with elliptic ruled surfaces with two simple elliptic singularities. 

Here we find equations for all normal quartics with two non-rational 

singularities, again up to isomorphism and not only up to projective 

equivalence. In the last section of this chapter we have a look at the 

moduli of the double covers of lP 2 • Let E be a fixed elliptic curve and 

let j = j(E) be its j-invariant. Let M. be the compactified moduli 
J 

variety of surfaces with canonical hyperplane sections of genus 2 con-

taining two simple elliptic singularities, which are birational to 

E x lP 1 • Then we prove that M ';;; P1 if j -:f 0, 1728 j • 
Finally, in ch. V we take the groundfield k to be the field ~ of 

complex numbers and study the mixed Hodge structures on the cohomology 

groups Hi(Xo,~) , Xo c X' the open part obtained by leaving out on X' 

the exceptional divisors of only the non-rational singularities of X 

investigate the period map p: M. -+ H. • H. the moduli variety of 
J J J 

polarized mixed Hodge structures (MHS' s) occurring as a certain sub-MHS 

the MHS's on 

turns out, that H. ';;; P 1 ·, and that 
J 

Xo ex' l X as parametrized by M .• It 
J 

p is a morphism of degree 4, if 

We 

of 

j f 0,1728. We conclude with some remarks on moduli and period maps in two 

other special cases. Maybe we should say one word here about the terminology 

in this chapter. We will use the notion of "moduli variety" (of surfaces, 

MHS's) in a naive sense, that is, it is simply meant to be a variety which 

parametrizes the objects represented by its points in a natural way. 

The last few years surfaces with canonical hyperplane sections, or 

at least surfaces very much alike, have been studied from different points 

of view, amongst which that of surf~ce singularity theory. Restricting our­

selves to those papers which deal with these surfaces in a way similar to 

the way we do, let us first mention [C-M]. This paper contains some 

information on surfaces with canonical hyperplane sections concerning 

their singularities, birational type and invariants (see [C-M], I.§1, and 

lemma I.3.8, cor.I.4.6 and leunna I.4.12). These results, together with 

Du Val's paper [DV], were the origin of this thesis. In fact, they first 

consider surfaces X with isolated singularities with the following 

property: if TT: X'-+ X is the minimal resolution, then the canonical 

class of X' is numerically equivalent to a divisor with support contained 

in the exceptional set of TT • It is not difficult to show that this is a 
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weaker condition. 

In his C.R.-note [M], J.Y. Merindol considers normal analytic 

surfaces ~,ith trivial dualizing sheaf, a property shared by our surfaces 

(I.cor.5.4.d). It was him,who drew my attention to the possibilities for 

anticanonical divisors on minimal ruled surfaces (II.prop.2.1), and conse­

quently to the number and type of the occurring singularities on irrational 

ruled surfaces of the required type (II.cor. 3.3). These anticanonical 

divisors can also be found without proof in [K], lenma 2.18, but type a.2 

stated there, the 2-section on an elliptic ruled surface, does not exist. 

Because of the central role played by these anticanonical divisors we 

include a proof here. The idea for the least trivial part of it caine from 

Merindol.This concerns the case of ruled surfaces over elliptic curves, 

the associated rank 2 locally free sheaves of which are indecomposable. By 

the way, we could have done without these because of our way of construction 

in ch. III, N. Also I.lemma 5.2.a,b, cor.5.4.a,b,c and II.prop.3.1. and 

their proofs were inspired by him. 

Independently, Y. Umezu has been working on th~ subject, though in 

[U] the starting point is also "trivial dualizing sheaf". However, she 

proofs that if one excludes Abelian surfaces (and asstnDes normality),one 

gets surfaces with canonical hyperplane sections ([U], thm. 2). Furthermore, 

she obtains many of the results contained in our chapters I, II. Moreover, 

from the saine author I received a preprint, "Quartic surfaces of elliptic 

ruled type", in which normal quartics X in lP3 bi rational to elliptic 

ruled surfaces are studied. Here she arrives at the same possibilities for 

the set Sing(X) of singularities as we do in III.thm. 3.4.b and IV.thm. 

2.3.b, finds the same equations for the quartics with two simple elliptic 

singularities we have in the second of these theorems, and gives only 

sample equations for those with one singularity of genus 2. 

In [N], I. Naruki investigates isolated singularities of quartic 

surfaces by means of their defining equations. Finally, in [Ep] a summary 

of the results of chapters I-IV were published. 

All varieties in ch. I-IV are defined over an algebraically closed 

field k of char(k) f 2,3 , unless specified otherwise. In ch, V, k = ~ 
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IC 

C ·D, D2 

deg D 

deg X 

Div(X) 

E/<±id> 

hi(F) 

j (E) 

j (;\) 

j(-r) 

~ 

p (X) 
a 

p (X) 
g 

LIST OF SYMBOLS AND NOTATIONS 

- field of complex numbers 

- intersection number resp. self-intersection of 

divisor(classes) C,D on a smooth surface 

- the complete linear system (on a variety X) of 

which D is a member 

- degree of a divisor D on a curve 

degree of a variety X in a certain embedding 

- group of divisors on a smooth variety X 

- the smooth elliptic curve E modulo its subgroup 

of automorphisms consisting of plus and minus the 

identity with respect to a chosen origin for the 

addition on E 

- the smooth elliptic curve which is a double cover 

of JP 1 branched in O, 1,A and 00 

- a linear system of dimension r and degreed on a 

curve 

- the i-th cohomology group of the coherent sheaf F 

if the base space is understood 

- di~ Hi (F) 

- j-invariant of the smooth elliptic curve E 

-j(E(;\)) 

- j-invariant of the smooth elliptic curve defined 

over IC which is isomorphic to the torus ~/<1,T> 

- canonical divisor(class) of a smooth variety X 

- linear equivalence of divisors on a smooth variety, 

resp. of Weil divisors on a surface with isolated 

singularities; in the last chapter also (co-)homo­

logical equivalence 

- normal sheaf of a nonsingular subvariety Y on a 

nonsingular variety X 

arithmetic genus of a variety X 

- geometric genus of a smooth variety X resp. of a 

desingularization of X if X is singular 



Pic(X) 

SmA 

Sing(X) 

supp (D) , supp( F) 

TryL 

T 

X (F) 

group of Cartier divisors on a variety X modulo 

linear equivalence 

ix 

- projective space bundle associated to a locally free 

coherent sheaf E on a variety X 

- field of rational numbers 

irregularity h 1 (0X) of a variety X 

- i-th direct image of a sheaf F relative to the 

morphism f 

- m-th symmetric power of a module A 

set of singular points of a variety X 

- support of a divisor D resp. a sheaf F 

- the trace on the subvariety Y of the linear 

system L , which is obtained by restricting L to 

y 

- the complex conjugate of TE~ 

- the lattice in ~ generated over ~ by and T 

(resp. by 2Tii and 2TiiT) 

the rational map from X to some projective space 

associated to the linear system L 

- the Euler characteris:tic of a coherent sheaf F 

- the dualizing sheaf of a variety X 

- the integers 





CHAPTER I 

PROPERTIES OF SURFACES WITH CANONICAL HYPERPLANE SECTIONS 

DEFINITION 

Let X be a projective algebraic surface. 

DEFIN'ITION 1 .1. X is called a surface with canonical hyperplane sections 

if either: 

(a) there exists an embedding i: x<=+ JPg , g s:: 3, such that a general 

hyperplane section C of i(X) is a canonically embedded curve in that 

hyperplane, or 

(b) X contains a g-dimensional linear system L , g s:: 2 , a general 

element of which is a smootp hyperelliptic curve C of genus g 
' 

such 

that TrCL = IKCI and such that the corresponding rational map 

h = ~L: X + JPg is a finite morphism of degree 2 onto a surface X in ]Pg. 

Already here we warn the reader that from §2 of this chapter on we 

will exclude from this definition a certain class of surfaces belonging to 

(b), which behave quite differently from the other ones; for this see the 

last part of §2 following the proof of prop. 2.1. 

We note that in (a) of the definition, in which case we will simply 

write X instead of i(X) , a general hyperplane section C is canoni-
g-l cally embedded in a JP , so pg(C) = g . Furthermore, denoting the 

system of hyperplane sections in (a) also by L, (a) is equivalent to 

requiring that a general hyperplane section C of X is smooth and 

TrCL = IKO1 • As such, (b) is the hyperelliptic analogon of (a). Also in 

(b), the curves of L will be called hyperplane sections. Because both 

in (a) and in (b), Tr L = IK I is complete, L is complete in both cases. 
C C 

In this whole chapter from now on X will stand for a 

canonical hyperplane sections. Let OX(1) i*O (1) resp. 
]Pg 

surface with 

h*O (1). Then 
JPg 
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Ox(1) 0 oc r_;;: Ox(C) 0 oc r_;;: Oc(Kc) • 

The.above definition implies that X has at most isolated singulari­

ties. Let TI: X' + X be the minimal resolution of the singularities of X, 

and let TI*c = C' be the inverse image of a general hyperplane section. 

Because TI is an isomorphism in a neighbourhood of C, also on X' we 

have OX,(C') 0 OC, ';;; OC,(KC,) , so using the adjunction formula we get 

OX,(~,) 0 OC, ';;; OC, . If X is smooth, so X = X', and if C is non­

hyperelliptic we will show in prop. 3.1 that this indeed implies ~ ~ 0 

The reason why in this case only K3 surfaces appear and Abelian 

surfaces do not, lies in the fact that we want the hyperplane sections 

of X to be embedded by their complete canonical system. If however one 

embeds an Abelian surface X with a complete linear system L, then for 

any CE L one will find that TrCL is of codimension 2 (= the irregula­

rity of X in this case) •in, instead of coinciding with, the corresponding 

complete system on C. 

2 SURFACES WITH HYPERELLIPTIC CANONICAL HYPERPLANE SECTIONS 

i 
In §3 we will determine,among other things, the invariants h (OX) , 

i 1,2, of surfaces X with canonical hyperplane sections. As the method 

employed there works only in case these are non-hyperelliptic, our aim in 

this section is to answer the following question: 

(*) Let X be a sW'face with hyperelliptic canonical hyperplane sections, 

X = h(X) c lPg. Because O ~(1)0 O_ = 0_(1) is very ample and 
lE'" * X X 

h: X+X is finite, Ox(ff= h O_U) is ample ([HJ, III.Ex. 5.7). 

Does there exist an m ~ 2 such !hat OX(m) OX(mC) is very ample 

and such that ¢lmCl(X) is a surface with (non-hyperelliptic) 

canonical hyperplane sections? 

It turns out that there are surfaces for which the answer is "no". For 

thos·e surfaces, for which we prove in prop. 2.1 the answer to be "ves", the 

situation is as one would expect: if g = 2 
' 

then we must take m ~ 3 
' 

if 

g l!:; 3 then m ~ 2 will do. (See prop. 2.1 and remark 2.1.1). 

Before we can start proving this, we have to look a little closer at 



the surfaces X arising as the image of X in lPg in the hyperelliptic 

deg KC= 2 pg (C) - 2 2g - 2 and h is of 

Now surfaces of degree g - in ]Pg , not 

case. Because on X, C2 

degree 2, deg(X) = g -

lying in a hyperplane, are completely classified and each of them must be 

one of the following (see [S-D1], thm. 1.10): 

(i) 

(ii) the Veronese surface in JP 5 , i.e. c/>2 (1P 2) , c/>2: JP 2 ➔ l' 5 the 

Veronese embedding of P 2 of degree 2; 

(iii) the cones in Fg over a rational normal curve of degree g - 1 
g-1 

in lP , g ~ 3 ; 

(iv) a smooth rational scroll. 

As to the surface mentioned under (iv) we use the following notation 

and facts, for the greatest part taken from [H], V.§2: 

- p: Fn ➔ JP 1 is the natural projection; 

- f is a fibre of p 

- Co is the unique section of p with negative self-intersection if 

n > 0 , or, if n = 0, a section with Cij = 0 • Then in all cases, 

Cij = -n 

- Pie F ';: 7l ID 7l , generated by 
n Co and f • 

' 
product of divisors on F 

n 
is defined by 

f2 = 0 ; 

- ~ ~ - 2Co - (n+2)f 
n 

- if a,b ~ 0, then 

a 

the intersection 

Cij = -n, Co•f = 1 , 

3 

ID 1\-in ' 
i=O 

( 1 ) 
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P,e_ being the vectorspace o·f homogeneous polynomials of degree l in two 

variable.s if .e. .: 0 , P ,e_ = (0) if .e. < 0 ; consequently, if b .: an , 

then 

a 
:[ (b-in+1) 

i=O 

0 , Vb , i 0, 1,2 

(for i = 0 this is clear, for i = 2 use Serre duality and then, 

for i = 1 , apply the Riemann-Roch theorem for surfaces); 

( 1 ') ; 

(2) 

- if a.: 2 , b.: 0 then 2C 0 is not a fixed part of laC 0+bfl on 

F iff 
n 

b.: (a-1)n 

- a surface of type, (iv) is the image of an 

(3) 

F , n.: 0, under the 
n 

embedding associated to the system ICo+bfl , with b > n. The fibres 

f are mapped to lines in Fg. 1n this case we have the relation (cf. [H], 

V.cor. 2.19): 

2b - n + 1 g • (4) 

Of course, in all four cases (i), •.• ,(iv) a smooth hyperplane section 

of the surface,being a curve of degree g - 1 spanning a Fg-l, is a 

smooth rational curve. 

We now recall a few facts concerning double covers of surfaces. 

So let g: Y + Z be a double cover of a smooth surface Z branched 

along the reduced but not necessarily smooth curve B • Then: 

- g*OY ';;; 02 @ 02 (-F) for some divisor (class) F on Z such that 

B ~ 2F 

- for every invertible sheaf L on Y, 
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i o, 1,2 (5) 

- let 02 (1) be a very ample invertible sheaf on Z ,and let OY(k) 

* Oy 0 g 02 (k) , k E ~. Then the projection formula gives 

and so (5), (6) and the formula for g *OY give: 

o, 1 ,2. 

In prop. 2 .1 we will answer question (*) posed in the beginning of 

this section, at least when j is not a cone (type (iii)). In that case 

(7) 

we will content ourselves with two examples, the first of which we will come 

across later (see examples 4.3, 4). 

PROPOSITION 2.1. Let X be a surface with hyperelliptic canonical hyper­

Plane sections C of genus g ~ 2 , and let X = h(X) c JPg • Then: 

(a) if g = 2, i.e. if ·x is a double cover of X = l'2 , ¢ l2CI = 

= ¢ 2 o ¢ 1 CI , ¢ 2: JP2 + JP5 the Veronese embedding of JP2 in :ii. so 

¢ IZC I represents X as a double cover of the Veronese surface in JP5 , and 

¢ 13c I is an isomorphism, ¢ 13c I (X) being a surface with (non-hypereUipUc) 

canonical hyperplane sections in JP 10 ; 

- 2 
(b) if g = 5 and X = ¢ 2 (JP ) is 
-1 2 

via ¢2 o ¢ IC I : X + JP , the surf ace 

the Veronese surface in JP 5 , then 

X belongs to the ones mentioned in 

(a); 

F 
n 

(c) if g ~ 3 and X is a smooth rational scroll isomorphic to 

n ~ 0 , let B c X be the branch curve of ¢IC I : X + X • Let B ~ 2aC0 + 2df 

on Fn, a,d ~ 0 . Then we can assume we are in one of the following 

situations: 

(i) a= 0 , d g + 1 , and X is isomorphic to a smooth minimal 
l 2 

ruled surface over a curve r of {lenus g , so h (OX) = g and h (OX)= O; 

(ii) a= 1 , d = g + 1 + n - b , and h 1 (0X) = h2 (0X) = 0; 

(iii) a= 2, d = n + 2 and O ~ n '5s 4. In this case ¢IZCI maps X 

isomorphically onto a surface with (non-hyperelliptic) canonical hyperplane 

sections in JP 4 g-a; 

(iv) a = 3 , d = 0 , n = O , g = 5 , and X -;;; r x JP 1 , r a smooth curve 

of genus 2, so h1 (0X) = 2, and h 2 (0X) = O. 
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PROOF. (a) Let zo,z1,z2 be homogeneous coordinates on F 2 , let l c F 2 

be a general line, C = h- 1 Cl) and let B c F 2 be the branch curve of 

h: X ➔ F 2 . Because p (C) = g = 2, we must have 
g 

is a (reduced) curve of degree 6. Let b(z) = 0 

B·l = 2g + 2 = 6 

be an equation of 

so 

B 
* 0 • and let h. = h (z.) EH (X,OX(C)) , 1 0,1,2. The h. 

l 
form a bas is of 

l l 

this space and h: X + F 2 is defined by 

Now in the notation for double covers preceding the proposition, 

O2 (-F) ';;; OF2(-3) because deg(B) = 6 • Applying formula (7) with k = 2,3 

we get h 0 (OX(2C)) = 6 and h0 (OX(3C)) = 11 . 

So h 0 (OX(2C)) = h0 (OlP2(2)) which indeed implies that ¢ 12CI = 

¢z O ¢1c1 · 
As H° Cx,Ox(3C)) contains all ten forms of degree 3 in the 

v'b(z.) and these elements are independent; they form a basis, so 

¢!)CJ: X ➔ Fro is given by: 

showing that ¢!)CJ is an isomorphism. 

h. and 
l 

B 

Finally, to see that ¢J)CJ(X) has canonical hyperplane sections, we 

have to show that if C3 E J3CJ is a smooth hyperplane section of this 

surface and if M = TrC 313CI , M = IKC 31. Because ¢!)Cl is an isomorphism, 

this will also imply that C3 is non-hyperelliptic. 
-1 ~ Now first of all, if C3 = 11 (C3) = C3 on the minimal resolution X' , 

then ~,-c, = 3~ 1 ·C' = 0 because OX,(~,) 0 OC, ';;; OC, , so using the 

adjunction formula and the fact that (C') 2 = C2 = 2 , we get pg(C 3) 

= p (CI) = 1 + !CI. (C 1+K ) = 1 + ! · (3C') 2 = 10 . a 3 3 s --x • 
Secondly, deg M = ci =9.C 2 18 

dim M = diml3CI - 1 = 9 = p (C3) - 1 
g 

(b) Is clear. 

2pg(C3) - 2 deg KC 3 and thirdly 

Together this says that M = IKC 31 

(c) Let now X h(X) ';;; F , which we call F now and for which 
n 

we use the notation introduced above, n ~ 0. Let B c F be the (reduced) 

branch curve of h: X + X. As B is an even element in Pic(F) , 
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B ~ 2aCo + 2df for some a,d .:: 0 

Let r E ICo+b·fl be a smooth hyperplane section of X Because r 
. . -1 ( ) is rational, h r = C is a double cover of r and pg (C) g , we must 

have B·r = 2g + 2, so 

i.e.' 

a(b-n) + d 

(2aC 0 +2df)·(Co+bf) = 

g + 1 • 

-Zan + 2d + 2ab 2g + 2 

(8) 

Now if a= 0, d ~ g + 1 , so B ~ (2g+2)·f and B is a curve 

consisting of 2g + 2 different fibres on F. Then the double cover X 

of X ';;;: F is of course a smooth minimal ruled surface over a smooth curve 

r of genus g, r being isomorphic to fhe double cover of any section on 

F branched in the points of intersection with B. This gives (i). 

If a= 1 , then by (8), d = g + n + 1 - b In this case h*0X ';;: 

-;;;; 0 8l O (-!B) -;;;; 0 8l O (-Co-"df) so by (5) hi(Ox) = hi(h*OX) = hi(0F) + F F F F ' 
+ hi(O (-Co-df)) = 0 for i 1,2, using the fact that F is smooth, 

F . 
rational, so h~(0F) = 0, i 1,2 and formula (2). This is (ii). 

Let now a~ 2. Because B is reduced, l2aCo+2dfl does not contain 

2Co as a fixed component, and in this case formula (3) reads 

2d c; (2a-1)n . 

By (8) and (4), d = g + 1 + a(n-b) = 2b - n + 2 + a(n-b) 

+ (2-a)b + 2, which gives, because a~ 2 and b c; n + 1 : 

d ~ (a-1)n + (2-a)(n+l) + 2 n - a + 4 

Combining (g) and (10) we get 

(2a-1)n ~ 2d ~ 2n - 2a + 8, 

(9) 

(a-1 )n + 

(10) 

so (2a-3)n ~ 8 - 2a This implies 8 - 2a ~ 0 
' 

so a ~ 4 and also, 

if a = 3 or 4 then n = 0 
' 

and if a = 2 then n ;;; 4 

Let's now examine these different cases. 

If a 4 and n = 0 
' 

by (8) d = g + 1 - 4b and by (4) 2b g -

so d = -g + 3 ~ 0 This is only possible if d = 0 
' g = 3 ' 

so b 

But, as n 0 and b = 1 ' 
x ';;;: ]Pl X pl embedded in p3 by ICo+fl so , 
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Co and f play the same role and we can interchange them to get a= 0, 

d = 4, so we can forget about this case. 

If a = 3 n = 0 
' 

then d = g + 1 - 3b and 2b g - 1 so 

d = -~g + 2! ;;:; 0 and so g 3 or 5. If g 3 d = and b = 1 so 

again we can interchange a and d to get a = and d = 3 If g = 5 

then b = 2 
' 

d = 0 
' 

so X is the double cover of ]Plx ]Pl branched 

along 2a 6 different sections equivalent to Co ' 
so indeed x-;;: r x JP 1 , 

p (r) = 2 This gives (iv). 
g 

Finally let a= 2. Then by (4) and (8) d n + 2 , so B ~ 4Co + 

+ 2(n+2)·f ~ - 2K . 
F 

To prove c(iii) we only have to show that 

(a) for every m .:: 2 the natural map s~0 (X,0/2)) + H0 (X,0/2m)) 

is surjective, and 

(6) diml2CI = 4g - 3 · and if C2 E l2CI is a smooth curve, then 

TrC212c1 = IKC21 

For then by (a), because ¢IZmCI 

¢IZCI already is, and (6) says that 

with canonical hyperplane sections. 

is an isomorphism for m >> 0, 

¢IZCl(X) is a surface in JP 4g-3 

To prove (a), let m.:: 2 . Writing for short OF(aCo+bf) 

we find, using (6), h*OX(2) ';;; (OF@OF(-!B))@ OF(2) ';;: OF(2,2b) 

and in the same way h*OX(2m) ';;; OF(2m,2mb)@ OF(2m-2,2mb-n-2) 

isomorphisms, the fact that H0 (x,L) ';;;' H0 (F,h*L) for a sheaf 

OF(a,b) , 

@ OF(0,2b-n-2) 

. Using these 

L on X 

and (1), we get a commutative diagram with the natural maps a1 and a2 

a2 2m 2m-2 
- (( @ P2 b . ) @ ( @ Pzmb-n-2-kn)) 

j=O m -Jn k=O 

Looking at the indices in the lower row, one sees that a2 is 

surjective, so a1 is, which proves (a). 

As to (6), diml2CI = h0 (0X(2)) - 1 = h 0 (h*OX(2)) - 1 = h0 (0F(2,2b)) + 

+ h 0 (0F(0,2b-n-2)) - 1 = 8b - 4n + 1 by (1), and using (8) with a= 2 

and d = n + 2, this equals 4g - 3 

Let C2 E l2CI be a smooth curve, and let M = TrC 2 12CI . Then 



dimM = diml2CI - 1 = 4g - t deg M = (2C) 2 4(2g-2) and with the same 

method as in (a) one computes p (C2) = 4g - 3 • As in _(a), together this 
g 

says M = IKC 21 , which proves (6), 
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REMARK 2.1.1. We will see later, with the help of prop. 3.1, that for the 

surfaces mentioned in c(i), (ii), (iv) of the above proposition, the answer 

to (*) is "no", for they have the wrong invariants hi (OX) , i = 1,2 

RENARK 2.1.2. In fact, prop. 2,1.c is already contained in lDV], and only 

says in modern language what is stated there in the first part of "2. Two­

sheeted surfaces", p. 3/4. Also Du Val excludes the surfaces of c(i), (ii) 

from his considerations and, according to me, overlooks the possibility 

of c(iv). 

In [R1] , where doubl~ covers of the surfaces F which are K3 sur­n 
faces are studied, M. Reid arrives in the same context at the bound n ~ 4 

of prop. 2.1.c(iii). 

As to surfaces with hyperelliptic canonical hyperplane sections, we 

will in the sequel only concern ourselves with those for which the answer 

to (*) is "yes". 

Therefore from now on "X is a surfaae with aanoniaal hyperplane 

seations" will mean either that X satisfies def. 1.1.a or that 

X satisfies def. 1.1. b and the answer to (*) is "yes". 

REMARK 2.1.3. Of course this restriction we make in regard to the 

original definition means that of the surfaces which satisfy def. 1.1.b we 

only consider those which, via a multiple of the original linear system 

L, also satisfy def. 1.1.a. 

This implies that in order to prove an abstract property of our sur­

faces, i.e. not depending on the embedding i or the map h, it is enough 

to show that the property holds for the surfaces of def. 1.1.a. 
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3 INVARIANTS OF SURFACES WiTH CANONICAL HYPERPLANE SECTIONS 

In this section we will establish the first properties of surfaces 

with canonical hyperplane sections. 

PROPOSITION 3. 1. Let X be a surface with canonical hyperplane sections of 

genus g ~ 2, and let ~= X' + X be the minimal resolution of its 

singularities. Then: 

(a) if the hyperplane sections of X are non-hyperelliptic, 

deg(X) = 2g - 2 

(b) h1 (0x) O and "h2 (0X) = 1 , so pa(X) = 1 ; 

(c) X is normal, and if the hyperplane sections of X are non­

hyperelliptic, X is projectively normal; 

(d) the Kodai:I'adimensiori K(X') equals - 00 or O • In the second 

case X' is a minimal K3 surface. 

PROOF. (a) Of course, if X has non-hyperelliptic hyperplane sections, 

deg(X) = C2 = deg KC 2g - 2 

(b) By remark 2.1.3 we can assume X to have non-hyperelliptic 

hyperplane sections. Consider the idealsheaf sequence of C on X, 

tensorized with OX(n) 

(1) 

Be-cause C is canonically embedded and hence projectively normal 

(see [S-D2], thm. 2.10), the natural map H0 (0X(n)) ➔ H0 (0C(n)) is sur­

jective for all n ~ 0, so the long exact cohomology sequence associated 

to (1) breaks up in two parts, the second being: 

(2) 

i By [H], III.thm. 5.2.b, H (OX(n)) = (0) for i > 0, n >> 0. Taking 

(2) we find H1 (0X(n)) i 1 and applying descending induction on n in 

=(O) for all n ~ 0 , in particular h1 (OX)= 0 

Furthermore, H1 (0C(n)) = H1 (0C(nKC)) = (0) for 
l l ~ H (Oc(1)) = H (Oc(Kc)) = k. 

see that h 2 (0X(n)) = 0 if 

n~2,and 

Again applying descendin~ induction on 

n ~ 1 , and finally, taking n = 1 in 

n , we 

(2)' 



h2(0x) = h1(0c(1)) = 1 

· (c) _Let n: X + X be the nonnalization of X . Then we have the 

following exact sequence on X 

11 

(3) 

in which F is the (coherent) cokernel of the natural map OX+ n*O~, and 

supp(F) c Sing(X) . We know that X has isolated singularities, soxlet 

Sing(X) {x1,,,.,x}. Denoting by 0. the local ring of x. on X, the 
~ l l 

stalk (n*O) = 0. is the nonnalization of 0. in the function field of 
X xi 1 1 

X, i 1, ... ,r. 

Now on the one hand, because Ho (Ox) ';;: H0 (n*O ~) ';;:k and H1(0x) = (0) 
x. by (b)' the long exact cohomology sequence of (3) Ho (F) = (0) gives 

' 
on 

Ho (F) 
r 

(0. /0.) u. ';;: 0. the other hand = I!) 
' 

so for i = 1, ... ,r and 
i=1 l l l l 

we conclude that X is nonnal. 

Let us now assume that the hyperplane sections of X are non-hyper­

elliptic. To prove that X is projectively normal, by [H], II.Ex. 5.14.a 

it is enough to show that the natural map H0 (0 (n)) + H0 (0X(n)) is 
l>g 

surjective for every n ~ 1 ', which we know to be true for n = 1 (see 

§1, L is complete). 

We now apply induction to n in the following commutative diagram, 

in which H is a general hyperplane in ]Pg and C = X n H : 

o + u0 cOx(n-1)) ➔ Ho (OX (n)) + H0 (0c(n)) + 0 

1r1 1r2 rr3 

0 + H0 (0 (n-1)) + H0 (0 (n)) + H0 COin)) 
l'g ]Pg 

+ 0 

Here the top row is the first of the two parts in which the long exact 

cohomology sequence of (1) breaks up (see (a)), the bottom row is the 

analogous sequence for H c ]Pg, exactness of which is a general property 

of projective spaces, and the ri, i = 1 ,2,3 are the natural restriction 

maps. 

Now r3 is surjective because C is projectively nonnal, r1 is sur­

jective by induction,and so r2 is surjective. 

(d) Consider the ideal sheaf sequence of C' on X' , tensorized with 

OX,(~,) , m > 0. Notice that OX,(~,)® OC, ';;:_ OC, 
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Because (-c•+~ 1 ),C 1 = -(C') 2 = 2 - 2g < 0 , and IC'I does not have 

fixed components, h 0 (0X 1 (-C'+~ 1 )) = 0 • Hence, them-th plurigenus of X' , 

fm(X') = h 0 (0X,(~ 1 ));;;; h 0 (0C,) = 1 , and we conclude that 

K (X' ) = - oo or O • 

Now assume K(X') = 0. Then X' is minimal. For if not, X' would 

contain an exceptional curve of the first kind E' . Let m > 0 be such 

that lmKX,I ,f 0, tli.en l~,I consists of one divisor D' , and E' is 

a component of D' . Now D'·C' = misc,·c' = 0, so E'·C' = 0, and E' is 

contracted to a point on X by TI , contradicting the minimality of the 

resolution TI 

Because X' is minimal arid K(X') = 0 • there exists a smallest 

m ~ such that mKX' ~ 0 (see [H], V.thm. 6.3). We will show that 

m so subsequently we only have to exclude the case of Abelian surfaces 

according to the classification of surfaces (see same reference). 

If m > 1 , let f: Y + X' be them-fold cover of X' associated to 

~• . As 12~, ~ 0 because X' is minimal of Kodaira dimension O, the 

onlypossible prime factors of m are 2 and 3, so, as we exclude these 

values for char(k) , f is etale. Because OX,(~,)~ OC, ';;; OC, , the 

restriction of this cover to C' is trivial, f-1 (C') consisting of m 

disjoint copies Ci,, .. ,C' of C'; now on Y we have (C!) 2 = (C') 2 = 
m i 

= 2g - 2 and C! ·C! = 0 i,j 1, ... ,m , i ,f j . But this contradicts the 
i J 

Hodge index the@~em. So m = 1 and X' is a minimal K3 or Abelian 

surface. 

If X' would be Abelian, X would be smooth. For if X would contain 

a singular point x, TI- 1(x) would,because X is normal by (c), consist 

of curves with negative self-intersection, but a minimal Abelian surface 

·cannot contain such. But then p (X) = -1 , which contradicts (b). So we 
a 

end up with only minimal K3 surfaces. 

4 EXAMPLES 

In prop. 3.1.d in fact we proved that a surface X with canonical 

hyperplane sections is birationally equivalent to either a rational or 

ruled surface (when K-(X') = -oo) or to a K3 surface. We will now give 
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examples of these three types, both with non-hyperelliptic and hyperelliptic 

hyperplane sections. 

EXAMPLES 4.1. Any smooth minimal K3 surface X, embedded by a complete 

system ICI will do. For, as 

OX(C) 0 OC ';;; OC(KC) , and as 

element of ICI is complete. 

~ ~ 0 , the adjunction formula shows that 

q(X) = h1 (0X) = 0 , TrCICI on a general 

Taking g = 2 for K3 surfaces one gets the double covers of F2 

branched along a smooth sextic curve (or at least without too bad 

singularities). Then the 2--dimensional system of "hyperplane sections" is the 

svstem of the inverse images of lines in JP2 , which are curves of genus 2 

and thus are hyperelliptic. 

4.2. All surfaces of degree 4 in JP 3 with isolated singularities have 

plane curves of degree 4 as plane sections, and these are of course 

canonically embedded. 

4.3. Let C be a non-hyperelliptic curve of genus g ~ 3. Then the 

cone over the canonically embedded curve ~IKcl(c) is a surface of the 

required type. The corresponding surface X for a hyperelliptic C is a 

double cover of the cone over a rational normal curve of degree g - in 
]Pg-1 

' 
which is the image of C under the canonical map. The branch curve 

consists of 2g + 2 lines through the vertex of the cone, and a general 

"hyperplane section" of X is the double cover of a hyperplane section of 

the cone over the rational normal curve, branched over the points of inter­

section with the 2g + 2 lines, and is of course isomorphic to C . One can 

show that for these surfaces the answer to question (*) of §2 is "yes" (for 

g = 2 , see also 111.thm. 2.2.(i),(iv)). 

4.4. We will finally give an example of a rational surface with hyper­

elliptic canonical hyperplane sections. Let Y = JP2 with homogeneous 

coordinates xo,x1,x2 , let Ca be a smooth curve of degree 3 in JP 2 

given by f3(x) = 0 , and assume that P = (0,0,1) lies on C, . Let L be 

the 3-dimensional system of curves of degree 5 with a triple point in P 

and 12 simple base points on C3 • These curves are clearly hyperelliptic. 

Let Cs, given by fs(x) = O, be an irreducible element of L with only 
• 2 3 • singularity P • The rational map ~L: I' - -+ JP is of degree 2 and is 

given by (zo,z1,z2,z3) = (x3f,.xox1f3,xfb,fs), with zi, i = 0, ••• ,3, 

coordinates on JP 3 , so the image ~L(JP½ is the quadric cone Q given by 

Zi = z0z2. The surface X with hyperelliptic canonical hyperplane sections 
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of genus 3 is the double cover of Q, which can be obtained by first 

blowing up P and the other 12 base points on C3 and then contracting 

the strict transform C3 , which is now exceptional. Note that on the blown­

up surface, C3 respresents the anticanonical class and is disjoint from 

the strict transform of a general curve of L, so indeed the "hyperplane 

sections" on X cut on eacb other their canonical class. One can 

show that in this case the answer to (*) of §2 again is "yes". 

5 THE SINGULARITIES AND THE CANONICAL CLASS OF SURFACES WITH CANONICAL 

HYPERPLANE SECTIONS 

We will now gather some information about the singularities that occur 

on surfaces with canonical hyperplane sections. First we recall some 

definitions and facts about normal surface singularities. 

Let Y be a normal algebraic surface, y E Y a singularity and 

p: Y' + Y the minimal resolution of y. 

DEFINITTON 5.1. (a) The number pg(y) = dill\c(R1 p*OY,)y is called the 

(geometric) genus of y 

(b) y is called a rational singularity if 

(c) y is called simple elliptic if p- 1(y) 

elliptic curve. (cf. [S]). 

p (y) = 0 
g 
consists of one smooth 

We will use the following fact in leTIID1a 5.2: if Z' is any (non-zero) 
-1 

positive divisor on Y' , supp(Z') c p (y) , then pg(y) ~ pa(Z') . As 

we do not know a good reference for this we will include a proof here. 

Let Uc Y be an affine neighbourhood of y not containing other 

singularities, let V = p -l (U) and let I be the idealsheaf of Z' on V . 

Because U is ~ormal, p*OV =OU. The dimension of the fibres of p is at 
l. most one, so R p*F = 0 for i > 1 F a coherent sheaf on V. Because 

U is affine, Hj (U,G) (0) for j > 0 , G a coherent sheaf on U 

Consequently, in the Leray spectral sequence for a coherent sheaf F on V 

and for p we have E~q = HP{U,Rqp*F) = (0) if p > 0 or if q > 1 , so 

only Eg,o and Eg,i are possibly non-zero and we have H0 (v,F) ~ 

~ H0 (U,p*F) , H1 (V,F) ';; H0 (U,R1 p*F) = (R1 p*F) and H2 (V,F) = (O) . Taking 
1 y 

F = OV we get pg(y) = h (OV) and taking F = I we see that 



H2 (V,1) = (0) • 

So the exact cohomology sequence associated to the exact sequence 

O + I + OV + 02 , + o 
pg(y';:; h 1 (0z,). On 

+ h1(0z,) ~ hi(oz,). 

gives a surjection H1 (0V) + H1 (02 ,) 

the other hand, p/Z') = 1 -x (OZ,) 

Now combine these two inequalities. 

and thus 

1 -ho(Oz,) + 

We will now first prove the general lennna 5.2. In prop. 5.3 we show 

that our surfaces suffice the condition of this lemma. 

LEMMA 5.2. Let Y be a normal projective surface, p: Y' + Y the minimal 

resolution of the singularities of Y 

Weil divisor on Y. Then: 

and suppose that as a 
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(a) diml-¾, I = 0 ; if W' 

then supp(W') = p- 1({y 1, .. ;,y }) 
r 

is tke unique anticanonical divisor on Y' , 

for certain singularities yi E Y, 

i=1, ... ,r; 

(b) a singularity y E Y is rational iff p-1 (y) does not meet 

supp(W') and then y is a rational double point; 

(c) all singularities of Y are Gorenstein and even more is true: the 

dualizing sheaf of Y, w;, is isomorphic to OY. 

PROOF. (a) Because P*l<y, ~ 0, there exists a canonical divisor Y'y, on 

Y' with support in p- 1 (Sing(Y)) . Let K 1 !:m.F. - !:n.G. be the decom-
---y l. l. J J 

position of this divisor in reduced, irreducible components with 

m. ,n. > 0 , F. 'f G. , for all i,j and let F Llll.F. , G = !:n.G .. 
l J l. J l.l. JJ 

Suppose F 'f O. Because the intersection form on p- 1(Sing(Y)) is 

negative definite, F2 < 0, so there exists 

say io = 1 • Also Fi< 0 and F1·G ~ 0, 

= 1 + !F1·(F1+¾,) = 1 +!Fi+ !F1·F - !F1·G 

an 

so 

is 

io such that 

0 ~ pa (F1) = 
only possible 

F·F. 
l.Q 

if Fi 

and p (F1) = 0 , i.e. F1 is exceptional of the first kind. But this 
a 

< 0 

-

contradicts the minimality of p. So there exist positive anticanonical 
-1 

divisors, but because there is one with support in p (Sing(Y)) there 

can only be one in its linear equivalence class. 

-1 

Let now I-¾, I 

that if y E Sing(Y) 

{W'} . For the second part of (a) we have to show 

and P-1 (y) meets supp(W') , then p-1(y) does not 

contain curves which are not part of supp(W') . Assume the contrary. Then, 

P-1 (y) being connected because Y is normal, we can assume that p-1 (y) 

contains an irreducible curve E which is not part of supp(W') but 

intersects it, so E·W' > 0 . Hence O ~ pa(E) = 1 + !E·(E+¾,) = 



16 

= 1 + !E 2 - !E·W' is only possible if E~ -1 and p (E) 
a 

0 , again 

contradicting the minimality of p 

(b) By (a), if p-l (y) meets supp (W') , 0-· 1 (y) is a connected 

component of it. Let in that case 

p- 1 (y) . By the adjunction formula 

W' be the part of W' supported on 
y 
p (W') = 1 , so by the remark preceding 

a y 
this lemma y is not a rational singularity. 

On the other hand, if p -l (y) does not meet supp(W') , then the 

adjunction formula shows that p-1 (y) consists of only smooth rational 

curves with self-intersection -2, so y must be a rational double point. 

(c) A normal surface singularity is Gorenstein iff on a neighbourho~d 

of the exceptional set in some resolution, the canonical divisor is linear­

ly equivalent to a divisor with support in the exceptional set, which is 

here the case by (a). 

Because all singularities are Gorenstein, the dualizing sheaf w0 is y 

locally free, w1 ~ 0 (D) for some Cartier divisor D on Y Let y y 
U = 'Y'Sing(Y) By (R2], prop. 6 of the appendix to section 1, w;fU 

can be computed using differentials, and looking at p- 1(u) ';;: U on Y' we 
rv ,Q rv 

see that 0/D)lu = wylu _= Ou · 
Because codim(~U) ~ 2, this means that the Weil divisor associated to 

D under the natural map Pic(Y) ➔ Cl(Y) from Cartier divisors modulo 

linear equivalence to Weil divisors modulo linear equivalence, is equivalent 

to zero. By [G-D], IV.cor. 21.6.10 the map Pic(Y) ➔ cl(Y) is injective 
o~ ~ because Y is normal. Hence wy = Oy(D) = Oy. 

PROPOSITION 5.3. Let X be a surfaae with aanoniaal hyperplane seations 

and let n: X' ➔ X be the minimal resolution of the singularities of X 

Then n*~' ~ 0. 

PROOF. By remark 2.1.3 we can assume that a general hyperplane section C 

of X is non-hyperelliptic. Let C E Im.Cl be a smooth hypersurface 
m_1 

section of degree m of X, C~ = n (Cm), and let L = OX 1 (C~) 0 OC, be 

a locally free 

L -;;: O c , (Kc , ) , 

will sWow 1hat 

sheaf on C' , m ~ 1 . We will show by induction on mm that 
m 

which for m is the hypothesis for X In fact we 

h 0 (L) = p (C') and deg(L) = 2p (C') - 2 . 
g m g m 

Firstly, p (C') = p (C') = 1 + !C'•(C'+K-_) = 1 + !(mC') 2 
g m a m m m --x• 

+ !m2 ·(2g-2) = 1 + m2 (g-1) , where C' = n- 1(c) is the inverse image of 

a hyperplane section C 

Secondly, deg(L) 

of X of genus g. 

(C') 2 = m2 ·(C') 2 = m2 (2g-2) , which is what we want. 
m 
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Thirdly, consider the ideal sheaf sequence of C' on X' tensorized 

with OX, {m·C ') , m ;:;: 1 : 

Because C' ';;: C is projectively normal in its canonical embedding, for 

every m;:;: 1 the corresponding sequence of global sections is exact, so 

h0 (0x 1 (mc')) = h0 (0c 1 (mKc 1 )) + h0 (0x 1 ((m-i)c 1 )) = m(2g-2) + 1 - g + 

+ h0 (0X 1 ((m-1)C')) • Now using induction on m we get h0 (0X 1 (C~)) 

h 0 (0X 1 (mC')) = rr=2 (i(2g-2)+1-g) + h0 (0X 1 (C')) (2g-2)(!m(m+1)-1) + 

+ (m-1)(1-g) + (g+1) = m2 (g-1) + 2. So h0 (L) h 0 (0X 1 (C~)) - 1 = 

= m2 (g-1) + 1 , again the right value. 

Because OX 1 (C~) ij OC, ',;;'.OC, the adjunction formula gives that the 
.m m 

divisor ISc• IC. ~ 0 on c~· • 

Let Do= "*lSc' as a Weil divisor on X. Of course also Dole ~ 0 
m 

on C • We can now apply [Z], thm. 4, p. 570 or rather its consequence, 
m 

stated on the same page, which says that if Do is a Weil divisor on a 

normal variety V, then the existence of non-negative divisors on C which 
m 

are linearly equivalent to Dole , for all m ~ mo , mo some positive in-

teger,implies the existence of ~n-negative (Weil-) divisors on V which· 

are linearly equivalent to Do (linear equivalence of Weil divisors which 

is possible because codim(Sing(V));:;: 2 ). In our case these conditions 

are satisfied, so there exists a divisor D1 ~Do, D1 > 0 on X and 

still D·1 I ~ 0 on C . Because C is very ample on X , this says 
Cm m m 

that D1 = 0, and thus n*ISc' ~ 0 

COROLLARY 5.4. Let X be a surfaae with aanoniaal hyperplane seations, 

n: X' + X its minimal resolution. Then: 

(a) X' aontains a unique positive antiaanoniaal divisor W'; 

(b) if x E Sing(X), then either x is a rational double point and 

n-1(x) does not meet supp(W'), or x is a non-rational singulaPity and 

n - 1(x) is a ao'nneated aorrrponent of supp (W') ; 

(c) supp(W') = U n- 1(x) , the union being taken over the non-rational 

singularities x of X; 
(d) all singularities of X are Gorenstein, and w• ';;: 0 

X X 

PROOF. By prop. 3.1.c X 
-- -1 
(Of course in (b) n (x) 

is normal. Now combine prop. 5.3 and lemma 5.2. 

is connected because X is normal). 
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In the sequel we will as in cor. 5.4.a denote the unique element in 

1-I<x, I by w' . 

COROLLARY 5.5. Let X be a surface with canonical hyperplane sections and 

let Sing(X) = {xi,,,.,xr} • Then: 

as 

(a) if X is a K3 surface, X can only contain rational double points 

singularities; 
r 

(b) if X is rational, r 
(c) if X is i=1 ruled over a 

P (x.) = 1 ; g l. 

curve of genus 
r 

q ' r 
i=1 

p (x.) = q + 1 • 
g l. 

PROOF. (a) By prop. 3.1.d, in this case X' is a minimal K3 surface, so 

W' = 0. Then use cor. 5.4.b. 

(b),(c) These can both be obtained by computing dimensions in the 

following exact sequence, which one gets from the Leray spectral sequence 

for the sheaf OX, and the morphism n • Note that n*OX, ';;;: OX because 

X is normal. 

REMARK 5.5.1. We will see what happens in case (c) later, see II.car. 3.3. 
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CHAPTER II 

RULED SURFACES WITH CANONICAL HYPERPLANE SECTIONS 

In this chapter we study in more detail surfaces with canonical hyper­

plane sections, which are birationally equivalent to irrational ruled 

surfaces, in particular their non-rational singularities (cf. cor. 3.3), and 

also we make some preparations for the constructions in chapters III and IV. 

PRELIMINARIES ON MINIMAL RULED SURFACES 

We will first state the notation, conventions and facts we use for 

minLmal smooth ruled surfaces, in which we fol low [H], V. §2. 

NOTATION 1.1. So let Y be such a surface, let p: Y + r be the natural 

projection onto the base curve and let p (f) = q ~ 1 Then: 
g 

- Y ';;:_ lPr(E) , E a locally free sheaf of rank 2 on r 

- we take E to be normalized, i.e. H0 (r,E) i O, but H0 (r,EaL) (0) 

for every invertible sheaf L of negative degree on r (this 

normalized E need not be unique); 

- sections of p on Y will, as abstract curves, often be identified 

with r 

Or(D) , DE Div(r) , then there is an exact sequence 

0 + 0 + E ... 0 (D) + 0 r r (1.1.1) 

- the invariant e of Y is defined as e = -deg D (because deg D 
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is equal to the minimum of the numbers S2 , Sc Y a section, it is 

independent of the choice of normalization); 

- let Co be a section of p such that 0/co) ~ Oy(1) Then 

NCo/Y = Or(D) , so d = -e (the linear equivalence class of Co 

depends on the choice of the normalized E ; dim I Co I > 0 is only 

possible if e ~ 0 ); 

- if E is decomposable, E ~Or~ Or(D) with e = -deg D ~ 0 

decomposable iff Y contains disjoint sections; 

- if E is decomposable we will denote by C1 a fixed section 

p disjoint from Co Then NCi/Y ~ Or(-D) ' 
so d = e (also 

class of C1 depends on E ; in general dimlC1 I > 0 ); 

E is 

of 

the 

if e > 0, the normalized E is uniquely determined and so is the 

curve Co, Co then being the unique section with negative self­

intersection. If in this case E is decomposable, also the system 

IC1I is unique; 

if Y contains a section S with 

Y ~ Pr(Or@NS/Y) e = -S 2 > 0, and 

S2 < 2 - 2q, then 

S C0 ; (1.1.2) 

~ Pic(Y) ~ Pic(r)@ Zl, generated by the fibres of p and Co ; we 

will denote a divisor (class) by aCo + ~-f, a E Zl, ~ E Pic(r) ; 

- K ~ - 2Co + (Kr+D)·f ; ( y 1.1.3) 

- if E is decomposable, C1 ~ Cg - D·f 

(1.1.4) 

- by elmp we understand the elementary transformation of Y centered 

at P, which is the composition of first blowing up P and then 

blowing down the strict transform of the fibre through P. The 

transformed surface is again a minimal smooth ruled surface over r . 
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Let now q 1 , so r E is an elliptic curve. Then: 

- there exist exactly two ruled surfaces over E with indecomposable 

E, one with e = 0 and one with e = -1 which we will denote 

by Yo resp. Y_ 1 if E is understood; 

- for Yo the normalized E and the section Co are uniquely 

determined; 

- on y 
-1 

there exists a one-dimensional algebraic family, parame-

trized by the points of E , of sections Co with Cti = , each 

of which has its own normalized E and each of which is isolated 

in its linear equivalence class; 

- if Y is a minimal :ruled surface over E , Y must be one of the 

following: 

(i) if y 

(ii) if y 

does not contain sections S with S2 < 1 , Y = Y_1 ; 

contain_s exactly one section S with S2 = 0 , Y = Yo 

and S = Co 

(iii) if . 1 . . h Y contains exact y two sections Si wit 

i = 0,1 , then Y ';;; PE~E8)0E(D)) , e = - deg D = 0 

s~ 
i 

and 

0 , 

D ,f., 0 

either of the Si may be chosen to be Co , the other C1 ; 

(iv) if Y contains a pencil of sections S with S2 = 0 , then 

Y ';;;Ex P 1 , the pencil ISi being formed by the fibres of the 

projection Y + P 1 ; we then choose Co and C1 to be two different 

elements of ISi ; 

(v) if Y contains a section S 

with OE(D) ';;; NS/Y, S = Co and 

with S2 < 0 , Y ';;; PE(0E8)0E(D)) 

e = - deg D = -S2 . 

In the following three propositions we will prove some facts about 

ruled surfaces which we need in the sequel. 

PROPOSITION 1.2. Let E be an elliptic cUPVe, let D1,D2 E Div(E) and 

assume e = -deg D1 = -deg D2 > 0. Let Ei = OE 8) OE(Di) and let 

X. = PE(E) , i = 1,2. Then the surfaces X1 and X2 are isomorphic. 
i i 
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e e 
PROOF. Let D1 ~ L P. 
--- ·=1 l. 
a translation sucfi that 

and D2 ~ .L Q. , P. , Q. E E. Let T: E + E be 
* ~3=1 J l. J 

T OE(D 2) = OE(Di) . Such a T exists, for the 

linear equivalence D2 + e(R-S) ~ L(Q.+R-S) ~LP,~ D1 , i.e. D2 - D1 ~ 
J l. 

~ e(S-R) always has a solution R = Ro , S = So because multiplication 

by e ~ 1 of the Jacobian variety J(E) of E onto itself is surjective. 

Then take T to be the translation defined by T(R0 ) = So • 
* ~ * ~ ~ 

Now, as also TOE= OE, T E2 = E1 and so X1 = X2 • 

PROPOSITION 1.3. Let E be an elliptic curve. 

(a) If RE Y_ 1 , p(R) = Q EE and R lies on a section Co with 

NCo/Y ';;: OE(Q) then el~ transforms Y_ 1 into Yo 

-tb) Let Y JPE(OE@OE(-Q)), Q EE. Then dimlC1i , IC1l has a 

fixed point R on the fibre over Q and el~ transforms Y into 

ExJP 1 • 

(c) Let Y = FE(OE@OE(-Q1-Q2)) , Q1,Q2 E E ; let 

over Q. , i = 1 , 2, and let F be the subscheme of Y 
l. 

tu,,10 possibly coinciding fibres f .. Then dimlC1l = 2 
l. 

= dim Tr F I C 1 I = 1 , i = -1 , 2 • 

f. be the fibre 
_l. 

consisting of the 

, dim Tr f. IC 1 I = 
l. 

If Qi f Qz , let Ri E fi-...Co , i = 1,2, such that R1 + R2 E TrFIC1i; 

if Q1 = Q2, let R1 E f1'-Cu and let R2 be the direction in R1 of the 

divisors in IC1i going through R1. Then el~2 o el~1 transforms 

Y into E x JP 1 • 

PROOF •. (a) Let Y el11p(Y_ 1) , and let C be the strict transform of 

Co • Then C2 = 0 and because any section on Y_ 1 has self-intersection 

at leaqt 1 any section on Y has self-intersection at least 0. So, looking 

at the list of elliptic ruled surfaces above, we have to show that C 
is the only section on Y with self-intersection O. 

Assume D is another, so we are in case (iii) or (iv) of the list 

above. Then the preimage D of D on Y must have been a section with 
-1 

D2 = 1 , going through R • Because sections with self-intersection O on 

the surfaces in cases (iii) and (iv) do not intersect each other, 

Oy(D) 0 oc ';;: oc, so oy_l (D) 0 OCD ';;: OE(Q) • Let the linear equivalence 

class of D on Y be Co+ 6·[, A E Pic(E) . Then on the other hand 
-1 

we have Oy (D) 0 OC ';;: Oy (Co+6•f) 0 OC ~ OE(Q+A) , so 6 ~ 0 and 
-1 0 -1 0 ~ ~ 

D ~ Co . But dimlCol = 0, so D = Co which contradicts D f C 

(b) Using (1.1.4), dimlC1i h0 (Oy(C 1)) - 1 = h 0 (Oy(Co+Q•f)) - 1 



= h0 (r,E@OE(Q)) - 1 = h0 (r,OE(Q)@OE) - 1 = 1 • 

Consider the ideal sheaf sequence of the fibre fo over Q on Y, 

tensorized with Oy(C1) 

Dim Trfo lc1 I = h 0 (0y(C1)) - ho ((Oy(Co)) - 1 = 0 
' 

so indeed IC1I has a 

fixed point R on fo , which does not lie on Co ' 
because Co .n C1 = QJ 

After performing el~ the strict transform of IC1I is a one-

dimensional system of sections with self-intersection O, so checking the 

list above we see that we have obtained E x JP 1 • 

{c) The assertions about the dimensions of the linear systems follow 

from considering exact sequences analogous to the one in (b). 
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Performing el~1 gives an elliptic ruled surface Y with a section 

C, the image of Co , with %;y-;;;; OE{-Qz) , so again by the list of 

elliptic ruled surfaces above, 'y';;;; JPE~E@OE(-Q 2 )) , and we are in the 

situation of (b) with R the image point of R2 • But then the rest is 

clear. 

PROPOSITION 1.4. Let Y = JPr(E) be the minimal ruled surface over a smooth 

curve r of genus g ~ 1 associated to a locally free sheaf E on r 
of rank 2 which is a nontrivial extension of Or(-Kr) by Or. Let G 

be an irreducible, reduced curve on Y, G f Co. Then G n Co f QJ. 

PROOF. First we note that extensions of Or(-~) by Or are classified 

by Ext1 (0r(-Kr),Or)-;;;: Ext1 (0r,Or(Kr))-;;;: H1 (r,Or(K )) ~ k ' so up to a 

constant there exists only one such a nontrivial extension E and so for 

every curve r the surface y is uniquely determined. Clearly E is 

normalized, and as l\2E = Or(-~) ' 
the invariant e of y is equal to 

- deg(-K) = 2q - 2 If q > 1 
' 

e > 0 
' 

and if q = 1 
' 

y = Yo 
' 

so r 
indeed on these surfaces the section Co is uniquely determined. 

Let us now assume that Y contains an irreducible, reduced curve 

G G f Co and G n Co= QJ Let P be any point on Co , let p{P) 

Q E r and apply elm p 
to Y. Let y be the transformed surface and 

Co , G the strict transforms on Y of Co 

~o/Y-;;;: Or(-Kr-Q) , so by (1.1.2), 'y = JP/E) 

and Co plays the role of Co on Y. 

resp. G ~ As NCo/Y-;;;: Or(-Kr) 

, with E =Or@ Or(-~-Q) , 

Because PE Co , on Y we still have G n c0 QJ' so 
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~{G) 0 ~C ~ Or . On the other hand, if y 0 
~ ~ + A•f f filirre on G rv aCo ' 

a 

y, then. Oy(G)@ Oc0 ~ Or(a(-Kr-Q)+A) , 

G ~ a<co+(Kr+Q)•f) ~ aC1 , C1 a section 

so t:,. ~ a(K +Q) and 
r 

on y disjoint from co 

Let fo be the fibre on Y over Q, and let S =Con fo 

Because elmp contracts the fibre on Y over Q, G intersects fo 

in only one point R, which has multiplicity a on G, so 

aR E Tr7 laC1 1 . Because G n Co = 0 and SE Co , Rf S 

We ~laim that the linear system IC1 1 has a fixed point T on fo 

For this, consider the ideal sheaf sequence of fo on Y, tensorized 

with Oy(C1) : 

Using (1.1.4), dim Tr7fc11 ·= h 0 (~(C1)) - h0 (0y(Co+~·f)) -

h0 (r ,tE'!Or(Kr+Q)) - ho (r ,t®Or <~)) - 1 11° (r ,Or (Kr+Q)@Or) -

- ho (r ,Or(~)@Or(-Q)) - 1 = q + 1 - q - 1 = O , which proves our claim. 

Because Con C1 0, T f S. 

Also Rf T For if not, el~, which is the inverse of elmp, would 

give as strict transforms of Co and C1 , which then goes throug R = T, 

two disjoint sections on Y, contradicting the fact that E is 

indecomposable. 

Finally one can show that, if M = Tr~£ I aC1 I , a s: 1 , dim M = a - 1 
a o a 

by the same method as above for a= 1 . Intersecting fo with curves 

contained in laC1I of the form (a-i)Co + iC1 + A.•f , A. E Div(r) , 
l. l. 

Ai> 0 , Ai not containing Q , i = 0,1,2, ... ,a-2,a, we see that Ma is 

spanned as a projective space by aS,(a-1)S+T, ... ,2S+(a-2)T,aT , but that 

S + (a-1)T l Ma. Indeed Ai~ (a-i)(Kr+Q) is base-point free if 

i f a-1 , but Aa-l ~ Kr + Q has Q as a fixed point, so a divis.or in 

laC1I intersecting fo in S + (a-1)T would contain fo as a component. 

This implies that S and T are the only points U E fo , such that 

aU E Ma As aR E Ma, this would imply R = S or R = T, which we know 

not to be true, and indeed any curve on Y intersects Co . 



2 ANTICANONICAL DIVISORS ON MINIMAL RULED SURFACES 

Let· X be a surface with canonical hyperplane sections, let 

~= X' + X be the minimal resolution of the singularities of X and let 

$: X' + X" be a relatively minimal model for X' • By I.cor. 5.4.a X' 

contains a unique (positive) anticanonical divisor W' • Because $*W' E 

E I -~11 I , also on X" the anticanonical system is nonempty, though 

in general we will have diml-~11 1 > 0 • 

We will now determine the possibilities for anticanonical divisors 

on minimal ruled surfaces. 
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PROPOSITION 2.1. Let Y l'r(E) be a minimal l'Uled sU!'faae over a smooth 

aUl'Ve r of genus q ~ , and assume E to be normalized. If 1-Kyl # 0, 
then: 

(a) if E is indeaorrrposable and q ~ 2, E is a non-trivial 

extension of Or(-Ky,) by Or 1uhiah is unique up to a aonstant, and 

diml-Kyl = 0; 1-Kyl = {2Co} in this aase; 

(b) if E is deaorrrposable and q ~ 2, E-;;: Ore Or(D), DE Div(r) 

suah that 1-Ky,-DI ~ 0. Then diml-Kyl = diml-Ky,-DI and any an~iaanoniaal 

divisor is of the form 2Co + Do•f, Do E 1-Ky,-DI 

(c) if E is indeaomposable and q = 1 E is the, up to a aonstani 

unique, non-trivial extension of Or by Or so Y-;;;: Yo , diml-Kyl o, 
and 1-Kyl = {2Co}; 

(d) if E is deaorrrposable and q = 1 , there is no restriction on E. 
Let E =Ore Or(D), DE Div(r), e = -deg D ~ 0. Then: 

(i) if e = 0 and D ~ 0 , Y = E x P 1 and diml-Kyl = 2 , any anti­

aanoniaal divisor aonsisting of tuJo fibres of the projeation Y + F; 
(ii) if e = 0 and D ,/., O, diml-Kyl = O, 1-Kyl = {Co+C1}; 

(iii) if e > 0, diml-Kyl = e and any anticanoniaal divisor is either 

of the form 2Co + Do•f, Do EI-DI or the form Co+ Cl, Cl E IC1I a 

seation. 

PROOF. (a), (b). Let Y = Pr(E) , q = p (r) illl 2 and A2c = Or(D) , 
go 

DE Div(r) • Using (1.1.3,4) diml-Kyl = h (Oy(2Co+(-Ky,-D),f)) - 1 = 

= h8 (r,s2 EeOr<-Ky,-D)) - 1 • 

Assume 1-Kyl ~ 0. Then h8 (s 2E00r(-Ky,-D)) ~ 1 • The sequence (1;1.1) 

induces the exact sequence O + E + S2 E + Or(2D) + 0 (see [H], 

II.Ex. 5.16.c), which, tensorizedwith Or(-Ky,-D) , gives: 
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so h0 (s 2 E@Or(-1),-D)) ~ 1 induces either h0 (E0Or(-1),-D)) > O or 

h 0 (Or(D-Kr)) > 0 Because E is normalized, h0 (E0Or<-Kr-D)) > 0 implies 

deg(-Kr-D) = -2q + 2 + e ~ 0, and h0 (Or(D-Kr)) > 0 implies deg(D-1),) = 
e - 2q + 2 ~ 0 so either e ~ 2q - 2 or e ~ -2q + 2 

Now if e ~ -2q + 2, e < 0 because q ~ 2, so E is indecomposable. 

By [H], V.Ex. 2.5 then also e ~ -q , so this can only happen if q = 2 

and e = -deg D = -2. Then deg(-Kr-D) = -4, so h 0 (E0Or(-1),-D)) = 0 

because E is normalized, so we must have h0 (Or(D-Kr)) > 0. As 

deg(D-Kr) = 0 in this case, this implies D ~ 1),. We will show that this 

case does not occur. 

So let WE 1-~I = l2Co+(-21),)•fl . Because h0 (Oy(Co+(-2Ky)·f) = 
= h0 (E0Or(-2Kr)) = 0 , Co is not a component of W . As Co ·W = 
= C0 ,(2C0-2Kr•f) = -2e - 2 deg(Kr) 4 - 4 = 0, w n Co 0, which is 

impossible by prop. 1.4. 

So if 1-~I ~ 0 , e 

by (1), h0 (s 2 E®Or(-Kr-D)_) 

Or(-1),-D) we get: 

~ 2q - 2. Then deg(D-1),) = -e - 2q + 2 < 0, so 

h0 (E®Or(-Kr-D)) . Tensorizing (1 .1.1) with 

so h0 (E0Or(-1),-D)) = h0 (Or(-Kr-D)) . 

Taking all this together we see that diml-~I = diml-1),-DI , so 

2Co is a fixed part of 1-~I . If E is decomposable, this gives (b). 

If E is indecomposable, by (H], V.tlnn. 2.12.b, e ~ 2q - 2. As we also 

have e ~ 2q - 2 , we 

~ 0 is only possible 

extension of Or(-Kr) 

get e = 2q - 2 . But then diml-~I = diml-1),-DI ~ 

if D ~ -1), . Then indeed E is a non-trivial 

by Or which is unique up to a constant as we 

have seen in the beginning of the proof of prop. 1 .4. Now diml-~I = 0 , 

and as -~ ~ 2Co , 1-~I = {2Co} 

(c) According to the list of elliptic ruled surfaces given in §1, we 

only have to consider 

Let's first take 

Y = Yo OJ:" Y_ 1 

Y = Yo • Then E is a non-trivial extension of Or 
by O A2 E ';;;; 0 so D ~ 0 and -K ~ 2Co . We have to show that r • r -y 2Co 

is the only anticanonical divisor on Y. 

Suppose not, and let WE 1-Kyl , W ~ 2Co • Then because h 0 (Or(Co)) 
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h0 (r 1E) = 1 , Co is not a c·omponent of W • So, as Co •W = 4ci = 4e = 0 

W n Co= 0, which is impossible by prop. 1.4, and indeed 1-~I = {2Co} 

We will now finish the proof of (c) by showing that 1-K__ I= 0. So --y-1 

let Y = Y 
-1 

In this case there is no unique normalized E associated 

to Y. We can take E to be the, up to a constant unique, non-trivial 

extension of Or(Q) by Or for some 

and -~ ~ 2Co - Q•f. 

is normalized, h0 (0y(-~-Co)) = Suppose WE 1-~I • Because E 

h0 (0y(Co-Q·f)) = h0 (r,E~Or(-Q)) = O , so Co is not a component of W. 

Also W does not contain fibres, for if so, because Oy(-~) 8 OCo = 

-;;: Or(Q) , it would be the fibre over Q • But then h0 (OY(2Co-2Q:,f)) > 0 , 

which is not true, for if we tensorize (1) in the proof of (a), (b), 

in which now Kr-~ O and D := Q , with Or(-Q) , we get h0 (0Y(2Co-2Q•f)) = 

h0 (r,s2 EOOr(-2Q)) ~ h0 (r,Or(-2Q)) + h8 (r,E@Or(-Q)) = O , again because 

E is normalized. 

Because W•f = 2, the only possibilities left for W are 

W =So+ S1, the S. two sections different from Co , or W is an 
1. 

irreducible reduced curve. In the first case, because W•Co = (2Co-Q•f)•Co= 

= -2e - 1 = 
' 

So 'f S1 ' 
and one of the s. must be disjoint from Co ' 1. 

contradicting the fact that E is indecomposable. So w is an irreducible, 

reduced curve, represented by 

dominates r, p (W) 
g 

formula gives p (W) 
g 

smooth,.elliptic. 

,a; p (r) 
g 

S p (W) 
a 

p as a 2-fold cover of r . Because w 
; on the other hand, the adjunction 

and W is 

Because OY(-~) 8 OCo-;;: Or(Q) , W intersects Co in P = fo n Co , 

fo the fibre over Q • Now we perform elmp. By prop. 1.3.a this trans­

forms Y into Yo • Then the strict transform of W, again a smooth 

elliptic curve, would be an anticanonical divisor on Yo , but we already 

know this is impossible, so indeed 1-~I = 0. 

(d) If Y = l'r(Or•Or(D)) with pg(r) = 1 , then -~ ~ 2Co - D•f ~ 

~Co+ C1 and h0 (0y(-~)) = h0 (r,s2 EOOr(-D)) = h0 (r,Of-D)~Or•Or(D)) , 

which gives the claimed values for diml-~I • For e = 0 also the 

possiblilities for anticanonical divisors are clear. 

If e > 0, h0 (0y(-~-C0 )) = h0 (0y(c 0-D·f)) = h0 (r,E@Or(-D)) 

= h0 (r,Or(-D)1C7r) = e + 1 = h0 (0Y(-~)) , so then Co is a fixed 

component of 1-~I , leaving as variable part the system IC1l Now any 

divisor of IC1l is either a section Ci , or is of the form Co+ Do•f, 
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Do E I-DI , so indeed any anticanonical divisor is of the desired fonn. 

3 SINGULARITIES ON RULED SURFACES WITH CANONICAL HYPERPLANE SECTIONS 

Before we can draw conclusions from prop. 2.1 in regard to the type 

and number of the occurring singularities on ruled surfaces with 

canonical hyperplane sections, we have to look closer at the way in which 

the minimal resolution X' arises from its relatively minimal model X" , 
which of course in general is not unique, i.e. we will describe the inverse 

of the morphism cp: X' ➔ X" introduced in §2. We put W" 

the image of the unique anticanonical divisor W' on X' 

PROPOSITION 3.1. Let X' = X' 
s 

cps-1 
- X~_1 ➔ ••• -+ Xi = X" be the facto-

-1 
cp in such a way that h blows up the points on X" in ization of 

which cp- 1 -1 
is not defined giving Xi, tP2 

-1 
cp o cp 1 is not defined etc., and let W' = 

t 
t = 1,2, ••. ,s-1. Then:. 

blows up the points in which 

(cpto ••• ocps_ 1)*(W') E I-KX 1 I, 
t 

(a) all points blown up by 

t 1,2, ••• ,s-1 ; 

on X' 
t 

lie on 

(b) if cp; 1 blo~s up 

multiplicity µ . ~ 1 on 
t,J. 

EX' , which have , i ( t) t 

is the strict transform of 

W' = W' + t+1 t+1 

i (t) 
I: 

i=1 

Et+l,i and if W~+l 

t = 1,2, •.• ,s-1 , i = 1,2, •.• ,i(t) ; so for every point P . with t,J. 
µ . ~ 2, one new smooth rational component is t,J. 
canonical divisor with multiplicity µ . - 1; t,J. 

introduced in the anti-

(c) the number of connected component of the anticanonical divisors 

W' on X' and W" = Wi on X" is the same. 

( 1) 

PROOF. (a) Let E c·X' t+1 be a smooth rational curve such that 

a point P on X~, t E {1,2, ••• ,s-1}. We have to show that 

cpt (E) is 

PE supp(W~). 

Let W~+l = m•E + D~+l , m ~ O , E 

adjunction formula E·W' = -E•K 

not a component of D~+l • By the 

2 + E2 = 1 , so E·D' t+1 t+1 x~+l 
= 1 - m•E 2 = 1 + m > 0 . Hence P = ~t(E) is a point on supp((cpt)*D~+ 1) 
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= supp(W') . t . 

(b) _We may assume t = 1 , i(1) = 1 
-1 

• so ch blows up only one point 

P1,1 = P with multiplicity µ1,1 =µon W~ to a curve E on x; . Then 

* using the general formula Kx• ~ <l\~• + E we get W~ = w; + (µ-1)E, which 
Z l 

is the desired formula in this case. 

(c) First of all, it is enough to show that W~ and W~ have the 

same number of connected components. Furthermore we may assume that ~~ 1 

blows up only one point 

connected components of 

connected. 

p to E c X~ and as we can deal with the 

separately we may as well assume that W' 1 is 

Now if P lies on only one irreducible component of W{ , WJ is of 

course still connected, and as E intersects Wl, formula (1) shows that 

Wl is, too. 

If p lies on two or more irreducible components of W' ~w• 
1 ' 2 

may be 

disconnected, but in this case the multiplicity µ of P on W~ is at 

least 2, so E does occur in (1), and of course E intersects all 

connected components of w, so 
2 ' 

is connected. 

DEFINITION 3.2. A resolution p: Y'+ Y of a normal surface singularity 

y E Y is called good, if the exceptional divisor E =p- 1 (y) has the 

following properties: 

(i) every irreducible component of E is smooth; 

(ii) E has only normal crossings; 

(iii) any two irreducible components of E intersect in at most one 

point. 

COROLLARY 3.3. Let X be a surface with canonical hyperplane sections, 

birationally equivalent to a ruled surface over a curve r of genus 

q ~ 1 , TI: X' + X its minimal resolution. Then: 

(a) if q = 1 , the non-rational singularities of X consist of 

either one singularity x with p (x) 2 or two simple elliptic 

singularities xi with TI- 1 (xi) ~r, i 0,1 

(b) if q ~ 2, X contains exactly one non-rational singularity x 

with pg(x) = q + 1 ; 

(c) the minimal resolution n is good in regard to all singularities 

of X and in the first case of (a) and in (b), TI -l (x) consists of one 

non-rational curve isomorphic to r , plus smooth rational curves, 

and does not contain cycles. 
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PROOF. (a), (b). By I.cor. 5.4.b,c, the exceptional divisors on X' of the 

non-rational singularities of X are the connected components of supp(W'). 

By prop. 3.1.c this number is the same as the number of connected components 

of W". By prop. 2.1 this number is one, except for the case when q = 1 

and W" consists of two disjoint sections on X" . So besides this case, 

X contains only one non-rational singularity x, which has p (x) 
g 

q + 1 by I.car. 5.5.c. This gives the first part of (a) and (b). 

In the remaining case, q = and wt = W" = Co + C~ , Co and 

two disjoint sections on X" . Using prop. 3.1.a,b we see that 

C' 
l 

W' =Qi+ c~ ' Co and C{ the strict transforms on X' of Co resp. 

C~ , so indeed we get two simple elliptic singularities, and of course 
~c ....... , ~ o , c1 - r . 

(c) Using [A], prop. 1, it is an easy exercise to show that any 

resolution of a rational singularity is good, and as also of course the 

minimal resolution of a simple elliptic singularity is good, we only 

have to consider the singularity x with p (x) = q + 1 • 
g 

In that case, by prop. 2.1, the reduced divisor W" d on X" suffices re 
(i), (ii) and (iii) of the above definition, contains one curve isomorphic 

to r and for the rest only rational curves, and does not contain cycles. Now 

blowing up points on X" in the way described in prop. 3.1 to get X' does 
-1 

not spoil any of these properties for W' d = ~ (x) , which proves (c). 
re 



CHAPTER III 

CONSTRUCTION OF RULED SURFACES WITH CANONICAL HYPERPLANE 

SECTIONS CONTAINING ONE NON-RATIONAL SINGULARITY 

In this chapter we will carry out, at least in low-dimensional 

projective spaces, the construction of surfaces with canonical hyperplane 

sections birationally equivalent to a ruled surface over a curve of genus 

q ~ 1 , containing one singularity of genus q + 

the only possibility by II.cor, 3.3.b. The ease q 

For q ~ 2 this is 

will turn out to 

be by far the most interesting. We will deal with this situation in §3; in 

particular there we give equations for all normal quartic surfaces, up to 

isomorphism, with a singularity of genus 2. 

DESCRIPTION OF THE CONSTRUCTION 

We surrnnarize the situation in the following diagram: 

X' 'TT xC-L.. ]Pg -
I 

I.I) 

~ X diagram 1 • 1 • 

p 
X" - r 

Here: 
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- X is the surface with canonical hyperplane sections of genus g ~ 3, 

embedded in ]Pg; in the hyperelliptic case, the upper row is to be 

replaced by X' i X ~ Jl'g , g ~ 2 , and then X = h(X) ; 

- 'TT: X' + X is the minimal resolution of the singularities of X 
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- ¢: X' + X" is a relatively minimal model of X' 

p: X" + r is the natural projection of X" onto its base curve r 

pg(r) q ~ 

D E Div(r) and 

X" l' r<E) 

e = -deg D 

with E 

- x EX is the only non-rational singularity of X, p (x) 
g 

q + 1 • 

Furthermore we use the following notation and facts: 

- L is the g-dimensional linear system of hyperplane sections of X , 

CE L a general curve; in I.§1 we saw that L is complete; 

- L" = ¢*1' on X" , C" E L" a general curve; dim 1 11 = g , and 

¢1 ,, (X") X or X c l'g in the non-hyperelliptic resp. hyperelliptic 

case; 

- L" c I aCo+li." f I on X" for some a E 7l , t:i. E Pie (r) . Let its base 

-

points be P. with multiplicity r. on a genera:l C" E L" , 
l. l. 

i = 1, •.• ,k Among these there may be infinitely near base points, 

i.e. not only base points of first order lying on X" itself, 

also points of second order, which are fixed directions in base 

points on X" , etc.; 

but 

L" is complete with respect to the conditions imposed by its base 

points, because L' is complete; 

let X' X' 
cps-1 

X' = - - ... 
s s-1 

zation of ¢ described in II.prop. 

of order t of L" , which lie on 

W' 
t 

the anticanonical divisor on X' 
t 

¢1 r -x1 = X" be the factori-

3.1; ¢t blows up the base points 

supp(W~) C X' 
t 

by II.prop. 3. 1.a, 

arising from 

=W" El-~,,I with W' the unique anticanonical divisor on X' • 

In addition to II.prop. 3.1, let us prove the following proposition 

concerning the way the base points P. 
l. 

are situated on X" • 
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PROPOSITION 1.2. (a) A general C' EL' is disjoint from W' . 

(b) A general C" EL" has no variable intersections with the divisor 

W", i.e. for every t 1, ... ,s, the strict transform C' of C" on X' 
t t 

has no variable intersections with supp(W~) . 

(c) If P. EX' is a base point of order t lying on only one compo-
l. t 

nent D~ of W~, of which it is a smooth point and if moreover D~ 

appears with multiplicity 1 in W~, then the only possible fixed direction 

of a general c' in 
t 

(d) If P. E X' 
l. t 

Pi is the direction of n; . 
is a base point of order t and if the multiplicity 

of P. 
l. 

to P. 
l. 

an W' is 
t 

of order j 

µi ~ 2, then there must be base points infinitely near 

, at least for every j ~ µi + t - 1 . 

PROOF. (a) We have rr = ¢IC'I or 

resp. hyperelliptic case, ~nd h 

hon= ¢IC'I in the non-hyperelliptic 

is a finite morphism. By I.cor. 5.4.c, TT 

blows down W' , and so 

(b) If a general 

¢IC'I does, which proves the assertion. 

C' would have a variable intersection with 
t 

supp(W~), 

it would survive to give an intersection of C' with supp(W') , contra-

dieting (a). 

(c) After blowing up ii to the curve Ei = ¢~1 (Pi) c X~+l , Ei is 

no component of W~+l by II.prop. 3.1.b. Because base points on X~+l 

must lie on W~+l by II.prop. 3.1.a, the only possible base point on 

i.e. the only fixed direction in Pi, is the point Ei n D~+l , D~+l 

strict transform of D~, which is the direction of D~. 

E. 
l. 

the 

(d) We can assume Pi =PE X" , so t = 1 , and let µi = µ . By 

II.prop. 3.1.b the exceptional curve E = ¢; 1(P) appears with multiplicity 

in W' . The curves C' 
2 

intersect E according to the 

directions of C" in P, and by (b) the intersections of C' 2 with E 

must be fixed to give base points on x; with multiplicity at least 

µ - 1 on W~ . Repeating this process we arrive at base points infinitely 

near to P at least on X' , i.e. of order µ. 
µ 

REMARK 1 . 2. 1 . We wi 11 use prop. 1 . 2. d only in case P E X" lies on a smooth 

component D" of W" which has multiplicity 2 in W" . Then the direction 

of C" in P must be fixed. 

We are now able to give an outline of the orogram we will carry out to 

construct the surfaces X. 
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CONSTRUCTION 1.3. To cnnstruct ruled surfaces X with canonical hyper­

plane sections with one non-rational singularity we have to 

(a) take a minimal ruled surface X" which has 1-~,.I # 0 and fix 

a connected W" E 1-KX,.I (connected because we have only one non-rational 

singularity, cf. II. prop. 3.1.c); 

(b) fix an a G 1 and a ~ E Pic(r) and find Z~near subsystems 

L" c I aC o +~ • f I which have their base points exactly on W" (by which we 

mean the combination of the statemP.nts of II.prop. 3.1.a and prop. 1.2.b). 

Here, afteI' conHtructing sueh an L" , a general curve C" of L" may 

turn out to be hyperellivtic; 

(c) in the non-hyperelliptic case (try to) determine 

X c Pg , in the hyperelliptic case (try to) determine 

X c ]l_)g and the branch curve of h on X • 

<j>L" (X") = 

<j>L 11 (X11 ) = h(X) 

Of course, explicitly blowing up the base points found in (b), one 
-1 finds the excevtional divisor TI (x) = supp(W') (cf. I.car. 5.4.c) and 

possible exceptional divisors for rational singularities. 

In prop. 1.4 we show how we can replace X", if necessary, by a more 

suitable minimal model, on which the transform of the linear system L" 

has a simoler form. As a consequence we ~et some relations between the 

numbers a,e.q,g and r. 
l. 

PROPOSITION 1.4. (a) e G 2q - 2 and e = 2q - 2 iff D ~ -Kr . So except 

for the case X" = E x ]_> 1 , p (E) = 1 , the curve Co is uniq:,i_ely deter­
g 

mined on X" and 2C O is a fixed part of I-~,. I 
(b) After possibly revlacing X" hy another relatively minimal model 

nf X' WP. can asHume P. l Co, i 1, ... ,k. Then: 
l. 

(1) ri ~ a - 1 , i = 1, ••• , k 

(2) E is decomposable, E ';;;:Or@ Or(D) ; 

(3) ~ ~ - aD , so L" c laC1I , a G 1 ; 

(4) L~ 1 r. = a(e-2q+2) 
].= l. 

(5) g = 1 + ½a 2 e - !L~ 1 r:; 
].= l. 

(6) 1 + a 2 (q-1) + ½a(e-2q+2) ~ g ~ 1 + ½a 2 e - !a(e-2q+2) ; 

(7) as soon as base points are present (i.e. as soon as D + -K ), r 
the number of conditions irrrposed b~ them is exactly one less than the 

expected number (i.e. they pose½ L r.(r.+1) - 1 conditions). 
i=1 1 1 



PROOF. (a) On X" , I -1Sc11 I -I 0 and because X has only one non-rational 

singularity, 1-ISc,,I contains connected divisors. Now checking the possi­

bilities in II.prop. 2.1 gives (a). 

(b) Assume L" has base points on Co ' 
so C"·Co > 0 Let p P. 

1 

be such a point. We then apply elm to obtain another relatively p 
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minimal model x'" Denoting by c'" and co the strict transforms of c" 
resp. Co ' 

we find c" ·co < C" ·Co, so repeating this, if necessary, a finite 

number of times, this intersection number becomes 0, which is what we 

want. 

(bl) If P. is a base point infinitely near to the base point 
J 

P. EX" 
1 

then rj ~ ri , so it is enough to show 

Moreover P rt. Co 

r = r. < a for a 
1 

p P. EX" 
1 

Let fo be the fibre on X" through P As C" E laCo+ll.•fl , 

rs C"•fo = a If r =a, after blowing up only P , the strict trans-

forms C" and fo of C" resp. fo are disjoint and fij -1 But then, 

if f' 
0 

is the strict transform of fo on X' , also -1 so 

f& is an exceptional curve of the first kind on X' and C' and f& 
are disjoint so ~(f&) is-a point on X (which must be x because 

¢- 1(Co) n f& -I 0 ). But this contradicts the minimality of the resolution 

~ and we conclude r <a. 

(b2) By II.prop. 2.1 we can only have an indecomposable E if E 
is a non-trivial extension of Or(-Kr) by Or. Then W" = 2C 0 and as we 

assume there are no base points on Co , there are no base points at all. 

As a consequence, a general curve C" EL" would be disjoint from Co 

By II.prop. 1.4 this is impossible, so we can forget about this case. 

(b3) Again, as there are no base points on Co , Con C" = r/J. So 

Or r;: OX,,(C") @ OCo-;;_ OX11 (aCo+ll.•f) @ OCo -;;_ Or(aD+ll.) • Hence fl.~ - aD , so 

C" ~ a(Co-D•f)~ aC1 and L" c laC1l . 

(b4) We will show that Lr. = C"·W" . Assuming this for a moment, 
1 

we get, using II.1.1.3, Lri = aC 1·(2Co-(Kr+D)•f) = a(e-2q+2) which is (b4). 

To prove Lr.= C"·W", because C'·W' = C'•W' 0 by prop. 1.2.a, 
1 st s 

it is enough to show that C'•W' = C' •W' + L r 1., with C' the strict 
t tt t+1 t+1 t 

transform of C" on X' and L denoting the. sum over the base points 
t 

of order t 
' 

lying on X' 
t ' 

t = 1, .•• ,s-1 To show this, we can assume 

t = 1 

Now formula (1) of II.prop. 3.1.b that W' = * ' - L1E. Also says 2 ¢1Wi 
1 

* C' ¢IC~ - L1r.E. 
' 

so Cl-Wi = C~ ·W~ - L1r. as asserted. 
2 1 1 1 
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(bS) On the one hand 
k 2 ( )2 k 2 - I r. ~ ac 1 - I r. 

i=t 1 i=1 1 

(b6) First, Ir: G Ir. 
1. 1. 

(C') 2 = 2g 

a 2 e - Ik 

a(e-2q!2J 

(bS) gives the upper bound. Second, Ir~ 
1. 

- 2, on the other (Ct) 2 

r: . Combine these two. 
1. 

(C") 2 -

by (b4). Combining this with 

attains its maximum value when as 

may as possible r. 's 
1. 

are equal to the maximum value a-1 . Though Ir. 
1. 

may not be divisible by 

~ (Ir.)·(a-1)-1,(a-1) 2 
1. 

gives the lower bound. 

a - 1 , we still have the estimate Ir~~ 
1. 

a(e-2q+2)(a-1) by (b4). Together with (bS) this 

(b7) As a G 1 , by (b4) there are no base points if£ e = 2q - 2 and 

by (a) this is the case if£ D ~ -Kr . 
Now assume there are base points. If the conditions imposed by them 

would be independent, we would have dim L" = dimlaC1I - ½Ir.(r.+1) 
1. 1. 

= h 0 (OX11 (aC1)) - 1 - ½Ir: - ½"Ir .• Computing the first term using II. 1.1.4 
1. 1. 

with E = 0 @ 0 (D) and ·6 = -aD because C1 ~ Co - D•f ,and using (b4) r r 
for the last, we find this to be equal to ½a2e - ½Ir~ • However, dim L" = g 

1. 

and by (bS) this is 1 bigger than calculated above, which we had to prove. 

From now on we will.assume the condition of prop. 1.4.b to be 

satisfied. We will use the bounds in (b6) of that proposition to determine, 

for fixed values of g, the possibilities for q , a and e 

The simplified form for the linear sys tern 1 11 we found in prop. 1 . 4. b 

gives us the opportunity to prove the following proposition. Here, with 

respect to the occurrence of rational singularities on X, we only need 

to know in the sequel what happens when a= 2. 

PROPOSITION 1.5. (a) The number e is equal to minus the self-intersection 

of the only non-rational curve in the exceptional divisor 1r - 1 (x) . 

(b) In the non-hyperelliptic case, the number a is equal to the 

degree of embedding of a general fibre of X" in lPg by <PL" 

(c) When a = 2 , X contains at most ordin=y double points (= 

singularities of type A1 ) as rational singularities. 

PROOF. (a) Let Co be the strict transform of Co on X' 
' 

C' 0 
-;;; r 

only non-rational curve in 
-1 

1T (x) Because no pnints are blown up 

C' = <P- 1<co) 
' 

and NC~/X' ';;; NCo/X" ';;; Or(D) ' 
so (Ct) 2 c2 = -e 0 0 0 

(b) Follows from C"•f = (aC1)•f = a • 

is 

on 

the 

Co ' 

(c) To find rational singularities on X is the same as to find smooth 

rational curves E on X' with E ¢ supp(W') , En C' = 0 for general 



C' E: ,1' and EL ;;; ··2 • We claim that such an E must necessarily be 

exceptional for ¢ 

For, the only rational curves on X" are fibres f , and if 

f c/:. supp(W") , no points are blown up on it, so the strict transform 

¢-1 (f) still has (¢-1 (f)) 2 = 0 , if f c supp(W") , its strict transform 

is contained in supp(W') , which proves the claim. 

So let us now assume that E arises from blowing up points on the 

fibre fo c supp(W") • Because a = 2 , all base points of L" are simple 

by prop. 1.4.b1 and so either a general C" has two different simple 

base points on fo or is tangent to fo in one point, in both cases 
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with the necessary higher order base points. If the multiplicity of fo in 

W" is at least 2, one can, by blowing up the base points, assure oneself 

of the fact that no E of the required type arises. So fo must have 

multiplicity 1 in W" • 

But then, examining the two possible configurations of base points as 

sketched below, we prove our assertion. 

Co c& 
P1 --)- E1 

- -- - E2 C" 

fo fJ C' 

Co c& 

P1 -)- -t- E2 

C" 

fo fb CI E1 

X" X' 

Here E. is the exceptional divisor arising from blowing up P. ' 1 1 

i 1 , 2, P2 in the second case being the direction of fo in P1 ' 
and f' 0 is the strict transform of fo on X' In the second case, 

E2 
1 -2 

' 
and E1 is contracted to an Ai-singularity by 'TI' 
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REMARK 1.5.1. Because of prop. 1.5.a we must have e > 0, so we can forget 

about the only case where the curve Co is not uniquely determined on X" 

described in prop. 1 .4.a, which has e = 0 • Hence using II.prop. 2.1, we 

know that W" = 2Co + fibres, Co the unique section on X" with negative 

self-intersection. 

2 CONES AND RULED SURFACES OVER CURVES OF GENUS AT LEAST 2 

In this section we prove two theorems, concerning the cases a= 1 , 

q :C: and q ,;; 2 • We will show that if a = 1 , i.e. if the fibres of X" 

become lines on X, then X is a cone over a canonically embedded curve. 

(see I.ex. 4.3). 

If q,;; 2, the lower bound of prop. 1.4.b6 will prove to be very 

restrictive; except for cones over canonically embedded curves or higher 

Veronese embeddings of these, there are very few possibilities in low­

dimensional projective spaces. Up to F 10 , a limit which is chosen arbitra­

rily, we will list them all in terms of their numbers q,a,e. To find all 

possibilities of these surfaces in higher projective spaces, one can follow 

the same procedure as in the proof of thm. 2.2 below. 

THEOREM 2.1. If a= i.e. if the fibres of X" are transformed into 

straight lines on X X' = X" = Fr(OrGJOr(-~)), g q;;;; 2, and L"= IC1I. 

If r is not hyperelliptie, X is the eone over the eanonieally 

embedded eurve (j>IK 1(r). 

If r is hype~elliptie, X is 

eurve (j>IK I (r) of degree q -

the eone over the rational normal 
q-1 in F , and X is the douh le eover 

of X brahehed along 2q + 2 different lines on X through the vertex. 

PROOF. The proof is a combination of the statements of prop. 1 .4. By (bl) 

there are no base points, so X' = X" , and :tr. = 0 • Then by (b3), 
l. 

by (b4), e = 2q - 2. Hence 

From all this it follows that (/>111 (X") is the cone over (/>111 (C1) , 

which is nothing else but (j>l~l(r) , and this yields the description of 

the surfaces in the theorem. 



THEOREM 2.2. Let X be a sUY'face with canonical hyperplane sections of 

genus g ., birational to r x 1'1 , r a curve of genus q ~ 2 , which is 

not a cone. Then g ~ 5, and for 5 ~ g ~ 10 there are the following 

possibilities: 

(i) g = 5 q =a= e = 2; then X' = X" = JP (OreJ0r(-~)) and L" 

l2C 1 1 , which is a system of hyperelliptic CUY'Ves; X is the Veronese 

SUY'face in JP 5 and X is the double cover of X branched along six 

smooth conics on X going through one point; 

(ii) g 6,7,8 q = a = 2 , e = g - 3 ; 

(iii) g 9: 1 =a= 2, e = 6, or q 3, a= 2, e = 4. 

In the second case, X' = X" = ]P_ (0 6JO (-K )) and L" = l2C1 I ; if r is -r r r r 
not hyperelliptic, X is the double Veronese embedding of the cone 

</>lei:[ (X") , if r is hypereUiptic, x :;;- ¢L11 (X") 

(iv) g = 10 q = a - 2, e 7 or q = 3 a= 2, e 5 or 

q 2 a = 3 e = 2 

In the last case, x' = X" JPr(0re0r(-~)) and L" = I 3C 1 I , which is a 

system of non-hyperelliptic curves, and X-;;: ¢L11 (X") • 

PROOF. As to the possible values for q,a and e, by prop. 1.4.b6 we 

certainly have 1 + a 2 (q-1) ~ g. Because q,a ~ 2 this implies g ~ 5 
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and if g ~ 8 we must have (q,a) = (2,2) . Taking (q,a) = (2,2) in (b6) 

we find e = g - 3 and this gives us the values in (i), (ii) and the first 

of (iii) and (iv). When g = 9 or 10 one can easily find the remaining 

possibilities for q,a,e with the help of (b6), 

In all three special cases (g,q,a,e) = (5,2,2,2) , (9,3,2,4) and 

(1.0,2,3,2) , e = 2g - 2 , so by prop. 1.4.a X" = JPr<0reJ0r(-~)) , and by 

prop. 1.4.b7 there are no base points, so X' = X" and L" = laC1l • 

Let us first consider the first and last of these three cases together. 

By thm. 2.1, taking the system L" = IC1l on Pp<0reJ0r(-Kr)), pg(r) = 2, 

gives us X as the double cover of JP2 branched along six lines through 

a point. But this together with I.prop. 2.1.a yields the descriptions in 

(i) and (iv). 

Finally, for (g,q,a,e) = (9,3,2,4) , if r is non-hyperelliptic, 

there is nothing to prove, so let us assume r to be hyperelliptic. Simi­

larly as above for q = 2 , the morphism associated to L" = IC1l on X" 

or rather to !Cl on X represents X as a double cover of a quadric 

cone K c F 3 branched along a curve B consisting of 8 different lines 

through the vertex. Let be homogeneous coordinates on 



40 

assume K to be defined by z~ = zoz1 and B by b(zo,z1,z2) = 0 

deg b(z) .= 4. Now H0 (x,OX(2C)) ';;: H0 (X",Ox11 (2C1)) is of dimension 10, 

and contains all 10 forms zizj , i,j = 0, .•• ,3,but because of the relation 

z~ = zoz1 they span a subspace of codimension 1. However we can take 

Vb(z) as a tenth basiselement and in the same way as in the proof of 

I.prop. 2.1.a this shows that ¢ 12CI is an isomorphism, so 

X ';;: ¢12c1 (X) = ¢12c11 (X") • 

REMARK 2.2.1. As to possible rational singularities on the surfaces des-

cribed in thm. 2.2, these only may occur if q =a= 2 e = g - 3 , 

g c:: 6 , or if q = 3 , a 2, e = g - 5, g ~ 10 (Also for g > 10 these 

values of q,a and e fit in the equations of prop. 1.4.b). Then, 

according to prop. 1.5.c, we find that there can be at most g - 5 resp. 

g - 9 (i.e. the maximal number of fibres in W" , which is equal to 

e - 2q + 2) A1-singularities. 

REMARK 2.2.2. In thm. 2.2 we do not assure the existence of the surfaces 

corresponding to the different values of g,q,a,e found there, but though 

we feel sure that for every set of values there exists at least one family 

of surfaces, we merely say which are at most possible, for so far we only 

have necessary conditions for their existence. Of course the surfaces 

described in thm. 2.2 in (i) and the last ones in (iii) and (iv) indeed 

occur. As to the others, we will content ourselves here with the following 

example, which describes a surface in P 6 with canonical hyperplane 

sections which is not a cone or the Veronese embedding of a cone and which 

is constructed with the same method we will employ in §3 of this chapter 

for elliptic ruled surfaces. 

EXAMPLE 2.2.3. We will give an example of a surface X c 1'6 with canonical 

hyperplane sections corresponding to the case (g,q,a,e) = (6,2,2,3) in 

thm. 2.2(ii). 

Let r be a curve o:f genus 2, and embed it in F" with the complete 

s,ystem I 2~+2PI , PE r • Let P1 ,P2 Er , such that P1 + P2 E l~I , 

P1 f P2 , P. f P i 1,2. Let yo, ••. ,y,. be homogeneous coordinates 
1 

on :JP"; we may assume them to be chosen such that, if H. is the hyper-
1 

plane defined by yi = 0 , then: 
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r •Ho 2P1 + 2P2 + 2P 

f•H1 P1 + P2 + 3P + Q 

r • H2 4P + 2Q 
4 

r·Hs p 1 + p + r s. 
i=1 l. 

6 
f•H4 r T. 

j=1 J 

with Q,Si,Tj Er , Q such that P + Q E IKrl , and 

{P,Q,P1,P2,S1,••·•S4,T1, ••• ,T5} a set of fourteen different ooints, except 

for the possibility p = Q Let XO ,Xl be coordinates on pl 

' 
and let 

Co be the curve defined by xo 0 on r X ]Pl • 

Now X is the image of f X ]Pl under the birational map 

iµ: r X pl--+]['6 defined by: 

(zo, ••• ,zs) 

which has as its inverse 

This shows that 1/J induces a biregular correspondeo.e of the open pieces 

XoYo f O resp. zo f O , and iµ(Co) = (0, .•. ,0,1), which is the non­

rational singularity of X 

To see that indeed X has canonical hyperplane sections consider 

the curve Cc X defined by 

0 • 

Equation (3) represents C as a double cover of r, because (y 0 ,y 4 ) f 

(2) 

(3) 

f (0,0) on r. Let T: C + r be the morphism of degree 2; Tis branched 

over the six points Ti , i 1, ••• ,6, defined by y4 0 on r , because 

for fixed Yo ,Y4 , (3) has only a double root if y0 = 0 or y4 = 0 , but 

over the points with yo O the curve defined by (3) on r x 1'1 has a 

double point, for there yo has a double zero, so these points do not 

count as branch points. 
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By (3), on C we have 

dividing _all coordinates by 

hyperplane H c 1' 6 given by 

x1 xo V Y4 ; substituting this in (1) and 
2 Yo 

x0 , we find that C is embedded in the 

z 6 = 0 in the following way: 

(zo, ••• ,zs) 

with the y. viewed as functions on C via the morphism T: C + r 
l. 

Let R be the branch divisor on c. Then R is defined on C by 

YY4 * = 0 
' 

and Kc ~ T Kr + R Now one can check that the divisors D. ' l. 

cut on C by zi = 0 ' 
all contain ,*(f) 

' 
and that D· - ,* (p) ~ 

l. 

~ KC , i = 0, ... ,5 • For instance, 

* * T (P1+P2+3P+Q) + R - T (P1+P2+P) 

* * * * T (P+Q) + R + T (P) ~ T Kr+ R + T (P) 

3 ELLIPTIC RULED SURFACES WITH ONE NON-RATIONAL SINGULARITY 

We will now treat the elliptic ruled surfaces, and for these we 

restrict ourselves to g = 2,3. So let now r = E be an elliptic curve, 

q = 1 ,. and let Y = E x 1'1 . 

First we describe in prop. 3.1 the occurring surfaces X" together 

with the linear systems L" (cf. 1.3.a,b). Blowing up the base points gives 

us X' together with the shape of the exceptional divisor ~- 1(x) = 

= supp(W') . There also we transform X" by elementary transformations 

into Y. Finally we find X in thm. 3.4, at least in the non-hyperelliptic 

case, as the image of Y under the birational map associated to the strict 

transform of L" on Y (cf. 1.3.c). 

It turns out that the only occurring surfaces X" are of the form 

- X1 l'E(OEIDOE(-Q1)) (e=1) , and 

- X2 FE(~IDOE(-Q1-Q2)) (e=2) , Q1,Q2 E E , 

and by II.prop. 1.2 we can assume the point Qi resp. the linear 



equivalence class of Q1 + Q2 to be fixed. 

Let. f. be in both cases the fibre on X" over Q. , i = 1,2 , and 
l. l. 

let R = R1 E X1 and R1,R2 E X2 be points on fi resp. on f1 and h 

as in II.prop. 1 .3. b,c. On X1 , R1 is fixed, on X2 we will choose 

R1 E f1'-Co in a suitable way and then R2 is determined. Using the same 

prop0sition, let 

- E = el~l: Xe - ➔ y 

denote by 

resp. E = e 1~ 6 e 1~ : X2 - - ➔y 
2 1 

then we 

- Ly the strict transform via E of L" on Y, Cy E Ly a 

general curve, 

- Co the strict transform of Co on Y, and by 

- gi the fibre on Y over Qi i 1,2. 

(but a general fibre still by f ). 

In prop. 3.1 we give in each case the dual graph of the reduced 

divisor W = W' , but at that moment we cannot yet talk about it as the 
red 

dual graph of the exceptional divisor TI- 1(x) of the only non-rational 

singularity, for there is still nothing that assures the existence of a 

corresponding surface X. However, the proof of thm. 3.4 will establish 

this existence for each of the cases below, so in fact we describe 
-1 

exceptional divisors TI (x) . 

We use the following dual graph notation: 

- -i denotes a smooth elliptic curve with self-intersection -e 

- * stands for a smooth rational curve with self-intersection -2 

- a line segment connecting two *'s or an o and an * means that 

the corresponding curves intersect transversally in one point. 

PROPOSITION 3. 1. (a) If g = 2 
' 

then a = 2 , e = 1 , r1 = r2 = 1 

X" X1 and L" has two different swrple base points P1, P2 on fi 

P. 
l. 

'f R1 ' 
i = 1,2 

On Y, LY c l2C 0+2Q1·fl has one ordinary double point in Q1 E Co 

with both directions fixed and not equal to the direction of Co or g1 

The dual graph of W is o--* 
-1 

43 
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-----+----co 

E: -----+ 

C" 

X" y 

(b) If g 3 either (a,e) = (2,2) or (3, 1) • Then: 

(i) if a = e = 2 , r 1 = •.. = r 4 = 1 , X" = X2 , and asswning that a 

general C" E L" is not hypereUiptic, L" resp. LY c I 2Co+(Q1 +2Q 2 ) • f I on 

Y have one of the foUowing con.figurations o.f base points: 

Co 

E: 
----➔ 

c" 

di:al graph of W: *--o--* 
-2 

---+-----+--Co 

c" C" 

P2 = direction of f 1 

dual graph of W: 

E: 
-- -- ➔ 

in P1 ; 

*--o--* 
-2 

I 

*Co 
I C 
I y 

gz 



(i3) 

Qi= Qz 

X" 

-------t-----Co 

E 
-- -- ➔ 

fixed direction in Pi resp. P3 

R2 direction in Pi, R2 I P2 ; 

dual graph of W: o--*--* 
-2 I 

* 

----------co 

E 
----➔ 

C" 

P2 direction of fi in P1 ; 

y 

P. is a base point of order 
l. 

i , Pi = fixed direction 

in pi-1 ' 
i = 3,4 ; 

R2 direction in Pi ; 

dual graph of W: o--*--*--* 
-2 I 

* 

4.'i 

(ii) and if 

the curves of L" 

points P1 and 

to be non-hypereUiptic, L" 

P2 on f1 of multiplicity 

X" = X1 , and assuming 

has tuJO different base 

2 resp. 1, 

i = 1,2 

On Y, Ly c l3Co+3Q1·fl has one triple point in Q1 E Co consisting 

of a tacnode and a simple branch, both with fixed direction not equal to 

the direction of Co or g1. 
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The dual graph of W is o--* 
-1 

X" 

E 
-➔ 

PROOF. (a) In prop. 1 .4, if g = 2 
' 

the only solution 

e = 1 ' 
so X" = X 1 and L" C I 2C1 I ' 

and then (b4,5) 

so r1 = r2 = 1 

y 

of (b6) is 

give rr. 
l. 

On X1, W" 2Co + f1 ' 
and L" has two simple base points 

a = 2 

rr~ 2 
l. 

P1,P2 on 

f1 with possibly P2 the direction of f1 in P1 (cf. prop. 1 .2.c). Let 

us show that the configuration of the points P1 ,P2,R1 must be as stated 

in the proposition. 

First, R1 'F P. , i = 1,2 , for otherwise, because c"·C1 = 2Cf = 
l. 

= 2e = 2 and dim Trc 11 IC1l = dimlC1l = 1 (use II. 1.1.4), we would have 

TrC" IC1 I R1 + gi , contradicting C" being non-rational. 

Second, if P2 would be the direction of f1 in Pi, 2P1 E Trf 112C1I. 

However, dim Trf1 12C1 1 = h 0 (OX1 (2C 1)) - h 0 (0X1 (2Ci-f1)) - 1 = 1 (again 

II. 1 .1.4), so Trf112C1I contains exactly ~wo divisors of the form 

2S , S E fi . Clearly, S = Co n fi or S = R1 • But P1 (/. Co and P1 'F R1 , 

so we get a contradiction, and we are left with the desired configuration 

on X1 • 

To determine Ly, apply s = el~1 to X1, and to get the dual graph 

of W, blow up P1 and P2 on X1 . 

(b) If g = 3 , the formula of prop. 1.4.b6 has solutions (a,e) 

(2,2) , (3,1) and (4,1) . 

If (a,e) (4, 1) , prop. 1.4.b4,5 give rr. = 4 
l. 

and 

is impossible. Let us examine the other two cases. 

(i) If a = e = 2 
' 

and so X" = X2 and L" C l2C1 I 

formulas yield rr. = Lr~ = 4 so r1 = r4 1 and 

' 
l. l. 

simple base points P1, .•. ,P11 on W" = 2Co + f1 + f2 

12 , which 

' 
the same 

L" has four 



We now choose R1 = P1 E f 1 , then R2 is fixed. Let M be the one­

dimensio~al subsystem of IC1I passing through R1 (and R2 ). Then also 

dim TrC,,M = 1 , and if R2 = Pi for some i E {2,3,4} , because C"·C1 

= 2Ci = 2e = 4 , we find Trc,,M = R1 + R2 + g1 , and so C" would be 

hyperelliptic. 
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We conclude that if we assume a general C" E L" to be non­

hyperelliptic, R2 f P. , i = 2,3,4 Using this, one finds with the help of 
l. 

prop. 1.2.c,d five possible configurations for the P. 
' 

R. 
' 

three with 
l. J 

Q1 f Qz and two with Qi = Q2 ' 
four of which are sketched in the 

proposition. The only case not occurring is where Qi f Q2 and c" is 

tangent to both fi and f2 ' 
say in Pi resp. P3 with P2 and Pr+ the 

directions of fi and f2 in resp. P1 = R1 and Ps • As we shall 

presently show this case does· not occur, because then we would necessarily 

have R2 = Ps , which is not allowed as we saw above. 

To prove this, let Mo= TrFl2C1I , F = f1 + f2 , M1 = Trf1 12C1I , 

N the subsystem of l2C 1\ of curves tangent to fi in Pi , and 

N2 = Tr N Now diml2Cd = 6 (use II. 1.1.4), and with the help of 
f2 

ideal sheaf sequences as in_II.prop. 1.3. b one finds dim Me = 3 and 

dim M1 = 2 
' 

so Mi is complete. This implies dim N2 = dim Ml) 

- dim M1 = 1 , and as deg(Nz) = 2 , N2 contains exactly two divisors 

of the form 2S S E f 2 • .Any curve of the form 2Co + f1 + b.·f , 

b. ~ Q1 + 2Q 2 , is contained in N , so intersecting with 
* * we find 

* 
S =Con f2 for one of them. Also, if C1 EM, 2C1 EN, and 

as C1 passes through R2 , we get 'so s is the other. 

Now, if C" is tangent to both in P1 resp. P3 , we have 

2Ps E N2 , and as Ps ~ Co , this implies P3 = R2 as asserted. 

The statements about Ly and the dual graph of W follow in the same 

way as in (a). 

give 

base 

(ii) If a= 3 , e so X" 

Lr. 3 
l. 

proint 

and Lr~ 
l. 

5 so 

and a simple one 

X1 and L'' c I 3C1 I , the formulas 

2 , r2 = 1 , L" having a double 

Again, 

C"·C1 = 3 

R1 cannot be equal to a base point, for if it were, because 

and dim TrC" I Ci I = dim I C1 I = 1 , the variable part of TrC" I Ci I 

would be a one-dimensional system on C" of degree at most 2, implying 

C" to be rational or hyperelliptic, which we do not want. 

But this excludes the possibility of P2 being the direction of f1 

in P1 • For if this were the case, 3P1 E Trf113C1I • Using the ideal sheaf 
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sequence of f1 on X1 one finds dim Trf1]3C1l = 2 . Let S Con f1 • 

Intersect_ing fi with divisors of the form 3Co + fibres, 2Co + C1 + fibres 

and 3C1 , one finds 3S , 2S + R1 , 3R1 E Tr f 1 I 3C1 I . This implies that 

S and R1 are the only points TE f1 such that 3T E Trf1 13C1l • So, as 

P1 E Co , this implies P1 = R1 which is not allowed. We conclude that only 

the configuration stated in the proposition is possible. 

The rest is clear. 

REMARK 3.1.1. As to additional rational singulariti.es, looking at the 

figures in the above proposition and using prop. 1.5.c and its proof, one 

sees that only the surfaces corresponding to (b.i2) will contain one 

ordinary double point. See further (3.4.2). 

We will now construct.the surfaces X corresponding to each of the 

cases described in prop. 3.1. In particular, we get all possibilities for 

normal quartic surfaces in lP 3 with a singularity of genus 2. Instead of 

using the surfaces X" with their linear systems L" , we will work with 

Y = E x lP 1 and the transformed systems 1y . 
Let us for a moment assume we are in the non~hyperelliptic case. We 

will then find X as the image of Y under the birational map associated 

to 

aE7l,ae::2 

diagram: 

diagram 3.2. 

Ly be part of the complete system laCo+A·fl on Y, 

and A E Pie (E) , b = deg t:,. .:: 3 . Now consider the following 

y = E X ]Pl _j__ :JPN 

' t I ' ' p 
El rl ' ' I k + __ q __ :A 

X" ]E'n pg 

~ 1~L i (or h) 

'IT X' - X 

Here E,~.~ and i are the same maps as before; the other maps are: 



- j 

JaCo+l!.·fl 

- p 

Ly ' 
so 

- k 

which L" 

is the embedding corresponding to the complete system 

on Y 

is the projection of j (Y) c ]PN according to the base points of 

(poj)(Y) = X; we set ~ = poj = ¢ 
Ly 

is the morphism associated to the complete system laC1I of 

is part; 
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-
L" 

' 
so 

q is the projection of k(X") c 1Pn according to the base points of 

(qok)(X") = X; 

- the strict transform via £ of laC1I is a subsystem of 

laCo+l!.•fl on Y; r is the projection of j(Y) c 1PN according to this 

inclusion of linear systems. 

Let H0 (1P1,Op1(1)) and. H0 (E,OE(t.)) have basis {xo ,xi} 

{y1, ••. ,yb} • Then viewing the x. and y. as forms on Y 
l. J 

resp. 

via the 

projections onto F 1 and E ; H0 (Y,Oy(aCo+l!.,f)) 

(a+l)·b, is spanned by all products of the form 

j = 1, ••. ,b. In thm. 3.4 we will make a special 

, l>7hich has dimension 
io i 1 . . 

XO X1 y, , l. O + l.1 = a 
J . 

choice of the bases {x} 

and {y} , suitable with respect to the base points on Y. Now choosing 

these bases induces a linear transformation of the x. 's and y. 's and 
l. J 

on :JPN this amounts to a projective transformation. In general, however, 

this induces a non-linear transformation on Fn and a fortiori on ]Pg . 

So in fact, we do not classify the surfaces X up to projective equiva­

lence, but up t·o isomorphism, using more complicated transformations than 

projective ones on ]Pg , which induce isomorphisms on X • 

In the hyperelliptic case one also has a diagram as (3.2) above, but 

then ¢L = h and j need not be an embedding (b=2 is possible). Though 

then all surfaces which might appear as image X = h(X) (see the list in 

the beginning of I.§2) are projectively determined, still we will not find 

X together with the branch curve of h on it up to projective equivalence. 

For instance, it is easy to find an example of an isomorphism on a double 

cover X of :JP 2 as in thm. 3.4.a below which induces a quadratic Cremona 

transformation on :JP 2 • 

PROPOSITION 3.3. Let E be a smooth elliptic cU!'Ve over an algebraically 

closed field k , char (k) f 2 • Let Q1 ,Q2 E E and let E be embedded 

in :JP 2 by the complete linear system I Q1 +2Q2 I • Then we can choose 

coordinates Yo,Y1,Y2 on :JP 2 swh that E is given by 
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PROOF. 

h(y) Y5 - YiY2 - (1+X)yijy2 + Xyoy~ + 

(0, 1,0), and that y2 = O cuts on E the divisor 

Furthermore, Qi= Q2 iff µ = 0 

Assume E to be embedded in F2 by 1Qi+2Q2I Let .e. 

tangent line to E in Q2 ' 
let m + .e. be a line through Q2 

be the 

tangent 

to E in some point T and let n #m be a line through T intersecting 

E in another point T' such that the line m' through Q2 and T' is 

tangent to E in T' 

We can assume Q2 (/_ n If Qi= Q2 this is clear, if Qi 'f Q2 this 

follows from the facts .. that through Q2 there pass four different 

lines to E not equal to .e. and that E is of degree 3. 

Now choose coordinates Yi ' 
i = 0,1,2 

' 
such that l,m,n are 

by Y2 = 0 , Yo = 0 resp. Yl = 0 Then T' = (a.,0,13) 
' a., 13 E k 

' 
a.,13 # 0 and multiplying Yo with a suitable scalar, we can asstnne 

T' = (1,0,1) . 

Let h(y) = 0 be the equation of E Because Q2 (0,1,0) 

tangent 

defined 

and 

T = (O,O, 1) lie on E 
' Yi and y~ do not appear in h and because 

.e. and m are tangent to E in Q2 resp. T , YoYi and 2 
Y1Y2 do not. 

So 

Because (1,0,0) (/_ E , a. 0 f O, and becaus.e E is smooth in (0, 1,0) 



and _(0,0,1), a1,a3 'f O. So dividing h by ao and replacing Y1 by 

a suitable scalar multiple we can assume ao = 1 , a 1 = -1 . Because 

m; Yo= Y2 is tangent to E in T' , 

has Y1 = 0 as a double root, so a2 = -1 - a3 and as -a4 . Now put 

µ to get the desired equation. 

The rest is clear. 
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REMARK 3.3.1. One can show that the condition for the curve defined by 

the equation h(y) 0 above to be smooth is :>.(>.-1) ((µ 2-4) 2+16:\µ 2) f. 0 • 

REMARK 3.3.2. If µ = 0 ,,h(y) = 0 is the familiar equation of an 

elliptic curve which is a do1,1ble cover of ][' 1 branched in O, 1,:\ and 00 

so E ';;; E (:\) • 

In thm. 3.4 we assume to be given coordinates xo,x1 on ]['1 such that 

Co on Y =Ex F 1 is defined by x 0 = O. 

THEOREM 3.4. Let X be a surface with canonical hyperplane sections of 

genus g, birationally equivalent to a ruled surface over an elliptic 

curve E with one non-rational singularity x. Let TT: X' + X be the 

minimal resolution. Then: 

(a) if g = 2, X is isomorphic to the double cover of F 2 , branched 

along the three conics with fourfold contact in (0,0,1) , given by 

ZI zoz2 - :\zij , with :\ f. 0,1 • 

Here E ';;; E(:\) , x Ues over the point (O,J, 1) , Sing(X) 

TT -l (x) has dual graph o--* 
-1 

{x} , and 

(b) if g = 3, and if we assume the hyperplane sections of X to be 

non-hyperelliptic, either: 

(i) X is isomorphic to a surface in 1P 3 given by 
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Here x = (0,0,0,1) and if 

(i1) µ,a IO , Sing(X) 

*--o--*; 
-2 

{x} and 1r -\x) has dual graph 

(i2) µ # 0, a= 0, Sing(X) = {x,(-µ,0,0,1)}, with (-µ,0,0,0,1) 

an A1-singularity and 1r-1(x) has dual gra:ph as in (i1) ; 

(i3) µ = 0, a IO , Sing(X) = {x} and 1r- 1(x) has dual graph 

o--*--* 
-2 I 

* 
(i4) µ = a = 0 , Sing(X) {x} 

-1 
and 1r (x) has dual gra:ph 

o--*--*--* 
-2 I 

* 

or: 

(ii) X is isomorphic to a surface in 1' 3 given by 

+ (1+:>-) (2z0 z 2+2ZI) 2 - :>-(2zoz2+2zf) ·2z~ = 0 , with :>- I 0, 1 . 

Here ~ -1 E = E(:>-), x = (0,0,0,1), Sing(X) = {x}, and 7r (x) 

graph o--* 
-1 

has dual 

PROOF. (a) We will describe the rational map 1/J = </>Ly: Y - - + lP2 with Ly 

as in prop. 3.1.a. 

Let yo,Y1 E H0 (E,OE(2Q1)) be a basis such that via </> 12Q1 I: E + lP 1 , 

Let (yo,y 1) (1,0) , (1,1) and Q1 is the point (yo,y1) = (0,1) 

(1,:>-) be the other branch points of <1> 12Qil . Now xo and Yo have a 

zero of order 1 resp. 2 in Qi E Y . 

On E there exists a local parameter y E OE,Qi in Q1 , such that 

y2 = yo/y1 mod m;,Qi , OE,Qi and mE,Qi denoting the local ring of E 

in Qi and its maximal ideal. Let O be the local ring of Y in 

Q1 E Co and m its maximal ideal. Then x = x 0 /x1 and y are 
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generators of m. 

Because Ly c 12Co+2Q1•fl , the space of functions _belonging to Ly, 

H0 (Ly) , is a subspace of H0 (0y(2Co+2Q1·f)) , which is spanned by the six 
iO il . 

forms xo x1 y. , io + i1 = 2, j = 0,1 . Let 
J 

Because G(Q1) = 0 
' C15 = 0 , and because G must have a double point 

Q1 a,. 0 Writing the remaining form locally around Q1 with 

X1 Yl xo = X and YO = y2 mod m3 , we get: 

As we must have an ordinary double point in Qi with fixed directions 

not equal to the direction of Co and the fibre g1 ' 
a2,a3 'f' 0 and 

ratio C12/C13 is fixed. Multiplying xo with a suitable constant, we 

assume a2 = Cl 3 ' 
and so H0_(Ly) is spanned by 2 xoyo • xox1yo and 

xho + xijy1 • 

Now ijJ: E x F1 -- + F 2 is given by: 

in 

the 

can 

(1) 

This shows that 1/J factorizes through </i x id • E x JP1 + F 1 x F 1 
l2Qil • ' 

which is branched along the four fibres lying over the branch points on E 

of 
</i l2Q1 I . 

We can write 1/J locally around Q1 mod m3 , as 

(2) 

To blow up Q1 , we put y = xt in (2), and because Q1 is a double point 

we then divide by x 2 x = 0 giving the exceptional divisor E1 arising 

from Q1 , so then 1/J is: 

(3) 

Now by diagram 3.2, 1jJ 
-1 -1 

ho~o<ji oe • Indeed: 
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by (1)' ljJ is only not defined in xo = Yo 0 
' 

i.e., in Qi ' 
so 

Qi is blown up to a curve E1 
' 

and taking YO 0 in (1) one sees that 

is this is 
-1 

= elm E F 1 - -+ X1 E1 fi g1 contracted. Together E: : X • = 
Qi 

on X1 and g1 is contracted to R1 on f1 The fixed directions in Q1 

are now the points P1,P2 E f1 • (see prop. 3.1.a). 

- by (3), ljJOE is not defined in the points (x, t) = (0,±1/-1) , which 

are P1 and P2 , and so these points are blown up. This is 

cj, -l : X1 - - + X' ; 

- taking xo = 0 in (1) and x = 0 in (3) one sees that Co resp. 

f 1 are contracted, both being mapped to the point (0,0,1) . These 

contractions together are rr: X' + X; 

- let us finally consider h. The map 

was branched along the fibres over O,1,A 

cj, X id • E X ]P 1 + ]P 1 X ]Pl 
I 2Q1 I • 

and 00 • Now the fibre over 

00 = (0,1) is g1 , and is·contracted to a point, so h is branched along 

the other three. Taking y1 = 0 , y1 = yo and y1 = Ayo in (1), we see 

that these three fibres are mapped to the conics with equations as 

announced in the theorem, and these have fourfold contact in h(x) = (0,0, 1). 

Now the rest is clear. 

(b)(i) Here we desc~ibe the map ljJ for Ly as in prop. 3.1.b(i). 

Let yo,y1,y2 E H0 (E,OE(Q1+2Q2)) be a basis such that E embedded 

by IQ1+2Q2I has an equation h(y) = 
assume µIO , so Qi I Q2 and Qi 

local ring with its maximal ideal of 

= 

0 as in prop. 

(-µ, 1 ,0) Let 

Q. on y i = 
l. 

3.3. Let us first 

0. m. be the 
l. l. 

1,2 Locally around 

Q1 and Q2 we take x1 = y1 = 1 Now m1 is generated by x = xo and 

t = Y2 , m2 has generators x = xo and u = yo and h(y) = 0 gives 

the relation y2 = µu 2 mod m32 in 02 • 

Nowi H~(Ly) c H0 (Oy(2Co+(Q1+2Q2)•f)) 
f Ul .. 2. 0 2 orms xo x1 y. , 10 + 1.1 = , J = ,1, 

J 
zero in Q2, and of the other eight, only 

which is spanned by the nine 

Of these, only is non-

xfyo is non-zero in Qi , so we 

can forget about these. two. Of the remaining seven, xox1y1 is the only 

one with a zero of order 1 in Q2 , where we want a double point, so also 

this form can be thrown away. 

Consequently, any GE H0 (Ly) can be written as 
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Writing G locally around Q1 resp. Q2 we get 

G - G1 -aoµx 2 + a1x2 + a2x2t - a3µx + 

+ a"xt + Cl5t mod mi ' 
and 

G - G2 Clgx2u + a.1x2 + a2µx 2u2 + a3xu + 

+ a"µxu 2 + a5µu 2 mod mL 

In Q2 we must have a double point with two different fixed 

directions, not equal to the direction of Co or g2 , so the quadratic 

part of G2 , a 1x2 + a 3xu + a5µu 2 , is a multiple of a fixed quadratic form 

(4) 

Now $1,$ 5 # 0, for otherwise G2 is divisible by either u or x, 

and g2 or 

and replacing 

Co would be a fixed component of Ly. Dividing (4) by Ss 

x = xo by a suitable multiple, we can assume S1 Ss = 1 

Then call $3 = a • As we must have two different directions in Q2 , (4), 

which is now x2 + axu + µu2 , has two different roots, so a 2 # 4µ • 

In Qi we must have a simple point with fixed direction. The linear 

part of G1 is -a 3µx + ast = a 5(-aµx+t) by the arrangements above. So 

we already have a fixed direction in Q1 , never equal to the direction of 

C0 , and equal to the direction of g1 if a= 0 (case (i2)). 

Summarizing, H0 (Ly) has basis {xba ,~~iY2 ,xaX1Y2 ,xh1 +axox1yo+xh2} 

if µ # 0 . 

One can check that if µ = 0 these four forms still satisfy the 

conditions of the base points,so then Ho (Ly) has the same basis. Then 

we are in case (i3) of prop. 3. 1.b if a # 0 
' 

in case (i4) if a = 0 

The rational map 1/J = <j>L : E X pl--+ p3 is now given by 
y 

(5) 

and its inverse 1/J - 1 by 
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This shows ¢ to be birational and also x = ¢(C 0 ) = (0,0,0,1) • 

by substituting the y. as found in 
l. 

(6) 

We find the equation of 

in the equation h(y) 

¢ (Y) 

0 of E in 1'2 (see prop. 3.3). This gives 

us an equation of degree 6 in the zi , but it can be divided by zy , 

leaving us with the equation promised in the theorem. This indeed must be 

the equation of ¢(Y) , for, as ¢ is birational, ¢(Y) is a non-rational 

surface, so of degree at least 4 in 1' 3 • 

Let us determine the singularities of this surface. By (S) and (6), ¢ 

and ¢-1 are biregular on xijyz IO resp. z1 IO , so Sing(¢(Y)) c 

c Sing(C) , C being the plane section z1 = 0 ; C has equation 

0 • (7) 

If µ,a Io , because a 2 I 4µ (7) defines four different lines 

passing through (0,0,0,1) so Sing(¢(Y)) {x} 

If µ I o , a = 0 
' 

(7) can be written as 

z~ (z~+µzij) 0 

so all singularities of ¢(Y) lie on the line z1 

compute that 

0 . Now one can 

clH/clz1(y,O,O,o) y2 (y+µci) ' 

which is O if y = 0 giving x, or if y = - µ, ci = Writing H 

locally around (-µ,0,0,1) with Z3 = 1 and z = zo + µ we get: 

- µ 3z~ + terms of degree at least 3, 

so (-µ,0,0,1) is of type A1 • 

If µ = 0 , a IO , (7) gives two lines, both counted twice: z2 0 

and az 0 + z2 = 0 . In this case 

clH/clz1(1,0,-a,ci) = 1 , 

(8) 
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so we get only x. 

If .µ = a. = 0 (7) gives the line z2 0 with multiplicity 4. Also 

here (8) holds, so again we get only x 

We conclude that ~(Y) is a quartic surface, birational to the 

elliptic ruled surface Y , with isolated singularities, containing only 

one non-rational singularity. But then only the situations of prop. 3.1.b(i) 

can occur, so ~(Y) must necessarily be the surface X corresponding to 

those situations, and TT-l (x) = W 

(ii) Let E embedded in 

3.3 with µ 0; Q1 = (0,1,0) 

O,m be the local ring of Q1 

:JP2 by l3Q 1J have an equation as in prop. 

with inflexional tangent Y2 0. Let 

by and 

on 

y = YolY1 , The 

Y with its maximal ideal, m generated 

equation of E gives, taking 

Y1 locally in Qi , y2 = y 3 mod m4 • 

In this ca~e,.H0(Ly) c: H0(Oy(3Co+3Q1,f)) , which has as a basis the 
lo 11 . . . O z r h twelve forms xo x1 y. , 10 + 11 = 3, J = ,1, • In Qi,. Y we must ave 

J 
a triple point. Now xoxiyo,xiyo,x~xiy1,xoxiyi and xtyi have a zero 

of order less than 3 in Q1 , and as their linear and quadratic part never 

cancel in a linear combination we can forget about them. So any G C: H0 (Ly) 

can be written as: 

Writing this locally around Qi with X1 

Y2 = y 3 mod m4 , this is: 

G = g 

1 , Xo x, Yo y and 

(9) 

Any such g has a triple point in Qi , so we only have to take care of the 

tacnode and the simple branch with fixed direction. To this end we blow up 

Qi • We put y = xt in (9) and divide by x 3 to get: 

g' (10) 

The exceptional divisor Ei arising from Qi is defined by x = 0, and 

t is an affine coordinate on Ei . On E1 we must have a double point 
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P1 corresponding to the ta~node and a simple point P2 corresponding to 

the simpie branch. As both directions are not equal to either the direction 

of Co or of g1 , P1 and P2 are given in (10) by (x,t) = (0,t.) , 
1. 

t. la 0, 00 , i 
1. 

assume t1 

1,2. By multiplying x = xo by a suitable constant we can 

, i.e. the direction of the tacnode is y = x on Y. This 

implies: 

~ ax (0,1) ao +as= 0, and 

( 11) 

Intersecting the resulting curves with E1 , i.e. taking x = 0 in (11), we 

get (t 3-3t+2) = (t-1) 2(t+2) = 0, so P2 is now (x,t) (0,-2) , and 

the direction of the simple branch in Qi on Y is given by y = -2x 

We conclude that H0 (Ly) has basis {xijy2,x5x1 y2,x6yo-xoxiy2, 

-3x~x1yo+2x6y1+xfy2} . Consequently, the birational map 

Ex JP 1 --+ JP 3 and its inverse are defined by 

Indeed x = ,JJ(C 0 ) = (0,0,0,1) , take xo = 0 in (12). 

,JJ = cpl : 
y 

(13) 

To get the equation H(z) = 0 of ,JJ(Y) , insert the expressions for 

the yi of (13) in the equation h(y) 0 of prop. 3.3 with µ = 0, and 

divide the result by 2z5 . 

This time, ,JJ is biregular outside of xoy2 = 0 resp. zo = 0, so 

Sing(,JJ(Y)) c Sing(C) , C the plane section zo = 0 with equation 

0 • (14) 

So C is a smooth conic with its tangent line z1 0 counted twice, 



hence any singularity of ~(Y) lies on the line zo 0 • However, 

clH/clzo (0,0, y, o) -4y3 ' 

and this implies Sing(~(Y)) = {x} • 

Now the proof can be concluded in the same way as in (i) above. 

REMARK 3.4.1. The equations in thm. 3.4 show that if g = 2 or if g 3 

and X is of type (ii), there exists up to isomorphism exactly one 

surface X for each elliptic curve. If g = 3 and X is of type (i), 

things are more complicated. 
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REMARK 3.4.2. In prop. 3.1.b(i) we excluded only one possible configuration 

of the base points, namely. when Q1 'f Qz and C" E L" is tangent to 

both f1 and f2 , because then we would get a system of hyperelliptic 

curves. By the same arguments as in (3.1.1), a surface X corresponding 

to this case would contain two ordinary double points, and indeed one can 

show them to exist. They turn out to be double covers of a quadric 

in 1' 3 with vertex V , branched along four smooth hyperplane sections not 

going through V and having one point P in common, the singularity 

x ( X lying over P and the rational double points both over V. 

On the other hand, thm. 3.4.b(i) shows that all possible configu­

rations, stated in prop. 3.1.b(i), give a non-hyperelliptic system. 

He.nee we conclude that degeneration of the surfaces of thm. 3.4.b(i) 

to a double quadric, which is then a cone, coincides with degeneration to 

a surface with two A1-points. 
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CHAPTER IV 

ELLIPTIC RULED SURFACES WITH TWO SIMPLE ELLIPTIC SINGULARITIES 

In this chapter we will look into the one remaining case, correspond­

ing to the second possibility of II.car. 3.3.a. So now X is a surface 

with canonical hyperplane sections birationally equivalent to a ruled 

surface over an elliptic curve E and contains two simple elliptic 

singularities. 

Our aim is to prove a theorem analogous to III.thm. 3.4 describing 

these surfaces when the genus g of their hyperplane sections equals 2 or 

3. Because we will use the same method for this as in the preceding chapter, 

much of III.§1,3 applies here as well with only minor changes. 

We conclude this chapter with a theorem about the moduli of these 

surfaces if g = 2, to be used in ch. V. 

ADJUSTMENT OF THE CONSTRUCTION OF CHAPTER III 

Here we indicate what can be taken over from III.§1 with the necessary 

modifications. 

- III.diagram 1.1 is still valid if we write r = E, E a smooth 

elliptic curve, q = 1 , and if we replace x by the two simple elliptic 

singularities xo,x1 • 

For the rest, everything up to III.prop. 1.2 still holds. 

- In III.prop. 1 .2.we omit (d). 

- In III.construction 1.3 we have to take in (a) W" E l-1Sc11 I to be a 

sum of two disjoint sections: W" = Co + C1 • (cf. II.prop. 2 .1.d). 

Moreover, in the last sentence we can forget about the statement 
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concerning TI- 1(x) • 

- Taking q = 1 , III.prop. 1.4 still holds with the same proof if we 

leave out in (a) the equivalence e = 2q - 2 = 0 iff D ~ -KE because of 

the possibility of II.prop. 2.1.d with e = 0 
' 

D ,f., 0 

Note that now, because all base points must lie on W" 
' 

they all lie 

on C1 Because of II.prop. 3.1.b(l), in every stage of blowing up points 

in passing from X" to X' 
' 

the anticanonical divisor arising from W" 

consists of the strict transforms of Co and C1 . 

Denoting by C! the strict transforms of these curves on X' , let 
l. 

x. TI(C!), i = 0,1 
l. l. 

- Of III.prop. 1 .5 we skip (c), leave (b) as it is, and replace (a) by 

(PROPOSITION 1. 5. a)' (C & ) 2 and (C:1.) 2 = e - k , where c! 
-1 = -e = 'If (x.) 

l. l. 

is the exceptional divisor of x. in the minimal resolution and k is the 
l. 

number of base points of L" 

PROOF. As to Cd , see the proof of III.prop. 1.5.a. As to Ci , we saw 

above that all base points of L" lie on C1 • So on C1 (or on strict 

transforms of it) k smooth points are blown up. But then the assertion 

follows from the fact that Cf= e 

- As in III.remark 1.5.1 Co is uniquely determined, as we must now be 

in the last case of II.prop. 2.1.d. The curve C1 is a fixed section 

disjoint from Co • 

2 CONSTRUCTION OF ELLIPTIC RULED SURFACES WITH CANONICAL HYPERPLANE 

SECTIONS CONTAINING TWO SIMPLE ELLIPTIC SINGULARITIES 

This section is the analogon of III.§3. 

Let us introduce the following notation: 

- Q = 0 f. E is a fixed point of E , assumed to be the zerowith respect 

to addition on the abelian group E • 
' 
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- 0 = <P 12Q1: E + 1P1. Let Yo,Y1 be coordinates on 1'1 such that 

0(Q) = (t,O) = 00 , and such that the other branch points of e lie over 

(yo,Y1) = (0,1) , (1,1) and (>-,1); 

- a: E + E is the isomorphism interchanging the sheets of 0 

Because we chose Q = 0, a= -id on E, and so 0(E) = E/<±id> 

- Xi = JP E (OEGIOE (-iQ)) 

fibre over Q ; 

i 1,2. Let fQ be on both surfaces the 

- Ri = fQ n C1 on Xi, i = 1,2, and let E = elmR1 X1 --+Y resp. 

E = el~1 oel~2 : X2 - - + Y ; then we denote by 

- C. the strict transform of C. on Y, i 
l l 

0,1 , and by 

- gQ the fibre on Y over Q, 

Ly,Cy having the same meaning as in III.§3. 

PROPOSITION 2.1. Let E be a smooth elliptic curve over an algebraically 

closed field k, char(k) f 2 

(a) Assume E ';;; E(>-) , let Q E E and let E be embedded in JP 3 by 

the complete Zinear system l4QI Then we can crtoose coordinates 

Yo ,Y1 ,Yz ,y 3 on JP 3 such that E is given by 

( 1) 

(2) 

y1y3 and 

that Q = (O,O,O, 1), and that Yl O au.ts on E the divisor 4Q 

Furthermore, then yo,Y1,Y2 have a zero in Q of order 2,4 resp. 1. 

(b) Let Q,P i,P 2 E E , Q f P. , i 1 ,2 such that 3Q ~ 2P 1 + P2 
l 

and let E be embedded in JP 2 by the complete Zinear system I 3Q I . TJ,an 

we can choose coordinates yo,Y1,Y2 on JP 2 such that E is given by 

h(y) 0 ' 



that Q (0, 1,0) , that P1 = (0,0, 1), and that y2 = O and y1 = O 

cut·on E the divisors 3Q resp. 2P1 + P2. Furthermore, P1 = P2 iff 

;\ = 0 • 

PROOF. (a) Let E be the curve defined by (1) and (2) above, and project 

it from (0,0,0,1) EE into F'(yo,Y1,Y2) . To find the image, substitute 

y3 = y~/y1 ((1)) into (2). This gives the familiar equation of E(A) , so 

E-;;' E. 

If (0,0,0,1) = R ~ E , let T: E + E be the translation defined by 

T(Q) = R Then <1>14Rl 0 T = <1>14QI and because Yl = 0 cuts on E four 

times the point (0,0,0,1) 
' <1>14Ql(E) is indeed given by the desired 

equations with Q = (0,0,0,1) The rest is clear. 
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(b) Assume E to be embedded in ]P2 by l3QI Let l be the inflex-

ional tangent line to E in Q, let m be the line connecting Q and P1 

and let n be the tangent line to E in P1 . 

Choose yo,Y1,Y2 in a such a way that l,m and n are defined by 

Y2 0, Yo= 0 resp. Y1 0 • 

yo=O 

Because of these choices E has an equation 

h(y) 0 ' 

with ao,a1,a2 f O. Now divide by ao and multiply Y1 and yz with a 

suitable scalar to get ao = a1 = a 2 = 1 . The rest is clear. 

NOTATION 2.1.1. Let I:::. F l4QI be the divisor cut on E c JP 3 as in 
a 3 

prop. 2.1.a by the plane L a.y. = 0 
i=O i i 
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REMARK 2.1 .2. In prop. 2.1.a, Yo = 0 cuts on E the divisor 

2Q + 2Q' , Q' = (O, 1,0,0) (so 2Q' E l2QI ) , y1 = 0 the divisor 4Q and 

y3 0 the divisor 4Q' • This means that N = {6 /a 2 =0} , N c l4Ql the 
a 

earlier defined two-dimensional subsystem composite with l2QI • 

REMARK 2.1.3. For the equation in prop. 2.1.b there exists a polynomial in 

the coefficients, say P(A,µ) , such that it defines a smooth elliptic curve 

iff P(A,µ) i O. 

In prop. 2.2, which replaces III.prop. 3.1, we employ the usual 

terminology for rational double points of surfaces: a point is called of 

type Al if the dual graph of its exceptional divisor in the minimal 

resolution is *--*-­
of III.§3.). lx 

--*--* l ~ 1 (dual graph notation 

PROPOSITION 2.2. (a) If g = 2, then a= 2, e = 1 , r 1 = r 2 = 1 , 

X" = X1 and L" resp. LY c l2Co+2Q•fl have one of the foUo-wing two 

configurations of base points: 

(a 1) 

Co )Kc, 
E 

Cy 
I Cy 

C" 
----+ I 

} J IR1 \. J I 

p~ ' 
C1 

P~z 
I C1 
I 

fQ gQ 

(a2) 

1 X A1 I 
Co ~Co 

I C 
C" E I y 

-- --➔ Cy I 

'--./ IR1 ~ 
P1=P2 ' C1 

P1 C1 

fQ gQ 

X" y 
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-(b) If g = 3 , either (a,e) = (2,2) or (3, 1) • Then: 

(i) 'if a = e = 2 , r1 = .•• = r~ = 1 , X" = X2 , and L" c J2C 1 I = 

l2Co+4Q•fl • Let E be given as in prop. 2.1.a, let A = .~ P. be the 
a i=1 i 

divisor of base points on Ci and asswne a general C" to be non-hyper-

elliptia. Then A t N. 
a 

If A0 does not aontain Q , L" and LY c l2Co+4Q•fl have one of 

the follaruing aonfigurations of base points: 

(i 1) 

(i2) 

(i3) 

1 X A2 

------'----Co 

--------Co 

C" 

\.) 
I 

I C" I . 

I \.~) C 

~2~~ l 

-----1 ----Co 

I 

C" I C" 

\... : P~_/ 

X" 

e: ----+ 

e: ----

e: 
----➔ 

y 
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(i4) 

1 x A3 

(i5) 

2 x Ai 

---------Co 
I 
I 

C" I 

__ \_,..ao.-.. e -L"---~-- .C 1 

P 1 =P2=P 3=P 4 1R2 

____ ..;_ ____ co 

X" 

E 
-- -- ➔ 

E 
-- -- + 

Cy 

_\-._;;:,, ..... """"'L----C1 
P 1=P2=P 3=P 4 1 

I 

--->➔•1~,~E:--c--Co 
I y 

Cy 

\,/ Ci 
P3=P 4 

If !::,.a contains Q ; Ly c I 2Co+3Q" f I , and L" and Ly have one 

of these configurations of base points: 

(i6) 

-------;--- Co 

C 
I /,y 

'-...Q~ Co 

7: 
I 

C" I 
E ----+ I 

\Pi~'./ 
v~r,=R2Ci 

fQ 

(i 7) 

-------'--- Co 

E 
-- --+ 

X" y 



(i8) 

--------,--Co 

I 
I 

C" I 

"=- ij 
P1 =P2=P~P~=R2C1 

fQ 

X" 

E 
----~ ➔ 

y 

(ii) and if a = 3 , e = 1 , r 1 = 2 , r2 = 1 , X" X1 

C" E L" to be non-hypereUiptic, L" resp. 

and if we 
assume a general 

LY c I 3C0 + 3Q · f I have one of the following configurations of base points: 

(i i 1) 

Co 

E 
----➔ 

''t( C" 
I Py 
\1 I , C1 
I 

fQ 

(ii2) 
Co 

E 

c" -- -- ➔ 
I 

"-__Q I 

I P1=P2 ' C1 
1R1 

fQ 

X" y 

Moreover, in each case of (a) and (b) above the set of rational 

singularities, if present, of a corresponding surface X is indicated. 

PROOF. The values for a,e and the r. 
l. 

because III.prop. 1.4 still holds. 

are the same as in III.prop. 3.1 

(a) It is clear that (a1,2) are the only possibilities once we know 

that R1 f Pi , i = 1 ,2 . But this is so for the same reason as in the 

67 



68 

proof of III.prop. 3.1.a. 

To (ind additional rational singularities, note that the only rational 

curves with negative self-intersection on X' will be the strict transforms 

of the fibre(s) on which P1,P2 lie and the exceptional divisors arising 

from blowing up P1,P2 

Blowing up P1 ,P2 one finds that in (a 1) all these curves have 

self-intersection -1 , so no rational singularities, but in (a2) we get, 

with Ei the curve arising from blowing up Pi , i = 1,2 

C' 

figure 2. 2. 1. 

C' 

with Et = -2 and E1 disjoint from a general C' 
' 

so if a corresponding 

surface X exists, 1T (E 1) will be an Ai-singularity on it. 

(b) (i) Let us first prove that I:::. '/. N 
a 

Assuming the contrary, let Mc lei] be the subsystem of curves passing 

through the base point P1 of L" , dimJC1 I = 2 , so dim M = 1 . Because 

NCi/X" -;;: OE (2Q) , M passes through another fixed point S E C1 and 

Trc 1M = P1 +SE l2QI 

But now, because I:::. contains P1 and I:::. F. N 
' 

I:::. also contains 
a ex a 

s S = P. for some . ,::: {2,3,4} and this implies that TrC 11M = • l. ~ 

' l. 

P1 + s + l for C".C1 = 2Cf = 4 and this contradicts our assumption gz ' ' 
that C" is non-hyperelliptic. 

Now if I:::. 
ex 

does not contain Q , applying e: it is easy to see that 

Ly c l2Co+4Q•fl and one finds configurations (i1)-(i5). 

If I:::. contains Q , it is necessarily with multiplicity 1 because 
ex 

I:::. r/. N • Then in applying £ one has to blow up once 
a 

Q = R2 E C1 , and so 

one finds Ly c l2C 0 +3Q•fl , (i6)-(i8) giving no problems. 

As to possible rational singularities, drawing pictures as in the proof 

of (a), it is easy to see that the coincidence of l base points gives 

rise on X' to the exceptional divisor of an Al_1-singularity disjoint 

from a general C' • 



(ii) Here (ii 1,2) are ·the only possibilities to be written down, 

because for the same reason as in the proof of III.prop'. 3.1.b(ii), 

R1 1' P1,P2 • 

69 

Blowing up P1 and P2 one will find that both in (iil) and in (ii2) 

on X' all rational curves with negative self-intersection are intersected 

by a general C' , so no rational singularities occur. 

At this point we could copy the discussion following III.remark 3.1.1 

up to III.prop. 3.3; again not only projective transformations are involved 

to get the equations below. In this case we classify all normal quartic 

surfaces in lP 3 with two simple elliptic singularities up to isomorphism. 

In the theorem below we choose coordinates x 0 ,x1 on lP1 such that 

on Y = E x lP1 the curve C{ is given by xi = 0 , i = 0, 1 . Moreover, 

we recall that a simple elliptic surface singularity z E Z is called 

of type E. , if in the minimal resolution p: Z' + Z the smooth elliptic 
-11 

curve p (z) has self-intersection i - 9 , i = 7,8 

THEOREM 2.3. Let X be a sU:r>face with canonical hyperplane sections of 

genus g , birationaUy equivalent to a ruled surface over an eUip/ic 

curve E with two simple elliptic singularities x 0 ,x1. Then: 

(a) if g = 2, X is isomorphic to the double cover of lP 2 , branched 

along the three conics given by 

O, with \ f 0,1 , 

which are tangent to each other in (0,1,0) and 

E-;;: E(\) , x 0 and x1 lie over (0,1,0) resp. 

type E8 , and 

(0,0,1) Here 

(0,0,1), both are of 

(a 1) if 

(a2) if 

tangent lines 

in (1,0,0) . 

over (1,0,0) 

a 'f 0, 1,\ , Sing(X) = {xo ,x1} , 

a= 0,1 or \, one of the three 

to the other two in (0,1,0) and 

Then Sing(X) = {xo,x1,y} with 

conics consists of the 

(0,0,1) , which intersect 

an A1-singularity lying y 
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(0, 1 ,0) 

(0,0,1) 

a=0,1 or:\ 

branch curve of h: X + F 2 • 

(b) if g = 3 , and if we assume the hyperplane sections of X to be 

non-hyperelliptic, either: 

(i) X is isomorphic,to a surface in F 3 given,by 

o, with 

:\ f O, 1 • 

Here E ~ E(:\), x 0 = (0,0,1,0) , x 1 = (0,0,0,1) and both are of type E1. 

Let F(zo,z 1 ) H(zo,z1,0,0) . Then Sing(X) = {xo,xd U 

U {(i;o,i; 1 ,0,0)/F = 0 has a zero of order at least 2 in (i; 0 ,i; 1 )}. Moreover, 

if the order of zero of F in (i; 0 ,i;i) is l, (i; 0 ,s1,0,0) is of type 

Al-l , and so the set of rational singularities of X is {A1} , {2xA1} • 

{A2} or {A 3 } ; 

or: 

(ii) X is isomorphic to a surface in 1' 3 given by 

H(z) 0 ' 

with P(:\,µ) 1' 0. 



Here xo = (0,0,0,1) , x1 = (0,1,0,0), both are of type Ee and 

Sing(X) ~ {xo,x1}. 

PROOF. (a) As in the proof of III.thm. 3.4 we have to describe $ 

now with Ly as in prop. 2.2.a. 

Assume that P1 + P2 E l-2Q I is cut on E via 8 by yb 

=yo- a.y1 = 0 , a. E k Now any GE H0 (Ly) c: H0 (0y(2Co+2Q•f)) can be 

written as 

Because G must have a double point in Q E C0 , a. 2 = a. 4 = 0 ,and because 

G has to cut 

a.1 = O, and so a basis of 

x%(yo-a.y1 ) • Consequently, 

on C1 , taking x 0 = , x1 = 0 we find 

H0 ·(Ly) is formed by XoX1Y1,xh1 and 

w: Ex lP 1 --+ F 2 is defined by 
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(2) 

Omitting the little verifications as in the proof of III.thm. 3.4.a 

that this map is indeed as expected in prop. 2.2.a, let us find the branch 

curve of h: X + p 2 • 

By (2), $ factorizes through 8 x id: E x P 1 + lP 1 x P 1 , which is 

branched along the fibres over (yo,y1) = (1,0), (0,1),(1,1) and (X,1) , 

and using (2) we see that the first of these, which is the fibre over Q, 

is contracted. So, at least if P1 fo P2 and hence these points do not 

lie on any of the three remaining fibres along which 8 x id is branched, 

the branch curve of h consists of the images of these three fi~res, the 

equations of which can be found by taking yo = 0 , yo = Yl and Yo = Xy1 

in (2). 

If P1 = P2 , they lie on one of the three remaining fibres and 

a.= 0,1 or X. Let us assume a.= 0, so P1 = P2 lies on yo= 0, 

things being analogous in the other two cases. Of course the images of 

Yo= Y1 and Yo= Xy1 still belong to the branch curve of h, giving 

the second and third conic in thm. 2.3.a. Now consider figure 2.2.1. We 

will show that the branch curve of h is completed by the images of fd 

the strict transform on X' of fo , the fibre through P1 on X", and 

of E2 • 
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To this end, let xo = y1 = 1 locally at P1 , let x1 = x and let 

yo - y2 mod m3 , y a local parameter of E in P1 , m the maximal ideal 

in the local ring of P1 on E. Then t can be written mod m3 as: 

(z) (3) 

To blow up P1 , put x = yt , t a coordinate on E1 , in (3) and divide 

by the local equation y = 0 of E1 to get 

(z) = (t,yt2,y) (4) 

Now P2 is the point (y,t) = (0,0) . To blow it up, put y tu, u a 

coordinate on E2 , in (4) and divide by the local equation t = 0 of E2 

to get 

(z) (5) 

0 lies doubly over the line Now by (3), f 0 (or f&) given by y 

z2 = 0, and by (5), E2 given by t 0 lies doubly over z1 = 0 and so 

we find the conic z1z2 = 0 to form part of the branch curve too. 

As to the singularities of X, by (2), xo = t(Co) (0, 1,0) , 

x1 w(C 1) = (0,0,1) and they are of type E8 by (prop. 1.5.a)'. Moreover, 

if a f 0,1,A, (0,1,0) and (0,0,1) are the only singularities of the 

branch curve and this gives (a1). If a = O, 1 or A , the branch curve 

has one more singularity, (1,0,0) which is the intersection of two lines 

and so is an ordinary double point, and as a aonsequence then X has an 

Ai-point lying over it ((a2)). Indeed, by (4), E1 given by y 

mapped to (1,0,0). 

0 is 

(b) (i) Referring to prop. 2.2.b(i), let us first assume 

does not contain Q. Then any GE H0 (1y) c H0 (0y(2C 0+4Q·f)) 

form 

that t:, 

G 
3 
I: 

i=0 
s.xh. + 

l. l. 

3 
I: 

j=0 

Such a G has to cut on C1 the divis,or 

find that 1:s.xh. must be a multiple of 
l. l. 

indeed this form is an element of H0 (Ly) 

a 
is of the 

[:; 
' 

so taking 
a X1 = 0 we 

the fixed form 1:a.xh. and 
1. l. 

because the factor 2 takes xo 

(6) 



care of the tacnode in Q E Co 

To s_atisy the conditions at Q ' 
because G(Q) = 0 

' 03 = 0 because 

xox1y3 and xh2 are the only forms with a zero of order at Q and 

their linear parts never cancel, Y3 = 02 = 0 
' 

and because xox1y2 and 

XiYo are the only forms with a zero of order 2 (forgetting about the 

xny. for a moment) and a linear combination never has a tacnode at 
1 

Q E Co , Y2 = oo = 0 
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We are now left with xox1yo , xox1y1 and The second and third 

have a zero of order 5 resp. 4 in Q, so automatically satisfy the 

conditions of a tacnode, and the first does also, having a zero of order 

3 and having Co as a direction in Q • We conclude that 1jJ: Ex F 1 -- -->- 1P 3 

and its inverse are defined by 

(7) 

and 

with a 2 f 0 

Q . 

because A ~ N and a3 f 0 
a 

because A 
a 

does not contain 

Now if A 
a 

contains Q ' 1jJ and are still given by (7) and (8) 

with a_3 = 0 • For then, thinking of yo ,Yl ,Y2 as being divided by a local 

parameter of E at Q , the su~SP¥Ce H0 (0y(2Co+3Q•f)) c H0 (0y(2Co+4Q•f)) 
1 0 11 . 

is just spanned by the forms xo x1 y. , 10 + i 1 = 2 , j = 0,1,2 , and 

one easily shows that in this case H~(Ly) has exactly the same forms as 

in (7) as a basis. 

To get the equation of 1jJ(Y) , substitute in prop. 2.1 .a y3 = y~/y1 

((1)) in (2) to get an equation ofdegree3 in y 0 ,y1,y2, replace these by 

the forms in the z. found in (8) and divide by a2zi 
1 

Finally,let us have a look at Sing(1jJ(Y)) • Writing H(z) 

H~ - a~H4 = 0 , we get 

2z3H2 and 

so if x E Sing(1jJ(Y)) , either z2(x) Z3 (x) 0 or H2 (x) 0 • If 

(9) 

(9') 
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H2(x) = 0, 8H/8zo(x) = 8H/8z1(x) = 0 implies zo = z1 = 0 because 

H~ = 0 defines a reduced algebraic set in JP 1(zo,z1) , so we only find 

x = xo or x1 . We conclude that anyway Sing(¢(Y)) is a finite set. 

Moreover, because xi= ¢(Ci) , i = 0,1 , xo and x1 are non-rational 

singularities, so by II.cor. 3.3.a they have to be simple elliptic. But 

then, because the fibres of y are embedded with degree 2 in 1'3 
' 

the 

surfaces X = ¢ (Y) necessarily have to fit the descriptions of prop. 

2.2.b(i). On the one hand, with the help of (prop. 1.5 ,a) I this implies 

that the x. are of type E7 On the other, one easily computes that 
1 

with E given as in prop. 2.1 .a, finding l!,. = E n (I:a.y.=O) is solving 
a 1 1 

F = 0 so F = 0 has a zero of order .t ;;; 2 iff 

p with multiplicity .t ;;; 2 and by prop. 2.2,b(i) 

tains an A-l_ 1- rational singularity. 

(b)(ii) Assume E to·be given by h(y) = 0 

l!,. contains a point 
a 

this is so iff X con-

as in prop. 2.1 .b. Then 

¢ and ¢- 1 to be with the same method as in foregoing cases one finds 

given by 

and 

Now h(zoz2z3,z1z~,~~) 

desired. equation. 

0 can be divided by z~z~ to give the 

Let us find Sing(¢(Y)) • By (10) and (11), ¢ and ¢-1 are 

biregular on XoX1Y2 f O resp. Z2Z3 f 0 so Sing(¢(Y)) is contained 

in the set Jf singularities of the plane sections 

i = 2,3, with equations 

C. 
1 

defined by z. 
1 

( 11) 

0 ' 

(12) 

( 13) 

This shows that C2 is a cuspidal cubic with its inflexional tangent, so 

Sing(C2) consists of its cusp, which is the point (0,0,0,1) = xo = ¢(Co) 

and its flex, which is (0, 1,0,0) = X1 

By (13), C3 consists either of a smooth conic with its tangent line 

z2 = 0 counted twice, or of two lines, z2 = 0 counted three times. In 

both cases, Sing(C3) = {z 2=z3=0} • However, 



aH/aza(y,8,0,0) y 3 , 

so for a point of Sing(C3) to be singular on X, it must be x1 . We 

conclude that Sing(~(Y)) {xo,x1} • But then the proof of b(ii) can be 

finished in a similar but much less complicated way as the proof of b(i). 

REMARK 2.3.1. In the same way as in ch. III for the surfaces of III.thm. 

3.4.b(i) we want to avoid the impression that the coefficients appearing 

in the equations above form a set of moduli for the surfaces involved, 

though for g = 2 we are near (see §3). 

REMARK 2.3.2. In prop. 2.2.b(i) we saw that if C" EL" is non-hyper­

elliptic, 8 t N (i.e. a2 f 0). However, if a2 f O , H(z) = 0 in a . 
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thm. 2.3.b(i) defines a pr.oper quarcic, so in fact X has non-hyperelliptic 

hyperplane sections iff 8 t N. Moreover, if a2 = 0, the same equation a . 
exhibits X as a double quadric. 

3 MODULI OF THE DOUBLE COVERS OF JP 2 

DEFINITION 3.1. We define M. to be the moduli variety of surfaces with 
J 

canonical hyperplane sections of genus 2, birational to E x JP1 , E 

an elliptic curve with j(E) = j , and containing two simple elliptic 

singularities. 

• ~ l THEOREM 3.2. If J f 0, 1728 , Mj = ~. 

PROOF. The variety M. parametrizes the surfaces X of thm. 2.3.a for a 
J 

fixed A with j = j(A) f 0,1728. Because two of these surfaces X are 

isomorphic iff their minimal resolutions X' are, let us look at the 

latter. 

The description in prop. 2.2.a shows that such an X' is obtained 

by blowing up two points P1,P2 E C1 c X1 defined by Yo - ay1 = 0, 

P1 + P2 E l2QI P. f Q , i = 1,2 • We now associate to 
l 

X' = X' the 
a 

point a= 6(P.) E 1\1 = JP 1(yo,y1),{(1,0)}. The only thing 
l. 

show that if X', is gotten by blowing up Pl,Pl E C1 on 
a 

defined by yo - a 1 y1 = 0 X' ';;;: X' implies a= a' • 
' a a' 

So let f: X' + X' 
a a' 

be an isomorphism. Then f(Cd) 

left to do is to 

X1 , Pi + P2 

or Cl ' 
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so in either way f induces an automorphism f: E ~ E Because 

NC!/X' ';;;'_NC!/X',-;;;: OE(-Q) for i = 0,1 , f(Q) = Q = 0 EE • But then by 

[H!,I~. 4.7; f"= ±id . Also, assuming for a moment P1 f P2 (for P1 = P2 

the argument is similar), because the only fibres on the surfaces X' 

consisting of two rational curves are those over the points to be blown 

up on X1 , f ( {p1 ,Pz}) = {Pi,P:D- Combining these two facts and reminding that 

P1 and P2 (resp. Pl and P2) are each others inverse on E , we find 

P1 + P2 =Pl+ Pl E l2QI , and so a= a' . 

The proof of thm. 3.2 shows that to every divisor P1 + P2 E l2QI , 

Pi # Q, i.e. to every a= 6(Pi) E lP 1 , a f 6(Q) = 00 , there corresponds 

up to isomorphism exactly one surface X with minimal resolution 

X' (jf0,1728) . However, of course for a= 6(Q) , Q 

surface X' still exists:·blow up Q E C1 twice on X1 • (The linear 

system L" on X1 for this situation is composite with the pencil 

IC1I = ICo+Q•fl, so we do not get an X ). This gives us the opportunity 

to compactify 

following 

M. 
J 

in a natural way to JP 1 . To this end, let us make the 

DEFINITION 3.3. We define M. to be the moduli variety of surfaces which 
J 

are isomorphic to X1 = lPE~E~OE(-Q)) , E an elliptic curve with j(E) 

= j , Q EE a fixed point, blown up in two points P1 , P2 lying on a 

fixed section C1 , P1 + P2 E l2QI • 

COROLLARY 3.4. If j f 0,1728, M. 
J 

PROOF. Same as proof of thm. 3.2. 

We can summarize this section in the following diagram: 

(E'-Q) -L+M. ';;;: JA. l pl...{oo} 
J r , r 00 = e (Q) (1,0) , 

E -M. :pl-

diagram 3. 5, 

J 

and so we can identify M. with 6(E) = E/<±id>, the points 
J 

0,1,:>..,ooEM. 
J 

corresponding to surfaces X' containing one special fibre 

consisting of three rational curves instead of two special fibres consisting 



of two, three of which (0,1,A) give an X with an Ai-double point, the 

fourth (~) being the point of compactification not giving an X. 
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CHAPTER V 

MIXED HODGE STRUCTURES ASSOCIATED TO RULED SURFACES WITH 

CANONICAL HYPERPLANE SECTIONS 

In this chapter we study mixed Hodge structures (MHS's) associated 

to ruled surfaces with canonical hyperplane sections, so now we take the 

groundfield k to be the field of complex numbers a; • In fact we will be 

mainly interested in the MHS on the cohomologygroup H2 (Xo,ll:) , where 

Xo = X''-{exceptional divisors of the non-rational singularities of X} , X' 

being the minimal resolution of a surface X with canonical hyperplane 

sections birational to an irrational ruled surface, which we described 

in detail in chapters III and IV. 

It turns out that this MHS on H2 (Xo,ll:) is far more interesting in 

case X is bi rational to E x JP 1 , E an elliptic curve, and contains two 

simple elliptic singularities (see ch. IV) than when X only contains one 

non-rational singular point (ch. III), the reason being that in the first 

case the unique anti-canonical divisor -1½:, on X' is reduced, so then 

X0 carries a holomorphic 2-fonn with logarithmic poles on the two except­

ional divisors, whereas in the second case it is non-reduced (see §2). 

Before describing the MHS's of Xo in §2, we give an outline of the 

MHS on the cohomology groups of an open surface in general (§1). In §3 we 

gather some information on extensions of MHS's to be applied in §5. Then in 

§4 we study more closely the MHS on H2 (Xo,ll:) for Xo as in ch. IV. 

Replacing H2 (Xo,ll:) by a subspace defined in a way analogous to the way 

one defines primitive cohomology on a smooth proper surface, we derive an 

exact sequence (i.e. an extension) of polarized MHS's. In §5 we investigate 

this extension for the double covers of JP 2 , and give a description of a 

period map for these surfaces. We conclude in §6 with some remarks on these 

matters for the two types of quartics in lP 3 with two simple elliptic 

singularities. 
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THE MIXED HODGE STRUCTURES OF A SMOOTH OPEN SURFACE 

Here we will describe in as short a way as possible for our purposes 

the MRS on the cohomology groups of an open surface along the lines set out 

in [G-S],§5, sometimes using a little [D],§3, without explicitly referring 

to these papers. 

As to MHS's, we use the standard notation contained in 

DEFINITION 1.1. A mixed Hodge structu:r>e (MRS) H is a triple 

(Ha:;,{Wk},{Fp}) with: 

(i) Ha:; a finitely generated Abelian group; 

(ii) {Wk} a finite increasing filtration of HO) Ha:; ®a::Ol , the 

weight filtration (the numbers k such that Wk/Wk_ 1 f (0) are called 

the weights) ; 

(iii) {Fp} a finite decreasing filtration of H[ = Ha:; ®a:: [, the 

Hodge filtration, 
w such that GrkH = Wk/Wk_ 1 carries a Hodge structure (H.S.) of weight k 

with Hodge filtration induced by {Fp} 

The numbers hpq = dim (W ~[/W ©~)pq are called the Hodge numbers 
[ k k-1 

of H (k=p+q) • 

(1.2) Let us introduce the following notation: 

- Y is a smooth projective complex surface; 

- D is a reduced divisor on Y, having only smooth components and 

normal crossings; let 

components; 

D = U D. 
j J 

be the decomposition in irreducible 

- let U (DknDh) = U{P } be the union of points of intersection 
kfl ~ r r 

of the components of D • We assume to be chosen a fixed ordering of the 

D. 
J 

so to each P 
r 

there corresponds an ordered pair (k,l) , k < l , 

such that 

- let 

components 

Pr E Dk n Dl 

D[s] be the disjoint union 

D. of D , so D[O] = Y , 
J 

of the s-fold intersections of 

D[ 1] =LlD. and D[ 2] = U{P} 
j J r r 

the 
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- let Y y,n and let j: Y ➔ Y be the embedding. 

Our aim is to describe the MHS's Hi(Y) i = 0,1, ... ,4, denoting 

by Hi(V) for a smooth quasi-projective complex variety V the MRS on the 

vector space Hi(V,~) with lattice Hi(V,?l). 

Of course also in this case Hi(Y,~) ';;;; Hi(A*(Y)) , A*(v) the complex 

of global complex-valued C00-forms on a smooch complex manifold V 

* 00 
(1.3) Let A (Y,log D) be the "C -log complex" which is a subcomplex of 
* i i -A (Y) ; A (Y,log D) = {w(A (Y)/w extends to an i-form on Y with logarithmic 

poles along D} . We say that w has logarithmic poles along D if 

(i) locally near a smooth point P E D , where D is defined by 

Z1 = 0 w can be written.as w = n dz1 n regular on y near p A--
' z1 

and if 

(ii) locally near PE Dk ~z~l where D is defined by z1 · z2 = 0 

w can be written A __ ] j = 1 ,2 n dz1 dz2 as w = n or as (() = A -- A 
z. z1 z2 

with n regular on y near p J 

Analogously one can ·define the analytic sheaves n~(log D) of holo-

morphic i-forms on Y with logarithmic poles along D; i 

course, then Sl~(log D) ';;; 0_ and n:(log D) ';;;; O_(K_+D) 

0,1,2. Of 

y y y y y 

(1.4) Now the most important step on the way to the desired MHS's is, that 

* * one can prove that the inclusion of complexes A (Y,log D)C+ A (Y) 
i * ~ i * . induces an isomorphism H (A (Y,log D)) ➔ H (A (Y)) , 1 = 0,1, ... ,4 on 

i ~ i * cohomology, and so H (Y,~) = H (A (Y,log D)) . As a consequence, every 

cohomology class in Hi(Y,~) can be represented by a global differential 
-

form w on Y which extends on Y to a form with logarithmic poles 

along D 

* (1.5) If w E A (Y,log D) and w involves everywhere at most one 

dz./z. 'di.e. if w can be written around any point PED. 
1 1 Z. J 

(z .=O) as 
J 

w = n A __ J for every j , with n regular, the residue map 

R: A*(y,tc}g D) ➔ A*-l (D[l)) is defined as Rw = (resD 1w, ..• ,resD_w, .•. ) 
J with 



dz. 
resD. (nAz:1-) 

J J 

*-1 
n/D. EA (D.) 

J J 

It is a fact that R carries over to cohomology to give a residue map 

(1.6) Let us define the following Gysin maps, which are induced by 

inclusions and are in fact already defined over 'll: 

To be more precise for d1 , if PE Dk n Dl, k < l, then on the 

H0 (P)-part of H0 (U{P },!ll), the map d1 is as follows: 
r 

Ho (P, !Jl) + Ql 2( ) 2 H, Dk,!ll @ ••• @ H (Dl,!Jl)@ •.• 

1 ➔ ( ...... , 1, .............. ,-1, ....... ) 

REMARK 1.6.1. From this description it follows that d1 is injective if 

D does not contain cycles. 

(1 .7) Finally, let us write down the resulting Hodge and weight filtration 

on Hi(Y,[) , i = 0,1, ... ,4. As H0 (Y,[) = [ and H4(Y,[) = (0) because 

for the MHS H4(Y) the equalities H4(Y,!Jl) = w4 coker(d 4) hold and 
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d4 is surjective (of course we assume DI 0) , the only interesting cases 

are i 1,2,3 . 

Let i = 1 • The weight filtration on H1 (Y,©) is 

(1.7.1) 

0 c H1 (Y,~) c H1(Y,~) (inclusion via j*) , with 

II II 
W2 

~ o d2 2 -W2/W1 = ker(H (llD.,~)-. H (Y,!Jl)) • 
J 

REMARK 1.7.2. Note that W1 = W2 

morphism. 

if all D. 
J 

are exceptional for the same 



82 

As to the Hodge filtration , 

(1.7.3) ~ l -Fo/F 1 = H (Y,0_) 
y 

and 

F2 = (0) , with 

F1 ';;;; H0 (Y,n:(log D)) 
y 

Let i = 2. Now the weight filtration has length 3: 0 c W2 c W3 c 

c W4 = H2 (Y,IQ) , with 

(1.7.4) { 

W2 ~ c~ker(dz) = im(j*:H2(Y,IQ) + H2 (Y,IQ)) 

W3/W2 = ker(d3) ker(H1(llD.,IQ) + H3(Y,IQ)) 
J 

W4/W3 ';;;; ker(d1) ker(H 0 (U{P },IQ)+ H2(llD.,IQ)) 
r J 

REMARK 1.7.5. Note that W4 = W3 in case U{P} =~,or more generally, 
r 

in case D does not contain cycles (cf. (1.6.1)). 

REMARK 1.7.6. As a special instance of a general fact, the map 

W3 0 ·~ + W3 0 ~/W2 0 ~ coming from the inclusion W2 c W3 is induced by 

the residue map R (cf. (1.5)). 

The Hodge filtration is the foll.owing: 

(1.7.7) 

H2(Y,~) = Fo ::> F1 ::> F2 ::> F3 = (0) with 

{ 
F0 /F1 ';;;; H2(Y,0_) , F1/F2 ';;;; H1(Y,n:(log D)) , 

y y 
and F2 ';;;; H0 (Y,O_(K_+D)) . 

y y 

Let i 3. Then the weight filtration is 0 c W3 c W4 H3(Y,IQ) with 

(1.7.8) 

(1.7.9) 

= homology of 
di 2 d4 4 -

(Ho (U{P } ,!Q) -+ H (.IJD. ,IQ) -- H (Y ,IQ)) . 
r J 

For the Hodge filtration we have 

(1.7.10) { 

H3(Y,~) = F1 ::> F2 ::> F3 = (0) 

F1 /F2 ';; H2(Y,n:(log D)) and 
y 

F2 ';;;; H1(Y,O_(K_+D)) 
y y 

with 
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REMARK 1.7.11. In fact, taking into account that Wk/Wk-l is of weight k, 

it would be more precise to add in each case above a suitable factor of 

21Ti 

write 

in the formulas for Wk/Wk-l • For instance, if 

W3/w2 ~ 1 k (d) = 21Ti er 3 

i = 2 , we had better 

2 COMPUTATION OF MIXED HODGE STRUCTURES ASSOCIATED TO RULED SURFACES 

WITH CANONICAL HYPERPLANE SECTIONS 

In this section we actually compute the MHS on the cohomology groups 
i H (X0 ,~) , Xo a smooth open surface derived from a ruled surface with 

canonical hyperplane sections, to be defined in a minute. 

In the same way as in ch. III, IV we will be able to prove certain 

facts about these MHS's in general for each of these two types of surfaces, 

the surfaces described in ch; IV turning out to be far more interesting 

in this respect than those of ch. III, but from a certain point on one has 

to examine different cases separately, which we will only do, at least in 

detail, for the double cover_s of F 2 of IV.thm. 2.3.a. 

Now let X be a surface with canonical hyperplane sections, birational 

to r x F 1 , r a smooth curve of genus q ~ , and let 1T: X' + X be its 

minimal resolution. For these surfaces we will employ the notation as 

introduced in former chapters. By II.cor. 3.3 we know that either X con­

tains one non-rational singularity x (see ch. III) or two simple elliptic 

ones xo,x1 (ch. IV), in which case q = 1 , and we will call X (and Xo, 

see definition below) of type III resp. IV accordingly. We now define 

- D = 1T-l (x) resp. D = 1T- 1(xo) + 1T- 1(x) to be the divisor_on X' 

consisting of the exceptional divisors of the non-rational singularities, 

- Xo = X ''-D , and j : Xo + X' to be the embedding. 

If X is of type III, D = C3 + smooth rational curves, C~ ~ r, and 

if X is of type IV, D = C3 + Ci the C'. ~ r two disjoint sections 
:L 

(r elliptic), and in either case D has only normal crossings and does not 

contain cycles (II.cor. 3.3.c). 

The reason why we study this Xo rather than X'--Sing(X) is the 

following. As we will see, H2 (Xo) with Xo of type IV is the most 

interesting MHS we will encounter. Now taking all surfaces X of type IV, 
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birational to Ex F 1 with the elliptic curve E fixed, and with the same 

set of nl!IIlbers {g,a,e,r1, •.. ,rk} , we will find that H2(Xo,~) has 

constant rank, a certain extension in which H2 (Xo,~) fits becoming more 

trivial when X acquires more additional rational singularities, whereas 

the rank of H2(X'--Sing(X),~) decreases, the more rational singular points 

X contains. 

DEFINITION 2.1. We denote by Zl(k) the one-dimensional Hodge stru.cture 
k -k -k 

H of weight -2k , with HZl = (2'lfi) ·Zl c~ = H~ = H ' . 

As usual, we write H1(E)(-1) for the Hodgestructure H on the first 

cohomology of an elliptic curve E with weight shifted from to 3, which 

has H = H1(E Zl) ® Zl(-1) = - 1-. · H1(E,Zl) cH1(E,~) = H"' 
Zl ' 2'lfl. "' 

THEOREM 2.2. Let X be a surface with canonical hyperplane sections 

birational to r x F 1 , r a smooth curve of genus q ~ 1 , and let 

'lf: X' + X be the minimal resolution. Let Xo be defined as above. Then: 

(a) H1 (Xo) ';;; H1 (r) ; 

(b) if X is of type III, H2 (Xo)-;;; /H2(X') is a pure H.S. of 

weight 2 and type (1 ,1); 

if X is of type IV and so r 
exists an exact sequence of MHS's 

and the Hodge numbers of H2 (Xo) are 

h1'1(H2(X')) - 2 > 0 hl,2 = h2' 1 = 
' 

(c) if X is of type III, H3 (Xo) 

E is an elliptic curve, there 

ho,2 = h2, o = 0 , hl, 1 

1 and h2,2 = 0 ; 

= (0) 

if X is of type IV, H3(Xo) ~ Zl(-2) 

PROOF. (a) By (1.7.2) with Y = X' and Y = Xo , we get W1 = W2 for the 

weight filtration of H1 (X0 ,Ill) because we only leave out curves exceptional 

for 'lf, so by (1.7.1) H1 (Xo,!Jl) = W1 = H1 (X', (Q) and so H1 (Xo) ';;; H1 (X') , 

which is of course isomorphic to H1 (r) because X' is smooth, ruled 

over r . 
(b) Referring to (1.7.4), let O c W2 c W3 c W~ = H2 (Xo,!ll) be the 

weight filtration. Because both when Xo is of type III and of type IV, D 

does not contain cycles, W3 = W~ by (1 .7.5). 
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In case X is of type III, D consists of Cd r and smooth 

rational _curves, so 

and ruled over r ' 

H1 (J.!D. ,iQ) ';;: H1(r, (Q). Also, because 
J ~ 

H3(X',(Q) = H1(r,(Q) , and now, as 

X' is smooth 

d3: H1 (llD. ,!Q) + 
J 

+ H3(X',(Q) is a Gysin map, d3 is an isomorphism, and we get W2 = W3 

because W3/W2 ker(d3) (0) So in this case we end up with H2 (Xo,(Q) = 

H2 (X 0 ) is of type (1,1) because H2 (X') is, * = W2 = j H2(X',(Q) , hence 

X' being a ruled surface. 

If X is of type IV, D = C& + Ci , the 

so H1 (llD.,(Q) ';;: H1(c&,iQ)@ H1 (Ci,(Q) , and in 

d3: H1 (cd:iQ)@ H1(C{,(Q) + H3(X',(Q) ';;: H1(E,(Q) 

C! 
l. 

the 

is 

':;;:E two disjoint sections, 

same way as above 

an isomorphism on both 

factors, so w3/W2 = ker(d 3) is, for instance by projection onto H1 (Ci,(Q), 

isomorphic to H1(E,(Q) . Now the filtration 0 c W2 c W3 = H2(Xo,!Q) 

produces the desired exact sequence, keeping in mind that W3/W2 has 

weight 3 so H1 (E) appears tensorized with lL (-1) . 

As to the Hodgenumbers, the hpq of H2 (Xo) with p + q = 2 are 

those of /H2(X') ';;: H2(X')/d2(H 0(c&uci)), so because X' is ruled, 

h0 ' 2 = h2' 0 = 0, and because c& and CI are exceptional for TI, so 

independent in cohomology, h1,i h 1' 1(H2(X')) ~ 2 , which is positive 

because we still have the class of a hyperplane section left. The numbers 
hl,2 = h2,1 

equal 1 ' and 

(c) Let 

saw that ds 

are those of the graded part of weight 3, H1(E)(-1) , and so 

h2' 2 = 0 because W4 = Ws 

0 c Ws c W4 = H3(Xo,!Q) be the weight filtration, In (b) we 

is surjective, so by (1.7.8) Ws = (0) 

If X 

with y X' 

is of type III, 

• Then, because 

consider the sequence (1.7.9) in our situation 

of II.cor. 3.3.c, #(U{P }) = (number of r 
irreducible components D. of 

J 
D) - 1, and (1.6.1) says that d1 is 

injective. As d4 , being a Gysin map, is surjective and dim H4(X',ll1) 

the alternating sum of dimensions in (1 .7.9) is 0, so W4 = Ws = (0) , 

proving the assertion. 

If X is of type IV, there are no 

W4/W3 ker(H2(C&UCI,1J1) + H4(X', IJ1)), 

1 , and H3(Xo) is pure of weight 4. 

P in (1.7.9), so then W4 = 
r 

which implies that dim H3(Xo,O:) 

1 ' 

REMARK 2.2.1. Thm. 2.2.b indeed shows what we asserted in the beginning of 

this section, namely that dim H2(Xo,O:) is constant in a family of 

surfaces of type IV. For taking a set of numbers {g,a,e,r1 , ... ,rk} 

means that we have to blow up k points to get X' from a minimal 

* model X", so h1' 1 (H2(X')) = 2 + k. Then dim H2(Xo,O:) = dim j H2(X',O:)+ 



86 

+ 2 = h1 ' 1 + 2 = k + 2. 

REMARK 2.2.2. In thm. 2.2.c we found H3 (Xo,~) ~ ~ for Xo of type IV. 

Looking at the Hodge filtration in (1.7.10), we find F2 r;;; H1 (X',Ox,) , 

because D =Cb+ Ci and KX' ~ - c& - Ci on X' Because X' is 

ruled over an elliptic curve E, H1 (X',Ox,) ~~,and so H3 (X0 ,~) = F2 • 

As a consequence, the fact that H3 (X 0 ,~) f (0) is apparently due to 

the fact that KX, + D ~ 0, whereas in the case of surfaces of type III, 

though supp W' = supp D ({W'}=I-KX,I) , D - W' + 0 because W' is not 

reduced. We will see in the sequel that exactly this fact causes the MHS 

H2 (Xo) for a surface of type IV to be not a pure H.S. 

3 EXTENSIONS OF MIXED HODGE STRUCTURES 

In this section we gather some information about extensions of MHS's 

necessary for §5. 

Let A and B be fixed MHS's. An extension of B by A is a short 

exact sequence 

(3. 1) 

of MHS's. The question is, given A and B, which MHS's H can be placed 

in the middle? Now different exact sequences like (3.1) may define 

extensions which are in some sense the same. One equivalence relation, used 

by J. Carlson in [Ca], is congruence: the extension of (3.1) is said to be 

congruent with O +Ai_: H' ~ B + 0 if there exists a commutative 

diagram (with all maps morphisms of MHS's): 

0 A i 
H Li. B 0 -+ -+ -

al ln ls diagram 3.2. 

0 A 
i' 

H' ~ B 0 - - -
in which n is an isomorphism and a and B are each the identity. 

However, in the one special case we will deal with, we want to know 

the MHS's H in the middle up to isomorphism and then a and B in (3.2) 

are only required to be isomorphisms. Still, we first discuss extensions 



up to congruence as an intermediate step, because it will prove favourable 

for our descriptions in §5. 

We now take: 

- A a pure H.S. of weight 2 and type ( 1 , 1) : A =A1,1 
a: ' dim AO: a 

' 
and assume A'll, to be tori son· free; 

- B a pure H.S. of weight 3, only containing types ( 1 , 2) and (2, 1): 

BO: = Bl,2 e3 B2,1 
' dim Ba:= 2 Also assuming B'll, to be torsion. free, 

let {f1,f2} be a basis of B'11, and let B2,1 = 0:' (fl +T • f 2) 
' 

T E 0:-,...R, 

then B1,2 = a:- (f1+'.rf2) 

PROPOSITION 3.3. The set Ext(B,A) of congruence classes of extensions of 

B by A with A and B as defined above can be put in bijective corre­

spondence with the group (0:/<1,T>)a , zero giving the trivial extension. 

PROOF. Let H be an extension of B by A. The weight filtration on H~ 

must necessarily be W1 = (0) , W2 i(A~), W3 = H~ , and the Hodge 

filtration must satisfy F1 =Ha:, F2 n i(Aa;) = (0) , p(F 2) = B2 ' 1 so 

dim F2 = 1 , and F3 = (0) : As a consequence, H is completely determined 

by the position of the line F2 

Let {e 1, ... ,ea,F1,Fz} bea basis of H?l such that {e1, ... ,ea} is a 

basis of A?l and p(F.) = f., i = 1,2. Let wE F2 be the vector satisfying 
l l 

p(w) = f1 + Tfz • Now the position of 

by the coefficients s. ~ a: 
l. 

in w 

F2 , and hence H, is determined 
a 
L s,•e. + F1 + TF2 . However, the 

i=1 1. 1. 

are only determined F. 
J 

up to integral linear combinations of the ei, 

and so the s -
1. 

are determined up to integral multiples of and T • 
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Now assigning to H the a-tuple viewed mod ( 1 , T) , 

gives the correspondence announced in the proposition, and clearly, 

if s1 sa = 0(1,T) , H ';;;:A~ B as a MRS. 

REMARK 3.3.1. In fact this proof of prop. 3.3 is a simplified version of the 

proof of [Ca], prop. 2 for our special case. Indeed one can show that the 

assertion of [Ca], prop. 2 to the effect that Ext(B,A)-;;;: J 0Hom(B,A) with 

our A and B is equivalent to the statement of prop. 3.3. 

REMARK 3.3.2. Because a polarization on a MHS is defined via its graded 

pieces, prop. 3.3 is still valid if A and B carry polarizations and if 

we require H to be a polarized MHS. 
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DEFINITION 3.4. We define A1 to be the Hodge structure Z':(-1) endowed 

with the polarization (·,·) given by (e,e) = -2 for e E A1,z,; a 

generator. 

DEFINITION 3.5. Let E be an elliptic curve, j = j(E) . 

(a) We denote by 

of H1 (E)(-1) by A1 

(b) We define 

Ext. 
J 

the group of congruence classes of extensions 

H. 
J 

to be the moduli variety of polarized MHS's which 

are an extension of H1 (E) (-1) by A1 • 

We will now study Ext. and H .. First we have to introduce some 
J J 

notation. Let E be an elliptic curve. Then: 

- E ';;; ~/<1,,> for some TE~, im(,) > 0; by z E ~ we denote a 

complex variable or its class mod(1,,) . Let Q-= 0 EE be defined by 

z = 0 ; 

- if E ';;; E(A) , let 0 = ~l 2QI: E + JP 1 be the morphism branched 

in O,1,A and 00 as in the beginning of IV.§2, 0(Q) = 00 • Then the 

branch points of 0 on E are the 2-torsion points, so e- 1({O,1,A}) 

= {z=½,½,,½(1+,)} 

- let {y1 ,yz} be a basis of H1(E,Z':) as in figure 

{cl ,c2} c H1 (E,Z':) be the dual basis. Then dz = c1 + Tc2 

]._.f f 1 . 1 2 h {f f } . b . f j = 2rri c j , J = , , t en 1, 2 is a a sis o 

and dz= 2rri(f1+,f 2) 

T 

Y1 

3.6, and let 

E Ho (E,fl~) • Now 

(H1 (E) (-1 ))z,; , 

figure 3.6. 

In cor. 3.7 the factor 2rri, which of course does not matter for the 

isomorphisms, comes in because of the same factor 2rri in dz above. The 

reason why, which is not much more than a matter of choice, will become 

clear in §5. 



COROLLARY 3.7. Ext.';;; «:/<2Tii,2ni,> ';;; E 
J 

j j(T) j (E) • 

Finally, denoting by Aut(H) the group of automorphisms of a 

(polarized) MRS H, which always contains plus and minus the identity 

(±id), we can state 

THEOREM 3.8. Let j f 0,1728 . Then: 
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(a) Hj :;;- 1P~. More precisely, there exists a natUY'al map Extj + Hj 

sending a congY'Uence class to its isomorphism class which can be identified 

with e: E + JP 1 = E/<±id> . In this identification, 6(0) = 00 corresponds 

to the trivial extension; 

(b) with the identification of (a), let 8 EH. = 1' 1 , and let H(S) 
J 

be a MHS in the isomorphism class corresponding to 8 . Then if 

(i) 8 f 0,1,A, 00 , Aut(H(S)) ={±id}, and if 

(ii) 8 = 0 , 1 , A .Jr' 00 , #Au t (H ( 8) ) = 4 • 

PROOF. Let E -;;;; «:/<1,T> j j ( T) and let H,H' represent elements 

of H. Let {e,F1,F2} and {ei,Fi,FD be bases of Hz,; resp. H' with 
J z,; 

the same properties as in the proof of prop. 3.3. By the proof of the same 

proposition, H and H' can only differ in the position of their Hodge 

subspace F2 . Let w = ~·e + F1 + ,F2 and w' ~•·e' +Fl+ T•F2 be 

basiselements of F~ resp. F~, , so H and H' correspond to ~.~• E 

E Ext.= «:/<1,,> . Let us now find out when they are isomorphic . 
.1 
To this end, let n: H + H' be an isomorphism. Be:ause n (.A'll) = A'l:.. c: H~ , 

n(e) = ±e' . Furthermore, n induces an isomorphism n on the graded part 

of weight 3 H1(E)(-1) and because j f 0,1728, n = ±id (see [H],IV.cor. 

4.7), i.e. n(Fi) ±Fi+ ai·e' ai E z,;, i = 1,2 . Finally n(F~) = F~, 

so 

This implies that either c = 1 and ±~ + a 1 + a 2, = ~• or c = -1 and 

±~ + a1 + a2T = -~• , and we conclude that H ';;; H' iff ~ = t~• mod(1,,) , 

which proves (a). 
-1 

(b) Let 8 r= H. , let 6 (8) = {~,-~} and let n: H(S) + H(S) be an 
J 

automorphism. Using the proof of (a) with H = H' = H(S) etc. we find that if 
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r; ~ -r; mod(1,T), i.e. if Sf 0,1,A, 00 , either n(e) = e and n = id or 

n(e) = -e and n = -id which proves (i) and if r; = -1; mod(1,T) , i.e. 

if S = 0,1,A or 00 , we get any of the four combinations of n(e) = ±e 

and n = ±id proving (ii). 

4 THE MIXED HODGE STRUCTURE ON H2(Xo,!C) FOR Xo OF TYPE IV 

In this section we will try to understand the neaning of the exact 

sequence 

(4. 1) 

of thm. 2.2.b, in particular the extension class involved, the leading 

motive being to recover the surface X from H2(X 0 ) • Here X is a 

surface with canonical hyperplane sections birational to Ex 1P1 , E 

an elliptic curve, containing two simple elliptic singularities xo,x1, 

TT: X' + X its minimal resolution, TT- 1 (xi) = er , i = 0,1 and 

X0 = x',(CbUC{) , j: X0 + X' the embedding. In fact we will later on 

replace (4.1) by an exact sequence which has a certain polarized sub-MHS 

of H2(X 0 ) in the middle, see prop. 4.5. 

We will first state explicitly what we know about H2(X0 ) • 

PROPOSITION 4.2. (a) The weight filtration on H2(X 0 ,(Q) is given by 

* 0 C W2 C W3 = H2(Xo,«)) with W2 = image of (j : H2(X',q) ➔ H2(Xo,(Q)) and 

W3/W2 ~ (H1(E)(-1))(Q 

(b) The Hodgefiltration of H2 (X 0 ) is H2 (Xo ,IC) = F1 :::i F2 ~ 
';;: H0 (x',0x,) :::i F3 = (0) 'and F1/F2 ~ H1(X',n~,(log CJ+Cf)) 

PROOF. (a) Read the proof of thm. 2. 2. b. 

(b) Use (1.7.7) with Y = X' and D =Cb+ Ci . Then H2 (X',0x,) = 
= (0) because XI is ruled, and H0 (X', OX, (KX, +D)) ~ H0 (X' ,OX,) because 

D ~ - KX' • 

REMARK 4.2.1. In the above proposition H0 (x',0x,) should be thought of as 

H0 (x 1 ,n~ 1 (C&+C!)) , or rather as !C·w, w the up to a constant unique 

holomorphic 2-form on X' with poles of order one on CJ and Cl • 



REMARK 4.2.2. The MHS H2 (Xo) is completely determined by the position 

of the complex line [•w = F2 relative to W2 and its image on the 

quotient W3/W2 • 

In (4.1) the inclusion i is derived from restricting cohomology 

classes of X' to Xo . Prop; 4.3 gives information about the map p • 

Note that we can talk about the residue on Cb and C{ of an element 
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of H2(Xo,[) , because by (1.4) every cohomology class in H2(Xo,[) can be 

represented by a differential form with logarithmic poles on c& and er , and 

because by (1.5) the residues of such a form only depend on its class. 

PROPOSITION 4.3. Identifying E and er, the map p[: H2(Xo,[) ➔ H1(E,[) 

induced by p in (4.1) can be identified with the residue map 

resCI: H2(X 0 ,[) + H1(Ci,[) ·. 

PROOF. As we remarked in (1.7.6), the map pt is induced by the residue 

map R: H2(X 0 ,[) ➔ ker(H1(C&,[)Grn1 (C1,[)'!..3H3(X' ,[)) . In the proof of 

thm. 2.2.b we saw that this ker(d 3) projects isomorphically onto 

H1(C{,[) • Together this proves the proposition. 

Prop. 4.4. shows explicitly in this case that H2(Xo,[) maps to (and 

even onto because 

d 3 being the same isomorphism, identifying C& and C{ with E, on 

both factors. 

PROOF. Let q: X' ➔ E be the projection of the ruled surface X' onto its 

base curve. There exists a non-empty Zariski-open subset E c E such that 

X = q- 1 (E) ';;;Ex :JP 1 • Let zo,z1 be coordinates on 1'1 such that on X 
the curve C! is defined by z. = 0 , i = 0, 1 Let w E H2(Xo,t) and 

l. l dzo assume it has a logarithmic pole, say on c~ ' 
so w = n A-- But then, 

1 dz1 zo 
because Z1 ' 

w = - nA- and. so resc~w = n = - resc,w Zo Z l > 
l 

We will now replace H2 (Xo) by a certain sub-MHS, which is polarized 

if we allow polarizations to have values in ~ on the integral lattice 

(however cf. remark 4.5.1),and study a corresponding exact sequence with 

its own extension class instead of (4.1). To this end, let 
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* - C' = 11 C be the inve·rse image on X' of a general hyperplane 

section of X, denoting by k: C't:... Xo,X' both inclusions; 

- (C&,C:l.,C').L c H2 (X' ,zn be the orthogonal complement of the subgroup 

generated by c& , Cl and C' relative to the intersection form on X' , 

* and, identifying j H2 (X',Zl) with H2 (X',7l)/(7l•C&6l.Z•CI), let 

* . 
ker(k :H2 (X',7l)+H 2(C',7l)) be its subgroup (note that because 

(7l• C36l7l • Ci) 
q.·c' = o , i = 0,1 , the denominator is a subgroup of the numerator). 

Now the composition (C3 ,Cl, C' ).L c.,- H2 (X', Zl) ➔ H 2(X' , Zl) I (?l · C36l7l ·Ci') 

is injective, for if DE (G&,C:l.,C').L and D ~ aoC& + a1Cl , (D·C!)/(C!) 2 
]_ ]_ 

=a.= 0, i = 0,1, so D ~ 0, and we can identify (Cd,C{,C').L with 
*]_ .L . .L 

j ((C3,C:l.,C')) c H2 (Xo,7l). By definition we even have (Cb,Cl,C') c A7l 

PROPOSITION 4.5. Assume that 

there exists an exact sequence 

(4.5. 1) 
i p 

O+A+H+B+O 

* k H2 (X' ,7l) + H2 (C' ,7l) is surjective. Then 

of polarized MHS's, with A7l as defined above, H7l = 
= ker(k*: H2 (Xo,7l) + H 2(C' ,Zl)) and B = H 1 (E) (-1) , with the MHS's A 

* and H induced by j H2 (X') resp. H2 (X 0 ) and with i and p the 

restrictions of the same maps as before. Moreover, A7l is free, the 

polarization on A (with values in ~) is induced by the inclusion 

(C&,C:l.,C').L c A7l , the weight filtration of H is given by (4.5.1) 

and the Hodge filtration is RIC= F1 ::::, F2 ::::, F 3 = (0) , with F2 = IC•w , 

w a holomorphic 2-forrn on Xo with logarithmic poles on c& and Cl 

* . 
PROOF. Let O ➔ j H2 (X',7l).¼. H2 (Xo,7l)~ (H1 (E)(-1))7l ➔ 0 be the exact 

sequence over 7l induced by (4. 1). Let F1 , F2 E H2 (Xo ,7l) , such that 
* p(F.) = f. E B7l = (H1 (E)(-1))~, {f1,f2} a basis of B.,,. Because k 

]_ ]_ u.. * ,,., * 
is surjective, there exists a GE j H2 (X',7l), such that k (G) is a 

generator of H2 (C',7l). Now modifying the F. if necessary with an 
]_ * 

integral multiple of G , we can assume Fi E ker(k) c H2 (Xo,7l), i.e., 

Fi E H7l, H7l as defined in the ~roposition. Moreover, because B7l is 

free, we can write H2 (X0 ,7l) = j H2 (X',7l) 19 Zl'F1 Et 7l'Fz, and hence taking 



* ker(k ) both in H2 (Xo ,:;z) ·and in H2 (X' ,:;z) leaves us with the exact 

sequence over 71, which induces (4.5.1). 

The fact that A'll, is free follows from the same for 

H2 (X','1l)/(7l·C&@z·ci), which can be seen as follows. Let P1, ... ,Pk be 
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the points to be blown up to curves Ei c: X' , i = 1, .•. ,k to get X' from 

X". Then {C3,f,E1, ... ,Ek} is a basis of H2 (X','1l). Now assume that 

P2, ... ,Pl (l:ak, possibly none) are infinitely near P1 E C1 c: X" Then, 

because in every stage only a point on the strict transform of C1 can 

be blown up, on X' the fibre over P1 looks like 

f' 

X' 

with Ef = ... = E}_ 1 = -2 , El= (f') 2 = -1 . Using intersection numbers 
• • I J • k one easily finds C1 ~Co+ e•f - ,L i·E. - .L~ 1 n.•E. , and so 

i=1 i J=-L+ J J 
{C3,Cf,f,E 2 , ••• ,Ek} is also a basis for H2 (X','1l), proving freeness. 

But now (C&,Ci,C')i c: A'll, is an inclusion of free lattices of the 

same rank, so we can extend the integral, symmetric bilinear form on 

(C I I ')L . . . d f. . b ( I) 2 2 2 0 0 ,Ci,C , which is negative e inite ecause C = g - > , over 

lQ to the whole of ~ . 

Finally, the two filtrations of H are induced by those of 

so the assertion about the weight filtration is clear, and as to the Hodge 

filtration, we certainly have F1 = Ht and F 3 = (O) , but because 

f C ,w = 0 , w the up to a constant unique holomorphic 2-form on Xo with 

logarithmic poles on c& and Ci , the line t•w c: H2 (Xo,t) survives in 

HE to give F2 • 

REMARK 4.5.2. In all cases' for g 

surjective (cf. IV.prop. 2.2.). 
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REHAR!( 4.5.3. The polarizati'on on A'll is now given by the following rule: 

if D,D' _E A.., are represented by D,D' E ker(k*) , let D·C! = a. , 
u.., l. l. 

D' ·C! = a! . If moreover, (C!) 2 = -ei , e 0 = e , e 1 = k - e , then 
]. ]. ]. I I 

(D·D') = (D+~Cb+~Ci)•(D'~ Cb+~ C') E (Q • This shows that if 
eo e1 e o e1 1 

eo = e 1 = 1 , the polarization takes values in '1l, and even (CJ,C{,C')~ 

REMARK 4.5.4. In every case if g 

values in '1l. If g 2 or g 3 

so this follows from (4.5.3). If g 

directly. In this case, (c&,Ci,C')~ 

2,3 the polarization on A'll has 

a = 3 e = then eo = e1 = 1 

3 a = e 2 one can compute it 

is of index 2 in 

Now the question is, given the polarized MHS H, i.e. given an exact 

sequence as (4. 5 .1), does it determine the surface X , and maybe in 

so 

the first place, is there an X to every such an H? Obviously, one finds 

back the elliptic curve E from the quotient polarized H.S. B. The rest 

of the information contained in (4.5.1) is the extension class. In order 

to deal with this, let F1,F2 E H'll, such that p(F.) = f. , with 
l. l. 

{f1,f2} a basis of B'll as defined in §3 preceding cor. 3.7. Now fix 

w0 E F2 c H~ , such that p(w 0 ) = resCiw 0 =dz= 2TTi(f 1+Tf 2) , i.e. if 

Cf is locally defined by w = 0 , wo = dz A !w. If e 1, ••• ,ea is a basis 

of A'll, Wo = L,.e. + 2TTi(F1+TF2) and according to prop. 3.3 the s. 
l. l. l. 

determine the extension. In the only case (g=2) we treat in §5, we will 

trace the geometric meaning of the s, (then there is only one s = s1 ), 
l. 

and we will find that not the extension class but the isomorphism class of 

H is important. 

5 THE PERIOD MAP FOR THE DOUBLE COVERS OF 1' 2 

Let us now turn our attention to the surfaces X of IV.thm. 2.3.a, the 

double covers of 1' 2 • In view of the last part of the preceding section 

we assume throughout this section the base curve E to be fixed. 

From IV.prop. 2.2.a we get this description of the minimal resolution 

X' of X: X' arises from Xi = l'E(QEijQE(-Q)) by blowing up two points 

P1 ,Pz E C1 to curves E1 ,Ez ' 
and if P. = z. on E 

' Z1 + Zz = 0 
l. l. 

because P1 + P2 E l2QI . Moreover, P. 'f Q 
' 

i = 1,2 By IV.thm. 3.2, if 
l. 



j (E) ,f- 0, 1728 , the moduli variety M. of the X is isomorphic to 
J 

~ by 

M. to associating to X the point a e(P.) E ~, and we completed 
- ~ l . l. J 

parametrizing Mj = JP~ by adding the point 00 e (Q) (IV. cor. 3 .4), :i\ 
the X' , or, perhaps better to say inthis context, the Xo 

According to whether P1 I P2 or P1 = P2 we get the following 

picture of X' 

Let 

and let 

P. on 
l. 

'i. 
l. 

f! 
l. 

X1 

Et 
(a) 

= E. 
l. ' 

denote 

Then 

Q 

E~ = -1. 

C' 1 

Q 

figure 5.1. (b) 

i 1,2' in (a) resp. 'i1 = E1 + E2 , 
the strict transforms on X' of the 

{c&,f',E1,Ed , f' a general fibre on 

-2 , E~ -1 • 

~ E2 = E2 in (b) 

fibres f. over 
l. 

X' 
' 

is a basis 

of H2(X',:?Z), because, writing down the intersection maxtrix one finds 

that it has determinant -1 . Now if P1 # P2 , let us make the following 

construction. 
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For a suitable union F of fibres 

Consider the subset 

on X' over points different from 

Q,P1,P2 , X',(C&Uf!Uf2UF) ';;;; 

';;;;Ex ~(z,w) , E c E a Zariski-open 

set containing Q,P1,P2 Let y be 

the linear chaim joining P1 and P2 

on E. 
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of X' , which looks like this: 

' \ 
I --

HnE1 
,,. 

+ Hni2 -+ 

I 

E1 I 

the cycle A ,if P1 1 P2 

and call r the tubular neighbourhood of y in A. This A is homeomor-

phic to S2 

(and even on 

so can be given an orientation to represent a cycle on X' 

Xo ). Writing A~ ac& + b•f' + c1E1 + c 2E2 (the right 

hand side viewed as a homology class) and intersecting with c& and f' 
~ we find a = b = 0 . Intersecting with Ei we get ci = ±1 and finally 

because A·Cl = 0, c1 = -c2 , so in A one of the E. , say Ei , has 
]_ 

its analytic orientation, and then the other, E2, its anti-analytic 

orientation. So A ~E1 - E2 as a homology class. 

Also in case P1 = P2 denoting by A the homology class carried by 

the curve E1 = E1 - E2 , let 

* - e be the integral cohomology class in j H2 (X' ,z,;) c H2 (Xo ,Z':) which 
* ~ ~ is intersecting with A, i.e. e = j (E1-E2) 

PROPOSITION 5.2. In this case A';;: A1 and Az,; is generated by e. 

PROOF. By (4.5.3) (C~,Cl,C')~ =~.Using intersection numbers and the 

basis {C3,f' ,E1,Ed of H2 (X' ,Z':) first one finds Cl ~ C& + f' - E1 - E2 

and C' ~ 2C& + 2f' - E1 - E2 and with the help of this (Cd,Cl,C')~ 
~ ~ ~ ~)2 = Z,:• (Fa-E2) , so Az,; = Z':·e. Moreover, (e,e) = (E1-E2 = -2 , hence 

A-;;: A1 . 



PROPOSITION 5.3. Let in the diagram 

E .2 E 

8 ! ! e 

IP1 (yo ,y1) 
p 

pl(yd,y!) ----
both maps 

E ';;: E(\) 

8 and the upper arrow which is multiplication by 2 on 

be given. Then the (unique) map making the square commutative 

is the morphism p given by 

y' p (y) yo/yf • 

PROOF. First of all, for RE 1'1 , 8-l (R) {P,-P} , and as 8(2P) = 

= 8(-2P) , p can at least settheoretically be well defined in a unique 

way. 

Embed E in 1'2 by 

- \yijy1 + \yoyf = 0 Q 

l3QI to have equation Y1Y~ = y8 - yijy1 -

(0,0,1) • Then 8: E + 1'1(yo,y1) is projection 

onto the line y2 

y' = y&/yl = 8(2P) 

0 Now the law of addition on a plane cubic says that 

8(-2P) equals the ratio yo/y1 evaluated in the 

third point of intersection of E with its tangent line in P, and an 

easy computation gives the desired formula. 

Now we come to the description of the period map from M. , the 
J 

surfaces X' , to H. , the mixed Hodge structures occurring as 
J 

Xo c X' • In short we prove the following. If HEH. , the polarization 
J 

on the graded part of weight 2 A enables us to find the generators 

±e E A'll , these being the only v E A'll with (v,v) = -2 • Then, writing 

wo E F2 with respect to the basis {e,F1,F2}, F1,F2 as before, 

wo ~·e + 2ni(Fi+,F2) , we find -(2~ mod(2ni,2ni,)) • It turns out that 

2ni(z2-z1) = - 2d2ni,2nh) , z. = P. , i = 1,2 , the points blown up on 
1. 1. 
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Xi . Because also z 1 + z2 = 0(1,,) , to find the divisor P1 + P2 E l2QI , 

one has to solve 

z1 + z2 - 0 mod(1,,) and 

z1 - z2 = ni ~ mod(1,,) , 
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which in general has four so1utions, so the period map will be of degree 4. 

THEOREM 5.4. Let E ';;; E(\) with j(\) f 0,1728. Then, with the identifica­

tions made in IV. 3.5, cor. 3. 7 and thm. 3.8, there exists a commutative 

diagram 

• 2 ~ E --->- Ext. E 

a el r Je 
,n 

E/<±id> l'l ~ p 
~]Pl= E/<±id> M. - H. a: J J IC 

u u UJ 

a: ';;;; M. B 
J 

in which the period map p: M. + H. 
J J 

is a morphism of degree 4, given by 

B p (a) 

Moreover, 

(i) p({0,1,\, 00 }) = 00 , 00 EH. the point representing the trivial 
J 

extension, 0,1,\ EM. the points representing the only surfaces which 
. J 

contafo an ordinary double point and 00 EM. the point of compactification, 
J 

and 

(ii) p is branched over 

with ramification index 2 for 

consisting of two points 

PROOF. Let a EM. be represented by X' , e-1 (a) = {P1 ,P2} , P. = z. 
J a l. l. 

the points to be blown up on C1 c X1 to get X~, z1 + z2 = 0 Let 

H H2 (Xo) , Xo = x',(C3UCf) , H represents the image B E H. of a • Let 
a J 

e E A'll. be as in prop. 5.2, and let wo = (;•e + 2Tii(F1+,F2) , so this choice 

of e fixes a congruence class r;; E e-1 (S) • We will now compute J wo 

in two ways. 
t:, 

On the one hand, if P1 = P2 , f wo = J wo = 0 , because E1 is 
. t:, El 

analytic and w0 is holomorphic, 1.f P1 f P2 , J wo = J Wo because the 

parts of the E. appearing in t:, are defined b~ analytic coordinates, and 
l. 

f wo = f dz A~= hi f dz =2d(z2-z1) so in both cases f WO= 
t:, r 2Tii(zi-z1) = -4Tiiz1, ~ecause Z1 + Z2 0 • 

On the other hand, J wo 
t:, 

f r;;•e + 2Tii(F1+TF2) 
t:, 

Because F. E H2 (Xo, Zl), 
l. 



f F. E Zl , and f e = (e, e) 
:I. 

~ We conclud~ that -21; 

z1 E E (note that we view 

-2 , SO f WO= -2r,;(2TTi,2TTiT) . 

= -4TTiZ1(2TT1,2TTi,) , SO I';= 2TTiz1(TTi,TTi,) 

~/<1,,> but I'; E Ext. 
] 

shows that we get a map E ➔ Ext. 
] 

which is multiplication by 2. Now the 
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diagram in the theorem can be completed by p as in prop. 5.3, which must 

necessarily be the period map. 

As to (i) and (ii), these are a consequence of the formula for p and 

of identifications made before. 

6 SOME REMARKS ON MODULI A.tm PERIOD MAPS FOR TWO TYPES OF SINGULAR 

QUARTICS IN :JP 3 

In this final section we· will discuss what we know about the moduli 

and the period map for the.two kinds of quartics described in IV.thm. 2.3.b. 

First of all, we think, that any family of elliptic ruled surfaces with 

canonical hyperplane sections containing two simple elliptic singularities 

can be dealt with in more or less the same way as we did in §5 with the 

double covers of ]['2 • However, things can become quite complicated. An 

indication of this is already given by the surfaces of IV.thm. 2.3.b(i). 

In that case, both the moduli variety M of the surfaces X (birational 

to E x :JP1 , the elliptic curve E fixed), and the moduli variety H of 

the associated polarized sub-MHS's of H2 (Xo) are, if they exist, quotients 

of the Abelian variety Ex Ex E (for M this follows from 

IV.prop; 2.2.b(i): X is determined by choosing P1,P2,Ps EE ; for H this 

is a consequence of prop. 3.3 and a dimension count), and seem difficult to 

determine. The best we can do at the moment, is to make a guess at the 

degree of the period map (16?), if it exists, by writing down congruences 

like those at the bottom of page 97, but that does not get us very far. 

As to the other case, the surfaces of IV.thm. 2.3.b(ii), for these we 

would have written a section like the preceding one, which is mainly due to 

the fact, that also here only two points have to be blown up to get X' 

from X", so the moduli varieties in question are again one-dimensional. 

Retaining as much as possible the same notation, here are the facts. 

Assume j f O, 17 28. Then both M. and H. are isomorphic to pl As 
J J 

to M. • referring to IV.prop. 2.2.b(ii), it is clear, that the choice of 
J 

P1 E E determines X 
' 

or rather X' 
' 

and it turns out, that the only 

other choice for the double base point, giving an isomorphic X, is the 
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with respect to the addition on E. So M. ';;; 1'1 = E/<±id> • 
J 

Furthermo_re, one can show, that choosing P1 = Q does not give an X , but 

choosing P2 = Q, P1 r Q (but 2P1 2Q , or, what is the same, 8(P1) 

so three possibilities), give an X with hyperelliptic canoniaal hyper-

plane sections, which is then a double cover of a smooth quadric in 

branched along two smooth rational normal 

sect in two points. This means, that also 

curves of degree 3, which inter­

here, M. ';;; l\.1 = JP1 '-{"'} , but 
J 

now the points 0,1,A EM. correspond to 
J 

the hyperelliptic cases, whereas 

in the case of §5 these points corresponded to the surfaces with an 

A1 -singularity. 

As to H. , the only difference with the case of the double covers of 
J 

is, that the polarization on A is now defined by (e,e) = -4 for 

e E A'll. a generator, because the determinant of the intersection matrix 

of c~,c~,c• 
isomorphism 

now equals 

H. ,;;'pl. 
J 

Let's now turn our 

4; However, this does not matter for the 

attention to the period map, which we call p this 

time, p: M. + H .• Identifying P. with z. on E = ~/<1,,> , i = 1,2 , 
J J 1 1 

it turns out, that we have to solve the following two congruences, instead 

of those at the bottom of page 97: 

(*) 

= -~ z:;(1,,) 
111 

the first of which is a consequnce of the fact, that 2P1 + P2 ~ 3Q, the 

second of computing f wo in two ways, as we did in §5. Fot this cycle A 
A 

which lies in Xo , we can make in this case a similar, but more complicated, 

construction as in §5. Now(*) has 16 solutions, and so p will be of 

degree 16. Indeed, writing (*) in another way, we find 

z:; = 211iz 1(~i/2,11i,/2) , and this shows that we get a commutative diagram 

like the one of thm.5.4, but for the upper row, which is replaced by 

multiplication by 4 on E, so p looks like pop . Using this, we could 

now fomulate a theorem like thm.5.4 for these surfaces, determine the 

branch points of p and trace their geometric meaning etc. We will not 

pursue this further, except for the following two remarks. 

First, the three surfaces X with hyperelliptic canonical hyperplane 

sections (0, 1, A f. M.) belong to those having trivial associated MHS (i.e. 
J 
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map, to =EH. ), but they are not the only ones; second, for none of the 
J 

surfaces X with P1 = P2, the associated MHS is trivial• (Of course, in 

both remarks we disregard the case P1 = P2 = Q not giving an X, i.e. 

m EM. ). 
J 
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