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Vl.1.1. 

SUMMARY 

In this monograph~ denotes an algebraically closed field, complete 

with respect to its non-archimedean valuation and containing the field 

lF (x) of rational functions in one variable over a finite field JF We 
q q 

study the transcendence over JF (x) 
q 

of elements of~-

In the first part of this monograph we develop the analytic tools (a.o. 

a maximum-modules theorem and a product formula for entire functions), which 

we need in the transcendence theory in the second part. 
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GENERAL INTRODUCTION AND SUMMARY 

In the theory of transcendental numbers one starts with a field K 

with a subfield k and one studies properties of those elements of K which 

are transcendental over k. In complex transcendental number theory, the 

most common case, one takes for K the field~ of complex numbers and for 

the subfield kits prime field, i.e. the field~ of rational numbers. Of 

the various properties enjoyed by~ we emphasize the following two: 

(i) the valuation of~ is archimedean, 

(ii) the characteristic of~ is zero. 

In p-adic transcendental number theory the situation has changed with 

respect to property (i): here one takes for Kan algebraically closed, 

with respect to its valuation complete field~, which is an extension of 
p 

the field~ of p-adic numbers. Fork one takes again the prime field~-

In this monograph we move a step further from the classical case; not 

only will our field K be provided with a non-archimedean valuation, but 

moreover, its characteristic will be positive. 

Now new difficulties arise, which did not occur in the change from 

the complex to the p-adic case. We will illustrate this by an example. 

One of the most famous theorems of classical transcendental number 

theory is the theorem of Gelfond and Schneider, which says that if a and S 

are non-zero algebraic numbers, a# 1, Snot rational, then aS is trans­

cendental. This is in fact a theorem on the exponential function and its 

inverse, the logarithm, for aS is defined as exp(S log a). If one sets 

out to prove this theorem in the p-adic case the definition of aS presents 

difficulties. The exponential function is again defined by the power series 

I:=O :;, the only difference being that in the p-adic case this series is 

not convergent for all z. But in our case of positive characteristic this 

definition loses its meaning and it is not at all clear what we must 

regard as the equivalent of aS. 

no 
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In this thesis k will be the field lF (X) of rational functions in one 
q 

variable over a finite field JF and K will be an algebraically closed, 
q 

complete extension of k, called~- L. Carlitz indicated in 1935 a function 

w, which might be regarded as the equivalent of the exponential function 

and L.I. Wade proved in 1941 the Gelfond-Schneider theorem for this func­

tion. 

In chapter I we start with the construction of~ and a study of the 

Carlitz-w-function, which we introduce in a way different from Carlitz'. 

Further we define the operators 6k for linear functions and we introduce 

the class of functions Jn' which may be regarded as analogues of Bessel 

functions. The main section, section 5, of the first chapter is devoted 

to analysis on~- Mainly we follow the work of u. Guntzer (1966), the con­

cept of hooking-radius is fundamental in the study of the occurrence and 

location of zeros. The Maximum MOdulus Theorem and the Product Formula for 

Entire Functions are both needed for the Siegel-Schneider method in chapter 

IV. 

Chapter II gives a survey of known results on transcendence in~-

In chapter III we introduce the concept of transcendence measure in~ 

and we give an analogue of P.L. Cijsouw's result on series for which a 

certain gap-condition is fulfilled. Moreover, with the same method, we 

generalize a result of S.M. Spencer (1952). 

In chapter IV we define the class of E°-functions and we prove that 

if a,S €~,a ~ 0 and Si JFq(X) and if f 1,f2 , ••• ,fn are E°-functions such 

that 6kfv' k € lN, 1 ~ v ~ n are polynomials in f 1,f2 , ••• ,fn satisfying 

certain conditions, then at least one of the 2n+l elements 

S,f1 (a),f2 (a), ••• ,fn(a),f1 (aS) ,f2 (aS), ••• ,fn(aS) is transcendental over 

JF (X). This-theorem contains, among others, the Wade analogue of the q 
Gelfond-Schneider theorem. 
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0. NOTATIONS AND PRELIMINARIES 

In this thesis we adopt the following notations: 

f6 
A\B 

f: A+ B 

Zl: 

lR 

a: 

F 
q 

* K 

The empty set. 

The set of elements which are contained in the set A but 

not in the set B. 

A function f which adjoins to every element of the set A 

an element of the set B; A is called the domain off. 

The restriction off to a subset V of the domain off. 

The composition.of the functions f: A+ Band g: B + C. 

The set of natural numbers. 

:N u {O}. 

The ring of rational integers. 

The field of rational numbers. 

The field of real numbers. 

The field of complex numbers. 

The finite field of q elements, where q 

n E: :N and a prime p E: :N • 

pn for a certain 

The multiplicative group formed by the non-zero elements 

of the field K. 

R[t1,t2 , ••• ,tn] The ring of polynomials'in then variables t 1~t2 , ••• ~t0 

over a commutative ring R with identity. 

K(t) 

□ 

The field of rational functions int with coefficients in 

a field K. 

The end of a proof. 

As usual an empty sum has to be taken equal to zero and an empty 

product equal to one. 

For convenience of the reader we formulate some standard notions and 

theorems, used throughout this thesis. 

0.1. DEFINITION, Let R be ac·commutative ring with identity and let 

P,Q E: R[t] •. Then Pis called a divisor of Q, notation PIQ, if there exists 

an RE: R[t] such that Q = PR. 

Pis called irreducible if Pis not a unit and has no divisors in 

R[t] other than units and associates of P. 
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Pis called manic if the leading coefficient of Pis the identity of 

R. 
Pis called primitive if its coefficients have no common divisor in 

R (other than units). 

0.2. DEFINITION. Let Kl and K2 be fields with a common subfield k. A mono­

morphism cr: K1 + K2 for which 

cr(a) a, a E k 

is called a k-monomorphism. 

0.3. THEOREM. Let R be a commutative ring with identity. Every symmetric 

polynomial P from R[t1 ,t2 , ••• ,tn] of degree m can be written uniquely in 

the form 

with 

PROOF. See e.g. VAN DER WAERDEN (1960), §29. 0 

0.4. COROLLARY. Let R be a commutative r~ng with identity. Let 

PE R[t1 ,t2 , ••• ,tn] be a symmetric polynomial. Let s1 ,s2 , ••• ,Sn be the 

zeros of a manic polynomial from R[t]. Then 

0.5. THEOREM. Let R be a commutative ring with identity. If the polynomial 

P from theorem 0.3 is homogeneous of degree kin each t., 1 $ i $ n, then, 
1. 

in the notation of theorem 0.3, we have 

PROOF. See O. PERRON, Satz 69. 0 
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0.6. COROLLARY. Let R be a commutative ring with identity, let Q E R[t] be 

of degree N ~ 1 and let s1,s2 , ••. ,SN denote the zeros of Q. Put 

Q(t) 

and 

N 

A Tl (t-Si), 
i=1 

A E R 

2N-2 
D := A 

Then D E R. 

PROOF. Tll;.;i<jS:N 

S1 ,S2, ••• ,SN of 

2 . 
(S.-S.) is a homogeneous symmetric polynomial in 

1. J 
total degree N(N-1) and of degree 2(N-1) in S., 1 

1. 

If cr1 ,cr2 , ••• ,crN denote the elementary symmetric functions of s1,s2 , ••• ,SN, 

then it follows from the theorems 0.3 and 0.5 that 

with C ER and Al+ A2 + ••• +ANS: 2(N-1). Since ACT1.· ER it follows 
A1 ••• AN 

that D E R. D 

For an introduction to finite fields we refer to I.T. ADAMSON (1964), 

Ch.IV. We shall frequently use the following 

0.7. PROPERTY. For every finite field lF one has 
q 

(0.7.1) Tl (t-c) 
q-1 

t - 1; 
CElF* 

q 

(0.7.2) cq. = c, C E lF 
q 

Finally we shall recall some notions and properties in algebraic ex­

tensions of a field. 

0.8. DEFINITION. Let k,K be fields .with kc K. Then a EK is called alge­

braic over kif there exists a non-trivial polynomial PE k[t] such that 

P(a) = 0. 

If a EK is not algebraic over k, then a is called transcendental 

over k. 
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0.9. THEOREM. Let k,K be fields, kc Kand let a€ K be algebraic over k. 

Then there is one and (apart from an arbitrary unit factor) only one irre­

ducible polynomial PE k[t] such that P(a) = 0. There is exactly one such 

polynomial which is manic. 

PROOF. See 0. ZARISKI and P. SAMUEL (1958), Ch.II §2, Cor.th.1. □ 

0.10. DEFINITION. Let k,K be fields, kc K, and let a€ K be algebraic over 

k. Then the degree of an irreducible polynomial PE k[t] for which P(a) = 0 

is called the degree of a (with respect to k). 

0.11. DEFINITION. Let k be a field. Let P € k[t] be given by 

P(t) 

The derivative P' of Pis defined by 

where 

P' (t) 

n 
na 

n == I 
v=l 

a . 
n 

a. E k. 
l. 

0.12. DEFINITION. Let k,K be fields, kc Kand let a€ K be algebraic over 

k of degree n. The unique, monic, irreducible polynomial PE k[t] of degree 

n for which P(a) = 0 is called the minimal polynomial of a over k. 

An irreducible polynomial PE k[t] is called separable if P' # 0. An 

arbitrary polynomial PE k[t] is called separable if all its irreducible 

factors are separable. 

The element a EK is called separable algebraic over kif the minimal 

polynomial of a over k is separable. 

The field K is called a (separable) algebraic extension of kif every 

element of K is (separable) algebraic over k. 

0.13. THEOREM. Let k be a field of characteristic p # 0. An irreducible 

polynomial PE k[t] is not separable if and only if it has the form 

P(t) a t p t2p tnp 
ao + 1 + a2 + ••• + an ' 

a # 0. 
n 



PROOF. See I.T. ADAMSON (1964), Ch.I, th.5.3 or O. ZARISKI and 

P. SAMUEL (1958), Ch.II §5. 0 

0.14. COROLLARY. Let k,K be fields of characteristic p # 0, kc K. If 

ct € K is algebraic over k, then there exists an e € ·1:P such that ape is 

separable algebraic over k. Moreover, for every n € 1N with n > e the 

element aPn is separable algebraic over k. 

0.5 
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CHAPTER I 

INTRODUCTION 

1. THE FIELD <!? 

Let lF be the finite field of q elements where q is a positive power 
q 

of the prime number p. We denote the ring of polynomials with coefficients 

in lF by lF [X] and its quotient field by lF (X) • 
q q q 
For all non-zero elements of lF [X] we define the (logarithmic) non­

q 
archimedean valuation dg by 

dg E := degree of E; 

furthermore we put 

dg O := - oo 

Hence for all non-zero elements EE lF [X] the valuation is a non-negative 
q 

integer. 

For the elements of lF (X) we define the valuation as follows: if 
q 

E -I O and F -/ 0 are two elements of F [X J , then 
q 

dg(J) := dg E - dg F. 

E E' (E) (E' \ Clearly, if F = F' , then dg F = dg F')" 

1.1. THEOREM. The valuation dg of lF (X) determines a Hausdorff topology 
q 

on lF (X) and for each a E lF (X) a fundamental system of neighbourhoods 
q q 

of a is given by 

{U(a,n) I n 1,2, ... }, 
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where 

U(a,n) {a € lF (X) I dg(a-ll) < - n}. 
q 

PROOF. See E. WEISS (1963), prop. 1-1-2 or E. ARTIN (1967), Ch. I th.4. 0 

1.2. DEFINITION. A sequence {ak}==l of elements of lFq (X) is said to be 

convergent (in lF (X)) if an element a € lF (X) exists such that the follow-
q q 

ing condition is satisfied: for all n € lil there is a k 0 € lN such that for 

k > k 0 

The sequence {ak}==l is called a Cauchy-sequence if it satisfies the 

following condition: given any n € lN, a k 0 € lN exists such that for each 

k > ko, .e > ko 

1.3. THEOREM. Let K be a valued field. Then a unique valued field L exists 

such that 

(i) K is a subfield of L, 

(ii) the valuation on L restricted to K coincides with the valuation on K, 

(iii) every Cauchy-sequence in Lis convergent, 

(iv) K is dense in L. 

PROOF. See E. WEISS (1963), th. 1-7-1 or E. ARTIN (1967), Ch. I §6. 0 

The valued field Lis called the completion of the valued field K. A 

valued field is called complete if it coincides with its completion, i.e. 

when every Cauchy-sequence in it is convergent. 

The completion of the field lF (X) with its valuation dg will in the 
q 

sequel be denoted by F, the valuation on F will also be denoted by dg. Note 

that {dg a I a € F} = 2Z u {-oo}. 

The next step is that we go over to the algebraic closure O of F. (For 

a definition of algebraic closure, see B.L. VAN DER WAERDEN (1960), §62.) 

To define a valuation on O, which coincides with dg on F we first consider 

finite extensions of F. 

Let Ebe a finite extension of a field K of degree [E:K] n. 
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We shall define the norm of an element of E with respect to Kand we shall 

mention some properties which we shall need in the future. For a detailed exposi­

tion we refer to the book of o. ZARISKI & P. SAMUEL, Ch. II §10. 

Let w1 ,w2 , ••• ,wn be a basis for E over K, then for every a€ E and 

i € {1,2, ••• ,n} there exist aij € K such that 

Then x n-matrix (a .. ) .. will be denoted by (a) and then x n-unit-matrix 
1J 1,J 

by (e). The so-called field polynomial of a 

det(t(e)-(a)) 

is a monic polynomial .of degree n int which does not depend on the choice 

of the basis. It has the form 

where b. € K, i 0,1, ••• ,n-1 and 
.1 

We define the norm NE➔K (a) of a€ E with respect to K by 

NE➔K (a) := det(a) 

Hence NE➔K (a) is an element of K. Furthermore we have 

b € K, 

a,f3 € E. 

Finally, if Lis a finite extension of E, then 

f3 € L. 
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1.4. THEOREM. Let K be a field complete with respect to a (logarithmic) 

non-archimedean valuation dg and le_t E be a finite extension of K. Then 

there exists a unique extension of the valuation dg on K to E, which will 

be denoted by dgE. For all a EE we have 

dg(NE+K(a)) 
dg (a) = --· ·--

E [E:K] 

The field Eis complete with respect to this valuation dgE. 

PROOF. See E. WEISS (1966), th.2-2-10 or E. ARTIN (1967), Ch. I, th.7. □ 

In view of theorem 1.4 we define dgQ: Q ➔ JR U {-00 } by 

where dgF(a) is the unique_ valuation of the finite extension F(a) of F, 

which extends dg. Then dgQ is a valuation of Q. 

1. 5. PROPERTIES OF Q. With JF , the field Q has characteristic p. (Recall 
q 

that q is a power of p.) Hence 

(1.5.1) n E ]NO; U,V E Q. 

The valuation dgQ is non-archimedean. Therefore we have for all u,v E Q 

(1.5.2) 

and 

(1.5.3) 



The following example shows that the valued field n with dgn as its 

valuation is not complete. Define the sequence {an}:=O by 

n 
a == l 

n v=O 

-q \) +1/q \) 
X • 

Since Q is algebraically closed, an En. We have 

n+l 
-q + 1 

n+l ' 
q 

Hence by (1.5.3) {an}:=O is a Cauchy sequence inn. Suppose that these­

quence iG convergent. Call its limit a. Then according to corollary 0.14, 
e 

there exists an e E :JN, such that aq is separable algebraic over F. 
It follows from the theorem of KRASNER (see e.g. E. ARTIN (1967), 

Ch. II th.8) that for n chosen sufficiently large 

and therefore 

Hence aqe - a~e is algebraic over F of degree µni_ say, and 

1.5 

e e 
From the definition of dgn we see that µn dgn(aq -a~) equals the valuation 

of an element of F and hence 

On the other hand we have 

n+l+e 1 
-q + n+l-e 

q 
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h n+l-e I h" h . d" I n-e T us q µn' w ic contra icts µn q 

our final step is that we form the completion~ of n with respect to 

dgn. (See theorem 1.3.) That this is the last step in the process of form­

ing algebraic closures and completions follows from 

1.6. THEOREM. ~ is algebraically closed. 

PROOF. See E. ARTIN (1967), Ch. II, th.12. □ 

1.7. RECAPITULATION. Starting with lF we have obtained a field~ with a 
q 

(logarithmic) non-archimedean valuation dg, i.e. 

(1.7.1) dg(uv) dg u + dgv, u,v E ~, 

(1.7.2) dg(u+v)$ max (dg u,dg v), U,V E ~, 

and if dg u * dg v, then 

dg(u+v) max (dg u,dg v). 

From (1.7.2) it follows that 

(1. 7 .3) {dg Cl I Cl E ~} g} U {-oo}. 

The field~ is algebraically closed and complete with respect to the valua­

tion dg. It contains the field lF (X) and the valuation dg on~ restricted 
q 

to lF (X) coincides with the valuation dg on lF (X). Furthermore ~ has 
q q 

characteristic p; hence 

(1.7.4) 
n 

+ ~ , ]No , "" n E U,V E ~. 

In view of the completeness of~ and the fact that the valuation dg is non­

archimedean, a series ' 00 
1 n, n E ~ is convergent if and only if ln= n n 

limn._ dg nn = -oo 

In this thesis the role played by the field~ can be compared with 

that of IC in the classical case; lF [x] and lF (X) take the part of 2Z and 
q q 

qi respectively. 



1.8. THEOREM. The field~ is not locally compact. 

PROOF. Suppose~ is locally compact. Then it follows from a theorem which 

can be found e.g. in N. BOURBAKI (1964), Chap. VI §5 no. 1, prop. 2, that 

the valuation of~ is discrete. But this contradicts (1.7.3). D 

2. THE FUNCTIONS Wk AND W 

0 
2.1. DEFINITION. We define the elements Fk,Lk (k E 1N ) of JF'q [X] as fol-

lows 

k-1 k j 

Fk := TT (Xq -xq l, 
j=O 

k 1,2, ..• 

FD := 1, 

k j 

Lk := TT (Xq -X) , 

j=l 
k 1,2, .•. 

LO := 1. 

2.2. REMARK. Fork~ 1 we have the relations 

(a) 

(b) 

Furthermore, we note that fork~ 0 

k kq, 

1. 7 

In the following we shall see that Fk can be compared with k! in the clas­

sical case. 
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2.3. DEFINITION. Fork e: ·itP the polynomial 1/Jk e: Fq [X][t] is defined by 

Moreover, we put 

TT 
Ee:F [X] 

q 
dgE<k 

(t-E). 

The polynomials 1/Jk were introduced by L. CARLITZ (1935). In the fol­

lowing we shall mention some of his results,which we shall need in this thesis. 

2.4. THEOREM. (Carlitz) The polynomial 1/Jk, k e: lliO has the following re­

presentation 

k 
(2.4.1) I 

j=0 

Furthermore, the function 1/Jk has the properties: 

(2 .4. 2) 1/Jk (t+u) 1/Jk (t) + 1/Jk (u) , t,u e: IP, 

(2.4.3) 1/Jk (ct) = ci/Jk (t) , C E F q , t E IP, 

(2.4.4) 1/Jk (Xt) Xi/Jk(t) 
qk q 

(X -X) 1/Jk-l (t), t E IP, 

(2.4.5) 1/Jk(Xk) = Fk. 

PROOF. Fork= 0 the theorem is trivial. 

Suppose the formulae are correct fork= 0,1, ••. ,K. From the definition of 

1/JK+l we get 

TT (t-E) 
dgE<K+l 

( TT (t-E)) TT 
dgE<t< ce:F* 

= 1/JK (t) TT * 
ce:F 

q 

From (2.4.2), (2.4.3) and (2.4.5) 

q 

fork 

TT (t-cXK-E) 
dgE<K 

K we have 



Since 

we have 

TT 
* CElF 
q 

1.9 

(t-c) 

1/J (t) {1/Jq-l (t) 
K K 

Now using (2.4.1) fork= Kand remark 2.2a,b,we obtain formula (2.4.1) for 

k = K + 1 by a straightforward computation. Using (1.7.4) and (0.7.2), the 

formulae (2.4.2) and (2.4.3) fork = K + 1 follow immediately from (2.4.1). 

It only remains to prove (2.4.4) and (2.4.5) fork= K + 1. Using 

remark 2.2(a), it follows from (2.4.1) fork K + 1 that 

K 

I (-l)j 
j=O 

K 

l (-l)j 
j=O 

Substituting t XK in this formula gives 

LgK+l-jF . 
J K+l-J 

K+l 
(Xq -X)Fq K+l-j 
_____ K tq 

LqK+l-jFq. 
j K-J 

2. 5. THEOREM. For A E lF [X] and k E -~:i° we have 
q 

PROOF. If 

A a. E lF , i 
]. q 

□ 

0,1, ... ,m, 
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we have from formulae (2.4.2) and (2.4.3) 

Hence it is sufficient to prove that 

(2.5.1) "kcJNo. l., ~ 

First we remark that for i ENO 

(2.5.2) xi E lF [xJ. 
q 

Furthermore we have by the definition of ~k 

(2.5.3) o, k E lN; i = 0,1, ••. ,k-1. 

Hence (2.5.1) is satisfied fork E "JNo, i 0,1, ..• ,k-1 and i E "JNo, k = O. 

Suppose we have proved (2.5.1) fork E "JNO and i = 0,1, ..• ,v-1. From 

relation (2.4.4) and remark 2.2a we have fork E lN 

(2.5.4) 

Now (2.5.1) fork E JN, i = v follows from (2.5.4) by the induction hypo­

thesis. D 

2. 6. REMARK. It is easily verified that for A E lF [X], dg A ;;,, k we have 
q 

k (dgA-k)q. 

~k 
2.7. REMARK. The polynomial -F bears some resemblance to the polynomial 

--- k 
(z) z(z-1) •• (z-k+l) . 2 5 • 
k = _ k ! 1.n the real case; apart from theorem • we mention 

relation (2.5.4) and the relation 

xm-E 
TT --

k dgE<k X -E 
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2.8. DEFINITION. The Carlitz-w-function w: t +tis defined by 

00 qj 

w<t> }: (-l)j t 
:= 

Fj j=0 

(Note that in view of dg F. 
J 

jqj, the sequence converges for every 

t € t.) 

Let u € t be a solution of the equation 

(2.8.1) 

This number u will be fixed in the sequel. 

For c € F* we have cq-l = 1, hence cu is also a solution of the equa­
q 

tion above. Since (2.8.1) has exactly q-1 solutions, the complete set 

solutions of (2.8.1) is given by {cu I c E F:}. Furthermore 

dg cu dg u = _g_ 
q-1 

qk 
2.9. LEMMA. The sequence {¾ }kE:n:P is convergent in t. 

PROOF. From the definition of u and remark 2.2 it follows that 

and that 

(2.9.1) 

Hence for arbitrary j E lN we have 

k+j k k+v+l k+v 

dg(~ - uq ) S max dg(-uq ___ - -i--) = _g_q-1 - lcq-1). 
~+j Lk osv<j ~+v+l k+V 

So the sequence is a Cauchy-sequence. Since tis complete, it is conver­

gent. D 



1.12 

2.10. DEFINITION. The element~ E ~ is defined by 

k 
uq 

~ := lim --
k-- Lk 

(2 .10.1) 

Note that it follows from (2.9.1) that dg ~ = -5L_1 . 
q-

2.11. THEOREM. The function w has the following properties: 

(a) for every t,v E ~ 

w(t+v) = w(t) + w(v), 

(b) for every t E ~, C E F 
q 

w(ct) cw(t), 

(c) for every t E ~ 

W(Xt) xw(t) - l 1(t), 

(d) for every t E ~ 

PROOF. The properties (a) and (b) follow immediately from the definition of 

(c) From definition 2.8 and remark 2.2a we have 

I 
j=O 

co 

Xt + l 
j=1 

(d) Lett E ~, t fixed. From the definitions 2.8 and 2.10 and property 

2.11a it follows that for every NE JN there exists a k0 E JN, k0 = k0 (N,t), 

such that 

k 

(2.11.1) dg(w<t~)-w(t ~: >) < - N, k > ko· 

We write 



where 

k+' 
k (-l)j qj q J 

s 1 Ct> I u 
:= --t 

Lqj F. 
j=O J 

and k 
k+' 

00 
(-1) j qj 

q J 

s 2 Ct) I u 
:= --t 

Lqj F. 
j=k+l J k 

From (2 .8 .1) it follows that 
j+k 1 

·+k L_,:_ 
qJ 

= u(Xq-X) q-1 
u 

Therefore by (2.4.1) we get 

(2.11.2) 

where 
j+k 1 

L_,:_ 

(Xq-X) q-l 

Lqj 
k 

k 
s....:.!_ 

(Xq-X) q-l 

Lqj 
k-j 

j 0,1, ... ,k. 

Note that o.kO o. For j ~ 1 we have from remark 2.2 

Hence for j 

Therefore 

(2.11.3) 

k 
q -1 

k+v qj 
(Xq-X) q-l 

t~l (1 
xq -x ) - 1} 

Lqj 
-

xqk+v+l_xqj v=O 
k-j 

1,2, •.. ,k we have from remark 2.2 

k j+l k-' k 
q -l - L_ (q J-1) + q (1-q). dg o.kj s q-1 .q q-1 

( k (-l)j qj ) ( . k \ 
dg _l -F-. - ut o.k. S max qJ (dgt+ _er_ - j) + q (1-q)) 

J=O J J OSjSk q-l 

[dgt]+2 k(l ) 
$ q + q -q. 

From (2.11.2) and (2.11.3) we conclude that fork large enough 

1.13 
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(2.11.4) 

From remark 2.2 we get fork> [dgt] + 2 

j q k+l 1 
max q (dgt-j+ - 1 ) = q (dgt-k+ --1) . 

j~k+l q- q-

Hence fork large enough 

(2.11.5) 

Now it follows from (2.11.1), (2.11.4) and (2.11.5) that fork large enough 

k 
q -1 

( 
k -1- 1/Jk(t)) 

dg 1/J(t~)-(-1) u(Xq-X) q- -F- < - N. 
k 

D 

2.12. THEOREM. The set of zeros of 1/J is given by 

{E~ I E E F [xJ}. q 

PROOF. From property 2.lld and definition 2.3 it follows that 1/J(E~) 0 

for all E E F [X]. 
q 

1 b f ,,, ... O k lNO be such that Now et a ea zero o ~, a T • Let 1 E 

-1 
k 1 $ dg a~ <kl+ 1 

-1 
if dg a~ ~ 0, 

k 1 = 0 
-1 

if dg a~ < 0. 

It follows from definition 2.3 that fork> k 1 

(2.12.1) 

where 

I 
dgE<k1 

k 
= c + (k-l)q 

k 
_.5._+ 

q-1 

I 
k 1$dgE<k 

r -1 
L dg(a~ -E), 

dgE=k1 
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Let NE lN. According to property 2.lld and the assumption that a is a zero 

of W there exists a kO E lN, k0 = k0(N), such that 

k 
q -1 W (a!;-1) 

dg( u(Xq-X) q-l k F ) < - N, k > kO. 
k 

Hence fork> k0 

(2.12.2) 
-1 k k 

dg Wk(a!; ) < (k-l)q - -3.._ - N. 
q-1 

The relations (2.11.1) and (2.11.2) give 

Hence 

-1 
dg(a!; -E) < - c - N. 

-1 
dg(a!; -E) 

-1 
Thus there is an E E JF [X] such that a!; = E. D 

q 

2.13. THEOREM. The function W has the following property: for every 

M E JF [X] 
q 

(2.13.1) W(Mt) 

PROOF. For M = 1 the relation is trivial. Suppose (2.13.1) is correct for 

M = 1,x, ... ,Xm-l. Then from property 2.11c and the induction hypothesis we 

get 

m-1 
X I (-l)j 

j=O 

m-1 
x.x w<t> + 

m-1 
m .( W. (X ) L (-1)] X ~] __ 

j=l Fj 

Hence by (2.5.4) and (2.5.3) we have 

w'!- (Xm-1) j 
c-1> j-1 J-1 wq <t> 

q 
Fj-1 

q m-1 
W. l (X ) ) j 

+ J- wq <t> + 
q 

Fj-1 
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which gives, with (2.5.2), 

In view of (2.4.2), (2.4.3) and theorem 2.lla,b formula (2.13.1) follows 

now for arbitrary M E lF [X]. D 
q 

2.14. THEOREM. The function$ defines a bijection from 

V 

onto itself. 

{t E ~ I dgt < _s__} 
q-1 

2 .15. DEFINITION. The function A: V + V is defined as the inverse of $IV. 

2.16. THEOREM. Fort EV we have 

A(t) 

co qj 
}: t 

j=O Lj 

Proof of the theorems 2.14 and 2.16 

(i) Lett EV. From the definition of$ it follows that 

dg $(t) $ max qk(dgt-k) < max qk(_s__ - k) - _g_ 
q-1 - q-1 ' k~O k~O 

which means $(t) EV. 

(ii) Suppose t 1,t2 EV and $(t1) = $(t2). Then in view of theorem 2.12 

there exists an E E lF [X] such that 
q 

By the assumption t 1 ,t2 EV we have 

On the other hand 



dg E + _Si_ 
q-1 

Therefore E = 0 and t 1 = t 2 . Hence¢ is injective on V. 

(iii) Finally we have to prove that for every a EV there exists a SE V 

such that ¢(S) = a. 

Let a EV. Since ¢(0) 

series 

n 

I ~q 
n=0 n 

0 we may suppose that a* 0. Consider the 

Since a E V\{0} there exists an E E lR, E > 0 such that 

dg a _Si_ - E 
q-1 . 

Now 

1.17 

This shows that the general term goes to zero, hence the series is conver­

gent. Let S be its sum. Clearly, SE V. We shall prove that¢($) = a. 

Define 

Remark that 

and that 

Furthermore 

dg(S-Sn) = _Si_ - Eqn+l 
q-1 

n 

I 

nElN. 

n oo 

I I 
k=0 k=0 j=0 

oo min (n, v) 

I I 
v=O k=0 
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Hence by theorem 2.4 it follows that 

n 

I 
v=O 

where 

1/J (1) V 
(-1) v _v __ aq 

F 
V 

Since 1/Jv(l) = 0 for v ~ 1, we have 

n = 1,2, •.. 

and therefore 

Now we estimate dg Yn' 

dg yn ~ max [ max 
v~n+l O~k~n 

n = 1,2, .... 

v v-k v-k q -1 
( k )] q dga-(v-k)q -q .q. q-l 

n+l + _9_ 
£q q-1 

Hence for all n E lN we have 

which means 

dg(lji(S)-a) - oo, 

i.e. 1/J(S) = a. D 

REMARK. The function A was already introduced by L. CARLITZ (1935). 
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2.17. THEOREM. The function w: ~+~is surjective. 

PROOF. Let v E ~- If dg v < -3._ it follows from theorem 2.14 that vis in q-1 
the range of W• The proof proceeds by induction on dg v. 

Let v E ~, dg v ~ q:l and let m E lN be defined by 

m + - 1- < dg v < m + -3._ 
q-1 - q-1 

1 * Suppose for all t E ~ with dg t < m + --1 there exists at E ~ such 
q-

that 

* w<t > t. 

Since~ is algebraically closed,~ contains every solution of the equation 

int 

(2.17.1) v. 

For a solution t of (2.17.1) we have 

Therefore 

dgtSdgv-1. 

1 
dg t < m + q-l 

* and according to the induction hypothesis there exists at E ~ with 

* w(t) = t. Put 

* * V := Xt; 

then according to theorem 2.11c 

* w(v) * W(Xt) v. □ 

REMARK. It follows from work of D.R. HAYES (1974) and H.W. LENSTRA Jr. 

(private communication) that the Carlitz-w-function can be compared with 

the exponential function in the classical case. 
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3. LINEAR FUNCTIONS AND THE ~-OPERATOR 

3.1. DEFINITION. Let V c ~ be such that 

and 

t,v EV=> t +VE V 

t E V, C E lF => ct E V. 
q 

A function f: V +~is called linear on V if 

(3.1.1) f(t+v) f(t) + f(v), t,v EV 

and 

(3.1.2) f(ct) cf(t), t E V ,c E lF • 
q 

EXAMPLES. It follows from the theorems 2.4, 2.11 and 2.16 that the functions 

$ and wk are linear on~ and that the function A is linear on 

V = {t E ~ I dg t < ~} q-1 • 

3.2. THEOREM. Let {an}:=O be a sequence of elements of~- Put 

R := -
dg an 

lim sup -n-­
n-+oo 

Then the series t 00 a tn converges for all t E ~ with dg t <Rand di­ln=O n 
verges for all t E ~ with dg t > R. 

PROOF. Assume R E ]R • 

(i) Let t E ~ be such that dg t < R. Choose p E lR such that 

-R < p < - dg t. 

There exists an n 0 E JN such that for n > n 0 

dg an 
-n-- < p. 

Hence for n > n 0 



dg an + n dg t < n(p+dgt). 

Since from the choice of p we know that p + dg t < 0, we may conclude 

that 

This suffices to prove that I:=o a tn converges. 
n 

(ii) Let t E q, be such that dg t > Rand let p E lR be such that 

1. 21 

- dg t < p < - R. Then there exists an increasing sequence {nk}==l such that 

> P, k ;;,, 1 

and hence 

This means that t 00 a tn diverges. ln=O n 
The cases R = ± 00 are left to the reader. D 

3.3. REMARKS. 

a) A series of the form t 00 

0 a tn, a E q, is called a power series and R ln= n n 
its radius of convergence. 

b) Since q, is a complete metric space,the notions of limit, continuity, dif­

ferentiability and derivative of a function are defined in the obvious 

way. See J. DIEtJDONNE (1969), 3.11; 3.13; 8.1. 

c) If the function f: U ➔ 4> (Ucq,) has a power series expansion t 00 a tn ln=O n 
with radius of convergence R > - 00 , then this expansion is unique. 

3.4. THEOREM. Let the function f be defined by the power series I:=O an tn, 

an E q, with radius of convergence R. Then f is differentiable on 

{t E 4> I dg t < R} and 

f' (t) I 
n=l 

n-1 na t 
n 

where nan:= I:=l an. The power series I:=l nantn-l has radius of 

convergence ;;,, R. 
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PROOF. The proof is left to the reader. D 

3.5. THEOREM. Let f be defined by f(t) := ~00 

0 a tn, a E ~ with radius of ln= n n 

convergence R > - 00 • If f is linear on {t E ~ I dg t < R}, then 

00 

f(t) }: 
k=O 

PROOF. Denote V = {t E ~ I dg t < R}. From relation (3.1.2) it follows that 

a 0 = 0. Using relation (3.1.1) we conclude from the definition of differen­

tiability that f'(t) a 1 on V. Therefore it follows from theorem 3.4 and 

remark 3. 3.c that 

Hence 

i.e. 

na 
n 

o, n = 2,3, .... 

a 
n 

o, P {' n, 

00 

f(t) = a 1t + }: 
j=1 

a. 
JP 

So we have proved the relation 

(3.5.1) f(t) 

for K = 1. 

oo , K 
+ l a tJP 

j=1 jpK 

Suppose (3.5.1) is correct for K 1,2, ••• ,k. Define 

I -k 
Vk := {t EV p dgt < R} 

and 

Let t 1,t2 E Vk and let v 1 resp. v2 be solutions of 

0, 0 

K E lN 



respectively. Then 

and using (3.1.1) we find 

"' k k · 

I ajpk("i +'1'. lJ 
j=l 

p p 
f(v 1+v2J-a1 (v1+v2)-ap(v1+v2) - ... - apk-l (v1+v2J 

k-1 k-1 

f(v1)+f(v2)-alv1-a2v2 - - apk-l"i -apk-l'S-
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k-1 

Therefore gk(t) 

that 

a k on Vk. On the other hand it follows from theorem 3.4 
p 

hence 

Thus 

a. k 
JP 

"' ,;' . tj-1 
l Ja. k 

j=l JP 

o, p ,r j. 

. k+l 
f(t) a tJP 

. k+1 
JP 

So we have showed by induction that 

(3. 5.1 l f (t) 

If q = p we have proved our theorem. 

From relations (3.1.2) and (3.5.1) we conclude that 

(3. 5 .2) o, kEJtP,cElF. 
q 

Recall that q pn(n E lN). Hence for k E lN there are l E nP, m E lN 

such that 

k ln + m, 1 s ms n. 
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Using relations (0.7.1) and (0.7.2), relation (3.5.2) gives 

Therefore 

(3.5.3) 

a kc 11 * (c-d) 
P dElF 

Pm 

either c € lF or a k = 0, 
pID p 

kEIN,cElF. 
q 

k € IN. 

If 1 ~ m < n, then lF \lF * ~. Hence we conclude from (3.5.2) and (3.5.3) Jc pm 
that a k O unless p is a power of q. 0 

p 

3.6. DEFINITION. Let V(r) c ~ denote the set {t J dg t < r} and let 

f: V(r) +~-Then we define the functions 6nf: V(r-n) + ~, n = 0,1,2, ... by 

60f := f, 

61f(t) := M(t) := f(Xt) - Xf(t), 

n-1 
6 f(t) := 6n-l f(Xt) - xq 6 n-1 f(t). n 

For n = 0,1,2, .•. the operators 6n are defined above by their action on 

functions f: V(r) + ~. 

Note that 6(6f) need not be equal to 62f, etc. 

3. 7. THEOREM. When f is linear on V(r), so is 6nf on V(r-n), n € lN. 

PROOF. Trivial. 0 

3.8. THEOREM. The following relations hold: 

(3 .8.1) 

h k h k 

6 xq tq = xq tq 
n 

n = 0,1, •.. ,k; h € lNO, 

(3.8.2) n = 0,1,2, ••. 
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and 
n 

ij,k (t) 
q 

(3.8.3) I', c~::~t)) ---= 
n Fk 

n = 0, 1, ... ,k, 

I', 
ij,k(t) 

o, n > k. ---= 
n Fk 

PROOF. The proof proceeds by induction on n and uses relation 2.2a, theorem 

2.11c and relation (2.4.4) respectively. D 

Note: The relations (3.8.2) and (3.8.3) were already given by 

L. CARLITZ (1935) in §5 and §3 respectively. 

3.9. LEMMA. Let g E w[t] be a linear polynomial of degree qn. Then for every 

t,v E W we have 

(3.9.1) g(tv) 
n 1/1/vl 
l -F- /',,g(t). 

j=0 j J 

PROOF. (See also L. CARLITZ (1935), th.3.1). 

For n = 0 the assertion is evident. 

Suppose (3.9.1) has been proved for n = 0,1, ... ,N-1. We shall prove 

it for n = N. By linearity, g(t) is necessarily of the form 

k 
N tq 
l ak F 

k=0 k 
g(t) 

From definition 3.6 and relation (3.8.1) we obtain 

(3 .9.2) j 0,1, ... ,N. 

Hence from the induction hypothesis we have for t,v E W 

g(tv) 

N N N 
N-1 1/1.(v) ( tq \ tq q l _] __ /',,g(t)-aN -. I+ aN __ v_ 
j=0 F J FqJ, -

N 

}: 
j=0 

j N-j ~N 

1/1. (v) 
_] __ /',,g(t) 

F. J 
J 

N N 
+ a tq (vq -

N ' F 
N 

N ij,. (v)) L _J_ 

j=0 F.Fqj 
J N-j 

It remains to prove that 
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(3.9.3) VE~-

N 1/lj (v) 
}: . 

j=O F.FqJ. 
J N-J 

Since the polynomial 1/1. E lF' [X] [ v J is linear on ~ of degree qj for 
J N q 

j 0,1, •.• ,N, we can put vq /FN in the form 

From theorem 3.8 we obtain for i = 0,1, ... ,N 

(3.9.4) 

i 

(
1/1 .. (v))q J-1. 

On the other hand 

N N 

(3.9.5) 6.(vq) 
vq 

i 0, 1, ... ,N. 
i,F Fqi 

N N-i 

Since 1/Jk(l) = 0 fork> O and 1/10 (1) 

for v = 1 imply 

1, the relations (3.9.4) and (3.9.5) 

1 
Fqi 
N-i 

i 0,1, ... ,N. 

Hence (3.9.3) is proved and the induction step is completed. D 

3.10. THEOREM. (Expansion Formula). Let f: ~+~be a linear function de­

fined by a power series with radius of convergence R: 

00 

f(t) }: 
n=O 

a 
n 

Let M E lF' [x] with dg M m. Then for every t E ~ with dg t + m < R we 
q 

have 

(3 .10.1) f(Mt) 
m 1/lj (M) 
l -F-- 6.f(t). 

j=O j J 

PROOF. Consider for n > m the linear polynomials 

f (t) 
n 

n 
}: 

k=O 
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Fort E ~ with dg t < R we have 

f (t) lim f (t). 
n 

n--

Fort E ~ with dg t + m < R we have 

Now using 

Li,f(t) 
J 

lim Li .f (t), 
n-- J n 

lemma 3.9 with g f 
n 

f(Mt) lim 
n--

f (Mt) 
n 

j 

and v = 

m 
lim I 
n-- k=0 

1,2, ... ,m. 

M, we get 

ljJk (M) m ljJk(M) 
~ Likfn(t) I -F- Likf_(t). 

k=0 k 

3 .11. COROLLARY (= theorem 2 .13). Let M E lF [X] with dg M = m. Then for 
q 

all t E ~ 

ljJ(Mt) 

□ 

PROOF. Since 1jJ is an entire linear function (3.10.1) is valid for all t E ~­

Now the expression for ljJ(Mt) follows by using theorem 3.8 in (3.10.1). D 

3.12. LEMMA. Let f: ~ ➔ ~be an entire, linear function. Then for every 

k E lN 

(3.12.1) 

PROOF. Fork 1 we have 

which proves (3.12.1) fork= 1. 

Now suppose that (3.12.1) has been proved fork 

have 

K-1 

1, ... ,K-1. Then we 

(LiK_lf(Xt))q + (Xq -X) (LiK_ 2f(Xt))q + 
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K-1 K 

{6K-1f(Xt) - xq 6K-1f(t)}q + xq (6K-1f(t))q 

K-1 K-2 K-1 
+ (xq -x){6K_2f(Xt) -xq 6K_2f(tl}q-xq (6K_l(tl)q 

K 

(6Kf(t))q+ (Xq-X)(6K_1f(tl)q. 0 

4. THE FUNCTIONS J 
n 

In 1960 L. CARLITZ introduced a class of functions which have formal 

resemblance with classical cylinder functions. 

4 .1. DEFINITION. For n E IDO the function J : q, + q, is defined by 
n 

(4.1.1) 

For n E ID 

(4.1.2) 

J (t) := 
n 

we define 

J (t) := 
-n 

-n 

I 
k=O 

the function J 
-n 

k 
co tq 
I (-l)n+k 

q-n 
k=O FkFn+k 

REMARK. Fq is uniquely determined. 

q, + q, by 

n+k _ 1 
If we put F_n = 0, n E JN, then for all n E ~ the function Jn can be 

defined by formula (4.1.1). 

4.2. THEOREM [L. CARLITZ (1960), formulae (5.3), (5.9), (5.13) and (5.14)]. 

Let n E ~ • The function J n as defined above is an entire, linear function, 

which has the properties: 

(i) {J (t) }q 
-n 

n 
= (-1ln J (t), 

n 

k 
(ii) 6kJn(t) 

q 
Jn-k(t), k 1,2, ... , 

n 
(iii) Jn+1 (t) - (Xq -X)J (t) 

n + J~-1 (t) 0, 

(iv) J (X2t) 
n qn+1 - (Xq +X)J (Xt) + X J (t) - Jq(t). 

n n n n 

PROOF. The formulae can be computed directly from the definition of Jn, using 

( 1. 7 . 4) and ( 3 . 8 . 1 ) . D 
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4.3. REMARK. From the definition of 6 2 we see that (iv) can also be written 

as 

n 
(iva) 62Jn(t) - (Xq -Xq)6Jn(t) + J~(t) 0. 

4.4. THEOREM. For all n E n-i°, k E JN we have 

where Pk is a linear 

The valuation of the 

[k/2] 
polynomial in JF q [x] [ t 1 , t 2 ] of total degree q 

ff . . f . 1 h n+k-1 coe icients o Pk is ess tan q 

PROOF. Fork= 1 the theorem is obvious. Fork= 2 the assertion follows 

immediately from remark 4.3. 

Now suppose that the assertion has been proved fork 

Then it follows from theorem 4.2(ii) and (iii) that 

6 J (t) 
K n 

K K-1 
Jq (t) = (Jq (t) )q 

n-K n-K 

n-K+l K-1 
{(Xq -X)Jn-K+l (t) - Jh-k+2(t)}q 

K-2 
(Jq (t))q 

n-K+2 

1,2, ... ,K-l;K 2 3. 

Hence by the induction hypothesis fork K - 1, K - 2 we have 

(4.4 .1) 6 J (t) 
K n 

and therefore 

n K-1 
(Xq -Xq )P 1 (J (t) ,6J (t)) 

K- n n 

It follows from (4.4.1) and the induction hypothesis that the degree of PK 
[K/2] 

is equal to q and that the valuation of the coefficients of P is at 

most q 
n+K-1 D K 
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The rest of this section will not be used in the following chapters. 

The function Jn is a solution of the equation 

2 n qn+l 
f(X t) - (Xq +X)f(Xt) + X f(t) 

with n E :?Z. We are interested in all solutions of this equation which are 

of the form 

f(t) I 
V=-h 

h E :?Z , av E <I>, a -h ,/ 0. 

It turns out that for n E Zl there is essentially only one such solution 

of the equation; see L. CARLITZ (1960). However, the equation above can 

be slightly generalized. Recall that q is a power of p, say pm and that 

the field <I> has characteristic p. Hence for those r E ~ such that rm E Zl, 

the element ~r E <I> is uniquely defined. 

4.6. DEFINITION. Let q pm. Let r E qJbe.such that rm E Zl. For r > - 1 we 

define the element F E F [X] by r q 

Tl 
jE:?Z 

Q$j<r 

F := 
r 

For r :5. - 1 we put 

1 
F r 

:= Tl 
jEZl 

r$j<O 

mj 
-xP ) if r > 0 , 

if - 1 < r $ O. 

4.7. REMARK. For r E JNO definition 4.6 equals definition 2.1 of this 
-1 

thesis; furthermore Fr = 0 for - r E JN. For q,r as in definition 4.6 we 

have 

(4. 7 .1) F 
r 

mr m 
-X)pP 1 • r-

4.8. DEFINITION. Let q 

function Jr: <I> ➔ <I> by 

pm. Let r E Q be such that rm E Zl • We define the 



J (t) := 
r L 

k=0 

(The series is convergent for all t E ~.) 

4.9. THEOREM. The function Jr from definition 4.8 has the properties: 
r 

(i) Jr+l (t) (Xq -X)J 
r 

(t) + J~-1 (t) o, 

J (X2t) 
r qr+l 

(ii) (Xq +X) J (Xt) + X J (t) Jq(t). 
r r r r 

PROOF. Analogous to the proof of theorem 4.2. D 

5. ANALYSIS ON~ 
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5.1. DEFINITION. Let RE lR u {+00 } and U = {t E ~ I dg t < R}. A function 

f: U +~is called analytic on U if there exists a power series l:=O aiti, 

ai E ~ with radius of convergence~ R such that 

f(t) t EU. 

If R + 00 then f is called an entire function. 

5.2. REMARK. Let f be analytic on U = {t E ~ I dg t < R}. Suppose that the 
\00 i 

power series li=O ait, which represents f on u, has radius of convergence 

R. Then f has no analytic continuation outside U in the classical sense, 

see J. DE GROOT (1942), L.I. WADE (1946). Recently PH. ROBBA (1973) and 

J. TATE (1971) have given different methods for analytic continuation of 

functions over a complete non-archimedean valued field. For an expose in 

the p-adic case we refer to the book of Y. AMICE (1975). 

In the following chapters we shall need some results from the theory 

of functions f: ~+~-Since there are fundamental differences between~ 

and~(~ has characteristic p, the valuation of~ is non-archimedean, ~ is 

not locally compact), we may also expect great differences between this 

theory and the classical theory of complex functions of one variable. Sur­

prisingly some fundamental classical theorems have analogues in the theory 

of.functions based on~- So we have e.g. a maximum modulus theorem and a 

product formula for entire functions. (See theorem 5.16 and corollary 5.24 

respectively.) 
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We shall give complete proofs of the theorems needed later on. For a 

more general treatment we refer to the works of u. GUNTZER (1966), 

M. LAZARD (1962) and A.F. MONNA (1970). The first results in non-archime­

dean analysis are contained in the thesis of W. SCHOBE (1930). For a dis­

cussion of SCHNIRELMAN's proof of the maximum-modulus principle we refer 

to his own work (1938) or to W.W. ADAMS (1966, appendix), who gives an ex­

position for the p-adic case. 

5.3. DEFINITION. Let ~[[t]] be the set of formal power series with coeffi­

cients in~- For each r E JR the subset P of ~[[t]] is defined as follows. 
i r 

Let f E ~[[t]], f(t) = I:=O ait. Then f E Pr if and only if 

(5.3.1) lim (dg ai +ir) 
i--

For such r we put 

M (f) 
r 

:= max (dgai+ir). 
i~O 

Further we define 

ilfll 
r 

M (f) 
r 

:= q f E p • 
r 

5.4. LEMMA. P is a ~-Banach space with norm 11•11 • 
r r 

PROOF. Clearly, P is a vector space over~ and r 

llf+gll s;llfll +llgll . 
r r r 

Finally, let {fk}==l' fk(t) = I:=O akiti be a Cauchy sequence in Pr. Then 

the proof of the completeness can be given by standard arguments in the fol­

lowing steps: 

(i) for each i, lim aki =: a. exists in ~. 
k.._ l. 

00 

(ii) f, defined by f(t) := I a.ti belongs to 
i=O 

l. 

(iii) lim fk 
k.._ 

fin the norm topology of Pr. D 

p 
r' 

This implies that for every t E ~ with dg t 

converges. 

r the series f"" a.ti 
li=O i 
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5.5. REMARK. From the proof of lemma 5.4 we see that {fk}==l' 

fk(t) = l==O akiti is a convergent sequence in Pr if and only if for every 

t E ¢ with dg ts r the sequence of elements {fk(t)}==l is convergent in¢. 

5.6. REMARK. When f E P, then the radius of convergence Roff is not 
r 

smaller than r. 

When f E P, then f E P for all p Sr and for all p s r we have 
r P 

sup 
dgt=p 

dg f(t) s M (fl. 
p 

If there is only one i E nP such that 

(5 .6.1) 

then we even have for all t E ¢ with dg t p 

(5.6.2) dg f(t) = M (f). 
p 

Those p s r for which there exists more than oAe i ENO such that (5.6.1) 

is valid, will play a special role in the theory, since they are connected 

with the occurenc€ and the location of the zeros off. 

5.7. DEFINITION. Let r E lR, f E Pr, f(t) = l==h aiti, ah-/ 0. If for 

p E lR, p s r, there exist i,j 2 h, i-/ j, such that 

dg a.+ jp 
J 

then pis called a hooking-radius off. 

5.8. LEMMA. Let r E lR, f E Pr' f(t) = l==h aiti, ah-/ 0. The number of 

hooking-radii off in (-00 ,r] is finite. 

PROOF. Because of (5.3.1) there exists an n0 such that 

(5.8.1) 

Hence for all i > n0 and p s r 

(5.8.2) dg ai + ip < dg ~+hp S M (f). 
p 
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Since for i # j, h $ i,j $ n0 there is at most one p $ r with 

dg ai + ip = dg 

most c0-~+1). 

a.+ jp, the number of hooking-radii off in (-00 ,r] is at 
J 

□ 

5.9. REMARK. In 5.11 we shall introduce a kind of Newton polygon to describe 

the behaviour of M (f). The hooking-radii will be the angular points of this 
p 

polygon. Note that because of (5.8.1) the indices i > n0 can be neglected in 

arguments on M (f). 
p 

l oo i 
5.10. DEFINITION. Let r E lR, f E p , f(t) = . h a.t , ah# 0. Let r i= i 

R1 ,R2 , ..• ,-R,e be the (possibly empty) sequence of hooking-radii off in 

(-00 ,r] in increasing order. Define 

and 

ik := max {i I dg a.+ i¾ = M (f)}, 
i~h i ¾ 

k 1, 2, •.. ,l. 

5.11. THEOREM. In the notation of definition 5.10 we have 

(i) 

max {i I dg ai + ip 
i~h 

max {i I dg a. + ip 
i~h 

i 

and 

min {i I dg a. + ip 
i~h 

i 

M (f)} 
p 

M (f)} 
p 

M (f)} p 

min {i I dg ai + ip 
i~h 

- oo < p $ r. 

f o• 

- 00 < p < R1, 

ik, ¾ 
$ p < ¾+1' k = 1, 2, ... ,f..-1, 

i,e, Rf $ p $ r. 

io, - oo < p $ Rl, 

ik, ¾< p $ 
¾+1' k 1,2, ..• ,f..-1, 

i,e, Rf< p $ r. 
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PROOF. Let 1 S ks land h Si< ik. Since 

one has for p E (¾,r] 

(5.11.1) dg a 1. + ip < dg a. + ikp SM (f). 
ik P 

In particular, by Rk <¾+ls rand fork 0 trivially, 

(5.11.2) k 0,1,2, ••• ,J.-1. 

It follows, by the definitions 5. 7 and 5.10, that ik+l > ik for k = O, 1, ••. ,l-1. 

This proves (i). 

By means of continuity arguments it is easily seen that assertion (ii) 

and the assertions of (iii) for - 00 < p < R1 and - 00 < p s R1 respectively 

are obvious. 

Now we consider the case that there are one or more hooking-radii. Let 

n0 ~ h be such that (5.8.1) is valid. From the maximality in the definition 

of ik we see that 

(5.11.3) dg a. + ikp > max (dgai+ip) , 
1 k ik<iSno 

k 1,2, .. ,l. 

Let 1 S k S land suppose that the inequality in (5.11.3) holds for all 

p E (¾,r]. Then it follows from (5.8.2) that 

On the other hand (5.11.1) tells us that 

Hence (¾ 1 r] does not contain a hooking-radius off, i.e. k 

the unique i for which 

dg ai + ip M (f), 
p 
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We see that for 1 s ks f-1 the inequality of (5.11.3) does not hold for 

all p E (I\: 1 r], i.e. there exists a p E (¾ 1 r] such that 

(5.11.4) max (dgai+ip). 
ik<isn0 

Since both sides of this inequality are continuous functions of p, the 

smallest number p for which (5.11.4) is valid is a point where the equality 

holds. Since 

for h, $ i < ik by (5.11.1) and for i > n0 by (5.8.2), this point must be 

the smallest hooking-radius off in (R ,r], i.e. R Moreover we have 
k k+l 

k 1, ... ,f-1. 

Furthermore we conclude that fork= 1, •.• ,£-1 and I\:< p < ¾+l 

dg a. + ikp > max (dgai+ip). 
ik ik<iSn0 

Since dg a. + ip < M (f) for h s i < ik by (5.11.1) and for i > n0 by 
1. p 

(5.8.2), ik is the unique i such that 

¾ < p < ¾+1' 

This completes the proof. D 

The following figure illustrates the curve for M (f), p s r. Here 
p 

h = 0, f = 2, R2 < r, i 1 = 1, i 2 = 3. This figure also explains the term 

"hooking-radius". 
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+ p 

5.12. COROLLARY. In the notation of definition 5.10 we have 

(5.12.1) min 

i>ik-1 

dg a, -dg ai 
1.k-1 

PROOF. From theorem 5.11 we have 

Hence 

min {i I dg ai + i~ 
i<!h 

from which we obtain 

(5.12.2) 

dg a. -dg ai 
1.k-l 

M~(f)} 

Moreover it follows from theorem 5.11 that 

(5.12.3) 

k 1,2, ... ,l. 

k 1,2, ... ,l. 

k 1,2, ... ,l. 
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Now formula (5.12.1) follows from (5.12.2) and (5.12.3). D 

The concept of hooking-radius already appeared in Sch8bes work (1930), 

but he introduced it by formula (5.12.1) with infimum instead of minimum and 

then the results of lemma 5.8 and theorem 5.11 are derived. 

5.13. DEFINITION. Let r E JR, f E Pr' f(t) = I;=h ai ti, ah ,J 0. 

For p $ r we define 

(5 .13 .1) d(f,p) := max {i I dg ai + ip 
L?:h 

M (f)} 
p 

- min 
i~h 

{i I dg a.+ ip = M (f)}. 
1. p 

5.14. COROLLARY. In the notation of the definitions 5.10 and 5.13 we have 

L-ik_, 
if p ,J ~, k 1,2, ... ,.e., 

d(f,p) 

if p ~, k 1,2, ••. ,.e.. 

PROOF. Obvious from theorem 5.11. □ 

5.15. REMARK. Let r E lR, f E Pr. If f has no hooking-radii in (-oo,r], 

then for all t E ~ with dg t = p $ r we have 

If R1 < R2 

t E ~ with 

(5 .15 .1 l 

and 

(5.15.2) 

dg f(t) 

< ••• < Rl $ 

dg t = p $ 

dg f(t) 

M (f). 
p 

rare the 

r we have 

M (f), 
p 

dg f(t) $ M (fl, 
p 

But we can prove more. 

hooking-radii off in (-oo,r], then for 

p 

*) 5.16. THEOREM. (Maximum Modulus Principle). Let r E ~ , f E P. Then 
r 

* In view of (1.7.3) (dgt E ~fort E w) we restrict r to~-



sup dg f(t) 
dgt:!>r 

sup dg f(t) 
dgt=r 

For the proof of theorem 5.16 we need two lemmas. Note that if r is 
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not a hooking-radius off, then theorem 5.16 is an immediate consequence of 

remark 5.15 and theorem 5.11. (MP(f) is a monotonic function of p on (-00 ,r].) 

5.17. LEMMA. Let r E ~ and f E P. Then r 

sup dg f(t) 
dgt<r 

sup dg f(t) = Mr(f). 
dgt:!>r 

PROOF. According to lemma 5.8 f has at most a finite number of hooking-radii 

in (-00 ,r]. Hence there is a p < r such that f has no hooking-radii in.[p,r). 

Since {dg t It E ~} 

tv E ~, V E N , such that 

~ we can choose an infinite sequence of points 

and 

(5.17.1) lim dg tv 
v--

r. 

If we denote pv := dg tv' v E lN, then from remark 5.15 ~e have 

From (5.17.1) and the continuity of M (f) as a function of p we conclude that 
p 

Hence 

(5.17 .2) 

lim M (f) 
v-- Pv 

sup dg f(t) ~ Mr(f). 
dgt<r 

On the other hand we have from remark 5.15 

(5.17 .3) sup dg f(t) :!> Mr(f). 
dgt:!>r 

Now the iemma follows from (5.17.2) and (5.17.3). D 
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5.18. LEMMA. Let r E lR, f E Pr. Then for every t 0 E <I> with dg t 0 s r the 

function g, defined by 

is also an element of P. 
r 

t E <!>, dg t $ r, 

PROOF. Denote f(t) 

in Pr by 

t 00 al.ti and define a sequence of polynomials {g }00 

1 li=O V v= 

For all t E <I> with dg ts randµ< v we have 

dg(g (t)-g (t)) s 
V µ max {dg ai + i dg(t+t0)} 

µ<iSV 

and therefore 

max (dgai +ir) 
µ<iSv 

sup dg(gv(t)-gµ(t)) s max (dgai+ir). 
dgtsr µ<iSV 

Hence, in view of lemma 5.17, we have 

M (g -g) $ r V µ 
max (dgai+ir). 

µ<iSv 

Since f E P ,this means that {g }00 

1 is a Cauchy sequence in P with the 
r v v= r 

norm topology from lemma 5.4 and hence a convergent sequence with limit, 

say g. In view of remark 5.5 we have for every t E <I> with dg ts r 

Proof of theorem 5.16. Let t 0 E <!>, dg t 0 

function g, defined by 

□ 

r. According to lemma 5.18 the 

(5.16.1) t E <!>, dg t $ r, 

belongs to Pr. Hence 



(5.16.2) sup dg g(t) s 
dgt<r 

sup dg f(t) s 
dgt=r 

sup dg f(t). 
dgtSr 

On the other hand it follows from lemma 5.17 and (5.16.1) that 

(5.16.3) sup dg g(t) 
dgt<r 

sup dg g(t) 
dgtsr 

sup dg f (t) 
dgtsr 

Now the theorem follows from (5.16.2) and (5.16.3). D 

5.19. LEMMA. Let g E ~[t] be given by 

M (f). 
r 
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Let R1 < R2 < ... < Rl be the hooking-radii of gin (-oo, 00). Then g has d(g,I\_) 

zeros SE~ with dg S = I\_, 1 s ks l, multiple zeros counted according to 

their multiplicity. There are no other zeros of g, i.e. 

l 
l d(g,I\_) = n. 

k=l 

PROOF. Since~ is algebraically closed, g has exactly n zeros in~- Denote 

them by S1 ,S2 , ••• ,en. 

In view of dg g(Si) - 00 , it follows from remark 5.15 that 

i 1,2, ••. ,n. 

Hence, if µj E lNO denotes the number of zeros S with dg S Rj, 

j = 1,2, .•• ,l, then 

From 

g(t) 

we infer that 

(5.19.1) dg g(t) 
n 

dg an+ l dg(t-Si). 
i=l 

Now take a number k from the set {1,2, ..• ,l}. Lett E ~ be such that 
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¾ < dg t < ¾+l if k #land¾< dg t if k = l. Then it follows from 

(5.19.1) that 

l 
dg g(t) = dg an+ (µ 1+µ 2+ .•. +µk)dg t + L µjRj. 

j=k+l 

Now dg g(t) = M (g) where p = dg t. (See (5.15.1).) Hence fork= 1,2, ... ,l 
p 

and p E ~ such that 1\ < p < ¾+l if k #land 1\ < p if k = l, we have 

l 
(5.19.2) Mp(g) = dg an+ (µ1+µ2+ ... +µk)p + L µjRj. 

j=k+l 

Taking p ➔ R + 0, it follows from (5.19.2) and the continuity of M, 
k - p 

that 

(5.19.3) l$k$l. 

From this it follows by subtraction that for 1 $ k < l 

By theorem 5.11 

and so, in view of ¾+l - ¾ # O, we have 

(5.19.4) 1 :;; k < l. 

Fork= l we have from (5.19.2) and theorem 5.11 

Hence 

(5.19.5) 

The lemma now follows immediately from (5.19.4), (5.19.5) and~orollary 

5.14. □ 
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.. i 
5.20 THEOREM. Let r e: JR, f e: P , f(t) = ~. h a.t , ah f, 0. Then f has a r Li= 1 

zero B, Be: t, Bf, 0 with dg B = p s r if and only if pis a hooking-radius 

off. 

PROOF. Suppose that pis not a hooking-radius off. Then it follows from 

(5.15.1) that dg f(t) = M (f) f, - m forte: t, dg t = p. Hence t cannot be 
p 

a zero off. 

Suppose now that I\: is a hooking-radius off in (-00 ,r]. Let {nv}:=l be 

the increasing sequence of natural numbers such that 

n1 > n0 , where n0 is defined by (5.8.1), 

a 7' 0, V = 1,2, ••• , 
n" 

¾ = 0 fork> n0 , k i {nv}:=l' 

i.e. the a are the non-zer_o coefficients in ~00 a. ti with index greater 
nv li=h 1 

than n0 • For v e: lN we define 

n 

(5.20.1) 
V i 

:= I ait. 
i=h 

In view of n1 > n0 , it follows from the definition 5.7 of the hooking-radii 

that pv and f have the same set of hooking-radii R1,R2, ••• ,Rl in (-00 ,r]. 

Also the numbers ik, k 1,2, ••• ,l coincide for Pv and f. We obtain from 

lemma 5.19 and corollary 5.14 that Pv has just 

(v) (v) (v) (v) 
zeros B1 ,B2 , ••• ,Bd in~ with dg Bj 

ik-l zeros Bin~ with dg B < I\:· (i0 :=h.) 

From 

1,2, ••• ,d and just 

Ct-Bl 
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it follows that 

}: dg B 
P)B)=0 

dgfl>¾: 

for every t €~with dg t =¾·From theorem 5.11, (5.19.3) and from 

(5.19.4) or (5.19.5) we infer that 

dg a. - dg a }: dg S. 
ik n 

p V (B)=O V 

dgS>¾: 

Hence we have 

d 
dg(t-B~v)) (5.20.2) dg Pv(t) = }: + ck, t € ~, dg t ¾1 

j=l J 

where ck is an abbreviation for dg aik + ik-l ¾; note that ck is indepen­

dent of v. 

Now we construct inductively a sequence {B } 00
_ 1 in the following way. 

. . ( 1 ) ( l)v v- ( 1 ) 
We choose s1 arbitrarily from the set {S1 ,82 , ..• ,Ba }. Then we take 

(2) (2) (2) . s2 from the set {S1 ,82 , ... ,Bd } in such a way that 

In general, when S1 ,B2 , ••• ,Sv-l are determined, we take 
{ (V) (V) (V)} Bv E B1 ,B2 , •.. ,Ba such that 

(5.20.3) 

Clearly 

o, V = 1,2, •.. , 

v=l,2, •••• 

From (5.20.3) we derive that 

and then from (5.20.2) with t = Bv-l 

v=2,3, •••• 



The polynomials Pv were constructed in such a way that 

V=2,3, ••• ; 

hence 

n n 
) a V = a a V 

P ca 1> = P lcav 1 + an ~v-1 n ~v-1 V V- V- - V V 

So we come to the conclusion that 

1 
dg(S -a ) s; - Cdgan +n}\l 

V V-1 <\ V 

1 
- -c <\ k 

and since 

lim dg an + nv!\: = - 00 , 

V-- V 

because I\: s; r, we see that {av}:=l is a Cauchy-sequence. 

Define 

a := lim a • 
V-- V 

Clearly dg a I\:• Finally 

dg fCal 

i.e. 

f(S) o. 

lim dg fCa) 
v--

□ 

lim dg{P Ca ) + 
V-- V V 

}: 
i>n 

V 
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5.21. COROLLARY (SCHOBE). An entire function f: ~~~which has no zeros 

in~ is a non-zero constant. 

PROOF. Since f has no zeros in~ we have 

fCt) 
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From theorem 5.20 we see that f has no hooking-radii in (-00,00). Hence by 

theorem 5.11(ii) we have 

This can only hold for all p E lR if 

- oo, 

which means that f(t) = a 0 • D 

5.22. LEMMA. Let r E lR, f E Pr, f(t) = 

zero off with dg S = p s r. Then there 

"00 i 
li=h ait, ah cl 
exists a g E P 

f(tl (t-Slg(tl 

and 

d(f,p) d(g,p) + 1. 

PROOF. Since f E P, dg S Sr and S cl O, we can define 
r 

(5.22.1) 

Next we show that if we put 

(5.22.2) g(t) := I 
j=h 

j 
b.t, 

J 

j 2 h. 

r 

0. Let S cl O be a 

such that 

then g E Pr. Indeed, for j h, h+1, .•• we have from (5.22.1) 

(5.22.3) dg bJ. + jp s max (dgai+ip) - p. 
i>j 

Hence, asps r, 

dg bj + jr s max (dgai+ir) - r 
i>j 



and since 

lim (dg ai+ir) - 00 , 

i-+ro 

we conclude that g E P From (5.22.1), (5.22.2) and f(B) 
r 

g(t) (t-8) I I 
j=h j=h 

00 

~ } j - Sb th L (b. 1-Sb. t h 
j=h+l J- J 

f (t). 

This proves the first assertion of the lemma. 

By the Maxim\llll Modulus Principle, theorem 5.16, we have 

M (f) 
p 

sup (dg g(t}+dg(t-8)}, 
dgt=p 

from which it follows immediately that 

M (f) $ M (g} + p. 
p p 

On the other hand we derive from (5.22.3) that 

M (g} $ M (f} - p. 
p p 

Hence 

(5.22.4) M (g) = M (f) - p. 
p p 
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0 we see that 

From theorem 5.20 we observe that p = dg Bis a hooking-radius off, 

say I\· From theorem 5.11 we observe that 

(5.22.5) 

and 

(5.22.6) 

max {i I dg ai + if\ 
i<Ch 

min 
i<Ch 

{i I dg 

Hence from (5.22.1) and (5.22.5) we obtain 

where i 0 := h. 
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(5.22.7) dg b + J0 R 
j k 

and 

(5.22.8) 

Since f (13) 0 we can rewrite (5.22.1) as 

b. 
J 

j ~ h, 

from which it follows, using (5.22.6), that 

(5.22.9) 

and 

(5.22.10) 

From (5.22.7) , ... ,(5.22.10) and corollary 5.14 we obtain 

5.23. THEOREM (SCHOBE). Let r E lR, f E P , f(t) = t".' h a. ti, ah -f 0. For r li= i 

p $ r let d(f,p) be defined by (5.13.1). If R1 < R2 < ••• < Rl are the hook-

ing-radii off in (-00 ,r], then f has a zero of order h in O and d(f,¾:) 

zeros 13 with dg 13 = ~• k = 1,2, ... ,l, with multiple zeros counted according 

to their multiplicity *). These are the only zeros of f in { t E <I> J dg t $ r}. 

PROOF. In view of theorem 5.20 we only have to prove that f has d(f,¾:) 

zeros in {t E <I> J dg t = ~}, k = 1,2, .•• ,l. From theorem 5.20 we observe 

that f has at least one zero 13 with dg 13 = ¾:• 1 $ k $ l. According to lemma 

"
00 b ti such that 5.22 there is a g E Pr, g(t) li=h i ' 

and 

f(t) (t-13)g(t) 

In view of the previous lemma it is obvious what must be understood 
by the order of a zero. 
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d{g,¾l d{f,¾) - 1. 

If d(g,¾)= 0, then it follows from (5.13.1) that there is only one i ~ h 

such that 

Thus¾ is not a hooking-radius of g and therefore g has no zeros in 

{t dg t =¾}.Hence in this case f has d(f,¾) = 1 zero in 

{t E ~ I dg t = !\:}. 
In case d{g,¾) > 0 it follows from (5.13.1) that¾ is a hooking­

radius of g. Then we apply the argument above with g instead off. Now it 

is obvious how we proceed and that the process stops after d{f,1\:) steps. D 

5.24. COROLLARY {Product Formula for Entire Functions). Let f: ~ ➔ ~be an 

entire function, f{t) - ~00 a ti a # 0 Let R denote the set of hooking-- li.=h i ' h • 

radii off in (-00 , 00). {R can be empty, finite or infinite.) For RE R, let 

BR,l'BR, 2 , ••• ,BR,d{f,R) denote the zeros off with valuation R. Then for 

all t E ~ we have 

(5. 24 .1) f {t) 
d(f ,R) ( t ) 

TT TT 1- -- • 
RER i=l 8R,i 

PROOF. If f has no zeros, the theorem is a special case, with h = 0, of 

corollary 5.21. If f has a finite number of zeros, the theorem follows 

easily from lemma 5.22 and corollary 5.21. 

Now we suppose that f has an infinite number of hooking-radii in 

(-00 , 00). Let {¾}:=l be the increasing sequence of hooking-radii off. Ac­

cording to theorem 5.23 and lemma 5.22 we can define a sequence of entire 

functions gn by 

(5.24.2) 

Clearly gn 

(5.24.3) 

f{t) 

has no 

g {t) 
n 

h 
n 

aht TT 
k=l 

zeros in 

1 + I 
i=l 

d{f,¾) 
TT 

i=l 

(-oo,R ] 
n 

i 
b .t, 

Ill. 

(1- _t) g {t). 
B¾. n 

,J. 

and we can write 

From theorem 5.20 we conclude that gn has no hooking-radii in (-00 ,Rn] and 

therefore, by theorem 5.11, 
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(5.24.4) i <". 1. 

Now let r E lR be arbitrary but fixed. From ( 5. 24. 3 l we get 

Mr(gn-1) = max (dgb .+ir) 
i:2'.1 Ill. 

::; max 
i:2'.1 

(dgb .+iR) + max i(r-R ). 
n1. n i:2'.l n 

Since {Rn}:=l is an infinite, increasing sequence we infer from (5.24.4) 

that 

lim Mr(gn-1) - oo, 
n-+<><> 

i.e. the sequence {g }00 
1 in P is convergent to the identity function 

n n= r -
1 E P. Hence (5.24.1) is valid fort E ~ with dg t::; r. But since r was 

r 
chosen arbitrarily we have proved (5.24.1) for all t E ~- D 

The following corollary is almost equivalent to theorem 2.12, but its 

proof is different. 

5.25. COROLLARY. The function~, given by 

00 

~<ti == I 
j=O 

t E ~ 

k k-1 
has a zero of order 1 in O and q - q zeros 8 

k E :N • Moreover, if a E ~ is any zero of ~ with 

~(t) t TT (1- E:). 
EElF [X] \ 

q 

E f- 0 

1 
E ~ with dg 8 = k + q-l , 

dg a= _g_1 , then 
q-

PROOF. From corollary 5.12 and definition 5.10 we have 

io 1; 

-dgF0+dgFj 
1 

1 
R1 min +--

j>O qj-1 q-1 

i1 max {qj I - dg F. + qj. _g_ = MR ( ~) } q; 
j>O J q-1 1 



and inductively fork> 1 

k + 
q-1 

k 
q ; 

k k-1 
According to theorem 5.23 w has exactly q - q zeros S with 

1 
dg S = k + --1 , k E lN . 

q-

Let a be a zero of w, then it follows from theorem 2.11a,b,c that 
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W(Ea) = 0 for all E E lF [X]. 
q 

Now let a# 0 be a zero of 

Since the number of polynomials 

w such that dg a is minimal, i.e. dg a=~­
kq­

in lF [X] of degree less than k equals q , 
q 

we conclude that the set of zeros of w is exactly {Ea I E E lF [x]}. The 
q 

last assertion now follows from (5.24.1). O 

5.26. COROLLARY. The functions J (nEJl'p ) 1 
n 

defined in (4.1.1) by 

J (t) := 
n I 

k=O 

n+k 

(-l)k _tq __ 
qn 

Fn+kFk 

have a 
n k k-1 

zero of order q int= 0 and have q - q different zeros S with 

dg S n + 2k + .2..1 , each of order qn (k E :JN). 
q-

PROOF. From corollary 5.12 and definition 5.10 we have 

n n 

min 
-dg(FnF6) +dg(Fn+kF~) 

•n + 2 + 
2 

Rl 
k>O 

n+k n q-1 
q -q 

( n+k I - dg(Fn+kF~n)+(n+ 
2q ~n+k 

MRl (Jn)} il max t.q q-1 
k>O 

{ n+k I n+k( 2k 2q ) 
MRl (Jn)} 

n+l 
max q q - + --· q 
k>O 

q-1 

and inductively 
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~ 
2 

n + 2k + -­q-1 

n+k 
q 

Now it follows from theorem 5.23 that J has a zero of order qn int 0 
n+k n+k-1 n 

and that Jn has q - q zeros S with 

dg S 2 
n + 2k + q-l , k E lN. 

Besides, it follows that Jn has no other zeros. 

is a zero of J-n' 
n 

From theorem 4.2(i) we see that every zero of Jn 

moreover that every zero of J has multiplicity at least q . 
n 2 

Let S be a zero of J with dg S = n + 2 + --1 • Then it follows from 
n * q-

the linearity of J that cS, c E lF is also a zero of J 
n q n 

Hence J has n at least q-1 different zeros S with dg S = n 
· n+l n 

d(J ,R1) = q - q ,we conclude 
n 2 

ly q-1 different zeros S with dg S = n + 2 + --1 , each of 

multiplicity~ qn. Since 

and dg(cS) = dg $. 

+ 2 + ~ 1 and 
q-

that J has exact­
n 

multiplicity qn. 
q- k k-1 

Suppose we have proved that Jn has exactly q - q different zeros 

S with dg S = n + 2k +~,each of multiplicity qn, k = 1,2, ••• ,K. Then 
q- 2 K * 

the number of different zeros S with dg S Sn+ 2K + --1 equals q. Let S 
* 2 q-

be a zero of Jn with dg S = n + 2(K+1) + --1 • Then for every zero S with 
~ * * dg S < dg s* it follows, from the linearity of J , that cS + S(cE:lF ) is 

* * n K q 
a zero of Jn and dg(cS +S) = dg S . Hence Jn has at least (q-1)q different 

zeros S with dg S = n + 2(K+1) +~,each of multiplicity~ qn. Since 
n+K+l n+K q- K+l K 

d(Jn,RK+l) = q - q ,we conclude that Jn has exactly q - q dif-

ferent zeros S with dg S = n + 2(K+1) + ~ 1 , each of multiplicity qn. 0 
q-

FINAL REMARK. The supremum in the Maximum Modulus Principle (theorem 5.16) 

is actually attained and is therefore a maximum. To prove this we may sup­

pose that r = 0 and that 

co 

f(t) ~ i 
l ait, 

i=O 

Let n0 denote the smallest natural number such that dg ai < dg a 0 , i > n0 

(see 5.8.1). If we define 

g(t) 
no 

i 
:= I ait, 

i=O 
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then 

Now we define inductively the following sequence of elements of~: t 0 1; 

for i = 1,2, ..• ,n0 the element ti is a solution of the equation 

tq - t + t. l = o. 
J.-

(This is possible since~ is algebraically closed.) Then 

and 

dg(t.-t.) = 0, 
l. J 

The system of equations 

dg ai:,; max 
0SjSn0 

j 

dg g(t.), 
J 

So according to theorem 5.16 

i 

M0 (g) = max 
0SiSn0 

dg a. :,; max 
i O<"< -J-no 

* * Hence there exists at €~with dg t 

Since 

dg g(t.):,; sup dg g(t) = M0 (g). 
J dgt=O 

0 such that 

* \ *i dg(g(t) + l ait ) 
i>no 

and since M0 (f) M0 (g), we have proved our assertion. 
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CHAPTER II 

TRANSCENDENCE IN~ 

In the first section of this chapter we shall mention some properties 

of elements of ~ which are algebraic over lF (X) • In the second section we 
q 

shall give a survey of known results on transcendence in the field~- For 

instance, we mention analogues of the following three classical theorems: 

(i) the theorem of Liouville on the approximation of algebraic numbers 

by rational numbers (M. MAHLER, 1949), 

(ii) the theorem on transcendence of the values of the exponential func­

tion in non-zero algebraic points (L.I. WADE, 1941), 

(iii) the Gelfond-Schneider theorem (L.I. WADE, 1946). 

6. PRELIMINARIES 

In this section k is always a subfield of~-

6 .1. DEFINITION. An element E E lF [X] is called a manic element of lF [X] 
q q 

if Eis a monic polynomial over lF 
q 

The elements A1 ,A2 , ••• ,An E lF q [X] are called relatively prime if they 

do not have a common di visor in lF [X] other than uni ts. 
q 

Notation: (A1 ,A2 , ••• ,An) = 1. 

The least common multiple of then elements B1 ,B2 , ... ,Bn E lFq[X]\{0} 

is an element B E lF [X] for which 
q 

(i) ~ E lF [X], i 
Bi q 

1,2, .•. ,n, 

(ii) dg Bis minimal, 

(iii) Bis monic. 

It follows that Bis uniquely determined. 

Let a E ~ be algebraic over lF (X) of degree n. From theorem 0.9 it 
q 

is obvious that there exists a unique, irreducible polynomial Q E lF [X][t] 
q 
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of degree n with the properties: 

Q(Cl) = 0, 

(ii) Q is a primitive polynomial over lF [X] , 
q 

(iii) the leading coefficient of Q is monic. 

6.2. DEFINITION. Let Cl E ~ be algebraic over lF (X) of degree n. The unique, 
q 

irreducible, primitive polynomial Q E lF [X][t] of degree n with monic lead­
q 

ing coefficient for which Q(ct) = 0 is called the minimal polynomial of a 

over F [x]. 
q 

The element a is called integral algebraic over lF (X) or an algebraic . q 
integer of~ if the minimal polynomial of a over F [X] has leading coeffi-

q 
cient 1. 

N.B. In the following chapters by "minimal polynomial of a" we shall always . 

mean the minimal polynomial of Cl over F [X]. 
q 

6.3. DEFINITION. Let ct E ~-be algebraic. Every EE lF [x]\{O}, for which 
q 

Ea is an algebraic integer, is called a denominator of a. 

6.4. LEMMA. (WADE 1941). Let P E lF (X) [t] be a polynomial of degree n :::: 1 
q 

(in t). Then there exists a linear polynomial Q E lF [X][t] of degree qn(in t) 
q 

such that P divides Q. 

PROOF. By the Euclidean algorithm we have 

(6.4.1) i 0,1, ••. ,n, 

with 
m 

(i) 
Ri E lF (X)[t], b. E lF (X). 

q J q 
Note that if m E :NO is defined by 

q s; n-1 < q111+1 , then R. = 0 and 
J. 

1, i = 0,1, .•• ,m. 

i 
Furthermore Ri has degree q - n, i = m+l, .•• ,n. 

n-1 If we eliminate 1,t, ••• ,t succesively in the right hand side of 

( 6 • 4 • 1 ) , we obtain 

n 
b0t + b 1tq + ••• + bntq = R(t)P(t), 

where b. E lF (X) and RE lF (X)[t]. From the elimination process it fol-
l. q q 

lows that not all the bi can be zero. Let 
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{i I b, -IO} 
l 

and let C € JFq[X]\{O} be such that Cb0 , ..• ,Cbv € JFq[X]. The polynomial Q, 

defined by 

n-v n-v 
Q(t) ·= (cb0 )q tq + ... + 

satisfies the conditions of the lemma. D 

6.5. LEMMA. Let a€¢ be separable algebraic over kc¢ and let P € k[t] 

be its minimal polynomial. Then the zeros of Pare all different. 

PROOF. See 0. ZARISKI and P. SAMUEL (1958), Ch.II,§5 def.3, cor.2. 0 

6.6. DEFINITION. Let a€¢ be algebraic over kc¢. The different zeros of 

the minimal polynomial of a are called the conjugated elements of a over k. 

6.7. THEOREM. Let a 1 ,a2 , ... ,am €¢be separable algebraic over kc¢. Then 

k(a 1 ,a2 , ... ,am) is a separable algebraic extension of k. 

PROOF. See 0. ZARISKI and P. SAMUEL (1958) Ch.II th.10 or I. ADAMSON, 

th.13.7. 0 

6.8. THEOREM. Let a€¢ be separable algebraic over kc¢ of degree n and 

let a 1 = a,a2 , ..• ,an be the conjugated elements of a over k. Then there 

exist exactly n distinct monomorphisms cri: k(a)<-+ ¢, i = 1, ... ,n under 

which k is invariant. These k-monomorphisms can be given by 

cr. (a) 
l 

a., 
l 

i 1,2, ..• ,n. 

PROOF. See 0. ZARISKI and P. SAMUEL (1958), Ch.II, th.16 or I. ADAMSON, 

th.15.4. □ 

6.9. LEMMA. Let a€¢ be algebraic over kc¢ of degree n. For B € k(a) 

let P € k[t] denote the manic, irreducible polynomial with P(B) = 0, given 

by 

P(t) 
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Then 

(s) ( -l)nbno/m_ 
Nk(a)+k = 

PROOF. See O. ZARISKI and P. SAMUEL, Ch.II,§10 or P. RIBENBOIM, part II, SA. 0 

6.10. LEMMA. Let a E ~ be separable algebraic over kc~ of degree n and 

let cr 1 ,cr2 , •.. ,crn be then k-monomorphisms k(a)"->- ~- Then for every SE k(a): 

n 

Nk(a)+k (S) = TT 
j=l 

a. (S). 
J 

PROOF. See O. ZARI SKI and P. SAMUEL, Ch. II,§ 10 or P. RIBENBOIM, part II, SA. 0 

6 .11. REMARK. Let K be a finite, separable algebraic extension of lF (X) • 
q 

Then there exists a 8 E K such that K = lF (X) (8) (see 0. ZARISKI and 
q 

P. SAMUEL Ch.II,th.19.) It follows from lemma 6.9 that for all SEK 

NK+lF (X) E lF (X) • 
q q 

Moreover, if Sis an algebraic integer of K, then 

NK+lF (X) E lF [X]. 
q q 

Hence, if S # 0 is an algebraic integer of K, then 

dg (NK+lF (X) ( S)) E JNO • 
q 

In 1946 L. I. WADE proved an analogon of the classical Gelfond-Schneider 

theorem. The proof of Wade's theorem starts with the construction of an 

auxiliary function. This leads to the problem of solving a system of rho­

mogeneous, linear equations ins variables (r<s) with coefficients in a 

given separable algebraic extension of the groundfield lF (X). In the clas-
q 

sical case we know, by Siegel's lemma (see e.g. Th. SCHNEIDER (1957), 

HILFSSATZ 3lL), that there is a solution with absolute value not too large. 

In the following we shall give a proof of an analogue of Siegel's lemma. 

6.12. LEMMA. Let m,n E JN with m < n. The system of m homogeneous, linear 

equations in then unknowns Xi, i = 1,2, .•• ,n, 



(6.12.1) 

where ~ 

n 

I Aki X. 
i=l 

l. 

E ]F' [X] and 
q 

max dg ¾:i 
1:,i:,n 
l:,k:,m 

0, k 1,2, •.. ,m, 

:,; a (a;;::Q) , 

has a non-trivial solution c1 ,c2 , ••• ,Cn with 

such that 

C. E lF' [X], 
l. q 

am 
dg Ci:,; n-m 

i 1, ... ,n, 

t., 
l. 

For X, E lF' [X], i 1,2, ..• ,n, we have 
l. q 

(6.12 .2) y := yk (Xl' ..• ,Xn) E lF' [xJ, 
k q 

k 
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1,2, ... ,m. 

k 1,2, ... ,m. 

Let f_ E N be arbitrary. The 11 cube" 
ln 

{ ( s l , • · · , s ) I s . E <!> , dg !; . < f_} n l. i 

contains q lattice points (Xl, ... ,Xn) . (The notion of lattice point in <!>n 

means an n-tuple (x1 , ... ,Xn) of elements Xi E lF'q[x], i = 1, ... ,n.) For 

these lattice points (x1, ••• ,Xn) we have 

(6.12 .3) dg Yk < max dg Aki+ f_:,; a+ f_, 
l:,i:,n 

k 1,2, •.. ,m. 

Hence every lattice point {(x 1 , ... ,x) I dg X. < f_, i = 1, .•. ,n} corre-
. n(a+l)m 1 

sponds, via ( 6 .12. 2 ), w1. th one of the q lattice points of the cube 

{(n 1 , .•• ,nm) ni E <!>, dg ni <a+ l}. 

Now let f_ be the smallest number such that the number of lattice 

points {(Y1 , ••• ,Ym) 

points {(x1 , ... ,Xn) 

dg Y. <a+ f_} is less than the number of lattice 
l. 

dg X. < f_}; 
l. 
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Then according to the Box Principle of Dirichlet there are at least two 
. (1) (1) (2) (2) . 

different lattice points (c1 , ... ,en ) and (c1 , ... ,en ) which cor-

respond with the same lattice point (Y1 , ... ,Ym). Hence (c 1 , ... ,cn) with 

Ci cl1) cl2 ), i = 1,2, ... ,n, is a solution of (6.12.1) and 

dg C s max(dg c; 1l ,dg c; 2l) 
i ~ ~ 

Since C. E lF [X], we conclude 
i q 

am 
$ 

n-m 
i 1,2., .•. ,n. D 

6.13. LEMMA. Let K be a finite, separable algebraic extension of degree h 

of lF q (X) • Then there exists a basis !\, s2 , ••• , Sh of algebraic integers of 

K such that every algebraic integer~ EK can be written uniquely as 

PROOF. See for instance 0. ZARISKI and P. SAMUEL (1958), Ch.V,§4, 

cor. 2. D 

6.14. DEFINITION. Let a E ¢ be algebraic over lF (X) of degree n and let 
q 

a 1 = a,a2 , •.. ,an E ¢ be the roots of the minimal polynomial of a. Then we 

define 

REMARK. Let K be a finite, separable algebraic extension of lF (X) of de---- . q 
gree h and let a 1 , a 2 , ... , ah denote the distinct lF q (X) -monomorphisms K <-+ ¢. 

If PE lF [X][t] is the minimal polynomial of SEK, then 
q 

and 

P(a.(S)) 
J 

a.(P(S)) 
J 

h 
TT 

j=1 
(t-a. (S) l 

J 

0 

is a polynomial with coefficients in lF (X). Hence the set of zeros of P 
q 

equals the set {a1 (S) ,a2 (S), ••. ,an (S)}. Therefore in this case we have 
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6.15. LEMMA. If a. and Bare algebraic over lF' (X), then 
q 

(6.15.1) d*(a.+Bl $ max(d*(a.),d*(B)l 

and 

(6.15.2) * * d (a.) + d (13). 

PROOF. Let a. 1 = a.,a.2 , ••• ,a.n and 81 = B,82 , ••• ,Bm denote the zeros of the 

minimal polynomials of a and B, respectively. Then the coefficients of 

TT 
i=l, ..• ,n 
j=l, •.. ,m 

(t-a.. -B. l 
l. J 

are elements of lF' (X). The minimal polynomial of a.+ Bis a divisor of 
q 

2.7 

this polynomial. Hence the zeros of this minimal polynomial belong to the 

set {a.. +B. I i 
l. J 

1, ... ,n; j = 1, •.. ,m}. Therefore 

* d (a.+B) $ max(dg(a..+B.);0) $ max(max(dga. ,dgS.l ;0) 
i,j l. J i,j l. J 

Relation (6.15.2) is proved analogously by considering the polynomial 

TT 
i=l, •.. ,n 
j=l, .•• ,m 

(t-a..B.). 
l. J □ 

6.16. LEMMA. (WADE 1946) Let K be a finite, separable algebraic extension 

of degree h of lF' (X) • Let r, s E JN , r < s. Then the system of r homogeneous, 
q 

linear equations in the s unknowns 

(6.16.1) 
s 

l a.ki xi= o, 
i=l 

k 1,2, ••• ,r, 

where the a.ki are algebraic integers in Kand 
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* a:= max d (aki), 
1SiSs 
1SkSr 

has a non-trivial solution (~ 1 .~2 , ••. ,~s) in algebraic integers ~i of K 

with 

d*(~.) 
l. 

cs+ar <---
s-r 

i 1,2, ... ,s. 

Here c denotes a positive constant which depends only on the field K. 

PROOF. Let 81 , 82 , ••• , 8h be a basis of algebraic integers of K as mentioned 

in lemma 6.13. Since ak. 8., k = 1, •.• ,r; i = 1, ••• ,s; j = 1, ••• ,h are al­
l. J 

gebraic integers of K, we can write 

(6.16.2) 

with A.i. € lF [X]. Now consider the rh homogeneous, linear equations in 
k JV q 

the sh unknowns Xij' 1 sis s; 1 s j sh 

(6.16.3) 
s h 

l l Akijv xij 
i=1 j=1 

o, k 1, ... ,r; v 1, ... ,h. 

Since rh < sh and A. . . € F [X ], we can now apply lemma 6. 12. To this end 
kl.JV q 

we need an upper bound for dg A. ..• 
kl.JV 

Let cr 1 , ••• , crh denote the h distinct lF q (X) -monomorphisms K "+ q,; then 

for 1 s ks r, 1 sis s, 1 s j sh we have 

µ 1, ... ,h. 

det(cr (8 )) # O. µ v µ,v 

Hence we can express A. . . as a linear combination of the elements 
kl.JV 

cr 1 (aki8j), ••• ,crh(aki8j) with coefficients which only depend on the field K. 

Therefore 
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where c 1 ,c2 are positive constants depending only on K. 

According to lemma 6.12 the system (6.16.3) has a non-trivial solution 

in polynomials c .. € F [x], i = 1, ... ,s; j = 1, ... ,h such that 
J.J q 

(6.16.4) 
(c2+a)rh 

dg C ij < sh-rh 

Now we define 

(6.16.5) i 1, .•. ,s. 

Then the ~i are algebraic integers of K, not all zero, and from (6.16.5) 

and (6.16.2) we have 

But since ~s ~h A. C - 0 
li=l lj=l kijv ij - ' k 1, ••• ,r; v = 1, ••• ,h, 

the s-tuple (~ 1 , ••• ,~s) is a non-trivial solution of (6.16.1). Furthermore 

it follows from (6.16.5) and (6.16.4) that 

(a+c2)r 
$ max (dg C .. +d*(S.)) < ---- + c 3 i,j J.J J s-r 

ar+cs <---
s-r 

where the positive constant c depends only on K. D 

7. SUMMARY OF KNOWN RESULTS ON TRANSCENDENCE IN~ 

As already mentioned in chapter I, the functions ~,A:~+~ and the 

quantity~€~ were introduced by L. CARLITZ in 1935. In 1941 L.I. WADE 

proved the transcendence over F (X) of ~(a) for every non-zero algebraic 
q 

element a€~- From~(~)= 0 it follows 

and since A: {t € ~ ldg t < ~ 1} +~is 
q-

that ~ is transcendental over F (X) 
q 

defined as the inverse of~ we al-

so immediately see that A(a) is transcendental over F (X) for every non­
q 

zero algebraic a€~ with dg a< q:1 • 

In the same article Wade remarked that he was not able to prove the 

transcendence of 

00 qj 

I a 
F j 1,2, ••• , c. 

F. 
c. € q , 

j=O J 
J 

J 



2.10 

where an infinite number of c, is non-zero and where a is an arbitrary al­
J 

gebraic element of~- However, the transcendence in a special case, namely 

for a€ F [X]\{0}, follows from the following theorem which Wade proved 
q 

in the same article. 

7.1. THEOREM. (WADE (1941). Let the sequence {Bk}==O satisfy the conditions: 

(i) Bk€ Fq [X], k = 0,1,2, ••• , 

(ii) infinitely many of the Bk are non-zero, 

(iii) there exist a k0 € N and a sequence {ck}==ko of real numbers with 

oo such that 

(7 .1. 1) 
k-1 k-1 

dg Bk~ k(q-l)q - ck q 

Then 

is transcendental over JF .(X). 
q 

All proofs in Wade's article follow the same line. To illustrate this 

method we shall prove theorem 7.1. 

Proof of theorem 7.1. Suppose y ~00 

lk=O 
green. According to lemma 6.4, y is a 

degree qn: 

f(t) 

i.e. 

(7 .1.2) 0 

where 

n 
:= l A 

j=l j 

n 
l A, 

j=l J 

min(n,i) 

l 
j=l 

oo D, 

l .2:. 
i=l Fi 

B 

Fk is algebraic over lF (X) of de-
k q 

zero of a linear polynomial f of 

j 

From remark 2.2 (a) we see that D. € JF [x]. 
l. q 

For m ~ l a "multiplier" M € F [X] will be defined in such a way 
m q 



that 

can be split up into two 

m MD. 
I I m l. 

F. 
i=l l. 

and 

Q := I 
i=m+1 

such that 

(i) I E JF [X] ,' 
q 

parts 

(ii) every sum of Q has valuation less than zero if mis chosen large 

enough. 

In our case, (7.1.2), Fm will do as such a multiplier. Using (7.1.2) we 

have 

(7.1.3) I + Q 0. 

2.11 

From IE F [X] we have either dg I;>: 0 or I= 0. But from (7.1.1) we 
q 

can deduce that dg Q < 0 and in view of (7.1.3) we conclude that I= O. It 

now remains to prove that form chosen sufficiently large this leads to a 

contradiction. We have 

0, 

This yields 

F m-1 F 
D + _m_ l m-1 D 

m F m-1 i=l Fi i 
o, 

and hence D o, m ~ mo. Recalling the definition of D we have 
m m 

n 
qJ 

B . 
(7.1.4) I A. m-J 0, m "' mo. 

j=l J Fqj. 
m-J 
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We proceed by induction. From remark 2.2a it follows that 

Hence by (7.1.4) 

Suppose that 

i+l 
Fmo-.l-1 

Fqj . 
mo-J 

E F [X]. 
q 

E F [X]. 
q 

(7.1.5) K = 0,1, •.. ,k-1. 

Then it 

+ 

+ 

min(k,n-.l) 

l 
v=l 

n-.l 

with m m0 + k that 

k+.l+l 
Fq + 

m -.l-1 
0 

k+l l q -----1 

l A.l+v 
v=min (k,n-.l) +1 

q-1 
A,e_ 

+ 

0, 

which, by the induction hypothesis, yields (7.1.5) with K = k. Since 

{Bk}:=l contains infinitely many non-zero elements,we have .infinitely often 

k+l l ,e_ m +k 
~ dg A0 + q dg B O - (k+l)q O ;,: 0, 

q-1 ,{, m0+k-,{, 

which for large k contradicts (7.1.1). D 

The transcendence of the special element loo --1- - loo 
k=l xqk_x - k=1 

not follow from theorem 7 .1, but using its special character and 

q 
Fk-1 
-- does 

Fk 
chosing the 

right multiplier, Wade proved its transcendence in theorem 4.1 of his ar­

ticle from 1941. By the same method he proved in 1943/44 the following 

three transcendence results for certain elements oft. 



7. 2. THEOREM. For n E :N the element 

is transcendental over lF (X) . 
q 

PROOF. See WADE (1943), §4. □ 

7. 3 • THEOREM. Let G E lF [X], dg G > 0 and n E JN , n > 1 . Then 
q 

is algebraic over lF (X) if n = ps, s E JN and transcendental otherwise. 
q 

PROOF. See WADE (1944), th.1. 0 

7.4. THEOREM. Let G E lF [X], 
q 

dg G > 0 and n E ]N, n > 1. Then 

00 

L 1 

k=O Gkn 

is transcendental over lF (X) . 
q 

PROOF. See WADE ( 1944) , th.2. □ 
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The theorems 7.1 and 7.3 were generalized by s.M. SPENCER jr, (1952). 

His proofs are based on the principle sketched in the proof of theorem 7.1. 

Spencer's generalisation of th.7.1 consists of replacing the sequence 

{Fk}==O by a sequence {Gk}==O of elements of lFq [X] which satisfy the fol­

lowing two conditions: 

(i) 
Gk+1 

lF [X], k ;?; 0 --E 
Gq q 

k 
dg Gk 

(ii) lim -k-= 00 

k-+«> q 

See SPENCER (1952), theorem 4. 

The generalisation of theorem 7.3 reads: 

7.5. THEOREM. Let the sequence {Gk}==O satisfy the two conditions: 
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(i) k ;;: 0 

and for some kO, dg G > 
ko 

o, 

(ii) 
Gk+l 

]F [X], k ;;: 0. --E 
Gk q 

Let {ek};=O' ek E lN satisfy 

(iii) ek I ek+l' k ;;: 0, 

(iv) pf 
ek+l 

k ;;: 0. 
ek 

Then lk00 =O - 1- is transcendental over JF (X). 
Gek q 

k 
PROOF. See SPENCER (1952 ), th. 7. Compare the case Gk 

theorem 7 • 3 • D 

Furthermore we mention that in the same paper by Spencer the follow­

ing result is proved. 

7.6. THEOREM. Let the entire function f: w ➔ w be given by 

f cti := I 
n=O 

b 
n 

E ]F (X) 
q 

and bn f O for infinitely many n. Let Gn denote a denominator for 

b0 ,b1 , .•• ,bn of smallest valuation. Let a E w\{O} be algebraic and dg a~ 0. 

If there exist an increasing sequence n 1 ,n2 , ••. of natural numbers 

and an increasing sequence k 1 ,k2 , ... of positive real numbers with 

limi➔oo ki = 00 , such that 

(7.6.1) 
f (i)dg b < - k. dg 

\) ]. 

lc:ii) I b a\)fO, 
v=n +1 v 

l. 

i 1,2, .•. ; v;;: ni' 

i 1,2, ... , 

then f (a) is transcendental over lF (X) • 
q 

PROOF. See S.M. SPENCER (1952), th.1 or section 9 of this thesis. In 

Spencer's article the theorem is proved only in the case that f is defined 

on F, but the proof also works in case f is defined for all t E w. D 



N.B. Spencer does not mention the condition dg a~ 0 but it is not 

clear how his proof works without it. 
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In 1946 L.I. WADE proved an analogue of the Gelfond-Schneider theorem 

using the Siegel-Schneider method. We shall formulate this theorem and 

give a sketch of the proof. In 1971 and 1973 the same method was used to 

obtain transcendence results for a wider class of functions. See 

J.M. GEIJSEL (1971,1973) or chapter IV. 

7.7. THEOREM. (WADE 1946) Let a,8 e: ~. If a f' 0, dg a < _g_l and f3 «t F (X), 
q- q 

then at least one of the three quantities a,S,w(SA(a)) is transcendental 

over F (X). 
q 

PROOF. Suppose a, B and w (SA (a)) are algebraic over lF (X) • For some 
---0 e e e q 
e e: lN the elements aq ,Sq ,Wq (SA(a)) generate a separable algebraic ex-

tension K of F (X) • 
q 

Let r € F [X] 
q 

e e 
be such that raq ,rsq 

e 
and rwq (SA(a)) are algebraic 

integers of K. 

The proof, that the assumption on a,S and w(SA(a)) leads to a con­

tradiction, consists of three steps. 

Step I: construction of an auxiliary function L with many prescribed zeros. 

Step II: proof with the aid of the Maximum Modulus Theorem that L has in­

finitely many distinct zeros of a certain type. 

Step III: Application of the Product Formula for Entire Functions from 

which the desired contradiction follows. 

I. The natural numbers k, l with l > 3k will be chosen later. Set 

m := k + l - 1. Define the entire function L: ~+~by 

L(t) 

2l 
-1 

2k 
-1 

:= 
ql ql x .. 
j=O i=O l.J 

where the algebraic integers Xij of K will be determined in such a way 

that L(A+f3B) = 0 for all A,B e: F [X] with dg A< m,dg B < m. The con­
q 

dition 

2l 2k+m 
rq +q L(A+f3B) o, dg A, dg B < m 

2m 2(k+l) 
on L implies a system of at most q linear equations in the q 

variables X .. with integral algebraic coefficients (apply th.2.11(a), 
l.J 
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th.2.13 and th.2.5). Using that 

1/J (A) 
dg ~ = (dg A-µ)qµ $ qdgA-1 

µ 

(see remark 2.6) we find that the valuation of these coefficients and al­

so of their conjugates is less than q 2l+e(m+c 1), where the rational con­

stant c 1 > 0 does not depend on k and l. According to lemma 6.16 we can 

determine the X •. in such a way that not all of them are zero and that 
1.J 

(7. 7 .1) 

where c 2 > 0 is independent of k and l. 
From now on we suppose that the X .. are fixed accordingly. 

1.J 

II. Forµ~ m we define 

B(µ) {A + SB I A,B e: F [X]: A and B not both zero; 
q 

dg A<µ, dg B < µ}. 

Let B := U00 B(µ). The second step now consists of proving by induc­
µ=m 

tion that L vanishes on B. We have constructed L such that L(t) = 0 

forte: B(m). So it is sufficient to prove that 

(t E B(µ) => L(t) 0) => (t e: B(µ+l) => L(t) 0). 

Since 

ments 

S 4 F (X), all the A 
q 2 

of B(µ) is q µ-1. 

+ SB are different. Hence the number of ele-

Let to E B(µ+l)\B(µ). If l is chosen large enough, then 

* dg t 0 $ µ + d (S) < 2µ. By assumption 

L(t) TT 
ae:B(µ) 

-1 
(t-a) 

is an. entire function. Hence we can apply the Maximum Modulus Principle 

(th.5.16) and obtain 

dg L(to) - I dg(to-a) $ max 
ae:B(µ) dgt=2µ 

2µ 
dg L(t) - 2µ(q -1). 
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From the definitions of Land 1jJ and inequality (7.7.1) it follows that 

(7.7.2) 
2l+e 2k+e+2µ 

max dg L(t) < (2µ+m+c 2 )q + c 3q , 
dgt=2µ 

where c 3 > 0 is independent of k and l. Now put 

n := µ - k + 1, 

then n;;,, land 

From the choice of t 0 and the definitions of Land r it follows that 

is an algebraic integer of K. Therefore its norm is an element of JF [x] 
q 

with 

(7.7.3) 

where c 4 > 0 and h : = [K: JF (X) ] . Now first choose k such that 
2k-e-2 q 

4-q < 0. Then take l so large that 

(i) 

(ii) 

(iii) 

d*(Sl < l (this was required in the calculation above), 

l > 3k (as was assumed throughout the proof), 
2k-e-2 2k-e-2 2k-e-2 4k 

µ(4-q ) ~ m(4-q ) = (k+l-1) (4-q } < - c 4q 

III. Now k and l are fixed. According to the Product Formula for Entire 

Functions, corollary 5.24, we have 

L(t) = ytp TT (1- !_} TT (1- ~), 
aEB(µ) a bER*\8(µ} 

where p E lNO, y E ~,y i 0, R* = R\{O} and R denotes the set of zeros 

of L. Comparing the maximal value on {t I dg t = 2µ} and the value in 

t = 0 of the last product, the Maximum Modulus Principle yields 

(7. 7 .4) max 
dgt=2µ 

(1- ~) ;;,, 0. 
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Further we write 

TT 
aEB(µl 

( 1- !.i 
a 

TT (a-t} 
aEB(µl 

TT a 
aEB(µ} 

Then it follows from (7.7.4) that 

(7. 7. 5) max 
dgt=2µ 

2µ * 2µ 
dg L(t) ~ dg y + 2µp + 2µ(q -1}-(µ+d (S}) (q -1). 

Forµ large enough (7.7.2) and (7.7.5) are contradictory. D 

In 1949 K. MAHLER proved an analogue of the well-known theorem of 

Liouville on the approximation of algebraic numbers by rational numbers 

for certain function fields. His proof also works for our field w. There­

fore we have, in our notation, 

7. 8. THEOREM. (MAHLER) If a. E w is algebraic over F (X) of degree n ~ 2, 
q 

then there exists a c E lR such that for all pairs P ,Q E F [X] with Q # 0 
q 

we have 

dg (a. - !:) ~ c - n dg Q. 
Q 

PROOF. See MAHLER (1949), th.1. □ 

In case the characteristic of the function field is 0, Mahler's theorem 

does not give the best possible result [see B.P. GILL (1930)]. Mahler gave 

an example from which it follows that in case the ground field has charac­

teristic p,theorem 7.8 is sharpest. 

7.9. THEOREM. Let a. E W be the element 

a. := 

then a. is algebraic over F (X) of degree p ~ 2 and there exist an infinite 
q 

sequence of relatively prime polynomials Am,Bm E Fq[X] with Bm # 0 such 

that 



where limm-- dg Bm = 00 • 

PROOF. See MAHLER (1949), th.2. Note that a is a root of the equation 

tp - t + ~ = o. □ 
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7.10. REMARK. In the same paper Mahler raised the question whether the re­

sult of theorem 7.8 still gives the best possible result for elements a of 

the form 

00 

(7.10.1) I -i 
a = a. X 

i=-m 
1. 

m E ZZ, a. E JF 
1. q 

which are algebraic over JF (X) of degree at least 2 and at most p-1.­
q 

Recently L.E. BAUM and M.M. SWEET (1976) proved the following state-

ment: 

"There exists a unique element a of the form (7.10.1) with q 

satisfies the irreducible equation 

0, n ;,: 1. 

2 that 

For this a there exists an infinite sequence Am, Bm E JFq[X] such that 

(A ,B ) 
m m 

A 
dg ( a- _!!!_) 

B 
m 

00 and such that 

This contradicts an earlier assertion of J.V. ARMITAGE (1968) to the 

effect that a Thue-Siegel-Roth theorem should hold for algebraic elements 

in~ which are not contained in a cyclic extension of JF (X) of degree pn 
q 

(nElN). Armitage's assertion was earlier showed to be false by 

C.F. OSGOOD (1975). 

Theorem 7.8 enables us to construct a new type of transcendental ele­

ments of~; this will be done in Chapter III. 

Finally we mention that P. BUNDSCHUH in 1974 gave an analogue of 

Mahler's.classification of transcendental numbers in S-, T- and U-numbers 

and that he introduces a notion of transcendence measure in~- (See 

Seminaire Delange-Pisot-Poitou 1974/75, §3.) 





CHAPTER III 

ON THE TRANSCENDENCE OF CERTAIN POWER 
SERIES OF ALGEBRAIC ELEMENTS OF~ 

8. LIOUVILLE NUMBERS 

3.1 

As already mentioned in chapter II, section 7, Mahler's analogon of the 

theorem of Liouville (see th.7.8) enables one to construct transcendental 

elements of~-

8.1. DEFINITION. An element n E ~ is called a Liouville number if for every 

m E INO there exist elements A ,B E F [X], with (A ,B ) = 1, dg B > 0 
m m q m m m 

(8.1.1) 

8. 2. THEOREM. Every Liouville number n E ~ is transcendental over F (X) . 
q 

PROOF. Suppose n is algebraic over 

exist A, B E F [xJ with (A,B) = 1 

£ ,f- ~ and 
q 

dg D > dg B we have 
D B 

F (X) of degree n. If n = 1, then there 
q A 

such that n = 8. For all c ,D E F q [x] 

(8.2.1) dg (n - ~) ~ - dg D - dg B ~ - 2dg D. 

Form> 2 the relations (8.1.1) and (8.2.1) are contradictory. 

Now suppose n ~ 2. According to theorem 7.8 there exists a c E lR such 

that for all pairs P,Q E F [X] with Q ,f- 0 
q 

dg (n - ~) > C - n dg Q > - m dg Q 

form sufficiently large. This contradicts (8.1.1). D 



3.2 

8.3. EXAMPLES. (i) Let a€ W be defined by 

oo C • 

a == I _J_ 
j=1 xj ! ' 

where cJ. € JF , c. 'f' 0 for infinitely many j. For m € lN we define 
q J 

µ := max {j I c. 
1:Sj:Sm J 

xµ! 
µ .2-A := I m 

j=l xj ! 

and 

Hence a is a Liouville number. 

(ii) Let a€ w be defined by 

oo C 

_l f. 
J=O qJ 

a:= 

,, O}, 

where c j € JF q , c j 'f' 0 for infinitely many j. For m € :riP we define 

µ := max {j I c. ,, O}, 
0:Sj:Sm J 

µ 
~ A := F I m qµ j=O F j q 

and 

B := F 
m qµ. 

m+l m+l 
:S - q •qq < - m dg B • 

m 
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Bence a is a Liouville number. 

9. TRANSCENDENTAL VALUES OF GAP-SERIES 

In 1972 P.L. Cijsouw proved that if a certain gap-condition for a power 

series S with algebraic coefficients is fulfilled, then S assumes tran­

scendental values for non-zero algebraic arguments. For details and a proof 

we refer to CIJSOUW (1972), th.1.11 or CIJSOUW & TIJDEMAN (1973). In this 

section we shall give an analogue of Cijsouw's theorem for the field~-

9.1. DEFINITION. Let PE ~[t] be given by 

P(t) 

Then the height of the polynomial P, notation B(P), is defined as the 

maximum of the valuations of the coefficients of P, i.e. 

B(P) := max dg ai. 
0:siSn 

If a E ~ is algebraic over lF (X), then the height of a, notation h(a), 
q 

is defined as the height of the minimal polynomial of a over lF [X]. 
q 

In the next two lemmas we shall give a lower and an upper bound for 

h(a) in terms of suitable characteristics of a. 

9.2. LEMMA. Let a E ~ be algebraic over lF (X), then 
q 

(9.2.1) dg a :s h{a). 

PROOF. Since h{a) ~ O, we restrict ourselves to the case dg a ~ O. Let 

P E lF [x][t], given by 
q 

P(t) 

be the minimal polynomial of a. Then 
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Hence, using dg a.~ O, we obtain 

n dg a.Sn dg a.+ dg An S max {idga.+dgAi) 
OSiSn-1 

s {n-1)dg a.+ h{a.), 

from which the inequality {9.2.1) follows. D 

9.3. LEMMA. Let a. be algebraic over F (X) of degree n and let M be a de­
q 

nominator for a.. Then 

PROOF. Let Q E lF [X][t] be the minimal polynomial for a., given by 
q 

Let a.1 

Q{t) := Antn + A· tn-l + +At+ A n-1 ••• 1 o· 

a.,a.2 , ••• ,a.n be the conjugates of a., then 

Q{t) 
n 

A TT {t-a.i). 
n i=1 

Now A./A, j = 0,1, ••• ,n-1 are the elementary symmetric polynomials in 
J n 

a.1 ,a.2 , ••• ,a.n, disregarding the sign. Hence 

{9.3.1) 
A. 

dg ...1. < max dg(a.. a. .••• a.. ) s n d* {a.), 
An - 1Si Sn i1 i2 ij 

1S\l~n-j 

j 0,1, ••. ,n-1. 

Since Ma. is an algebraic integer, there exists a polynomial 

P E F [x][ t], given by 
q 

for which P{a.) = O. Since Q is the minimal polynomial of a., P must be a 

multiple· {in lF [X][t]) of Q and therefore 
q 

for some C E lF [X], C ,f 0. Hence 
q 
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(9. 3. 2) n dg M. 

Now the lemma follows from (9.3.1) and (9.3.2). D 

9.4. LEMMA. Let P1 ,P2 € JFq [X][t] be polynomials of degree N1 ,N2 int and 

height H1 ,H2 respectively. If there exists an element w E ~ such that 

(9.4.1) max (dgP1 (w) ,dgP2 (w)) < - (NlH2+N2H1), 

then P1 and P2 have a common zero. 

PROOF. Let 

Pl (t) 
Nl N1-1 

+ ••• +A1t+A0 , A 'f' o, := AN t + AN -1 t Nl 1 1 

p2 (t) 
N2 N2-1 

B 'f' 0 := B t + B t + ... + B1t + BO, 
N2 N2-1 N2 

and let det R be the resultant of P1 and P2: 

AN Al AO 0 0 
1 

0 
~1 

Al AO N2 rows 

0 

(9.4.2) R 0 0 AN Al AO 
1 

B Bl BO 0 0 
N2 f 

0 BN Bl BO 
2 N1 rows 

0 

0 0 B 
N2 

Bl BO 

Then it is well-known, see e.g. VAN DER WAERDEN §30, that det R = 0 if and 

only if P1 and P2 have a common zero. The coefficients of P1 and P2 are 

elements of JF [X] and hence det RE JF [X], i.e. det R = 0 or dg(detR) ;,, 0. 
q q 

So if we show that the condition (9.4.1) implies dg(detR) < O, the lemma 

will be proved. 
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th Nl+N2-i 
First suppose dg w $ o; Multiply the i column of R by w and 

add the result to the last column, i = 1,2, ... ,N1+N2-1. Then divide the 

the result by 

P(w) := l Pl (w) 

P2 (w) 

So we obtain 

(9.4.3) R P(w)R', 

if 

if 

where R' is a matrix that is obtained from R by replacing the last column 

by a new one in which all elements have valuation at most zero. Every term 

in the expansion of det R' is the product of one element of~ with valua-

tion at most zero, at most N2 elements from the set {A0 ,A1 , ••• ,\J1} and 

most N1 elements from the set {B0 ,B1 , ... ,BN2}. Hence from (9.4.3) and 

(9.4.1) we obtain 

This proves the lemma in case dg w $ 0. 

* Now suppose dg w > 0. Define the polynomials P. by 
J 

* p. (t) 
J 

* * 

N• -1 
:= t J p. (t ) , 

J 
j 1,2. 

at 

Then P1 and P2 are of degree M1 $ N1 , M2 $ N2 and height H1 , H2 respective-

ly. Since dg w > O, we have 

* -1 dg P. (w ) 
J 

and therefore 

-1 
Since dg(w ) < 0, we have the case 

* * that P1 and P2 have a common zero, 

dg P. (w) 
J 

considered previously and we conclude 

say y. Since\, f 0 it follows that 
1 
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-1 
yr 0. Now y is a COIIDDOn zero of Pl and P2 • 0 

9.5. LEMMA. Let P1 and P2 be a polynomials in ~[t] of height H1 and H2 re­

spectively. Then the product P1P2 has height H1 + H2 • 

PROOF. Write Pl(t) 
N N-1 

~t + ~-lt + ••• + A1t + A0 , ~ r 0. Define n 1 by 

dg A = H1 , 
nl 

dg An< H1 , 

n1+n2 
Define in a similar way n2 for P2 . Then the coefficient oft in P1P2 
has degree H1 + H2 • Since it is clear that in P1P2 no coefficients with a 

degree greater than H1 + H2 occur, the le11DDa is proved. D 

9.6. LEMMA. Let PE F [X][t] have degree N ~ 1 and height H. Let a E ~ be 
q 

algebraic of degree n and height h. Then either P(a) = O or 

(9.6.1) dg P(a) ~ - (hN+nH). 

PROOF. First we supppose that a is separable. Let Q denote its minimal 

polynomial and let a1,a2 , ••• ,an be then lFq (X)-monomorphisms lFq (X) (a)c.+ ~­

Hence the zeros of Qare cr.(a), j = 1,2, ••. ,n. Now if (9.6.1) were not true, 
J 

we would have 

max{dg P(a), dg Q(a)} dg P(a) < - (hN+nH). 

Then le11DDa 9.4 says that P and Q have a co11DDon zero, i.e. for some 

j E {1,2, ••• ,n} 

0 P(cr.(a)) 
J 

and hence P(a) 0. 

cr.(P(a)) 
J 

e 
Now.let a be non-separable. Take e E lN such thatap is separable. 

If Q E ~[t], we denote by Q* the polynomial obtained from Q by raising the 

coefficients of Q to the power pe. Clearly, Q and Q* are of the same 

degree and H* = peH, with the obvious meaning for Hand H*. Now let 
* e Q E lF [X][t] be the minimal polynomial of a. Then Q (rP) = 0. Hence the 

q 
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minimal polynomial of aPe is a divisor of Q*. In view of lemma 9.5 the height 

of ape does not exceed peh. 

Suppose P(a) ~ 0. Then we have 

e 

Applying the part of the lemma already proved on p* and ap, we find that 

(9.6.2) 

The lemma now follows from (9.6.2) and 

Pe dg P(a) □ 

Now we are ready to prove the analogue of Cijsouw's theorem mentioned 

in the beginning of this section. 

9.7. THEOREM. Let {ak}==O be a sequence of non-zero algebraic elements of 

<!>. Denote 

and 

max 
0~i~k 

Let ~ be a denominator for a 0 ,a1 , .•• ,ak. Finally suppose .that the power 

series 

where {nk}==O is an increasing sequence of non-negative integers, has 

radius of convergence R > - 00 

Then, if 

(9.7.1) 
(nk+dg~+~)~ 

lim --------
k-+<x> nk+1 

o, 



3.9 

S(0) is transcendental over JF (X) for every non-zero algebraic a E ~ with 
q 

dg 0 < R. 

PROOF. Let a# 0 be algebraic, dg a< Rand let n denote the degree of 0. 

Mis a denominator of a. Put 

and 

Now Sk(0) E Fq (X) (a0 ,a1 , ••• ,ak,0) and therefore Sk(0) is alge~raic over 

JF q (X) of degree s k s n~. Denote its height by ~. Since ~ M k is a de­

nominator for Sk(0), we obtain from lemma 9.3 and from lemma 6.15 

Let PE JF [X][t] be an arbitrary but fixed polynomial of degree 
q 

N ~ 1 and height H. Let s1 ,s2 , .•. ,Sm be the different zeros of Pin~ and 

suppose m ~ 2. Then,by the convergence of {sk(0)}==l, there exists a Kl 

such that fork> K1 

dg(Sk(0)-Sk+l (0)) < min dg(Si-Sjl. 
1Si, j Sm 

ifj 

Hence fork> Kl 

Clearly, this also holds if P has one zero of multiplicity N. Consequently 

there exists an infinite subsequence {kj};=l of the sequence of natural 

numbers such that 

Pc sk . cal l # o, 
J 

j 1, 2, . . . • 
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Now it follows from lemma 9.6 that 

dg P(Sk_(6)) ~ - (hk_N+sk,H) 
J J J 

~ - n~J_{(dg~.+~_dgM+¾_+nk_d*(6))N + H}. 
J J J J 

Hence 

(9. 7 .2) dg P(Sk. (6)) ~ - c 1dk. (dg~_+¾_+nk_l, 
J J J J J 

where c 1 > 0 is independent of j. 

We now estimate rk (6) as follows. Choose p E lR with dg 6 < p < R. 

Then since 

dgctk 
lim sup -- = - R, 

k~ nk 

we have fork> K2 the inequality dg ctk < - pnk and hence 

(9.7.3) 

Put 

P(t) 

$ max, ni(dg6-p) = nk+l (dg6-p). 
i~k+l 

and suppose that rk(6) # 0. Then we may write 

N sic0i-s!c0i 

P(S(6)) - P(Sk(6)) = rk(6) iil Bi S(6)-Sk(6) 

From (9.7.3) it follows that fork> K2 we have 

dg{P(S(6)) - P(Sk(6))} $ nk+l (dg6-p) + H + 

Since fork sufficiently large 

max max dg Si-l-j(6) st(6) $ (N-1) max (dgS(6),0), 
lSiSN OSjSi-1 
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we certainly have 

(9.7.4) 

where c 2 > 0 is independent of k. Clearly, this inequality also holds for 

the case that rk(9) = 0. The inequalities (9.7.2) and (9.7.4) yield for 

kj > K3 

P(S(9))-P(Sk,(9)) [ 

dg P(Skj (9)) :,; - nkl c2 - cldkj 

Using condition (9.7.1~ we infer that there exists a K4 > K3 such that 

P(S(9))-P(Skj(9)) 
dg _____ ___,,____ < 0, 

P(Sk (9)) 
j 

[ { 
P(S(9))-P(Sk,(9)) }] 

dg P(S(9)) = dg P(Skj(9)) 1 + P(Sk (9)~ = dg P(Sk. (9)), 
j J 

from which we conclude that: P(S(9)) # 0. Since Pis chosen arbitrarily, we 

have proved the theorem. D 

,"' ¾ 9.8. REMARKS. (i) A power series lk=0 akt is called a gap series, when 

li~-- ~/nk+l = 0. Thus we infer from the previous theorem that the sum 

of the gap series 

k 0,1, ... 

is transcendental over lF (X) for every non-zero algebraic 9 from~ with 
q 

dg 9 < 0. 

(ii) In case R is finite, S(9) need not be transcendental for algebraic 9 
k! k 

with dg 9 = R. For instance, take nk = k!, ak = x /X. Then R = - 1, the 

conditions of theorem 9.7 are satisfied and we obtain 

-1 ; 1 ~1 
S(X )= l 7c=(hX). 

k=0 X 

The following example shows that S(9) can be transcendental for an 

algebraic 9 with dg 9 = R; L.I. WADE (1941) proved the transcendence of 
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,oo k -1 q 
lk=l (Xq -X) , whereas X 

oo k -1 
' (Xq -X) can be seen as the value for lk=l 

e = x- 1 of the gap series 

S(t) }: 
k=l 

k! k! 
xq tq 

k 
xq -x 

with radius of convergence R = - 1. 

(iii) If the 
0 elements ak, k E lN belong to a fixed, separable, finite 

extension of lF (X), then the condition in theorem 9.7 can be weakened to 
q 

nk+dg~+ak 
lim-----
k->oo nk+l 

(iv) The element 

e 
00 Ck 

}: k' 
k=l X. 

0. 

of example 8.3 is a Liouville number, which can be seen as a certain value 

of the gap series 

00 

S(t) l ck tk!, 
k=l 

which converges fort E ii> with dg t < 0. Here~= 0, dk = 1, ~ = 1 for 

k = 1,2, ••. and condition (9.7.1) is satisfied. Now it follows from 

theorem 9.7 that S(X-1) is transcendental. 

with the method used in the proof of theorem 9.7 we can generalize 

theorem 7 • 6 to 

9.9. THEOREM. Let K be a finite, separable algebraic extension of lF (X). 
q 

Let the entire function S: ii>+ ii> be given by 

S(t) := l 
n=O 

a 
n 

EK. 

Let Mn denote a denominator for a0 ,a1 , ... ,an with minimal valuation. Let 

8 E il>\{0} be algebraic. 

If there exists a positive, real constant c such that 

(9.9.1) 
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and increasing sequences {nk}:=l' nk E lN and 0-k}:=l' Ak E lR ,Ak > 0 with 

lill\-+oo Ak = 00 such that 

(9.9.2) l ( i) dg an + n dg0 < -

00 

(ii)L aenfo, 
n 

n=nk+1 

then S ( 0) is transcendental over JF (X) • 
q 

PROOF. Since Sis entire, we have 

(9.9.3) 
dg an 

lim sup -n-- = - 00 

n-+oo 

If a f 0, we have 
n 

k 

k 

NK➔JF (X) (M a ) E JF [X] \ {0}. 
q n n q 

1,2, ... ;n>nk, 

1,2, •.. , 

Put h := [K: JF q (X)] and let cr 1 ,cr2 , ••• ,crh denote the h JF q (X)-monomorphisms 

K"-+ <!>. Then, using (9.9.1) and lemma 6.10, we have 

h 
TT dg(cr (Ma)) $ 

p n n 
p=1 

$ h dg M + dg a + (h-1)d*(a) < (h+c(h-1))dg M + dg a. 
n n n n n 

Hence by (9.9.3) there exists an n 0 such that 

(9.9.4) 

First we remark that we may suppose that 

(9.9.5) k 1, 2 I••• • 

For suppose that (9.9.5) does not hold a priori. It may occur that we can 

take subsequences 
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such that not only (9.9.2) but also (9.9.5) holds for these subsequences. 

Then we continue after the appropriate relabelling. But such subsequences 

need not exist, due to the fact that for some k0 

0, 

Then we proceed as follows. From the sequence {nk}:=l we skip n1 ,n2 , •.. ,nk 

and those nk for which 
0 

The remaining sequence of indices we denote again by {nk}:=l" Note that in 

view of (9.9.2) (ii) this sequence {nk}:=l is infinite. From {\k}:=l we take 

the correspcnding subsequence and call it {\k};=l again. Now define 

~ := max{n I nk-l < n <~•an f o}, 

Then M is a denominator for am., in fact 
Ilk K 

dg M 
~ 

in view of the minimality condition of dg Mn. 

Finally 

k 1, 2, . . . . 

Hence (9.9.2) holds for the sequence {~}:=l' whereas moreover amk f 0. 

After these preliminaries we now start with the actual proof. Let 

8 f 0 be algebraic of degrees and let M be a denominator for 8. Put 

~ 
a.ei := I 

i=0 1. 

and 

Then Sk(8) E K(8). Denote the height of Sk(8) by hk and the degree of Sk(8) 

by sk. Acco!t'ding to lemma 9.3 and lemma 6.15 we have 
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(9.9.6) 

where c 1 is a positive, real constant, independent of k. 

Let PE F [X][t] be an arbitrary but fixed polynomial of degree N ~ 1 
q 

and height H. Let s1 ,B2 , •.. ,Bm be the distinct zeros of Pin wand suppose 

that m ~ 2. From the convergence of ' 00 

0 a Sn it follows that fork> k1 ln= n 
and v E N we have 

dg(Sk+v(8) - Sk(8)) < min dg(Bi-Bj). 
1:S:i,j:S:m 

i;,!j 
0 On the other hand we see from (9.9.2) (ii) that for every k EN there 

exists a v (k) E lN such that 

Hence 

(9.9.7) 

Due to (9.9.2)(ii) this is also true in case P has but one zero, of order 

N. Relation (9.9.7) yields the existence of a sequence {kj};=l such that 

(9.9.8) P ( Sk . ( 8) ) ;-1 0, 
J 

j 1, 2, • . • . 

Now it follows from lemma 9.6 and from (9.9.6) that 

where c 2 > 0 is independent of j. 

According to (9.9.2) (i), we have 

Hence fork sufficiently large 
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(9.9.10) dg(P(S(0)) - P(Sk(0))) S - Ak dg Mnk + H + (N-l)max(dgS(0) ,0) 

where c 3 > 0 is independent of k. 

In view of (9.9.8) and the inequalities (9.9.9) and (9.9.10), we have 

Using (9.9.4) and 

lim A = 00 , 

j""*"' kj 

we see that for j sufficiently large 

P(S(0) )-P(Sk, (0)) 
J 

dg ---------
P (Sk. (0)) 

J 

< 0. 

Hence P(S(S)) t 0. Since P was chosen arbitrarily, we have proved the 

theorem. D 

10. TRANSCENDENCE MEASURES 

Let a. e: <I> be transcendental over lF (X). Then for all non-trivial 
q 

P e: lF [X][t] we have P(a.) t 0. Since the collection C (N,H) of all non­
q 

trivial Pe: lF [X][t] with degree at most N and height at most His finite, 
q 

we have 

min dg P(a.) > - oo. 

Pe:C (N ,H) 

0 Hence there exists an f: lN x N + JR such that dg P (a.) > f (N ,H) for all 

p € C(N,H). 

10 .1. DEFINITION. Let a. e: <I> be transcendental over lF (X) . A function 

f: N x NO + JR such that 
q 

dg P(a.) ~ f(N,H) 
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for all non-trivial P E F [X][t] of degree at most N and height at most H, 
q 

is called a transcendence measure of a. 

In this section we shall give an upper bound for the transcendence 

measures of all those transcendental a E ~ which occur as the limit of some 

sequence {aj};=l' where all the aj lie in a fixed, finite, separable alge­

braic extension of F (X), see theorem 10.6. Lemma 10.2 and theorem 10.3 
q 

may be considered as analogues of well known classical results, generally 

called after Siegel. 

10.2. LEMMA. Let 

k 1,2, ••. ,r, 

with aki E Fq (X) be a system of r linear forms in the s variables 

x1 ,x2 , •.. ,xs and with r < s. Let a E z,; be such that 

max dg aki s a. 
1SiSs 
1SkSr 

Then for all c E JN there exist c 1 ,c2 , .•• ,cs E F q [X], not all zero, such 

that 

and 

s 

dg ( l akici) 
i=l 

s a + k 1,2, ... ,r. 

PROOF. Let M E F q [X] be such that Maki E F q [X], k 

i = 1,2, .•• ,s. 

1,2, ..• ,r; 

The cube K0 
qsc lattice 

:= {(t1,t2 , ••• ,t) lt.E~,dgt.<c, i=l,2, ••• ,s} contains 
s 1. 1. 

points (x 1,x2 , ••• ,Xs) with xi E Fq[x], i = 1,2, ••• ,s. 

If for such lattice points we denote 

and if m 

s 

l Makixi, 
i=l 

:= dg M, then Yk E JF q [X] and 

k 1 ,2, ... ,r 



3.18 

dg Yk < m +a+ c, k 1,2, ..• ,r. 

Hence every lattice point (x1 , ••. ,Xs) of K0 corresponds with one of the 

qr(m+a+c) lattice points of the cube-

Now choose n E :N such that 

(10.2.1) C ~ - 1 S n < C ~ 
r r 

We shall distribute the lattice points of the cube Kover qrn "cells" in 

the following way. For every EE JF [X] with dg E < n we consider the set 
q 

I m+a+c-n 
AE := {t E ~ dg(t-EX ) < m +a+ c - n} 

Suppose that A n A i 0, then it follows by subtraction that 
E1 E2 

dg(E 1-E2) < O, i.e. E1 = E2 • Hence the sets AE are disjoint. Furthermore 

we note that every GE JF [X] with dg G < m + a + c belongs to one of these 
q 

AE. Therefore every lattice point of K belongs to just one of the qrn cells 

of the form 

k 1,2, ... ,r}. 

From the construction above we infer that every lattice point 

(x1 ,x2 , ••. ,Xs) of K0 corresponds with a cell of K. It follows from (10.2.1) 

that 

nr cs 
q < q 

i.e. the number of cells in K is less than the number of lattice points in 

K0 . Hence there are at least two different lattice points 
(1) (1) (1) (2) (2) (2) 

(x 1 ,x2 , ... ,xs ) , (x1 ,x2 , .•• ,xs ) in K0 which correspond with the 

same cell of K, i.e. there exist E1 ,E2 , .•. ,Er E JFq [X] with dg Ek< n, 

k = 1, •.. ,r, such that 
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k 1,2, ... ,r; j 1,2. 

If we put Ci 

are zero, dg 

= x< 1 > - x< 2 > i i i , 1, •.. ,s, then Ci€ JFq [X], not all of them 

C, < c and 
1. 

s 

dg( l akici) 
i=l 

s 

- m + dg( l Makici) s 
i=l 

s a+ c - n - 1 s a+ c(l-~). D 
r 

10. 3. THEOREM. Let K be a finite, separable extension of JF (X) of degree 
q 

n. Let 

k 1,2, .•• ,r 

with aki € K be a system of r linear forms in the s variables x1 ,x2 , ... ,xs 

and let nr < s. Let a€ l'Z be such that 

* max d (aki) Sa. 
lSiSs 
lSkSr 

Then for every c € JN there exist c1 ,c2 , .•• ,Cs € JF q [X], not all of them 

zero, such that 

and 

s 

dg ( l akiCi) 
i=l 

i 1,2, .•. ,s 

S a + b + (1- .2....) c 
rn ' 

where bis a non-negative constant which depends only on K. More explicitly, 

* if K = JF (X) (6), then we may take b = (n-l)h(6) + n(n-l)d (6). 
q 

To prove this theorem we need two lemmas which are interesting in 

themselves. Lemma 10.4 is an analogue of a lemma of N.I. FEL'DMAN (1951; 

lemma 2, p.54), which is also proved by K. MAHLER (1960) and P. CIJSOUW 

(1972; lemma 2.7). Lemma 10.5 is an analogue of a result of R. GUTING 

(1961; theorem .4). 
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10.4. LEMMA. Let PE ~[t] be given by 

P(t) 

Then 

( 10 .4 .1) H(P) 

N 

dg aN + l max(dgf3i,O). 
i=1 

N 

aN TT 
i=1 

(t-13. >, 
1. 

PROOF. Let R1 ,R2 , ••• ,R,e. be the hooking-radii of P in increasing order-. Put 

RO:= - 00 , R.l+l := +00 and define m E {0,1, .•• ,.l} by Rm~ 0 < Rm+l. From 

theorem 5.11 we see that 

and hence that 

(10.4.2) H(P) 

Now take a t 0 E ~ such that O < p0 := dg t 0 < Rm+l· Since p0 is not a 

hooking-radius, we have 

(10.4.3) 

Again from theorem 5.11 we see that 

(10.4.4) M (P) 
Pa 

On the other hand it is clear that 

(10.4.5) 
N 

dg aN + l max(dgf3i,O) + vp 0 , 
i=l 

where v denotes the number of zeros of P with non-positive valuation. But 

from lemma 5.19 and corollary 5.14 we have v = im. Combining (10.4.2), 



(10.4.3), (10.4.4) and (10.4.5) gives the desired 

H(P) 
N 

dg aN + L max(dg8i,0). 
i=l 

□ 
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10.5. LEMMA. Let Q E F [X][t] be separable of degree N ~ 1 and height H. 
q 

Let B1 ,B2 , ••. ,BN denote the zeros of Q. Let N be an arbitrary non-empty 

subset of 

Then 

(10.5.1) 

PROOF. Put 

t:, ·= { (i,j) I 1 s i s N, 1 s j s N, i < j}. 

l dg(B.-8.) ~ - (N-l)H. 
N i J 

N 

Q(t) A TT (t-Bi). 
i=l 

Then the discriminant of Q,_defined by 

is an element of F [X J, see Corollary 0. 6. Since Q is separable, the zeros 
q 

of Qare distinct and thus D # 0. Therefore 

Hence 

dg D (2N-2)dg A+ 2 I 
lSi<jSN 

dg (B. -B.) ~ 0. 
1. J 

l dg(B.-8.) ~ - (N-l)dg A - L dg(S.-8.). 
N 1. J t:,W 1. J 

We may suppose that s1,s2 , .•• ,BN are arranged in such a way that 

dg 81 s dg 82 S ..• s dg BN. Then 
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Thus 

I L dg <B. -13 . ) s; 
(i,j)Et\N i J 

L dg 13. s; 
(i,j) €6\N J (i,j) €6\N 

N 

s: I 
j=l 

(j-1) max(O,dgl3.) 
J 

N 
s; (N-1) I max(O,dgl3.). 

j=l J 

N 
L dg(B.-13.) ~ - (N-l)(dgA+ l max(O,dgl3.)), 
N i J j=l J 

max(O,dgl3.) 
J 

which, by lemma 10.4, yields 

l dg(l3.-13.) ~ - (N-l)H. □ 
N i J 

Proof of theorem 10.3. Since K is a finite, separable extension of JF (X), 
q 

there exists a primitive element 13 E K, i.e. K = JF (X) (B). (See O. ZARISKI 
q 

and P. SAMUEL (1958), Ch.II, §9 th.19.) We have 

(10.3.1) 
n-1 

\ j 
aki = l akij 13, 

j=O 
akij E JF q (X) , k 1,2, .•• ,r; i 1,2, ... ,s. 

Let cr1 ,cr2 , •.. ,crn denote then JFq (X)-monomorphisms K"'+ ~- For every 

k E {1,2, ••• ,r} and i E {1,2, •.. ,s} we solve the system of equations 

in akij, j 

rule 

V = 1,2, •.. ,n 

0,1, ••. ,n-1. Since det(cr (13j)) . F O, we obtain from Cramer's 
V V ,J 

s; max dg crv(aki) + (n-1) max 
ls:vs:n ls:vs:n 

Os:js:n-1 

2 * s; a+ (n-1) d (13) - dg TT 
lS:v<µS:n 

(cr (B)-cr (B)). 
V µ 
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Since the roots crv(S), v = 1, .•• ,n of the minimal polynomial of Sare dis­

tinct, we have according to lemma 10.5 

dg(cr (S)-cr (S)) 
V ]J 

~ - (n-l)h(S). 

If we define 

2 * := (n-l)h(S)+(n-1) d CS), 

then 

Now we consider the following rn linear forms in the s variables 

s 

l akij xi, 
i=l 

k 1,2, •.. ,r; j 0,1, •.• ,n-1. 

It follows from lemma 10. 2 that there exist c1 , ... ,Cs in F q [X], not all 

of them zero, such that 

< C 

and 

(10.3.2) 

From (10.3.1) and (10.3.2) we obtain 

a+ b0 + (1- ~)c + (n-l)d*(S). 
rn □ 

10.6. THEOREM. Let a E 4> be transcendental over F (X). Suppose that 
q 

a= lim. aJ., where all 
J-+<x> 

algebraic extension K of 

the a. are contained in a fixed, finite, separable 
J 

F (X) • Then a transcendence measure for a cannot 
q 

be better than - c0NH + c 1N, where c0 ,c1 are suitable positive constants 

which depend only on a. 
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PROOF. we may suppose that H ;:: 1. Choose e E K such that K = :IF (X) ( e) and 
q 

put n := [K: :IF'q (X)]. Since a= limj_, aj,there exists an aj such that 

(10.6.1) dg a 

and 

(10.6.2) dg(a-a.) < - NH - H. 
J 

We consider the linear form 

in the N + 1 variables x0 ,x1 , ... ,xN. If N;:: n we can apply theorem 10.3 

and it follows that there exist c 0 ,c1 , ••• ,C E :IF [X], not all zero, such 
. N q 

that 

and such that 

(10.6.3) 

where b is a non-negative constantdepending only on K, i.e. on a. From 

(10.6.1) and (10.6.2) we infer that 

N N 
dg{(a-aj)c 1 + •.. + (a -aj)CN} s 

s dg(a-a.) + 
J 

V V a -a, 
max {dg __ j 

1SvSN a-aj 

< - NH+ (N-1) max(dga,O). 

Hence, using (10.6.3), we obtain 

(10.6.4) 

which proves our assertion. D 

+ dg C} 
V 
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10.7. REMARK. All explicitly given elements of~ which are up till now known 

to be transcendental, satisfy the condition of theorem 10.6. In section 9 

we already mentioned that the element 

is transcendental over F (X). (See L.I. WADE (1941), theorem 4.1.) We see 
q 

that w E F and from theorem 10.6 we infer that a transcendence measure for 

w cannot be bette~ than -NH. In 1974 P.BUNDSCHUH proved that there exist 

positive constants c 1 ,c2 , depending only on q, such that 

for every non-trivial PE F [X][t] of degree at most N and height at most 
q 

H, (See Seminaire Delange-Pisot-Poitou 1974/75, §3 th,2.) Recently 

p. BUNDSCHUH has also given transcendence measures for 1/J ( 1) and l:=O L~s, s E IN, 

11. A TRANSCENDENCE MEASURE FOR CERTAIN LIOUVILLE NUMBERS 

It follows from example 8. 3 .1 as well as from theorem 9. 7 that 

is transcendental over F (X). In the following theorem we derive a trans­q 
cendence measure for these Liouville numbers. 

11.1. THEOREM. Let 

00 

(11.1.1) a:= c + I c x-k! 
0 k=l k , 

Then for every polynomial Q E F [X][t] of degree N ~ 1 and height H one 
q 

has 

(11.1.2) N-1 2 
dg Q(a} > - Sl{N +NH log 2H}. 

PROOF. (i) First we suppose that Q is irreducible. Put 

k 
x-i! a·· := co + I C, 

k 
i=l l. 
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Then ak is algebraic over lFq {X) of degree 1 and height h(ak) 

ing to lemma 9.6 we have either Q(ak) = 0 or 

(11.1.3) 

Since all ck in (11.1.1) are non-zero, we have 

-(k+1) ! 

and 

dg a 0. 

Hence 

k!. Accord-

(11.1.4) dg(Q(a)-Q(ak)) ~ dg(a-ak) + H + max 
l~i~N 

~ - (k+1) ! + H. 

Now we define 

(11.1.5) K := min{k € NI k! > max( (N-1) ! ,2H)}. 

Then for all k ~ K such that Q(ak) F O it follows from (11.1.3), (11.1.4) 

and the triangle-inequality in its sharpened form that 

(11.1.6) dg Q(a) 

Suppose that Q(ak) = 0. Since Q is irreducible and since ak is algebraic 

of degree 1, this is only possible if N = 1. Put Q(t) = A1 t + A0 , then it 

follows that 

Hence at least one of the numbers Q(aK) and Q(aK+ll is different from 

zero and so, in view of (11.1.6), we have 

(11.1.7) dg Q(a) ~ - (H+N(K+l) !) . 



Now we give an upper bound for (K+l)! in terms of N and H. First we 

suppose that 

(11.1.8) (N-1) ! > 2H. 

Then K N if N :?: 2 and K = 2 if N 1. Hence (11.1.7) and (11.1.8) give 

(11.1.9) dg Q(a) ( (N-1) ! + max( (N+l) ! ,6)) N-1 :?: - \,-2- N :?: - 9N . 

Secondly, if 

(11.1.10) (N-1) ! $ 2H, 

we have K:?: 3. Hence 

. 2 
(K+l)! < 25(K-1)! log (K-1)!. 

It follows from (11.1.5) and (11.1.10) that 

(K-1) ! $ 2H. 

Now (11.1.7) yields 

(11.1.11) 
2 2 

dg Q(a) :?: - (H+S0NH log 2H) :?: - 51NH log 2H. 

Finally (11.1.2) follows from (11.1.9) and (11.1.11). 
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(ii) Now let Q be a reducible polynomial of degree N:?: 1 and height Hand 

let 

Q 

be a decomposition of Qin irreducible factors Q1 ,Q2 , .•. , Qm E Fq [X][t]. 

Denote the degree and the height of Qi by Ni and Hi respectively, 

i = 1,2, ... ,m. Remark that N. :?: 1, i = 1,2, •.• ,m and that 
l. 

(11.1.12) N 
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By lemma 9.5 we have 

From part (i) of the proof we have 

hence 

N.-1 
51{N. 1 

l. 

2 
+ N.H. log 2H,}, 

l. l. l. 
i 

(11.1.14) dg Q(a) ~ - 51 
2 

+ N.H. log 2H.} 
l. l. l. 

~ - 51 

Since 

n,m E JN 

and since 

2 2 2 
(n+m)log 2(n+m) ~ n log 2n + m log 2m, 

relations (11.1.12), (11.1.13) and (11.1.14) give 

dg Q(a) ~ - 51{NN-l + NH log2 2H}. 0 

11.2. THEOREM. The function f: N x No + lR given by 

f(N,H) -51{NN-l + NH log2 2H} 

is a transcendence measure for the element 

PROOF. Obvious from the previous theorem. D 

1,2, ... ,m; 

n,m E 



CHAPTER IV 

ON THE TRANSCENDENCE OF CERTAIN 
VALUES TAKEN BY E0-FUNCTIONS 

12. A GENERALISATION OF WADE'S ANALOGUE OF THE GELFOND-SCHNEIDER THEOREM 

12.1. DEFINITION. A linear function f: ~+~,given by 

f (t) := 

is called an E0-function if 

(i) there exists a finite, separable extension K of JF (X) such that 
q 

ak EK, k = 0,1,2, .•. , 

(ii) there exists a c E lR -, c > 0, such that 

k 0,1,2, ••• 

4.1 

The above definition of an E0-function differs from the classical E­
function, which, in addition, contains a condition on the denominators of 

the coefficients ak. (See for instance Th. SCHNEIDER (1957), p.112.) 

12. 2 REMARKS. 

(i) An E°-function is an entire function. 

(ii) The functions tjJ and J n, n E 2Z , are f-functions. 

(iii) Linear polynomials with separable algebraic coefficients are E°-func­

tions. (See theorem 3.5.) 

(iv) If f and g are f-functions, then 

are E°-functions. 

(v) If Pis a linear polynomial with separable algebraic coefficients in 

~ and f is an E°-function, then Pof is an E0-function. 



4.2 

In the proof of theorem 7.7 we have given an exposition of Siegel's 

method in the field¢. We shall now use this method to prove the following 

12.3. THEOREM. Let f 1 , ..• ,fn be E0-functions, not all polynomials and none 

of them identically zero. Suppose that for 1 5 v 5 n and r E JN we have 

(12.3.1) 

(12.3.2) 

with 

6 f (t) 
r V 

and for some c 0 E JR, c0 > 0, 

r max dg A . . 5 c0q. 
jl J2 _jn r vrJ1·••Jn 

05q +q + ... +q 5q 

( 12. 3. 3) 

Then, if a, 13 E ¢, a cl O and 13 <I: JF (X) , at least one of the 2n+l elements 
q 

13, f 1 (a),f2 (a) , ..• ,fn(a), f 1 (al3), f 2 (al3) , ... ,fn(al3) is transcendental over 

JF (X). 
q 

This theorem is an analogue of a classical transcendence result on 

algebraically independent meromorphic functions f 1 ,f2 , .•. ,fn of bounded 

order, whose derivatives can be expressed as a polynomial in f 1 ,f2 , ... ,fn 

with coefficients in a fixed algebraic number field. From this classical 

result follow the theorems of Hermite-Lindemann and Gelfond-Schneider. (See 

for instance S. LANG (1966), p.21 or Th. SCHNEIDER (1957), p.49). 

Before giving the proof of theorem 12.3 we list some special cases as 

corollaries. 

12.4. COROLLARY. The analogue of the theorem of Gelfond-Schneider 

(theorem 7.7). 

~- Taken= 1, fl= 11, 13 E ¢\JFq (X), a* E ¢\{0} with dg a*< -3_ and 

a= A(a*). From (3.8.2) we see that q-l 



r 
Rlr(t) = (-l)rtq, 

Then it follows from the above theorem that at least one of the elements 

a*, S, w(SA(a*)) is transcendental over lF (X). D 
q 

12.5. COROLLARY. Lets E ~ be defined by (2.10.1). If Sis algebraic over 

lF (X) of degree ;:e 2, then w (Ss) is transcendental over lF (X). 
q q 

PROOF. Let f 1 = w, a= S• Then, since S 4 lFq (X), it follows from theorem 

12.3 that at least one of the elements S, w(Ss), w(s) is transcendental 

over lF (X). From theorem 2.12 it follows that w(s) = 0. Hence, since Sis 
q 

algebraic over lF (X), we conclude that w(Ss) is transcendental over 
q 

lF (X). 0 
q 

4.3 

If SE lF (X) the opposite of the above assertion is true, as shown by q 
the following 

12.6. LEMMA. If SE lF (X), then w(Ss) is algebraic over lF (X). 
q q 

PROOF. For S E lF [X] the assertion above is obvious from theorem 2 .12. 
q 

Now put S = ~, A,B E lFq [X], Bi 0. Then it follows from the theorems 2.12 

and 2 .13 that 

0 = w(B ~s) = 
dgB 

(-l)j 
W. (B) j 

(A) l _J __ wq 
\i, I \ B , j=0 F. 

J 

i.e. w(~r,) is algebraic over lF (X). D q 

12.7. COROLLARY. (GEIJSEL, 1971). Let a E ~\{0}, SE ~\lF (X) and n E ,Z. 
q 

Then at least one of the five elements S,Jn(a), Jn(aS),6Jn(a), 6Jn(aS) is 

transcendental over lF (X). 
q 

PROOF. First we suppose that n ;:e 0. Apply theorem 12.3 with f 1 = Jn and 

f 2 = 6Jn. According to theorem 4.4, the conditions (12.3.1), (12.3.2) and 

(12.3.3) are satisfied for 6rfl for all r E N. From lemma 3.12 and theorem 

4.2(ii) we see that 

r 
6r+1 Jn + (Xq -X)trJn. 



4.4 

It follows again from theorem 4.4 that the three conditions from theorem 

12.3 are also satisfied for ~rf2 . This proves the corollary for n ~ 0. 

Now let n < 0. Suppose 13, Jn(a), Jn(al3), L'Jn(a), ~Jn(al3) are alge­

braic over F (X). Then it follows from theorem 4.2(i) that the elements 
q 

13, J_n(a), J_n(al3), ~J-n(a), ~J-n(al3) are all algebraic, which we have 

just shown not to be true. 0 

Proof of theorem 12.3. Put 

k 
a, tq 

(12.3.4) fv(t) I 0 vk 1 ~ V ~ n. 
k=0 Fk 

Suppose 13, f 1 (a), ..• ,fn(a) ,f1 (al3) , ••• ,fn(al3) are algebraic over Fq (X). 

Then, for some e € :N, 

e e e e e q q q q q 
13 ,f1 (a), •.• ,fn (a) ,f1 (al3), ••. ,fn (al3) 

are separable over F (X). Let K be a finite, separable algebraic extension 
q 

of Fq (X) of degree h which contains all these elements and the avk' 

v = 1, .•. ,n; k = 0,1,2, •.•. Let r E F [x] be such that 
q 

V = 1, ... ,n 

are algebraic integers of K. The natural numbers K,A with 

A> 3K 

will be chosen later. Put 

m := K + A - 1 

and put 

L(t) := 

n 

I 
2A 1 2K 1 q - q -

I I 
v=1 j=0 i=0 

where the Xijv will be determined non-trivially and in such a way that 

L(A+13B) = 0 for all A,B € F [X] with dg A< m, dg B < m. Moreover the 
q 

will be algebraic integers in K such that d*(x .. ) is not too large 
1.JV 

X .. 
1.]V 

with respect to A and K. We have 



n 
-1 

2K 
-1 n q q 

(12.3.5) L(A+SB) }: }: }: x .. 
v=l j=O i=O 1.J\J 

By the linearity of the f we have 
\) 

The expansion formula (3.10.1) gives 

dgA 1jJ (A) 
f (aA) = }: ~ l::i f (a) 

v µ=O µ µ v 

and hence, by condition (12.3.1), 

From this formula we 
e 

see that fq (aA) lies 
qe v qe 

f 1 (a), ••. ,fn (a) of it is a polynomial in 
e+dgA m+e 

q < q 

By theorem 2.5 we have 

1jJ (A) 

~ E Fq[X] 
µ 

4.5 

e e 
(A+SB) jq iq (aA+aSB). 

\) 

(a) • 

in K, i.e. is separable. In fact 

total degree not exceeding 

e e e 
and hence fq (aA) E F [X][fq1 (a), ... ,fq (a)].From condition (12.3.3) and 

v q n 
from remark 2.6 it follows that 

e 
dg fq (aA) 

\) 

e dgA dgA dgA qe qe 
s q { (dgA) q + c 0q }+ q max (dgf 1 (a) , ••. ,dgfn (a)) . 

Now apply the h F (X) -monomorphisms of K. Then we see that 
q 

(12.3.6) 
e * q m+e m 

d (f\J (aA)) S q (m+c0 ) + q 

Similarly we have 

e 

max 
1svsn 

(12.3.7) * q m+e m d (fv (aSB)) Sq (m+c0 ) + q max 
1svsn 

v = 1,2, ... ,n. 

e 
a*(fq (aSll, v = 1,2, ..• ,n. 

\) 

We observe that the coefficients of the X .. in (12.3.5) are polynomials in 
1.J \) 
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and in 

2A 
of degree not exceeding q 

e e e e 
q q 

fl {a.), ••• ,fn (a.), 
q q 

fl {a.f3), ••• ,fn (a.f3) 

exceeding q111+2 K 

of total degree not 

with coefficients in lF [X]. Hence, since 
q 

(12.3.8) 
2A 2K+m 2A+1 

q + q $ q 

the condition 

2A+1 
(12.3.9) fq L(A+f3B) o, A,B E F [X], dg A < m, dg B < m 

q 

2m 
implies a system of q homogeneous, linear equations, say 

0, k 
2m 

1,2, ... ,q , 

2A+2K 
in nq unknowns Xijv with integral algebraic coefficients Dijvk 

From (12.3.5), (12.3.6) and (12.3. 7) we infer that 

* 2A+1 2A e * 
d (Dijvk) Sq dg r + (q -l)q (m+d (f3)) + 

2K m+e * * + (q -l)q [m+c0+ max {d (f (a.)),d (f (a.f3))}]. 
1:svsn v v 

Using (12.3.8), this yields 

where c 1 is a positive constant independent of Kand A. According to 
2m 2K+2A 

lemma 6.16 with r = q , s = nq and 

there exist algebraic integers Xijv in K, not all zero, such that condi­

tion (12.3.9) is satisfied and such that 

(12.3.10) * 2A+e d (X .. ) < q (m+c 2 ), 
l.JV 



where c 2 ~ 0 is independent of A and K. 

From now on we suppose that the X .. are fixed accordingly. 
J.JV 

Forµ~ m we define 

B(µ) := {A + SB j A,B E ]F [X]; A and B not both zero; 
q 

dg A<µ, dg B < µ}. 

Let B = U00 B(µ). The second step of the proof now consists of proving 
µ=m 

that L vanishes on B. We have constructed L such that L(t) = 0 for 

t E B(m). So it is sufficient to prove that for everyµ~ m 

(tEB (µ) => L (t) 0) => (tEB(µ+l) => L(t) 0). 

Since S ,!: ]F (X), the number of elements of B (µ) is q 2µ -1. 
q 

Let t 0 E B(µ+l)\B(µ). If A is chosen large enough, then 

By the induction hypothesis and by lemma 5.22 

L(t) TT 
aEB(µ) 

-1 
(t-a) 

is an entire function. Hence we can apply the Maximum Modulus Principle 

(th.5.16) and we obtain 

dg L(t0 ) - l dg(t0-a) $ 
aEB(µ) 

sup 
dgt=2µ 

2µ 
dg L(t) - 2µ (q -1). 

Therefore 

(12.3.11) dg L(t0 ) $ sup 
dgt=2µ 

* 2µ dg L(t) - (µ-d (S)) (q -1). 

From the definition of L and inequality (12.3.10) we see that 

2A+e 2 2A+e 
sup dg L(t) $ q (m+c2 ) + µq + 

dgt=2µ 

2K+e 
+ q max sup dg fv(at). 

l$v$n dgt=2µ 

From (12.3.4) and definition 12.1 we have 

4.7 
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k k k 
sup dg fv(at) s max (dgavk+2µq +q dga-kq) 

dgt=2µ k~O 

k (v) (v) 2µ s max q (c +2µ+dga-k) s c 3 q , 
k~O 

•··here c(v) and (v) ·t· t t · d d t f d ' H " c 3 are posi ive cons ans in epen en o Kan A. ence 

(12.3.12) sup dg L(t) 
dgt=2µ 

where c 3 := 

Now put 

n := µ - K + 1. 

Then n ~ :>.. and it follows from (12.3.11) and (12.3.12) that 

(12.3.13) 

From the choice of t 0 and the definitions of Land r it follows that 

is an algebraic integer of Kand therefore its norm is an element of F [X]. 
. q 

Since Kis a finite, separable extension of F (X) of degree h, we have by 
q 

lemma 6.10 

n 
I 

v=l 

h 
n oP(LCt0>>, 

p=l 

F (X)-monomorphisms K<-+ IP. Furthermore 
q 

2:>.. 2K e k. 
q -1 q -1 e j ( 00 e a (tq )q\i. 
l l ap(X. ·) op(t6) I op<a'.;k> P ~ 7 

j=O i=O iJ k=O ~ 

Analogously to the derivation of (12.3.13) we derive 



Hence 

where c 4 > 0 is independent of Kand A. If K is chosen such that 

2K-e-2 4 - q < 0 

and then A is chosen such that d*(s) < m and such that 

it follows from (12.3.14) that L(t0 ) 

vanishes on B(µ+l). 

O. Hence we have proved that L 

Now Kand A are fixed such that L vanishes on B. According to the 

Product Formula for Entire Functions (Corollary 5.24), we have for every 

fixed µ (µ ~ ml 

L(t) ytp TT (1-!:) TT 
t 

aEB(µ) 
a 

bET! \B(µ) 
Cl-bl, 

4.9 

JNo, * where p € y € q, , R* = R\{O} and where R denotes the set of zeros of 

L. We now apply the Maximum Modulus Principle on 

Comparing the maximal value on {t E q, j dg t = 2µ} and the value int O, 

the Maximum Modulus Principle (theorem 5.16) yields 

(12.3.15) sup dg TT (1-!:) ~ 0. 
dgt=2µ bER*\B(µ) b 

Further we write 

TT (a-t) 

TT ( 1 _!:, aEB(µ) 

aEB(µ) 
a TT a 

aEB(µ) 

Then it follows from (12.3.15) that 
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(12.3.16) 
2µ 

sup dg L(t) ~ dg y + 2µp + 2µ(q -1) + 
dgt=2µ 

* 2µ - (µ+d (S)) (q -1). 

Forµ large enough (12.3.12) and (12.3.16) are contradictory. D 
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LIST OF DEFINITIONS 

definition of: 

algebraic element 

algebraic integer of~ 

analytic function 

Carlitz-~-function 

Cauchy-sequence 
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