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## PREFACE

The well known theorem of Paley-Wiener - stating that an $L^{p}$ function has compact support in $\mathbb{R}_{n}$ if and only if its complex Fourier transform is an entire function of exponential type - has an interesting history since 1934. L. Schwartz extended the theorem to distributions with compact support in $\mathbb{R}_{n}$ and a generalization to tempered distributions with unbounded support in $\mathbb{R}_{n}$ was given by V.S. Vladimirov. In the latter case the Fourier transform is holomorphic only in a subdomain of $\mathbb{C}_{n}$ determined by the directions in which the support of the distribution is unbounded. Analytic functionals with compact carriers may be defined as continuous linear functionals on spaces of entire functions in $\mathbb{C}_{n}$, and Ehrenpreis and Martineau showed that the Paley-Wiener theorem is also valid for analytic functionals with compact carriers.

The case of analytic functionals with unbounded carriers has not been investigated extensively up till now. This book continues the history of the generalization of the Paley-Wiener theorem and so it is a rather complete account of analytic functionals and complex fourier transformation.

The modification of the Ehrenpreis-Martineau theorem for analytic functionals with unbounded carriers is by no means straightforward: the proof that different analytic functionals with unbounded carriers yield different Fourier transforms is not trivial. For this purpose the author needs a generalization of the socalled Ehrenpreis' fundamental principle to spaces of non entire functions. This principle, first proved in 1961, extends a function, holomorphic on a lower dimensional subset $W$ of $\mathbb{C}_{n}$ to an entire function, defined on the whole of $\mathbb{C}_{n}$ and satisfying certain bounds at infinity. Before dealing with his generalization to non entire functions the author gives first an illuminating description of Ehrenpreis' theory.

The first chapter of this book is an intriguing essay on causality and localizability of particles in quantum field theory. Recent developments have shown the need for real carried analytic functionals which are the Fourier transforms of distributions or socalled ultradistributions.

Properties of analytic functionals with real unbounded carriers have been investigated in the second chapter where in particular the PaleyWiener theorem and the Edge of the Wedge theorem are generalized for ultradistributions.

Chapter III is devoted to the analytic functionals with unbounded
carriers in $\mathbf{C}_{\mathrm{n}}$ and chapter IV to the Fundamental Principle of Ehrenpreis.
An interesting feature of this book is that the author deals also with
rather concrete applications of the theory. Fourier transformation is a
widely used tool for solving differential equations with constant coefficients. The generalization to systems of partial differential equations with constant coefficients is not easy as it involves the solution of a matrix equation in a ring. It is with the aid of the generalization of Ehrenpreis' principle that the author derives in chapter $V$ a Fourier representation of all weak solutions of the system in certain spaces which are the duals of spaces whose Fourier transforms consist of non entire functions.

The Newton interpolation series has been established for entire functions of exponential type by Kioustelides. Using the generalization of the Martineau-Ehrenpreis. theorem the author has succeeded in deriving this series also for non entire functions of exponential type of several variables.

It is an advantage for readers with different interests that the chapters I, II, III and IV may be read independently from each other.

The book gives an advanced contribution to the literature on functional analysis, Fourier transformation and functions of several complex variables and the results are also of importance for applications in field theory and the theory of differential equations.

It is therefore that I recommend this book with great pleasure to all mathematicians and physicists working and harvesting in these fields.

## INTRODUCTION

In distribution theory the Paley－Wiener－Schwartz theorem is well known． It describes the Fourier transforms of distributions $g$ with compact support as a certain class of entire functions f．Here，distributions with compact support in $\mathbb{R}^{n}$ are continuous，linear functionals on the space $E$ of $C-$ test－ functions in $\mathbb{R}^{n}$ ．Distributions with unbounded support can be defined if the testfunctions are submitted to growth conditions at infinity．For exam－ ple，tempered distributions are obtainedin this way as weak derivatives of continuous functions of polynomial growth．The Paley－Wiener－Schwartz theorem can easily be generalized for tempered distributions $g$ with unbounded sup－ port．Then the function $f$ is holomorphic only in a subdomain of $\mathbb{C}^{n}$ determined by the directions in which the support of $g$ is unbounded．Similar to $E$＇ analytic functionals with compact carriers in $\mathbb{C}^{n}$ are defined as continuous， linear functionals on the space of entire functions in $\mathbb{C}^{n}$ ．The Ehrenpreis－ Martineau theorem describes the Fourier transforms $F_{\mu}$ of analytic function－ als $\mu$ with compact carriers as the class of entire functions of exponential type．Martineau has dealt with analytic functionals with bounded carriers in［48］，but analytic functionals with unbounded carriers have never been studied extensively．It is our aim to fill up this gap in the theory and to extend the Ehrenpreis－Martineau theorem to analytic functionals with un－ bounded carriers．

The extension of the Paley－Wiener－Schwartz theorem to distributions with unbounded support does not give rise to any new problems，cf．［68， § 26．2，th．2］．In the proof the possibility of having testfunctions with compact support is used．Since there are no such analytic testfunctions the proof of the Ehrenpreis－Martineau theorem cannot proceed along the same lines．For carriers which are polydiscs the proof is not very hard，cf．［65， th． $2.22 \& 2.23]$ or $[73, \S 26]$ ，but it is the precise correspondence between an arbitrary，convex，compact carrier of an analytic functional $\mu$ and the exponential type of $F \mu$ which complicates the proof．Polya has shown the theorem for $n=1$ ，cf．［3，ch．5］or $[30$, th．4．5．3］；using quite different methods Ehrenpreis and Martineau proved it for the higher dimensional cases， cf．［15］，［16，th．5．21］and［48］．Later Hörmander applied his existence theorems for the Cauchy－Riemann operator to give another proof，cf．［30，th． 4．5．3］．

The generalization of the Ehrenpreis-Martineau theorem is not straightforward and causes new difficulties: the proof that different analytic functionals with unbounded carriers yield different Fourier transforms is not trivial. One has to derive Ehrenpreis' fundamental principle for spaces of non-entire functions. This principle, first announced in [15], extends a given function $f$ on a lower dimensional subset $W$ of $\mathbb{C}^{n}$ to an entire function $F$ satisfying certain bounds at infinity and also it describes the entire functions vanishing on $W$. The principle is only valid if the bounds satisfy certain conditions. In order to derive it in [16] Ehrenpreis first extended $f$ to a collection of holomorphic functions in neighborhoods of all the points of $\mathbb{C}^{n}$ and then he showed that these functions could be changed without changing the values on $W$ so that they can be glued together to one global function $F$.

For our purpose we will use Ehrenpreis' local theory, but for the piecing together process we will use another method based on the $L^{2}$-estimates for the Cauchy-Riemann operator given by Hörmander in [30]. Furthermore, we will extend $f$ to a function $F$ holomorphic only in a subdomain $\Omega$ of $\mathbb{C}^{n}$ and satisfying bounds also at the boundary of $\Omega$. In our case the conditions on the bounds are rather weak, but this is paid by the fact that a single $f$ on $W$ will be extended to different global functions each satisfying one bound, whereas in [16] $f$ has been extended to one function $F$ satisfying all the bounds simultaneously. In [56] Palamodov has derived a fundamental principle in the same weak form as our version. It is valid for functions holomorphic in convex tube domains $\Omega$, but Palamodov's method does not yield estimates near the boundary of $\Omega$. Therefore, although his work contains a generalization of the Ehrenpreis-Martineau theorem $\left[56, V I, \S 4.4^{0}\right.$, cor. 3], we cannot use it for our purposes.

The Paley-Wiener-Schwartz theorem for distributions with unbounded support is very useful in quantum field theory, where physicists are concerned with distributions $g$ in $p$-space with support contained in a convex cone (the dual of the light cone). They search for properties of the fourier transforms $f$ in $x-s p a c e$. In particular they are interested in the holomorphic function $f$ itself and not so much in its boundary value $f^{*}$ on $\mathbb{R}^{n}$ or in the spaces of testfunctions on which $f^{*}$ is a continuous, linear functional. The distribution $f^{*}$ is tempered if $g$ is. However, in [33] Jaffe remarks that it would be desirable to have distributions $g$ which are weak derivatives of continuous functions $G$ growing faster than polynomials. Then it
turns out that $f^{*}$ is a continuous, linear functional on a space of ultradifferentiable testfunctions; $\mathrm{f}^{*}$ is called an ultradistribution. Ultradifferentiable functions form a transition between ordinary $C=$ functions and analytic functions. If $G$ grows too fast there are no longer testfunctions in $x$-space with a compact support. A field, defined on testfunctions in $x$ space which may have a compact support, is called strictly localizable. This is a desirable property in quantum field theory that, however, restricts the growth at infinity of the functions $G$ in p-space. Similarly, a faster growth at infinity of the distributions in $x$-space would make the testfunctions in p-space ultradifferentiable or even analytic. So one might need a Paley-Wiener theorem for continuous, linear functionals with unbounded carriers defined on analytic testfunction spaces.

For example, it looks reasonable to consider distributions defined on Gauss-functions. Since these distributions and their Fourier transforms are in fact functionals on a space of entire functions, their carriers can be any subset of $\mathbb{C}^{n}$. But then another difficulty arises. Unlike supports of distributions analytic functionals do not have uniquely defined carriers and, worse, the intersection of carriers need not be a carrier. Hence it seems hopeless to try to generalize the notion of strictly localizable field for this case. To overcome this difficulty the best one can do is to content oneself with distributions in $x$-space and p-space which are weak derivatives of continuous functions growing slower than any exponential. For in that case their Fourier transforms have real, unbounded, carriers and a real-carried analytic functional $\mu$ does have an uniquely defined, smallest carrier, which therefore is called the support of $\mu$. Fields of this type are called localizable, cf. [69].

Properties of real-carried analytic functionals have been studied by Martineau in [47] for bounded carriers and by Kawai in [38] for Fourier hyperfunctions. These are real-carried analytic functionals on the space of exponentially decreasing analytic testfunctions. We will derive the same properties for analytic functionals with unbounded, real carrier on spaces of slower decreasing analytic testfunctions. We will treat all cases between tempered distributions and Fourier hyperfunctions, i.e., all distributions and ultradistributions whose Fourier transforms are real-carried analytic functionals.

In chapter $I$ the Paley-Wiener theorem will be applied in quantum field theory. We shall not choose a particular testfunction space using only the

## CHAPTER I

## CONNECTIONS WITH THEORETICAL PHYSICS


#### Abstract

It is well known (cf. [37]) that the assumption of free particles being localized in a certain volume leads to inconsistencies in the mathematical description of this phenomenon. For a bounded volume this is clearly and shortly illustrated in [28]. We will show that under the same general conditions as in [28] even the assumption that a particle is absent in a bounded volume yields difficulties. For that purpose it is useful to consider functions or tempered distributions and their Fourier transforms as boundary values of analytic functions. This technique (see [49]) is essentially the basis for the more general theory of hyperfunctions (see [31] or [43]). In recent years this theory has been used in theoretical physics at several places, cf. [31], [32] and [52].

For simplicity, we will first show that no positive energy solutions in the space $S^{\prime}$ of tempered distributions of the Klein-Gordon and Dirac equations exist which vanish in a bounded space volume at some time $t$. Then the same technique reveals that any measurement of a positive observable cannot be zero in one space-time region while, if translated to another, it is positive. We will formulate this result in the theory of quantized fields (see [36] or [64]) and under a reasonable condition we will even obtain that the measurement of any observable yields a real analytic function of these translations. Finally, we will briefly discuss the localization problem of tachyons.

Fields satisfying the Gårding-Wightman axioms [71] are defined on a certain space of testfunctions, which themselves have no physical meaning. Therefore, the choice of the testfunction space is not forced by nature. The simplest choice is the space $S$ of rapidly decreasing $C^{\infty}-f u n c t i o n s, ~ b u t ~ s m a l-~$ ler spaces of testfunctions with a larger class of distributions are also possible. Then one may ask for which testfunction spaces our reasoning yielding the above mentioned results remains valid. Very naturally, this leads to problems of purely mathematical nature concerning Fourier transforms of


distributions, ultradistributions and analytic functionals. The remaining of this thesis deals with these problems put in a more general form than the special cases to which a physical sense might be ascribed. On the other hand, recent developments show that the mathematical generalizations may be applied to physics again; see [33] and [11] for ultradifferentiable testfunction spaces and [10], [63] and [52] for spaces of analytic testfunctions. Not only the above discussed impossibility of localization, but many more physical properties such as local commutativity of microscopic causality (see $[68,29.6]$ ) and the analytic continuation of the Wightman-functions (see [36] or [64]) depend on the way the occurring distributions are written as hyperfunctions. In fact, it seems that all physically interesting cases may fit in the frame of Fourier hyperfunctions [38]. A survey of the various cases is given in [69] and although not mentioned Fourier hyperfunctions actually enter at several places. Later, this has been made explicite and a Fourier hyperfunction quantum field theory has been formulated in [52].

Maybe the results of this chapter are not new to all physicists. For, the techniques we use are so closely related to those of quantum field theory, for example exposed in [72] and [4], that it is hard to believe that the conclusions have not been drawn. However, as in [28] we apply these techniques to relativistic quantum mechanics and we do not use the cyclic vacuum state which plays such a central role in quantum field theories.

## I.1. CAUSALITY

The formulation and measurement of causality is closely related to the possibility of localization of a particle. Causality expresses the physical law of special relativity that no particle or signal can travel faster than light.

Let $V$ be a space volume (an open set in $\mathbb{R}^{3}$ ), then for $t>0$ we denote by $V+c t$ the larger volume

$$
V+c t \stackrel{d e f}{\Longrightarrow}\{\vec{y} \mid\|\vec{y}-\vec{x}\| \leq c t \text { for some } \vec{x} \in V\}
$$

Causality implies that a particle being in $V$ at time 0 must be in $V+$ ct at time $t>0$ (cf. the definition of causality in [28]). For this characterization of causality the possibility of localization is necessary. However, if the volume $V$ is bounded and if the above given formulation of causality is valid, a particle can never be localized, cf. [28]. Hence this formulation
of causality is senseless.
The next step is to assume that it might be possible that a particle is absent in a bounded volume $V$. For $t>0$ we denote by $V-c t$ the largest volume $V$ ' such that

$$
V^{\prime}+c t \subset V
$$

Causality implies that a particle being absent in $V$ at time 0 must be absent in $V$-ct at time $t>0$. However, we will show that, if this formulation of causality is valid, a particle can never be absent in any space volume. Hence, in order to give a meaningful formulation of causality, the above given characterizations need to be generalized.

In fact, what is needed is a flow of an observable quantity $S$ and by causality this flow cannot go faster than light. To measure this it would be desirable if no part of $S$ is destroyed or created during the observation time. Therefore, we assume that the density $j^{0}$ of $s$ is the zero'th component of a Lorentz-four-vector $j^{\mu}$ which satisfies the continuity equation

$$
\begin{equation*}
\partial_{\mu} j^{\mu}=0 \tag{1.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(\partial_{0}, \partial_{1}, \partial_{2}, \partial_{3}\right) \stackrel{\text { def }}{=}\left(\frac{\partial}{\partial t}, \frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial x_{3}}\right) \\
& \left(\partial^{0}, \partial^{1}, \partial^{2}, \partial^{3}\right) \stackrel{\text { def }}{=}\left(\frac{\partial}{\partial t}, \frac{-\partial}{\partial x_{1}}, \frac{-\partial}{\partial x_{2}}, \frac{-\partial}{\partial x_{3}}\right)
\end{aligned}
$$

and where ${ }_{\mu}{ }^{\mu}{ }^{\mu}$ means the summation over $\mu=0,1,2,3$. Formula (1.1) expresses the property that during any time interval the change of the density $j^{0}$ in a certain volume is due to what flows in and out of that volume. Furthermore, if $S$, in principle, can attain every real value, it is impossible to say whether an increase of $S$ in a volume $V$ is due to a flow of a positive part of $S$ into $V$ or to a flow of a negative part of $S$ out of $V$. Therefore, we assume that $S$ attains only nonnegative values, i.e., for any space-time point $x=(t, \vec{x})$

$$
\begin{equation*}
j^{0}(x) \geq 0 \tag{1.2}
\end{equation*}
$$

We now define causality by the (equivalent) requirements (see [24]):
for any space volume $V$, any time $t$ and any amount of time $\tau$

$$
\begin{align*}
& \int_{V-c \tau} j^{0}(t+\tau, \vec{x}) d \vec{x} \leq \int_{V} j^{0}(t, \vec{x}) d \vec{x}  \tag{1.3}\\
& \int_{V} j^{0}(t, \vec{x}) d \vec{x} \leq \int_{V+c \tau} j^{0}(t+\tau, \vec{x}) d \vec{x}
\end{align*}
$$

It is clear that (1.3) expresses causality only if $j^{0}$ is nonnegative, for the part of $S$ that is in $V$ at time $t$ has to be in $V+c \tau$ at time $t \pm \tau$, but perhaps due to a flow into $V+c \tau$ from the outside during the time between $t$ and $t+\tau$ there is more in $V+c \tau$ at time $t+\tau$ only if $j^{0} \geq 0$, or if a surplus in $V+c \tau$ flows to the outside during the time between $t-\tau$ and $t$ there was more in $V+c \tau$ at time $t-\tau$ only if the surplus was positive. Hence for a non-definite density causality cannot be defined in this way. Thus it is meaningless to say that such a density (for example the charge density) propagates acausally and it is not true that causality implies the nonnegativity of the density as is pretended in [24].

In [24] it is shown that a density satisfying (1.1) and (1.2) necessarily satisfies (1.3). For example, any probability density which is the zero'th component of a current density satisfying (1.1) is causal. If it were possible to localize a particle in a bounded volume or the complement of a bounded volume, the earlier given characterizations of causality follow from (1.3) by taking for $j^{0}(x)$ the probability of finding the particle at $x$ and by taking $\checkmark$ bounded:

$$
1=\int_{V} j^{0}(t, \vec{x}) d \vec{x} \leq \int_{V+c \tau} j^{0}(t+\tau, \vec{x}) d \vec{x}
$$

and

$$
\begin{equation*}
\int_{V-c \tau} j^{0}(t+\tau, \vec{x}) d \vec{x} \leq \int_{V} j^{0}(t, \vec{x}) d \vec{x}=0 \tag{1.4}
\end{equation*}
$$

respectively. It follows that the right hand side of the first formula equals 1 and that the left hand side of (1.4) equals 0.

We remark that the assumption of a probability density which satisfies (1.1) does not lead to acausal situations as in [28]. Another observable $S$ suitable for describing causality is the energy because it is always non-
negative. In general the energy does not satisfy (1.1), but in [25] and [26] this condition has been weakened so that also energy propagates causally.

## I.2. LOCALIZATION OF WAVE FUNCTIONS

We will consider free particles whose properties are determined by solutions of the Klein-Gordon or the Dirac equation. We only consider the positive frequency parts of these solutions (i.e., the energy remains positive) and we first investigate the localization of such solutions.

Let $\Psi$ be a complex function (or more general a tempered distribution) of the real parameters $x=\left(x_{0}, x_{1}, x_{2}, x_{3}\right)=(t, \vec{x}) \in \mathbb{R}^{4}$ indicating the time and space variables and let $\bar{\Psi}$ be its complex conjugate. Furthermore, let $\Psi$ be a solution of the Klein-Gordon equation

$$
\begin{equation*}
\left(\partial_{\mu} \partial^{\mu}+\mathrm{m}^{2}\right) \Psi=0 \tag{1.5}
\end{equation*}
$$

For each $t \Psi$ is a tempered distribution in $\mathbb{R}^{3}$ and $\Psi$ defines a continuous map from $\mathbb{R}$ into $S^{\prime}\left(\mathbb{R}^{3}\right)$, (this can be seen by inspection of the PauliJordan propagator $\Delta$, see $[34$, formula (5.10)]). $\Psi$ determines uniquely two tempered distributions $\psi_{1}$ and $\psi_{2}$ in $\mathbb{R}^{3}$. such that symbolically
(1.6) $\left\{\begin{array}{l}\Psi(0, \vec{x})=\psi_{1}(\vec{x}) \\ \frac{\partial \Psi}{\partial t}(0, \vec{x})=\psi_{2}(\vec{x})\end{array}\right.$
and conversely, since $\Delta$ belongs to $S^{\prime}\left(\mathbb{R}^{4}\right)$ each $\psi_{1}$ and $\psi_{2}$ determines a solution which is a tempered distribution in $\mathbb{R}^{4}$.

From (1.5) a first order equation, the Dirac equation, can be derived:

$$
\begin{equation*}
\left(\gamma_{i}^{\mu} \partial_{\mu}-m I\right) \Psi=0 \tag{1.7}
\end{equation*}
$$

Here the coefficients $\gamma^{\mu}$ and I are elements of a non-commutative group with unit I satisfying

$$
\begin{equation*}
\gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu}=2 g^{\mu \nu} I \tag{1.8}
\end{equation*}
$$

where

$$
\left(g^{\mu \nu}\right) \xlongequal{\text { def }}\left(\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

Now $\Psi$ is no longer a single distribution, but it belongs to a certain linear space in which the $\gamma^{\prime} s$ act as linear transformations. For example, if the coefficients $\gamma^{\mu}$ are represented as certain $k \times k$-matrices, $\Psi$ consists of $k$ components $\Psi=\left(\Psi_{1}, \ldots, \Psi_{k}\right)$, where each $\Psi_{j}$ is a tempered distribution satisfying the Klein-Gordon equation. For, in any representation of the $\gamma$ 's we have

$$
\left(-\gamma_{i \partial_{\nu}}-m I\right)\left(\gamma_{i \partial_{\mu}}^{\mu_{i}}-m I\right) \Psi=0
$$

and hence by (1.8)

$$
\left(\gamma^{\nu} \gamma^{\mu} \partial_{\nu} \partial_{\mu}+m^{2} I\right) \Psi=\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \Psi=0
$$

We can write (1.7) as

$$
\begin{equation*}
\frac{\partial \Psi}{\partial t}=-i m \gamma^{0} \Psi-\sum_{k=1}^{3} \gamma^{0} \gamma^{k} \frac{\partial \Psi}{\partial x_{k}} \tag{1.9}
\end{equation*}
$$

Hence if $\Psi(0, \vec{x})$ is given, $\frac{\partial \Psi}{\partial t}(0, \vec{x})$ is uniquely determined and the solution of the Dirac equation equals the solution of the Klein-Gordon ecuation with these initial values. Therefore, we only have to consider the initial value problem (1.5) and (1.6) and in particular we will consider only those solutions belonging to positive energy.

The energy $p_{0}$ and impulse $\vec{p}$ are real parameters arising as the variables in the dual $\mathbb{R}_{4}$ of the $(t, \vec{x})$-space $\mathbb{R}^{4}$. Hence Fourier transformation of a tempered distribution in $x$-space yields a tempered distribution in p-space. Thus the fact that we consider solutions $\Psi$ in $S^{\prime}$ agrees with the fact that x and p must be real.

The Fourier transform $\Phi \in S^{\prime}\left(\mathbb{R}_{4}\right)$ of a solution $\Psi \in S^{\prime}\left(\mathbb{R}^{4}\right)$ of (1.1) satisfies

$$
\begin{equation*}
\left(p_{0}^{2}-\vec{p}^{2}-m^{2}\right) \Phi(p)=0 \tag{1.10}
\end{equation*}
$$

The general solution in $S^{\prime}\left(\mathbb{R}_{4}\right)$ of this equation determines two distributions $\phi_{1}$ and $\phi_{2}$ in $S^{\prime}\left(\mathbb{R}_{3}\right)$, one corresponding to $\mathrm{p}_{0}>0$ and one to $\mathrm{p}_{0}<0$, and
conversely, any two $\phi_{1}$ and $\phi_{2}$ in $S^{\prime}\left(\mathbb{R}_{3}\right)$ determine a solution $\Psi$ of (1.5) in the following symbolical way

$$
\begin{equation*}
\Psi(t, \vec{x})=F^{-1}\left[\frac{e^{-i \sqrt{p_{p}^{2}+m^{2}} t_{\phi}(\vec{p})}}{\sqrt{\vec{p}^{2}+m^{2}}}\right](\vec{x})+F^{-1}\left[\frac{e^{i \sqrt{p^{2}+m^{2}} t_{\phi_{2}}(\vec{p})}}{\sqrt{p^{2}+m^{2}}}\right](\vec{x}) \tag{1.11}
\end{equation*}
$$

where $F^{-1}$ denotes the inverse Fourier transformation. The initial functions (or distributions) satisfy symbolically

$$
\Psi(0, \vec{x})=F^{-1}\left[\frac{\phi_{1}(\vec{p})+\phi_{2}(\vec{p})}{\sqrt{\vec{p}^{2}+m^{2}}}\right](\vec{x})
$$

and

$$
\frac{\partial \Psi}{\partial t}(0, \vec{x})=F^{-1}\left[-i \phi_{1}(\vec{p})+i \phi_{2}(\vec{p})\right](\vec{x})
$$

For a positive energy solution $\Psi$ of (1.5) we require that $\phi_{2}=0$. Instead of (1.6) the initial values now have to satisfy symbolically
where only $\Psi(0, \vec{x})$ can be chosen arbitrarily in $S^{\prime}\left(\mathbb{R}^{3}\right)$. Now $\Psi$ is the inverse Fourier transform of a distribution in $S^{\prime}\left(\mathbb{R}_{4}\right)$ with support in the cone $\overrightarrow{\Gamma *}=\left\{\left(p_{0}, \vec{p}\right) \mid p_{0} \geq\|\vec{p}\|\right\} \subset \mathbb{R}_{4}$. Then $\Psi$ can be written as a boundary value in $S^{\prime}\left(\mathbb{R}^{4}\right)$ of a function $f$ holomorphic in $\mathbb{R}^{4}+i \Gamma$, where $\Gamma$ is the interior of the lightcone in $\mathbb{R}^{4}$, i.e., for every $\phi \in S\left(\mathbb{R}^{4}\right)$

$$
\langle\Psi, \phi\rangle=\lim _{\substack{y \rightarrow 0 \\ y \in C^{\prime} \subset \subset \Gamma}} \int f(x+i y) \phi(x) d x .
$$

Here $\Gamma^{*}$ is the dual cone of the open cone $\Gamma \subset \mathbb{R}^{4}$ :

$$
\Gamma^{*}=\{p \mid\langle p, x\rangle>0, x \in \Gamma\} \subset \mathbb{R}_{4}
$$

Roughly, this can be seen as follows: let $g$ be a distribution in $S^{\prime}\left(\mathbb{R}_{n}\right)$ which can be written as a certain derivative of a measure $\mu$ with support in a closed cone $\overline{C^{\star}} \subset \mathbb{R}_{\mathrm{n}}$ satisfying

$$
\int_{\frac{c^{*}}{}} \frac{d|\mu(\xi)|}{\left(1+\|\xi\|^{2}\right)^{k}}<\infty
$$

for some $k>0$. Then for some multiindex $\alpha$

$$
f(z) \stackrel{\text { def }}{=} F\left[e^{-\langle\xi, y\rangle} g(\xi)\right](x)=\int_{C^{*}}(i z)^{\alpha} e^{i\langle\xi, x\rangle-\left\langle\xi, y^{\rangle}\right.} d \mu(\xi)
$$

exists if $-\langle\xi, y\rangle \leq-\delta_{y}\|\xi\|$ for some $\delta_{y}>0$ depending on $y$, thus for $y \in C$ if $C^{*}$ is the dual of the open cone $C \subset \mathbb{R}^{n}$. Then

$$
F[g](x)=\lim _{\substack{y \rightarrow 0 \\ y \in C^{\prime} \subset \subset C}} f(x+i y)=f(x+i 0)
$$

in $S^{\prime}\left(\mathbb{R}^{n}\right)$, see [12] or [68].
Now let $f^{+}$be holomorphic in $\mathbb{R}^{n}+i C$ and $f^{-}$in $\mathbb{R}^{n}-i C$ for $C$ an open cone in $\mathbb{R}^{n}$, such that $f^{+}(x+i 0)$ and $f^{-}(x-i 0)$ exist in $S^{\prime}\left(\mathbb{R}^{n}\right)$. Furthermore, let the distributions $f^{+}(x+i 0)$ and $f^{-}(x-i 0)$, considered as distributions in $D^{\prime}(U)$ for some open set $U \subset \mathbb{R}^{n}$, be equal. Then $f^{+}$is the analytic continuation of $\mathrm{f}^{-}$. This theorem is the celebrated "Edge of the Wedge" theorem, see [64], [68] or for a simple proof Ch.II §3.i of this thesis. In particular it follows by choosing $\mathrm{f}^{-} \equiv 0$ that, if $\mathrm{f}^{+}(\mathrm{x}+\mathrm{i} 0) \equiv 0$ in U , then $\mathrm{f}^{+} \equiv 0$.

Thus every positive energy solution $\Psi$ of the Klein-Gordon equation cannot vanish identically in any open space-time region without vanishing everywhere. In particular, the initial values $\psi_{1}$ and $\psi_{2}$ cannot vanish identically in the same open set in $\mathbb{R}^{3}$. For, if they do it follows from the fact that $\Psi$ satisfies the hyperbolic differential equation (1.5), that then $\Psi$ would vanish identically in some open set in $\mathbb{R}^{4}$. Similarly, the initial values of the Dirac equation cannot vanish identically in an open set in $\mathbb{R}^{3}$. For (1.9) implies that $\frac{\partial \Psi}{\partial t}(0, x)$ would vanish together with $\Psi(0, x)$ in the same open set in $\mathbb{R}^{3}$.

In the above we have shown some mathematical properties of solutions of certain differential equations. Only a few of the used mathematical concepts have also relation to physical phenomena. These phenomena cannot
be seen directly, but only by means of measurements of observable concepts which are supposed to be influenced by them. Therefore, it may be disputable to conclude that free particles cannot be absent in any space volume at any time. However, the argument is quite fundamental as it applies under very general assumptions as in. [28]. The same reasoning even implies that a measurement of a nonnegative observable cannot yield zero in one space-time region while, if translated to another, it is positive. In the next sections we will prove this for observable concepts described by densities which are bilinear forms on the space of wave functions $\Psi$.

## I. 3 LOCALIZATION OF PARTICLES

In the last section we have shown some mathematical properties of the solutions of the Klein-Gordon or the Dirac equation. Let us now show how these properties react in quantities which may have a physical interpretation.

In section $I .1$ we have seen how causality is related to a current density $j^{\mu}$ of a nonnegative observable $S$. In order to define the current density we assume that the space of solutions of the Klein-Gordon or the Dirac equation can be transformed into a Hilbert space, cf.[35] for other, more fundamental reasons why a Hilbert space is chosen. Let $q^{\mu}$ be a bilinear form defined on a dense subspace $D$ of $H$ and let for $\Psi \in H \Psi_{x}$ be defined by

$$
\Psi_{x}(y) \stackrel{\text { def }}{=} \Psi(y-x)
$$

D must be such that $\Psi \in D$ implies $\Psi_{x} \in D$ for each $x \in \mathbb{R}^{4}$. For $\Psi \in D$ with $\|\Psi\|=1$ a current density $j^{\mu}$ can be defined by

$$
\begin{equation*}
j^{\mu}(x)=q^{\mu}\left(\Psi_{x}, \Psi_{x}\right) \tag{1.12}
\end{equation*}
$$

provided that $q^{\mu}$ is such that $j^{\mu}$ transforms as a Lorentz-four-vector.
If $S$ is a bounded observable (for example if $j^{0}$ is a probability den-
sity), for each $t$ and some constant $k>0$ we have

$$
\left|\int_{\mathbb{R}^{3}} j^{0}(t, \vec{x}) d \vec{x}\right| \leq K
$$

Hence for each volume $V$ in $\mathbb{R}^{3}$

$$
s_{V}(t) \stackrel{\text { def }}{=} \int_{V} j^{0}(t, \vec{x}) d \vec{x}
$$

is a bounded bilinear form defined everywhere on $H$. If $S$ is not bounded, we moreover assume that for each volume $V \subset \mathbb{R}^{3}$ and for each $t S_{V}(t)$ is a closed bilinear form on $D \subset H$. This means that, if $S_{V}(t)$ is defined on $\left\{\phi_{m}\right\}_{m=1}^{\infty}$, if $\phi_{n} \rightarrow \phi$ in $H$ and if $S_{V}(t)\left(\phi_{k}-\phi_{m}, \phi_{k}-\phi_{m}\right) \rightarrow 0$ as $k, m \rightarrow \infty$, then $S_{V}(t)$ is also defined on $\phi$ and $S_{V}(t)\left(\phi_{m}-\phi_{m} \phi_{m}-\phi\right) \rightarrow 0$.

Before continuing with the general situation we will show by an explicit example that such current densities $j^{\mu}$ exist. We first consider the Dirac equation. Let for each $x \in \mathbb{R}^{4} \Psi(x)$ (or actually, for each $\phi \in S\left(\mathbb{R}^{4}\right)<\Psi, \phi>$ ) belong to a certain Hilbert space on which the $\gamma$ 's act as a linear transformation. Usually the anti-linear functional associated to $\Psi(x)$ is denoted by $\Psi^{\dagger}(x)$ and the inner product of $\Psi(x)$ by itself is then written as $\Psi^{\dagger}(x) \Psi(x)$. Let moreover for each $t \Psi^{\dagger}(t, \vec{x}) \Psi(t, \vec{x})$ be a $L^{1}$-function of $\vec{x} \in \mathbb{R}^{3}$, then the inner product in $H$ is defined by

$$
(\Phi, \Psi) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{3}} \Phi^{\dagger}(t, \vec{x}) \Psi(t, \vec{x}) d \vec{x}
$$

That this is independent of $t$ follows, from (1.7) and (1.8). In a k-dimensional representation $\Psi(x)$ belongs to the Hilbert space $\mathbb{C}^{k}$ and for every $t$ each $\Psi_{j}$ is a $L^{2}$-function on $\mathbb{R}^{3}, j=1, \ldots, k$. A bounded current density satisfying (1.1) (in distributional sense) can be defined by

$$
\begin{equation*}
j^{\mu} \stackrel{\text { def }}{=} \Psi^{\dagger} \gamma^{0} \gamma^{\mu^{\prime}} \tag{1.13}
\end{equation*}
$$

and clearly (1.2) is satisfied, too.
Thus the density (1.13) with $\mu=0$ is always causal, i.e., it satisfies (1.3). $j^{0}$ equals $\Psi^{\dagger} \Psi$ and in the last section it has been shown that this density can never vanish in an open set $V$ of $\mathbb{R}^{3}$ at any time $t$ if $\Psi$ is a positive energy solution of (1.7). $j^{0}$ can be interpreted as the probability density of some (bounded) observable $S$. Then at any time there is always a positive chance of finding $S$ in any space volume.

Let us now turn to the Klein-Gordon equation. The Hilbert space is defined by the inner product

$$
(\Phi, \Psi) \stackrel{\text { def }}{=} \frac{i}{2} \int_{\mathbb{R}}\left\{\bar{\Phi}(t, \vec{x}) \frac{\partial \Psi}{\partial t}(t, \vec{x})-\frac{\overline{\partial \Phi}}{\partial t}(t, \vec{x}) \Psi(t, \vec{x})\right\} d \vec{x}
$$

which is independent of $t$, provided that the solutions $\Phi$ and $\Psi$ of (1.5) are functions for which the above written integral exists. It should be remarked that this is an innerproduct only in the space of positive energy solutions, in which case $(\psi, \psi) \geq 0$. Indeed

$$
(\Psi, \Psi)=\frac{1}{(2 \pi)^{3}} \int_{\mathbb{R}_{3}} \frac{|\phi(\vec{p})|^{2}}{{\sqrt{\vec{p}}+m^{2}}_{2}^{d p} \geq 0, ~}
$$

where $\phi$ is an $L^{2}$-function on $\mathbb{R}_{3}$ with respect to the measure $\left(\vec{p}^{2}+m^{2}\right)^{-\frac{1}{2}} d \vec{p}$ so that by (1.11)

$$
\begin{equation*}
\Psi(t, \vec{x})=F^{-1}\left[\frac{e^{-i \sqrt{p^{2}+m^{2}} t_{\phi(\vec{p}}}}{\sqrt{\vec{p}^{2}+m^{2}}}\right](\vec{x}) \tag{1.14}
\end{equation*}
$$

Thus the condition on the solution of (1.5) is that in (1.6) $\Psi(0, \vec{x})$ must belong to the Sobolev space $H^{\frac{1}{2}}\left(\mathbb{R}^{3}\right)$ and $\frac{\partial \Psi}{\partial t}(0, \vec{x})$ to $H^{-\frac{1}{2}}\left(\mathbb{R}^{3}\right)$. A current density satisfying (1.1) can be defined by

$$
j^{\mu} \stackrel{\text { def }}{=} \frac{i}{2}\left\{\bar{\Psi} \partial^{\mu_{\Psi-}}\left(\partial^{\mu} \bar{\Psi}\right) \Psi\right\}
$$

It is well known that for general solutions $\Psi$ of (1.5) $j^{0}$ does not satisfy (1.2) and it is less known that the same is true for positive frequency solutions $\Psi$, see [22]. However, in [23] current densities are constructed which do satisfy (1.1) and (1.2), where in (1.2) even the $>$ sign holds. We will show that, in the general case for any current density, not identically zero, arising from a bilinear form on the Hilbert space of positive frequency solutions of the Klein-Gordon or the Dirac equations satisfying (1.1) and (1.2), (1.2) cannot hold with the $=$ sign for $\vec{x}$ in any space volume $V$ and for any $t$. This follows from the causality of the current density and from the fact that $S_{V}(t)$ cannot be zero for all $t$ with $0<t<\tau$ for any $\tau>0$ and any $V$. This fact will be proved in the next section. For that purpose we have to rewrite the setting of this section so that the formalism of the next section can be applied to it.

1) Here there is a little ambiguity in the Fourier transformation $F$. In (1.11) $F$ transforms tempered distributions in the $\vec{x}$-space $\mathbb{R}^{3}$ into tempered distributions in the $\vec{p}$-space $\mathbb{R}_{3}$, which is defined by Parsevals relation if $F$ is a map from $S\left(\mathbb{R}_{3}\right)$ onto $S\left(\mathbb{R}^{3}\right)$. However, in (1.14) $F$ should be understood in $L^{2}$-sense, which can be defined by completion if $F$ is a map from $S\left(\mathbb{R}^{3}\right)$ onto $S\left(\mathbb{R}_{3}\right)$, cf.II §2.i.

We have considered nonnegative densities of the form $j^{0}(x)=q\left(\Psi_{x}, \Psi_{x}\right)$ such that $\int_{j} j^{0}(t, \vec{x}) d \vec{x}$ is a closed bilinear form. For the moment we do not bother whether this is the zero's component of a four-vector or not. Let $V_{0}$ be a fixed space volume and let

$$
s_{0}(x) \stackrel{\text { def }}{=} s_{V_{0}+\vec{x}^{(t)}}
$$

where $V_{0}+\vec{x}$ is the over $\vec{x}$ translated volume $V_{0}$. According to [58,th.VIII. 15] $S_{0}(x)$ can be written as

$$
S_{0}(x)=\left(\Psi_{x}, T \Psi_{x}\right)
$$

for some selfadjoint positive operator T. We define

$$
T_{x} \stackrel{\text { def }}{=} U^{-1}(x) T U(x)
$$

where $U(x)$ is the unitary operator with

$$
\mathrm{U}(\mathrm{x}) \Psi=\Psi_{\mathrm{x}}
$$

Since

$$
U(t, \vec{x}) \Psi(y)=\int e^{i \sqrt{\vec{p}^{2}+m^{2}}\left(t-y_{0}\right)+i<\vec{p}, \vec{x}-\vec{y}>} \phi(\vec{p}) \frac{\overrightarrow{d p}}{\sqrt{\vec{p}^{2}+m^{2}}}
$$

where $\phi$ is determined by $\Psi$ according to (1.14), $U(x)$ has a spectral measure contained in $\left\{p \mid p_{0}=\sqrt{\overrightarrow{\mathrm{p}}^{2}+m^{2}}\right\}$.

If in theorem 1.2 of the next section we replace $T(f)$ by $T$ (in fact, here the testfunction $f$ is the characteristic function of $V_{0}$ ), this theorem shows that $S_{0}(x)=\left(\Psi, T{ }_{x} \Psi\right)$ cannot vanish for $\|x\|<\varepsilon$ for every $\varepsilon>0$. Actually the theorem gives more precise information where $S_{0}(x)$ can vanish. If now $S_{V}(t)=0$ for $0<t<\tau$, we choose $V_{0} \subset \subset V$ and theorem 1.2 shows that $S_{V}(t)=0$ for all $t$ and all $V$, hence that $j^{0} \equiv 0$. We summarize the foregoing in the following theorem.

THEOREM 1.1. Let $H$ be the Hilbert space of positive frequency solutions $\Psi$ of the Klein-Gordon equation or the Dirac equation. Let $q(\Psi, \Psi)$ be a nonvanishing bilinear form on a dense subspace $D$ of $H$ such that for all $x \in \mathbb{R}^{4}$

$$
j(x) \stackrel{\text { def }}{=} q\left(\Psi_{x}, \Psi_{x}\right) \geq 0
$$

and such that for all $t$ and space volumes $V \int j(t, \vec{x}) d \vec{x}$ is a closed bilinear form on $D$. Let $V_{0}$ be an arbitrary space volume and let

$$
s_{0}(t, \vec{x}) \stackrel{\text { def }}{=} \int_{V_{0}+\vec{x}} j(t, \vec{y}) d \vec{y} .
$$

Then for any $\varepsilon>0 S_{0}(x)$ cannot vanish identically for $\|x\|<\varepsilon$.

In theorem 1.1 we do not assume that the nonnegative density is causal, but if it is, it follows that for each $t S_{0}(t, \vec{x})$ cannot vanish identically even for $\|\vec{x}\|<\varepsilon$. So also formula (1.4) cannot be used for defining causality. For if it holds, it can never occur. Nonnegative causal densities arise, for example, from a current density satisfying (1.1). In [25] and [26] nonnegative densities corresponding to the energy are discussed which do not satisfy (1.1) but still are causal. In [13] Dirac proposed a new wave equation yielding only positive energy solutions which satisfy the Klein-Gordon equation, too. Moreover, he has defined a current density as in (1.12) satisfying (1.1) and (1.2). Hence the zero's component of this density can never be localized, contrarily to what Dirac said in [14]. Perhaps, it is also possible to define noncausal nonnegative densities which then cannot satisfy (1.1), cf. [28].

The solutions of the Klein-Gordon or the Dirac equation are particular cases of quantized fields. Therefore, in the next section we will pass to the (mathematical) problem of localization of fields, although we do not use all the axioms defining these fields. We will select only those axioms which imply the result that $S_{0}(x)$ cannot vanish identically for $\|x\|<\varepsilon$.

## I.4. ANALYTIC PROPERTIES OF EXPECTATION VALUES

In the theory of quantized fields satisfying the Garding-Wightman axioms [71] we shall use the same principle as before in order to show that not both, the testfunctions and the field operators, are localizable (cf. [72] for a stronger result saying that the field operators are nowhere ordinary functions, which follows from more conditions than we assume here). We remark that from now on all concepts will have only a mathematical meaning and the physical interpretation, if there is any, will not be discussed.

We shall not give all axioms defining a quantized field but only those which are needed in this section. For example, we do not need the vacuum
state which cannot be missed in defining the general theory and properties of quantized fields. Although we introduce them no proper use will be made of the testfunctions and therefore, our conditions are as general as in [28] and they apply to relativistic quantum mechanics as well. For simplicity we shall discuss the case of an observable scalar field; the case of vector and tensor fields is similar, see [71].

Let $F$ be a nuclear, locally convex, topological vector space of $C \stackrel{\infty}{-}$ testfunctions defined in x-space or in a complexification of the x-space. We shall not specify $F$ in this section; in [36] $F$ equals the space $S\left(\mathbb{R}^{4}\right)$ and in [71] Fequals $\mathcal{D}\left(\mathbb{R}^{4}\right)$ (cf. also $[68,29.6]$ ); ultradifferentiable testfunctions are discussed in [33] and in [11], whereas in [10], [63] and [52] spaces $F$ of analytic functions are considered. If there are testfunctions in $F$ with compact support the field is called strictly localizable, see [33]. Furthermore, there is a complex Hilbert space $H$ of states with inner product < , >. In order not to confuse this notation with the action $\left\langle p, x>\right.$ of $p \in \mathbb{R}_{4}$ to $\mathbf{x} \in \mathbb{R}^{4}$, we shall here denote this action by $\mathrm{x} \cdot \mathrm{p}$.
Axiom I. The field T is a linear map from F into linear operators in H . For all $f \in F$ the operators $T(f)$ and $T(f)$ * possess a common dense domain $D$ on which they are defined, such that for all $\Phi, \Psi \in \mathrm{D}\langle\Phi, T(\cdot) \Psi\rangle$ belongs to $\mathrm{F}^{\prime}$. Moreover, for all $f \in F T(f) D \subset D$.

Axiom II. The translations over the four-vector x induce a continuous map \{x\} from $F$ into $F$ by

$$
\{x\} f(y) \stackrel{\text { def }}{=} f(y-x), f \in F
$$

An unitary, continuous representation $U$ of the group of translations exists, such that for all f $\in F$

$$
U(x)^{-1} T(f) U(x)=T_{x}(f)
$$

where

$$
T_{x}(f) \stackrel{\text { def }}{=} T(\{x\} f)
$$

Furthermore, $U(x) D \subset D$ for all $x \in \mathbb{R}^{4}$.
Axiom III. $\mathrm{U}(\mathrm{x})$ has a spectral decomposition

$$
U(x)=\int e^{i x \cdot p} d E(p)
$$

where the support of E is contained in the cone

$$
\overline{\Gamma^{*}}=\left\{p_{0}^{2} \geq \| \vec{p}^{2}, p_{0} \geq 0\right\}
$$

We show that a strictly localizable field satisfying only the above mentioned axioms, as an operator valued distribution, cannot have a support which is not $\mathbb{R}^{4}$. First, let us assume that the field is positive ${ }^{1)}$, which means that for all $\Phi \in \mathrm{D}\langle\Phi, T(\cdot) \Phi\rangle$ is a positive distribution in $\mathrm{F}^{\prime}$. Thus for every real and nonnegative testfunction $f$ the operator $T(f)$ is positive, i.e., for all $\Phi \in D$ and for such an $f$

$$
\langle\Phi, T(f) \Phi\rangle \geq 0 .
$$

Let us call such a field a positive field. Furthermore, let us call $x(s)=$ $=(t(s), \vec{x}(s))$ a time-like curve if $t$ and $\vec{x}$ are continuously differentiable functions of the real variable s with

$$
\left(t^{\prime}(s), \vec{x}^{\prime}(s)\right) \in \Gamma
$$

where $\Gamma$ is the open light cone. If moreover for each $\lambda=0,1,2,3, x_{\lambda}$ is a real analytic function of $s$, we call the curve an analytic time-like curve.

THEOREM 1.2. Let $T$ be a positive field as defined by axioms I, II and III, let f be a real nonnegative testfunction in F and let $\mathrm{x}(\mathrm{s})$ be an analytic time-like curve for $s \in \mathbb{R}$. If for some $\Phi \in \mathrm{D}$ and $\varepsilon>0$
(1.15) $\left\langle\Phi_{X(S)}(f) \Phi>=0\right.$
for all $0<s<\varepsilon$, then (1.15) vanishes for all $s \in \mathbb{R}$.

In particular, if $x(s)=(\tau s, s \vec{a})$ where $\vec{a}$ varies in the unit ball in $\mathbb{R}^{3}$ and $\tau$ in $(1, \infty)$, it follows that $S_{0}(x)$, defined in theorem 1.1 , cannot vanish identically in an open set in $\mathbb{R}^{4}$.

[^0]PROOF. By Friedrichs extension theorem [58, th. X.23] the positive operator $T(f)$, defined on $D$, has a positive selfadjoint extension $\tilde{T}(f)$. By the spectral theorem there exists a positive selfadjoint operator $A(f)$ such that $A(f)^{2}=\tilde{T}(f)$, which certainly holds on $D$. Since every translated $f$ is real and nonnegative if $f$ is, (1.15) implies

$$
\langle\Phi, A(\{x(s)\} f) A(\{x(s)\} f) \Phi\rangle=\langle A(\{x(s)\} f) \Phi, A(\{x(s)\} f) \Phi\rangle=0
$$

for $0<s<\varepsilon$. Hence $A(\{x(s)\} f) \Phi=0$ and so

$$
\begin{equation*}
U(x(s)) T_{x(s)}(f) \Phi=0, \quad 0<s<\varepsilon . \tag{1.16}
\end{equation*}
$$

Therefore, for any $\tau \in \mathbb{R}$ we have $I(\tau, s)=0$ for $0<s<\varepsilon$ where

$$
\left.I(\tau, s) \stackrel{\text { def }}{=}<U(x(\tau)) \Phi, U(x(s)) T_{x(s)}(f) \Phi\right\rangle
$$

According to axiom II $I(\tau, s)$ can be written as

$$
\begin{aligned}
I(\tau, s) & =\left\langle U(x(\tau)) \Phi, U(x(s)) T_{x(s)}(f) U(x(s))^{-1} U(x(s)) \Phi\right\rangle= \\
& =\langle U(x(\tau)) \Phi, T(f) U(x(s)) \Phi\rangle
\end{aligned}
$$

and by axiom III

$$
I(\tau, s)=\int e^{i x(s) \cdot p_{d<T}(f) U(x(\tau)) \Phi, E(p) \Phi>}
$$

Since $E$ has its support in the cone $\overline{\Gamma^{\star}}$ this integral, as a distribution of the variable $x=x(s) \in \mathbb{R}^{4}$, is the boundary value of a function $G$ holomorphic in $\mathbb{R}^{4}+i \Gamma$.

Let $s$ be the real part of the complex variable $s+i \mu$ and let $u(s, \mu) \in \mathbb{R}^{4}$ and $v(s, \mu) \in \mathbb{R}^{4}$ be the real and imaginary parts of the analytic continuation of the function $x(s)$, thus $u(s, 0)=x(s)$ and $v(s, 0)=0$. Then by the Cauchy-Riemann equations

$$
\left(\frac{\partial v_{0}}{\partial \mu}(s, 0), \ldots, \frac{\partial v_{3}}{\partial \mu}(s, 0)\right)=x^{\prime}(s) \in \Gamma
$$

hence for each $s \in \mathbb{R} v(s, \mu) \in \Gamma$ for some $\Gamma ' c c \Gamma$ and for all $\mu>0$ with
$|\mu|$ sufficiently small depending on s. Thus

$$
I(\tau, s+i \mu)=G(u(s, \mu)+i v(s, \mu))
$$

exists and is an analytic function of $s+i \mu$ for $\mu>0$ and $|\mu|$ sufficiently small depending on $s .{ }^{1)}$ Since $\lim I(\tau, s+i \mu)=0$ as $\mu \downarrow 0$ for $0<s<\varepsilon$, it follows that $I(\tau, s) \equiv 0$, in particular $I(\tau, \tau)=0$. This yields

$$
\left\langle U(x(\tau)) \Phi, U(x(\tau)) T_{x(\tau)}(f) \Phi\right\rangle=\left\langle\Phi, T_{x(\tau)}(f) \Phi\right\rangle=0
$$

COROLLARY 1.3. A nonvanishing, strictly localizable field $T$ satisfying only the axioms I, II and III has support $\mathbb{R}^{4}$.

For otherwise there is a testfunction $f$ and $\varepsilon>0$ such that for all $\Phi \in D T_{x}(f) \Phi=0$ for all $x \in \mathbb{R}^{4}$ with $\|x\|<\varepsilon$, so that (1.16) would hold.

We can drop the assumption of positivity of the field, if we impose a condition on the state $\Phi$ and then we get the stronger result that the expectation values are analytic functions of the translations in space and time. The condition implies that the high-energy contributions to the state may not be too strong. More precisely, let $U(x)=e^{i x \cdot P}$ and let $P_{0}$ be the zero'th component of the operator $P$. Then $P_{0}$ is a positive selfadjoint unbounded operator and we assume that the state $\Phi$ belongs to the domain of definition of the operator $e^{\delta P_{0}}$ for some $\delta>0$. This property is equivalent to the following definition

DEFINITION: A state $\Phi \in H$ is called analytic for the energy if $\Phi$ belongs to the domain of definition of any $\mathrm{P}_{0}^{\mathrm{m}}$ and if

$$
\sum_{m=0}^{\infty} \frac{\left\|p_{0}^{m}{ }^{m}\right\|}{m!} \delta^{m}<\infty
$$

for some $\delta>0$.
Nelson's analytic vector theorem tells us that there are many of such vectors (namely a dense subset of $H$ ) [58, IIth. X. 39].

[^1]THEOREM 1.4. Let $T$ be a field defined by axioms I, II and III and let $\Phi \in \mathrm{D}$ be an analytic vector for the energy. Then for any $f \in F$ the function

$$
\left\langle\Phi, T_{X}(f) \Phi\right\rangle
$$

is analytic in $x \in \mathbb{R}^{4}$.
PROOF. Define the function $G$ of $(x, \xi) \in \mathbb{R}^{4} \times \mathbb{R}^{4}$ by

$$
G(x, \xi)=\left\langle\Phi, U(x)^{-1} T(f) U(\xi) \Phi\right\rangle .
$$

Since for all $f \in F$ we have $T(f) D \subset D$ the expression

$$
\left\langle\Phi, T(\cdot)^{*} T(\cdot) \Phi\right\rangle
$$

determines a separately continuous bilinear map on $F \times F$. By Schwartz' kernel theorem this map is continuous on $F \times F$. Hence for each $f \in F$

$$
\left\|T_{\xi}(f) \Phi\right\|=\|T(f) U(\xi) \Phi\|=\left[\left\langle\Phi, T\left(\{\xi\}_{f}\right)^{*} T(\{\xi\} f) \Phi\right\rangle\right]^{\frac{3}{2}}
$$

is a continuous function of $\xi \in \mathbb{R}^{4}$. Also for $x, \xi \in \mathbb{R}^{4} U(\xi)^{-1} U(x) \Phi$ varies continuously in $H$. Therefore $G$ is a continuous function:

$$
\begin{aligned}
& \left|<U(\xi)^{-1} U(x) \Phi, T_{\xi}(f) \Phi>-<U(\eta)^{-1} U(y) \Phi, T_{\eta}(f) \Phi>\right| \leq \\
& \leq\left|<U(\xi)^{-1} U(x) \Phi, T(\{\xi\} f-\{\eta\} f) \Phi\right\rangle \mid+\left\|\left\{U(\xi)^{-1} U(x)-U(\eta)^{-1} U(y)\right\} \Phi\right\| \cdot \\
& \cdot\left\|T_{\eta}(f) \Phi\right\| .
\end{aligned}
$$

In particular $G$ is measurable.
For fixed $\xi \in \mathbb{R}^{4} G$ can be extended as a holomorphic function of $z$ in the tubular domain with base $(\delta, 0,0,0)-\Gamma$ by

$$
G(z, \xi)=\int e^{-i z \cdot p-\delta p_{0}} d<E(p) e^{\delta P_{0}} \Phi, T(f) U(\xi) \Phi>
$$

satisfying there

$$
|G(z, \xi)| \leq \| e^{\delta P_{0_{\Phi}\|\cdot\|} T(f) U(\xi) \Phi \|} .
$$

Since $\|T(f) U(\xi) \Phi\|$ is continuous the right hand side is bounded if $\xi$ varies in a bounded set in $\mathbb{R}^{4}$. On the other hand, for fixed $x \in \mathbb{R}^{4} G$ can be extended as a holomorphic function of $\zeta$ in the tubular domain with base $-(\delta, 0,0,0)+\Gamma^{-}$by

$$
G(x, \zeta)=\int e^{i \zeta \cdot p-\delta p_{0}} d<T(f)^{*} U(x) \Phi, E(p) e^{\delta P_{0_{\Phi}}}
$$

satisfying there

$$
|G(x, \zeta)| \leq\left\|T(f){ }^{*} U(x) \Phi\right\| \cdot\left\|e^{\delta P_{0}}{ }_{\Phi}\right\|
$$

Similarly to above, it follows that the right hand side is bounded if x varies in a bounded set in $\mathbb{R}^{4}$. Then it follows from Hartogs theorem for real-analytic functions (see [7], cf. also chapter II, §3.i of this thesis) that $G$ is an analytic function of $(x, \xi) \in \mathbb{R}^{4} \times \mathbb{R}^{4}$. In particular $G(x, x)$ is an analytic function of $x \in \mathbb{R}^{4}$.

Finally, we make some remarks concerning local commutativity, which expresses the fact that two space-like separated events cannot influence each other (sometimes also called microscopic causality). For strictly localizable fields the axiom of local commutativity is formulated as follows: Axiom IV. Let $f$ and $g$ in $F$ have their supports such that any two points $x$ in the support of $f$ and $y$ in the support of $g$ are space-like separated, i.e., $\left|x_{0}-y_{0}\right|<\|\vec{x}-\vec{y}\|$, then

$$
T(f) T(g)=T(g) T(f)
$$

For the description of non-normalized interactions it is convenient to work with distributions growing faster than polynomials in p-space. Hence the functions in the Fourier transform of $F$ must decrease more rapidly than functions in $S$. If they decrease too fast at infinity, the space $F$ consists of non-localizable functions or even analytic functions. In the last case the expectation values are analytic functions anyhow (by axiom II). Theorem 1.4 reveals that this is not a rare phenomenon. Thus there would be no objection against analytic testfunctions. However, in that case the above given definition of local commutativity is impossible.

In [63] the space $F$ is taken to be $Z$, the Fourier transform of $D$, consisting of certain entire functions, and local commutativity is not reauired,
but another way of defining microscopic causality is given. In [10] a condition for causality is given on non-localizable functions in $F$, namely that the distributions in p-space have a growth at infinity of order one and type zero, i.e., they are $O$ (exp $\varepsilon\|\mathrm{l}\|$ ) for any $\varepsilon>0$. In [69] such a field is called localizable. In chapter II we shall see that then the Fourier transforms in $x$-space are functionals on a space of real-analytic testfunctions. In spite of this such analytic functionals have a uniquely defined support (see chapter II, def. 2.6). As in [47] we will show (chapter II, th. 2.7) that an analytic functional $T$ can be written as $\sum_{k=1}^{N} T_{k}$, where the analytic functionals $T_{N}$ have their supports in a priori given closed sets $U_{k}$ such that ${\underset{k}{*}=1}_{N}^{U_{k}}=\mathbb{R}^{4}$. In a localizable, but non-strictly-localizable field $T$ the space $F$ consists of real-analytic testfunctions. Then local commutativity might be defined as follows:
For all $\mathrm{f}, \mathrm{g} \in \mathrm{F}$ and all decompositions $\mathrm{T}=\mathrm{T}_{1}+\mathrm{T}_{2}+\mathrm{T}_{3}$ where $\mathrm{T}_{1}$ and $\mathrm{T}_{2}$ have space-like separated supports, $T_{1}(f)$ and $T_{2}(g)$ commute.

## I. 5. LOCALIZATION OF TACHYONS

In the description of tachyons (particles travelling faster than light) another application of the theory of functions of several complex variables can be made. As physics intend to study phenomena which take place outsjde the human mind, this section is perhaps more of mathematical interest than that it pretends to describe something of physical reality. Therefore, we shall not make the assumptions as general as possible, but we shall just study the solutions of the tachyonic Klein-Gordon equation. This enables us to explain a seeming contradiction between [66] and [50] concerning the existence of acausal solutions of certain wave equations corresponding to high-spin-particles. As to tachyons themselves there exists an extensive literature, see for example [51].

Let a superluminal state be described by a wave function $\Psi$ satisfying the tachyonic Klein-Gordon equation
(1.17) $\quad\left(\partial_{\mu} \partial^{\mu}-m^{2}\right) \Psi=0$.

Since here positive and negative energy solutions can be transformed into each other, we allow states which are a mixture of positive and negative energy.

Let us investigate to which situation a solution leads,
which is localized in a bounded volume $V$ during some time interval $|t|<\tau$. Then also $\frac{\partial \Psi}{\partial t}(0, \vec{x})=0$ for $\vec{x} \notin V$. Hence, since $\Psi$ satisfies a hyperbolic differential equation, for any $t \Psi(t, \vec{x})$ as a function or distribution in $\vec{x}$ space has a bounded support: the support grows to the future and to the past with velocity 1 , which is the velocity of light, here. If we assume that $\Psi$ belongs to $S^{\prime}\left(\mathbb{R}^{4}\right)$, it follows that the Fourier transform $\Phi$ can be written as

$$
\Phi(p)=F^{+}(p+i 0)-F^{-}(p-i 0),
$$

where $F^{ \pm}(p \pm i 0)$ are the boundary values in $S^{\prime}\left(\mathbb{R}_{4}\right)$ of holomorphic functions in $\mathbb{R}_{4} \pm i C^{*}$ with $C^{*}=\left\{\left(q_{0}, \vec{q}\right) \mid q_{0}>\|\vec{q}\|\right\}$, see [68]. Since $\psi$ satisfies (1.17) $\Phi(\mathrm{p})$ vanishes for $\|\overrightarrow{\mathrm{p}}\|<m$ (in fact, similarly to (1.10) $\Phi$ is concentrated on the hyperboloide $p_{0}^{2}=\vec{p}^{2}-m^{2}$ ). The "Edge of the Wedge" theorem implies that $\mathrm{F}^{+}$and $\mathrm{F}^{-}$are analytic continuations of each other.

Furthermore, it can be shown (see [68]) that any function $F$, which is holomorphic in $\left\{\mathbb{R}^{n}+i C\right\} \cup\left\{\mathbb{R}^{n}-i C\right\} \cup U \subset \mathbb{C}^{n}$, where $C=\left\{\left(y_{0}, \vec{Y}\right) \mid y_{0}>\alpha\|\vec{y}\|\right.$, $\left.\overrightarrow{\mathrm{y}} \in \mathbb{R}^{\mathrm{n}-1}\right\}$ for some $\alpha>0$ and where $U$ is an open neighborhood in $\mathbb{C}^{\mathrm{n}}$ of $\left\{\left(x_{0}, \vec{x}\right) \mid\|\vec{x}\|<a\right\}$ for some $a>0$, is an entire function. Hence in the above $\mathrm{F}^{+}(\mathrm{p}+\mathrm{i} 0)-\mathrm{F}^{-}(\mathrm{p}-\mathrm{i} 0)$ vanishes everywhere. Therefore $\Phi$, and thus $\Psi$, is identically zero. The conclusion is that except zero no solution $\Psi$ of (1.17) with a bounded support during some time interval belongs to $S^{\prime}\left(\mathbb{R}^{4}\right)$. In particular, the fundamental solution belongs to $D^{\prime}\left(\mathbb{R}^{4}\right)$ and not to $S^{\prime}\left(\mathbb{R}^{4}\right)$ and it does not correspond to real energy $p_{0}$ and impulse $\vec{p}$, cf. [19]. Therefore, not every pair of initial values $\psi_{0}$ and $\psi_{1}$ in $S^{\prime}\left(\mathbb{R}^{3}\right)$ yields a solution corresponding to real p. Only those $\psi_{0}$ and $\psi_{1}$ in $S^{\prime}\left(\mathbb{R}^{3}\right)$ whose Fourier transforms vanish for $\|\vec{p}\|<m$ yield a solution in $S^{\prime}\left(\mathbb{R}^{4}\right)$, see formula (1.11) with $m^{2}$ replaced by $-m^{2}$. Hence, for any wave function $\Psi$ describing a superluminal state, $\Psi(t, \vec{x})$ or $\frac{\partial \Psi}{\partial t}(t, \vec{x})$ cannot vanish identically for $\vec{x}$ outside a bounded volume at any time $t$.

Although equation (1.17) is supposed to describe a superluminal state, the characteristics show that any solution localized in a bounded spacevolume cannot grow faster than with the speed of light, cf. the conclusion in [66]. However, this phenomenon can never be "observed", since localized solutions do not correspond to real values of energy and impulse, cf. the conclusion in [50] that an equation like (1.17) may describe superluminal procession.

Unlike subluminal free particles, it can happen that a solution $\Psi$ of
(1.17) as well as its time derivative $\frac{\partial \Psi}{\partial t}$ vanishes in a bounded volume at some time $t$. Then such a "hole" would be filled with the speed of light. For, if $\Psi \in S^{\prime}\left(\mathbb{R}^{4}\right)$ is written as $\Psi=\Psi^{+}+\Psi^{-}$where $\Psi^{+}$corresponds to $p_{Q} \geq 0$ and $\Psi^{-}$to $p_{0}<0$, and if we require that for any $t \Psi^{ \pm}(t, \vec{x})$ and $\frac{\partial \Psi^{\ddagger}}{\partial t}(t, \vec{x})$ are $L^{2}$-function of $\vec{x} \in \mathbb{R}^{3}$, then the question whether $\Psi(t, \vec{x})$ and $\frac{\partial \Psi}{\partial t}(t, \vec{x})$ can vanish in the same space-volume at the same time is equivalent to the following question:
Does there exist a function $f$ in the Sobolev space $H^{1}\left(\mathbb{R}^{3}\right)$ such that both the function itself and its Fourier transform vanish identically in some open set in $\mathbb{R}^{3}$ and in $\mathbb{R}_{3}$, respectively?
It is very easy to see that the answer is affirmative if $f$ is a tempered distribution, for example we can choose the fundamental solution $g$ of the wave equation. Now let $\phi$ and $\psi$ be $C^{\infty}-f_{\text {functions }}$ with small supports around the origin in $\mathbb{R}_{3}$ and $\mathbb{R}^{3}$, respectively. Then $\phi * F g$ is a $C^{\infty}$ function of polynomial growth and

$$
\hat{f}(\xi) \stackrel{\text { def }}{=} F \psi(\xi) \cdot(\phi * F g)(\xi)
$$

is a function in $S\left(\mathbb{R}_{3}\right)$, which vanishes identically in some open set in $\mathbb{R}_{3}$ because Fg does. Also

$$
f \text { def } F^{-1} \hat{f}=\frac{1}{(2 \pi)^{n}}\left(g \cdot F^{-1} \phi\right) * \psi
$$

vanishes identically in some open set in $\mathbb{R}^{3}$ because $g$ does. Finally, $f$ belongs to $H^{1}\left(\mathbb{R}^{3}\right)$ because it even belongs to $S\left(\mathbb{R}^{3}\right)$.

## CHAPTER II

## REAL-CARRIED ANALYTIC FUNCTIONALS AND BOUNDARY VALUES OF ANALYTIC FUNCTIONS


#### Abstract

In [48] Martineau has discussed properties of analytic functionals with bounded carrier and their Fourier transforms. Here, we shall treat analytic functionals with unbounded carrier defined on spaces of analytic functions satisfying certain growth conditions at infinity. Unlike in the case of bounded carriers, these growth conditions are involved in the definition of unbounded carriers, and moreover, a class of neighborhoods has to be specified.

In section 1 properties of real-carried:analytic functionals will be derived. We shall consider two types of analytic functionals, of which one belongs to a Frechet space. The properties are similar to those given in [47] for analytic functionals with bounded, real carriers. The proofs given here rely on [47] as long as we deal with Frechet spaces, while in the other case the proofs are suitably adapted.

Section 2 is concerned with Fourier transforms of real-carried analytic functionals defined on spaces $Z_{M}$ which are subsets of $Z$, the space of Fourier transforms of $D$. The spaces $Z_{M}$ are determined by growth conditions in the real directions. As a limit case the space of exponentially decreasing real analytic functions arises and the dual of this space is just the set of Fourier hyperfunctions [38]. Since the space of Fourier transforms of elements in $Z_{M}$ is a subset of $D$, its dual contains more general objects (namely, ultra-distributions) than distributions in D'. As has been done in [60] for distributions, here we shall represent such ultradistributions as boundary values of analytic functions. So they arise very naturally between distributions and hyperfunctions on the one hand. Being boundary values of analytic functions, too, their Fourier transforms form the transition from real-carried analytic functionals in $Z^{\prime}$ to Fourier hyperfunctions on the other hand. Since Fourier transformation is an isomorphism it is possible to define ultradistributions completely by studying their Fourier transforms which


are the analytic functionals we are concerned with. However, for clarity we shall discuss ultradistributions and some properties directly, where for the proofs we refer to [42].

Finally, the "Edge of the Wedge" theorem for distributions and for ultradistributions as well will be the subject of section 3. We will give a simple proof by means fo Fourier transformation, which is based on techniques used in [4].

## II. 1 REAL-CARRIED ANALYTIC FUNCTIONALS

## II.1.i THE SPACE Z'

We consider a familiar example of a space of analytic functionals. The Fourier transform of the space $D$ of $C^{\infty}$ testfunctions with compact support is the space $Z$ of entire functions decreasing in the real directions faster than each negative power of $\|z\|$ and increasing exponentially in the imaginary directions. The dual space $Z^{\prime}$ is a space of analytic functionals and its Fourier transform is the space $D^{\prime}$ of distributions. Tempered distributions in $S^{\prime}\left(\mathbb{R}^{n}\right)$ or distributions with compact support $K$ in $\mathbb{R}^{2 n} \cong \mathbb{C}^{n}$ are examples of elements of $Z^{\prime}$. For an entire function $f$ and for a multiindex $\alpha$ we have

$$
\sup _{z \in K}\left|D^{\alpha} f(z)\right| \leq \frac{\alpha!\sqrt{n}^{|\alpha|}}{\bar{\varepsilon}^{\alpha}} \sup _{z \in K(\varepsilon)}|f(z)|
$$

for every $\varepsilon>0$, where $K(\varepsilon)$ denotes the $\varepsilon$-neighborhood of $K$ in $\mathbb{C}^{n}$ and $\bar{\varepsilon}$ the vector in $\mathbb{R}^{n}$ with components $\varepsilon$. Hence, for all $f \in Z$ and every $\varepsilon>0$, $a$ distribution $T$ with support $K$ satisfies

$$
\begin{equation*}
|\langle T, f\rangle| \leq M_{\varepsilon} \sup _{z \in K(\varepsilon)}|f(z)| \tag{2.1}
\end{equation*}
$$

for some constants $M_{\varepsilon}$ depending on $\varepsilon$ and $T$. We may consider $K$ as the support of the analytic functional $T$, but in general such a notion has properties different from supports of distributions. In $[30, p .105]$ an example has been given of an analytic functional $\mu$ which satisfies (2.1) for all sets K in $\mathbb{C}^{2}$ of the form $\mathrm{K}_{\alpha}=\left\{\left(\mathrm{z}_{1}, z_{2}\right)| | z_{1}\left|\leq \alpha,\left|z_{2}\right| \leq \frac{1}{\alpha}\right\}\right.$, but which does not satisfy (2.1) for $K=\bigcap_{\alpha>0} K_{\alpha}$ ( $\mu$ is the Fourier transform of the distribution in $\mathbb{R}^{2}$ defined by the function $\cosh 2 \sqrt{\xi_{1} \xi_{2}}$ ). Therefore a compact set $K \subset \mathbb{C}^{n}$
satisfying (2.1) for every $\varepsilon>0$ is called the carrier of the analytic functional T. In $Z^{\prime}$ unbounded carriers can be defined, too. For that purpose we first analyze the topology of the space $z$.

Let $Z(a)$ be the Frechet space $\operatorname{proj}_{m} \lim _{\infty} Z(a)_{m}$, where $Z(a)_{m}$ is the space of entire functions endowed with the norm

$$
\begin{equation*}
\|f\|_{m} \stackrel{\text { def }}{=} \sup _{z \in \mathbb{C}^{n}}\left(1+\left\|_{z}\right\|\right)^{m} e^{-a \|} y\| \| f(z) \mid \tag{2.2}
\end{equation*}
$$

Then $Z=i_{a} \lim _{\infty} \lim _{\infty} Z(a)$. Elements $\mu \in Z^{\prime}(a)$ can be written as $\langle\mu, f\rangle=$ $\mathcal{f} h(x) f(x) d x$ for some entire function $h[21$, III §2.3]. Hence $\mu$ is a functional on the space of restrictions to $\mathbb{R}^{n}$ of functions in $Z(a)$. In general, this is no longer true for $\mu \in Z^{\prime}$. For example the Fourier transform of the infinite order distribution $\sum_{m} \delta^{(m)}(\xi-m)$ is defined by $\sum_{m} \int(i x) e^{i m x} f(x) d x$ for $f \in Z$.

DEFINITION. An analytic functional $\mu \in Z^{\prime}$ is carried by the closed set $\Omega \subset \mathbb{C}^{n}$ with respect to the decreasing sequence $\left\{\Omega_{k}\right\}_{k=1}^{\infty}$ of neighborhoods of $\Omega$, if for every $\mathrm{k} \mu$ is already a functional on the space $\left.\mathrm{Z}\right|_{\Omega_{\mathrm{k}}}$ of restrictions to $\Omega_{\mathrm{k}}$ of functions in Z , where $\left.\mathrm{Z}\right|_{\Omega_{\mathrm{k}}}$ carries the topology induced by Z , i.e., in (2.2) the supremum should be taken over all $z \in \Omega_{k}$.

If the neighborhoods $\Omega_{k}$ are the set of $1 / k$-neighborhoods

$$
\Omega(1 / k) \stackrel{\text { def }}{=}\left\{z \mid\left\|_{z-z^{\prime}}\right\| \leq 1 / k, z^{\prime} \in \Omega\right\}
$$

we will just say that $\mu$ is carried by $\Omega$.
According to [16, th.5.13*] a fundamental system of neighborhoods of zero in $Z$ is given by

$$
V(K, \alpha) \xlongequal{\text { def }}\{f \in Z||f(z)| \leq \alpha K(z)\},
$$

where $\alpha>0$ and where $K$ is a positive, continuous function of the following form: let $\left\{a_{j}\right\}$ be a strictly increasing sequence of integers with $a_{0}=a_{1}=$ $=a_{2}=0, a^{j+2}>2 a$, and let $\ell$ be a positive integer; set $K(z)=(1+\|x\|)^{-\ell^{1}} x$ $x(1+\|y\|) \quad-\ell^{j+2}((j-2)\|y\|)$ for $a_{j}(1+\log (1+\|x\|)) \leq\|y\| \leq \frac{1}{2} a_{j+1}(1+\log (1+\|x\|))$; the definition of $K$ is completed by requiring that $K$ is a function of $\|x\|$, $\|y\|$ which is continuous and such that, for fixed $\|x\|, \log k(\|x\|, \| y)+$ $+\ell[\log (1+\|x\|)+\log (1+\|y\|)]$ is linear in $\|y\|$ in the regions in which it is
not already defined above. Then a fundamental system of neighborhoods of zero in $\left.Z\right|_{\Omega_{k}}$ is obtained by $\left\{\left.f \in Z\right|_{\Omega_{k}}| | f(z) \mid \leq \alpha K(z), z \in \Omega_{k}\right\}$. Now the Hahn-Banach theorem and Reisz' representation theorem imply that for every $k$ an analytic functional $\mu$ carried by $\Omega$ with respect to $\left\{\Omega_{k}\right\}$ can be represented as a measure $\mu_{k}$ on $\Omega_{k}$ satisfying

$$
\int_{\Omega_{k}} K_{k}(z)\left|d \mu_{k}(z)\right| \leq M_{k^{\prime}}
$$

where $K_{k}$ is a function as described above depending on $k$.
In chapter III we shall investigate the Fourier transforms of analytic functionals carried by convex sets $\Omega \subset \mathbb{a}^{n}$. In this chapter we restrict ourselves to the case where $\Omega$ is contained in $\mathbb{R}^{n}=\left\{z \mid z=x+i y, y=0, x \in \mathbb{R}^{n}\right\}$. In this case the spaces

$$
\mathrm{Z}_{\mathrm{F}} \stackrel{\text { def }}{\mathrm{proj}} \underset{\mathrm{~m} \rightarrow \infty}{\lim } \underset{\mathrm{a} \rightarrow \infty}{\text { ind }} \lim _{\mathrm{m}} \mathrm{a}(\mathrm{a})_{\mathrm{m}}
$$

and

$$
\mathrm{z} \xlongequal[\mathrm{a} \rightarrow \infty]{\text { def }} \underset{\mathrm{m} \rightarrow \infty}{ } \lim _{\mathrm{m}}^{\text {proj }} \lim _{\mathrm{m}} \mathrm{Z}(\mathrm{a})_{\mathrm{m}}
$$

induce the same topology on $\left.Z\right|_{\Omega_{(\varepsilon)}}$. Indeed, according to $[76$, th.5.10] a fundamental system of neighborhoods of zero in $Z_{F}$ is given by $V\left(K^{\prime}, \alpha\right)$, where now $K^{\prime}(z)=\left(1+\left\|_{z}\right\|\right)^{-m} K_{1}^{\prime}(y)$ with $m \geq 0$ and with $K_{1}^{\prime}$ a positive, continuous function dominating every exp allyll, a $\quad 0 . Z_{F}$ is the Fourier transform of $D_{F^{\prime}}$ the test space for the finite-order-distributions. Hence the (inverse) Fourier transforms of all elements $\mu$ in $Z$ ' carried by the real set $\Omega$ are finite-order-distributions and, moreover, for every $\varepsilon>0$ these $\mu$ satisfy

$$
|\langle\mu, £\rangle| \leq M_{\varepsilon} \sup _{z \in \AA(\varepsilon)}\left[(1+\|x\|)^{m(\varepsilon)}|f(z)|\right], \quad f \in Z,
$$

with $M_{\varepsilon}$ and $m(\varepsilon)$ depending on $\varepsilon$ and $\mu$. The above given representation yields that for every $\varepsilon>0 \mu$ can be represented as a measure $\mu_{\varepsilon}$ on $\Omega(\varepsilon)$ satisfying

$$
\int_{\Omega(\varepsilon)} \frac{\left|d \mu_{\varepsilon}(z)\right|}{(1+\|x\|)^{m(\varepsilon)}} \leq M_{\varepsilon}
$$

II.1.ii. GENERAL SPACES OF REAL-CARRIED ANALYTIC FUNCTIONALS

We introduce real-carried analytic functionals in spaces defined in a more general way of which the real-carried elements of $Z^{\prime}$ are only an example. Real-carried analytic functionals, originally defined on some space $H$ of entire functions $f$, can be extended to the space $A$ of restrictions of $f$ to $\varepsilon$-neighboorhoods of $\mathbb{R}^{n}$ by the Hahn-Banach theorem, where $A$ carries the topology induced by $H$. This extension is unique if $H$ is dense in $A$. We shall not treat this question, but we shall merely start with spaces A consisting of all funcitons analytic in $\varepsilon$-neighborhoods of $\mathbb{R}^{n}$, which satisfy certain growth conditions at infinity. We shall consider two types of such spaces A.

Let $\left\{\phi_{j}\right\}_{j=1}^{\infty}$ be an increasing or a decreasing sequence of continuous functions defined on $\mathbb{R}^{n}$, and let $\Omega_{j}$ be the open $1 / j$-neighborhood in $\mathbb{C}^{n}$ of the closed set $\Omega$ in $\mathbb{R}^{n}$. Let $A_{m}\left(\Omega_{k}\right)$ be the Banach space of analytic functions f in $\Omega_{k}$ with

$$
\begin{equation*}
\|f\|_{m, k} \stackrel{\text { def }}{=} \sup _{z \in \Omega_{k}}\left|f(z) \exp -\phi_{m}(x)\right|<\infty . \tag{2.3}
\end{equation*}
$$

If $\left\{\phi_{j}\right\}$ is an increasing sequence, define $A(\Omega)$ by (2.4) $A(\Omega) \xlongequal{\text { def }} \underset{k \rightarrow \infty}{ } \lim _{k}\left(\Omega_{k}\right)$
and if $\left\{\phi_{j}\right\}$ is decreasing by

$$
\begin{equation*}
A(\Omega) \stackrel{\text { def }}{\text { ind }} \lim _{k \rightarrow \infty} \underset{m \rightarrow \infty}{\operatorname{proj}} \lim _{m}\left(\Omega_{k}\right) \tag{2.5}
\end{equation*}
$$

where all needed injections are defined by restriction. If $\Omega=\mathbb{R}^{n}$ we shall just write A.

Real-carried analytic functionals in $Z^{\prime}$ are defined on a space $Z\left(\mathbb{R}^{n}\right)$ of the second type with $\phi_{m}(x)=-m \log (1+\|x\|)$. In section II. 2 the functions $\phi_{j}$ will be negative with order of growth between $-j \log (1+\|x\|)$ and $-1 / j\|x\|$. The limits of the spaces they define are on the one side $Z\left(\mathbb{R}^{n}\right)$ and on the other side the space of the first type (2.4) defined by $\phi_{k}(x)=-1 / k\|x\|$. The duals of these limit spaces consist of Fourier transforms of certain distributions and, by definition [38], of Fourier hyperfunctions, respectively. The cases in between correspond to Fourier transforms of certain ultra-
distributions of Roumieu type or of Beurling type, depending on the respective cases (2.4) and (2.5) (cf. section II.2.iii).

A $\mu \in A^{\prime}$ carried by $\Omega$ can be extended to an element of $A(\Omega)$ ' with the same carrier. This extension is unique if $A$ is dense in $A(\Omega)$ and then every $\mu \in A(\Omega)$ ' is uniquely determined by its action on functions of A. Again, as we are here interested in elements of $A^{\prime}$ only, we do not bother about the question whether $A$ is dense in $A(\Omega)$. 1)

## II.1.iii. PROPERTIES OF REAL-CARRIED ANALYTIC FUNCTIONALS

First we shall show that every analytic functional in $A^{\prime}$ has a, uniquely defined, smallest carrier which joins some properties of supports of distributions. In order to do so we have to make some assumptions implying the triviality of a cohomology group which will be shown in chapter VI for spaces $A$ of type (2.4) and in chapter VII (cor.7.5) for spaces $A$ of type (2.5). The result is that for each $f \in A\left(\Omega_{1} \cap \Omega_{2}\right)$ there are $f_{j} \in A\left(\Omega_{j}\right)$, $j=1,2$, such that
(2.6) $\quad f=f_{2}-f_{1}$

The proof uses the possibility of rewriting the spaces $A$ in a different form. Essentially, it is based on the following property of closed sets $\Omega$ in $\mathbb{R}^{n}$.

LEMMA 2.1. (see chapter $V$, lemma 5.1). For any $1 / k$-neighborhood $\Omega(1 / k)$ of $\Omega$ there is an open pseudoconvex neighborhood $\Omega_{k}$ with $\Omega(1 / 2 k) \subset \Omega_{k} \subset \Omega(1 / k)$.

Hence formula's (2.4) and (2.5) with pseudoconvex sets $\Omega_{k}$ define the 1) This happens certainly if $\Omega$ is compact, because each compact set in $\mathbb{R}^{n}$ is polynomially convex (cf. chapter $V$, lemma 5.1), hence for $f \in A(\Omega)$ the function $f(z) \exp z^{2}$ can be approximated in every $\Omega_{k}$ by polynomials $P_{k}$ and then $f$ is approximated by $P_{k}(z) \exp -z^{2} \in A$. It follows from results obtained in the following chapters (th. 4.6 and cor.7.4, cf. also cor.3.4) that $A$ is dense in $A(\Omega)$ if $\Omega$ is convex and if $\left\{\phi_{j}\right\}$ satisfies the conditions of theorem 2.4 below. In [38, th.2.2.1] it is shown that $A$ is dense in every $A(\Omega)$, if $A(\Omega)$ is a space of type (2.4) with $\phi_{k}(x)=-1 / k\|x\|$ and with certain neighborhoods $\Omega_{k}$, larger than $\varepsilon$-neighborhoods.
spaces A just as well. Furthermore, the spaces A should not change if the weight functions $\phi_{j}$ of $x$ are changed into plurisubharmonic functions $\psi_{j}$ of $z$ and if moreover the differences of the functions $\phi_{j}$ are not too small. More precisely, the following condition must be satisfied: there is an $\alpha$-neighborhood $\mathbb{R}^{n}(\alpha)$ in $\mathbb{C}^{n}$ of $\mathbb{R}^{n}$ and, if $\left\{\phi_{j}\right\}$ is increasing, for every $j$ there exist a plurisubharmonic function $\psi=\psi_{j}$ on $\mathbb{R}^{n}(\alpha)$ and, for every $N \geq 0$, moreover an $m=m(j, N) \geq j$ and $C=C(j, N) \geq 0$, or if $\left\{\phi_{j}\right\}$ is decreasing, for every $m$ there exist a plurisubharmonic function $\psi=\psi_{m}$ on $\mathbb{R}^{n}(\alpha)$ and, for every $N \geq 0$, moreover $a j=j(m, N) \geq m$ and $C=C(m, N) \geq 0$, such that

$$
\begin{equation*}
\phi_{j}(x) \leq \psi(z)+N \log \left(1+\|z\|^{2}\right) \leq \phi_{m}(x)+C, \quad\|Y\|<\alpha \tag{2.7}
\end{equation*}
$$

In lemma 5.2 it will be shown that the spaces of the next section satisfy this condition.

According to [73, cond. $\mathrm{HS}_{1}$ and $\mathrm{HS}_{2}, \mathrm{p} .15$ ] it follows from condition (2.7) that $A$ can be written with the $L^{2}$-norms

$$
\begin{equation*}
\left\{\int_{\Omega_{k}}|f(z)|^{2} \exp -2 \psi_{m}(z) d \lambda(z)\right\}^{\frac{3}{2}} \tag{2.8}
\end{equation*}
$$

where $\lambda(z)$ denotes the Lebesgue measure in $\mathbb{C}^{n}$, instead of the sup-norms (2.3). We denote by $H\left(\Omega_{k} ; \psi_{m}\right)$ the Hilbert space of holomorphic functions in $\Omega_{k}$ with inner product induced by the norm (2.8).

Furthermore, let $\Omega_{k}(1 / m)$ be the open $\left(\varepsilon_{k} / m\right)$-shrinking of $\Omega_{k}$, where $\varepsilon_{k}>0$ is such that the $\varepsilon_{k}$-shrinking of $\Omega_{k}$ contains $\Omega_{k-1}$. This is possible because we deal with $\varepsilon$-neighborhoods of closed sets in $\mathbb{R}^{n}$. Moreover, it is clear that (2.5) does not change if the functions in $A_{m}\left(\Omega_{k}\right)$ have only finite norms on $\Omega_{k}(1 / m)$. Finally, since in (2.4) and (2.5) only restrictions of functions in $\Omega_{k}$ to $\Omega_{k-1}$ or to $\Omega_{k}^{(1 / m)}$, respectively, are important, we may change the functions $\psi_{j}$ of condition (2.7) near the boundary of $\Omega_{k}$. So we have obtained the following lemma.

LEMMA 2.2. Let condition (2.7) be satisfied. Then the space $A(\Omega)$ given by (2.4) can also be written as

$$
\begin{aligned}
A(\Omega)=\operatorname{ind}_{\mathrm{k} \rightarrow \infty} \lim _{\mathrm{H}}\left(\Omega_{\mathrm{k}} ; \psi_{\mathrm{k}}\right) & =\underset{\mathrm{k} \rightarrow \infty}{\operatorname{ind} \lim _{\mathrm{H}}\left(\Omega_{\mathrm{k}} ; \psi_{\mathrm{k}}(z)+\log \left(1+\|\mathrm{z}\|^{2}\right)+\right.} \\
& \left.+\log \left(1+d\left(z, \Omega_{k}^{c}\right)^{-1}\right)\right)
\end{aligned}
$$

and the space $\mathrm{A}(\Omega)$ given by $(2.5)$ as $\mathrm{A}(\Omega)=\underset{\mathrm{k} \rightarrow \infty}{\operatorname{ind}} \lim _{\mathrm{B}}\left(\Omega_{\mathrm{k}}\right)$ with

$$
\begin{align*}
& \left.+\log \left(1+\|z\|^{2}\right)+\log \left(1+d\left(z, \Omega_{k}^{c}\right)^{-1}\right)\right) \text {, } \tag{2.9}
\end{align*}
$$

where the sets $\left\{\Omega_{k}\right\}$ are pseudoconvex and where $d\left(z, \Omega_{k}^{C}\right)$ denotes the distance from $z$ to the boundary of $\Omega_{k}$.

Now bearing in mind that intersections of pseudoconvex sets are again pseudoconvex and using lemma 2.1, we can choose in lemma 2.2 pseudoconvex neighborhoods $\left\{\left(\Omega_{1} \cup \Omega_{2}\right)_{k}\right\},\left\{\left(\Omega_{1}\right)_{k}\right\}$ and $\left\{\left(\Omega_{2}\right)_{k}\right\}$ of $\Omega_{1} \cup \Omega_{2}, \Omega_{1}$ or $\Omega_{2}$, respectively, which satisfy

$$
\begin{equation*}
\left(\Omega_{1} \cup \Omega_{2}\right)_{k}=\left(\Omega_{1}\right)_{k} \cup\left(\Omega_{2}\right)_{k} \tag{2.10}
\end{equation*}
$$

For the spaces of type (2.4) formula (2.6) now follows from lemma 2.2 (cf. cor. 7.5 with $\Omega^{k}=\Omega^{k+1}$ and $\phi^{k}=\phi^{k+1}, k=1,2, \ldots$ ).

LEMMA 2.3.i. Let $\Omega_{1}$ and $\Omega_{2}$ be closed sets in $\mathbb{R}^{n}$ with non-empty intersection and let condition (2.7) be satisfied. Furthermore, let $A\left(\Omega_{1}\right), A\left(\Omega_{2}\right)$ and $\mathrm{A}\left(\Omega_{1} \cap \Omega_{2}\right)$ be given by (2.4), then for any $f \in A\left(\Omega_{1} \cap \Omega_{2}\right)$ there are $f_{j} \in A\left(\Omega_{j}\right), j=1,2$, such that (2.6) holds.

For spaces of type (2.5) this result is more difficult to prove and a further condition (cf. cond. (7.3)) is needed, which implies that the differences of the functions $\psi_{m}$ may not be too large: for every $p$ and $m$ with $p \geq m$ there exists a holomorphic function $g_{p, m}$ in an $\alpha$-neighborhood of $\mathbb{R}^{n}$ in $\mathbb{C}^{n}$ and, for every $k$, moreover a constant $K=K(p, m, k)$ such that

$$
\begin{equation*}
0<\left|g_{p, m}(z)\right| \leq K \exp -k\left\{\psi_{m}(z)-\psi_{p}(z)\right\},\|y\|<\alpha, k=1,2, \ldots \tag{2.11}
\end{equation*}
$$

For the spaces of the next section it suffices to take $g_{p, m}(z)=\exp -z^{2}$, but if, for example, $\phi_{m}(x)=\exp \left(1 / m \exp x^{2}\right)$ condition (2.11) cannot be satisfied. Now corollary 7.5 yields (2.6) for the spaces $B\left(\Omega_{k}\right)$ given by (2.9), because for the function $\sigma$ in condition (4.22) of the corollary we can take $\sigma(z)=-\log d\left(z, \Omega_{k}^{c}\right)$ which is plurisubharmonic [30, th. 2.6.7].

LEMMA 2.3.ii. Let $\Omega_{1}$ and $\Omega_{2}$ be as in lemma 2.3.i and let conditions (2.7) and (2.11) be satisfied. Let the pseudoconvex neighborhoods $\left\{\left(\Omega_{1}\right)_{k}\right\}$ and $\left\{\left(\Omega_{2}\right)_{k}\right\}$ of $\Omega_{1}$ and $\Omega_{2}$ be such that also the neighborhoods $\left\{\left(\Omega_{1}\right)_{k} \cup\left(\Omega_{2}\right)_{k}\right\}$ of $\Omega_{1} \cup \Omega_{2}$ are pseudoconvex. Then for $k=1,2, \ldots$ and for any $f \in B\left(\left(\Omega_{1}\right)_{k} n\right.$ $\left.n\left(\Omega_{2}\right)_{k}\right)$ there are $f_{j} \in B\left(\left(\Omega_{j}\right)_{k}\right), j=1,2$, such that (2.6) holds in $\left(\Omega_{1}\right)_{k} \cap\left(\Omega_{2}\right)_{k}$.

THEOREM 2.4. (cf. [47, prop 1]). Let A be given by (2.4) or (2.5) and let condition (2.7) be satisfied. If A is of type (2.5), let moreover condition (2.11) be satisfied. If $\mu \in A^{\prime}$ is carried by the closed sets $\Omega_{1}$ and $\Omega_{2}$ in $\mathbb{R}^{\mathrm{n}}$ with $\Omega_{1} \cap \Omega_{2} \neq \varnothing$, then $\mu$ is already carried by $\Omega_{1} \cap \Omega_{2}$.

PROOF. Since by lemma $2.1 \Omega_{1} \cup \Omega_{2}, \Omega_{1}$ and $\Omega_{2}$ have pseudoconvex neighborhood bases which moreover satisfy (2.10), lemma 2.3.i and ii shows that any function $f \in A\left(\Omega_{1} \cap \Omega_{2}\right)$ can be written as (2.6) with $f_{j} \in A\left(\Omega_{j}\right), j=1,2$. Hence, the following continuous map $I$ is surjective
(2.12) I: $A\left(\Omega_{1}\right) \times A\left(\Omega_{2}\right) \rightarrow A\left(\Omega_{1} \cap \Omega_{2}\right)$
with $I\left(f_{1}, f_{2}\right)=f_{2}-f_{1}$. The kernel of $I$ is just $\left\{(f, f) \mid f \in A\left(\Omega_{1} \cup \Omega_{2}\right)\right\}$.
Furthermore, we assert that I is an open map. Let us first show this for spaces $A(\Omega)$ of type (2.4). It follows from lemma (2.2) that such spaces are inductive limits of Hilbert spaces, hence DFS*-spaces [40] and thus duals of reflexive Frechet spaces. Since such spaces are Ptak spaces [61, IV. § 8 ex .2 , p.162] the open mapping theorem [61, IV. § 8.3, cor 1] implies that $I$ is an open map. If the spaces $A(\Omega)$ are of type (2.5), we have the more precise result (lemma 2.3.ii) that even for every $k$ the map $I_{k}$, defined similarly to $I$, is a surjective map between the Frechet spaces

$$
I_{k}: B\left(\left(\Omega_{1}\right)_{k}\right) \times B\left(\left(\Omega_{2}\right)_{k}\right) \rightarrow B\left(\left(\Omega_{1}\right)_{k} \cap\left(\Omega_{2}\right)_{k}\right)
$$

where $\mathrm{B}(\Omega)$ is given by (2.9). Hence the ordinary open mapping theorem implies that $I_{k}$ is open. The maps $\left\{I_{k}\right\}$ commute with the restriction maps, and so lemma 2.2 and the definition of open sets in an inductive limit (cf. the characterization of a 0 -neighborhood base in $[20,523,3.14]$ ) imply that $I$ is open.

Now we first extend $\mu$ to an element of $A\left(\Omega_{1} \cup \Omega_{2}\right)$ ' and then to elements
$\mu_{1} \in A\left(\Omega_{1}\right)$ ' and $\mu_{2} \in A\left(\Omega_{2}\right)^{\prime}$. Define $\tilde{\mu} \in A\left(\Omega_{1} \cap \Omega_{2}\right)^{\prime}$ by

$$
\langle\tilde{\mu}, f\rangle \xlongequal{\text { def }}\left\langle\mu_{2}, f_{2}\right\rangle-\left\langle\mu_{1}, f_{1}\right\rangle
$$

for some $\left(f_{1}, f_{2}\right) \in I^{-1}(f)$. Since $\mu_{1}$ equals $\mu_{2}$ on $A\left(\Omega_{1} \cup \Omega_{2}\right) \tilde{\mu}$ is independent of the representant in $I^{-1}$ (f). Furthermore, since $\mu_{1}$ and $\mu_{2}$ are continuous, they are bounded on some neighborhood of zero in $A\left(\Omega_{1}\right)$ and $A\left(\Omega_{2}\right)$, respectively. The fact that $I$ is an open map implies that $\tilde{\mu}$ is bounded on some neighborhood of zero in $A\left(\Omega_{1} \cap \Omega_{2}\right)$, hence that it is continuous. Finally, for any $f \in A$ we have

$$
\langle\tilde{u}, f\rangle=\left\langle\mu_{2}, f f_{2}+h\right\rangle-\left\langle\mu_{1}, h\right\rangle=\left\langle\mu_{2}, f\right\rangle=\langle\mu, f\rangle
$$

for some $h \in A\left(\Omega_{1} \cup \Omega_{2}\right)$.
COROLLARY 2.5. Let the conditions of theorem 2.4 be satisfied. If $\mu$ is carried by two disjunct closed sets in $\mathbb{R}^{\mathrm{n}}$ then $\mu=0$.

PROOF. By enlarging the carriers of $\mu$ suitably theorem 2.4 yields that there is a ball $S$ in $\mathbb{R}^{n}$ such that $\mu$ is carried by any closed set in $S$. We may assume that $S=\{x \mid\|x\| \leq 1\}$. For any multiindex $\alpha$ we have

$$
\left\langle\mu, z^{\alpha}\right\rangle=D^{\alpha} f(0)
$$

where

$$
f(\zeta) \stackrel{\text { def }}{=}\left\langle\mu_{z}, e^{z \cdot \zeta}\right\rangle
$$

$f$ is an entire function and since $\mu$ is carried by any closed subset of the unitsphere, there are $\mathrm{K}>0$ and $\varepsilon>0$ with

$$
|f(\zeta)| \leq K \exp \left\{-\frac{1}{2}\|\xi\|+\varepsilon\|\eta\|\right\} .
$$

Hence the Fourier transform of f is, on the one hand, real-analytic and, on the other hand, by the Paley-Wiener theorem a $\mathrm{C} \stackrel{\infty}{ }$ function with compact support, thus $\mathrm{f} \equiv 0$. Hence $\left\langle\mu, \mathrm{z}^{\alpha}\right\rangle=0$ for all $\alpha$. Since the polynomials are dense in the functions holomorphic in the origin and since $\mu$ is also carried by the origin, it follows that $\mu=0$.

Now we are able to define the support ${ }^{1)}$ of $\mu \in A^{\prime}$.

DEFINITION 2.6. Let the conditions of theorem 2.4 be satisfied. Then the intersection of all the carriers of an analytic functional $\mu \in A^{\prime}$ is called the support of $\mu$.

REMARK. In the example of [30] given earlier the set

$$
\left\{\left(z_{1}, z_{2}\right)\left|\left|z_{1}\right| \leq 2,\left|z_{2}\right| \leq \frac{1}{2} \quad \text { or } \quad\right| z_{1}\left|\leq \frac{1}{2},\left|z_{2}\right| \leq 2\right\} \subset \mathbb{C}^{2}\right.
$$

is not pseudoconvex. For its holomorphically convex hull equals its logarithmic convex hull $\left\{\left(z_{1}, z_{2}\right)\left|\left|z_{1}\right| \leq 2,\left|z_{2}\right| \leq 2,\left|z_{1}\right|\right| z_{2} \mid \leq 1\right\}$, see [68]. The intersection of carriers is no carrier and hence the support cannot be defined.

Next we shall prove that (real) carriers can be localized, a property which is easy to show for supports of distributions (the property that for any finite collection of closed sets $\left\{U_{k}\right\}_{k=1}^{N}$ covering $\mathbb{R}^{n}$ every distribution $g$ can be written as $g=\sum_{k=1}^{N} g_{k}$ where $g_{k}$ has its support in $U_{k}$ ).

THEOREM 2.7. (cf. [47, prop 2] and [60, proof of th. 4.2]). For any finite collection of closed sets $\left\{U_{k}^{\prime}\right\}_{k=1}^{N}$ in $\mathbb{R}^{n}$ with union $\mathbb{R}^{n}$, each $\mu \in A^{\prime}$ can be written as $\mu=\sum_{k=1}^{N} \mu_{k}$ where $\mu_{k} \in A\left(U_{k}\right)$ '.

PROOF. Define the continuous map

$$
I: A \rightarrow \prod_{k=1}^{N} A\left(U_{k}\right)
$$

by restriction. Its transposed $I^{t}$ between the duals

$$
I^{t}: \prod_{k=1}^{N} A\left(U_{k}\right)^{\prime} \rightarrow A^{\prime}
$$

1) The support of a (ultra) distribution $g$, defined on a space $\mathbb{W}$ of $\mathrm{C} \simeq$ testfunctions, is defined as the smallest closed set $U$ in $\mathbb{R}^{n}$ such that any $x_{0} \notin U$ has an open neighborhood $V_{0}$ with $\langle g, \phi\rangle=0$ for every $\phi \in \mathbb{W}$ with $\phi(x)=0$ if $x \notin V_{0}$. Since there are no analytic functions $\phi \not \equiv 0$ satisfying this, this definition of support is impossible for an analytic functional. The reason for calling the smallest carrier the support of the analytic functional is that this concept has similar properties to the support of a distribution, unlike the carrier of an analytic functional (cf. the earlier mentioned example of [30]).
is given by $I^{t}\left(\mu_{1}, \ldots, \mu_{N}\right)={ }_{k}^{N} \sum_{1}^{N} \mu_{k}$, for

$$
\left\langle I^{t}\left(\mu_{1}, \ldots, \mu_{N}\right), f\right\rangle=\sum_{k=1}^{N}\left\langle\mu_{k},(I f)_{k}\right\rangle=\sum_{k=1}^{N}\left\langle\mu_{k}, f\right\rangle=\left\langle\sum_{k=1}^{N} \mu_{k}, f\right\rangle .
$$

Clearly, I is an injective and open map from A into Im I, when Im I carries the topology induced by $\Pi A\left(U_{k}\right)$ (this can be seen by inspection of the open sets in the spaces A). Then according to [65, prop. 35.4 and lemma 37.7] $I^{t}$ is surjective (if the duals of the spaces $A$ are reflexive Frechet spaces, this can be seen also by [65, th. 37.2] since clearly I has closed image, cf. [47]).

In general, a distribution in $D^{\prime}(U)$ where $U$ is an open set in $\mathbb{R}^{n}$ cannot be extended to a distribution in $D^{\prime}\left(\mathbb{R}^{n}\right)$. We shall now show that this property does hold for real carried analytic functionals. 1) Before formulating this we introduce the concept of local equality of real-carried analytic functionals, see [47].

If $\mu \in A^{\prime}$ with $A$ satisfying the conditions of theorem 2.4, according to theorem 2.7, can be written as $\mu=\sum_{k=1}^{N} \mu_{k}$ and as $\mu=\sum_{j=1}^{M} \tilde{\mu}_{j}$, we have

$$
\sum_{k=1}^{N} \mu_{k}-\sum_{j=1}^{M} \tilde{\mu}_{j}=0
$$

Hence for any $x \in \mathbb{R}^{n}$

$$
\begin{aligned}
& \sum_{\left\{k \mid x \in \underset{\substack{\text { carrier } \\
\left.\text { of } \mu_{k}\right\}}}{ } \mu_{k}-\sum_{\left\{j \mid x \in \underset{\text { carrier }}{\text { of } \left.\widetilde{\mu}_{j}\right\}}\right.} \tilde{\mu}_{j}=-\sum_{\{\text {remaining } k\}} \mu_{k}+\right.} \\
&+\sum_{\{\text {remaining } j\}} \sum_{j} \widetilde{\mu}_{j}
\end{aligned}
$$

By theorem 2.4 the left hand side and the right hand side have their support contained in the intersection of their carriers, so that $x$ does not belong to the support of the left hand side. We now consider, more generally, infinite sums of analytic functionals with bounded carriers $\mathrm{U}_{\mathrm{k}}$. Therefore, no weightfunctions $\phi_{j}$ occur in the definition of $A\left(U_{k}\right)$ and theorem

1) This may be expressed by saying that the sheaf of real-carried analytic functionals, and by consequence [47] the sheaf of hyperfunctions, is flabby.
2.4 is valid without its conditions on the weight functions, cf. [47, prop 1]. Let $\left\{U_{k}\right\}$ and $\left\{\tilde{U}_{k}\right\}$ be locally finite coverings, consisting of compact sets, of the open set $U$ in $\mathbb{R}^{n}$ and let $\left\{\mu_{k}\right\}$ and $\left\{\tilde{\mu}_{k}\right\}$ be analytic functionals carried by $U_{k}$ or $\tilde{U}_{k}$, respectively. Then we define $\mu=\sum_{k} \mu_{k}$ and $\tilde{\mu}=\sum_{k} \tilde{\mu}_{k}$ to be locally equal if each $x \in U$ does not belong to the support of the analytic functional

$$
\sum_{\left\{k \mid x \in U_{k}\right\}} \mu_{k}-\sum_{\left\{k \mid x \in \tilde{U}_{k}\right\}} \tilde{\mu}_{k}
$$

In general, $\mu=\sum_{k} \mu_{k}$ is not an element of $A^{\prime}$. However, we shall show that there exists an element $\nu \in A^{\prime}$ which is locally equal to $\mu$.

THEOREM 2.8. (cf. [47, prop. 3]). Let $\left\{\mathrm{U}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ be a locally finite covering of the open set $U \subset \mathbb{R}^{n}$ consisting of compact sets and let $\mu=\sum_{k=1}^{\infty} \mu_{k}$, where $\mu_{k}$ is an analytic functional carried by $U_{k}, k=1,2, \ldots$. Furthermore, let $A$ be given by (2.4) or (2.5) where condition (2.7) is satisfied. Then there exists a $\nu \in A^{\prime}$ carried by $\bar{U}$ which is locally equal to $\mu$ in $U$.

PROOF. It is convenient to have Frechet spaces of analytic functionals. If $A(\Omega)$ is given by (2.4), as in the proof of theorem 2.4, lemma 2.2 implies that $A(\Omega)$ is a DFS ${ }^{*}$ space [40] so that the strong dual $A(\Omega)$ ' is a Frechet space. If $A(\Omega)$ is given by (2.5), for any fixed $m$ we will find a $v \in A(\Omega){ }_{m}^{\prime}$ with the required properties, where

$$
A(\Omega)_{\mathrm{m}} \stackrel{\text { def }}{=} \underset{\mathrm{k} \rightarrow \infty}{\text { ind }} \lim \mathrm{H}\left(\Omega_{\mathrm{k}} ; \psi_{\mathrm{m}}\right)
$$

Here $H\left(\Omega_{k} ; \psi_{m}\right)$ is the space whose definition preceeds lemma 2.2. Since for every $k=2,3, \ldots$ and any $\mathrm{m}\left(\Omega_{k}\right)$ defined by (2.9) is mapped by restriction into $H\left(\Omega_{k-1} ; \psi_{m}\right)$, by lemma $2.2 \nu \in A(\Omega)_{m}^{\prime}$ certainly belongs to $A(\Omega)$ '. But now, as before $A(\Omega)^{\prime} \mathbf{m}^{\prime}$ as the strong dual of an inductive limit of Hilbert spaces, is a Frechet space.

In order to contain both cases, we denote by $A(\Omega)(m)$ the space $A(\Omega)$ if $A(\Omega)$ is of type (2.4) and the space $A(\Omega)_{m}$ if $A$ is of type (2.5). Thus now $A(\Omega)^{\prime}(\mathrm{m})$ is a Frechet space and it suffices to find $\nu \in A(\bar{U})^{\prime}(\mathrm{m})$ which is locally equal to $\mu$ in $U$.

In virtue of theorem $2.7 \mu$ is locally equal to a sum $\sum_{k=1}^{\infty} \tilde{\mu}_{k}$ where $\tilde{\mu}_{k}$ is carried by $\overline{V_{k} \backslash V_{k-1}}$ and where $\left\{v_{k}\right\}_{k=0}^{\infty}$ are compact sets such that
$\mathrm{V}_{\mathrm{O}}=\varnothing, \mathrm{V}_{\mathrm{k}} \subset$ int $\mathrm{V}_{\mathrm{k}+1}, \bigcup_{\mathrm{k}} \mathrm{V}_{\mathrm{k}}=\mathrm{U}$ and $\overline{\mathrm{U} \backslash \mathrm{V}_{\mathrm{k}}}$ only contains unbounded components or components intersecting $\partial U$. Since $A\left(\overline{U \backslash V_{k}}\right)$ ( $m$ ) is mapped injectively by restriction into $A(\partial U)_{(m)}$ (here we define the class of neighborhoods of $\partial U$ as the $\varepsilon$-neighborhoods in $\mathbb{C}^{n}$ of the complements in $\bar{U}$ of compact sets in $U$ ), $A(\partial U)^{\prime}(\mathrm{m})$ is dense in $A\left(\overline{\mathrm{U} \backslash V_{k}}\right)^{\prime}{ }_{(\mathrm{m})}$. Now $A\left(\overline{\mathrm{U} \backslash \mathrm{V}_{\mathrm{k}}}\right)^{\prime}{ }_{(\mathrm{m})}$ is a Frechet space, thus there is a distance $d_{k}$ to the origin defining its topology. Furthermore, $A\left(\overline{U \backslash V_{k}}\right)^{\prime}(m)$ can be continuously mapped into $A\left(\overline{U \backslash V_{j}}\right)^{\prime}(m)$ for $k \geq j$ and therefore, for each $k$ there exists an element $v_{k} \in A(\partial U)_{(m)}^{\prime}$ with

$$
d_{j}\left(\tilde{\mu}_{k}-v_{k}\right) \leq 2^{-k}, \quad 0 \leq j \leq k-1
$$

Then

$$
v \xlongequal{\text { def }} \sum_{k=1}^{\infty}\left(\tilde{\mu}_{k}-v_{k}\right)
$$

is an element of $A(\bar{U})^{\prime}(m)$, because its distance $d_{0}(\nu)$ to the origin is finite. Moreover, for every $j$ we have

$$
v=\sum_{k=1}^{j} \tilde{\mu}_{k}-\sum_{k=1}^{j} v_{k}+\sum_{k=j+1}^{\infty}\left(\tilde{\mu}_{k}-v_{k}\right),
$$

where the last term converges in $A\left(\overline{U \backslash V_{j}}\right)^{\prime}(\mathrm{m})$ and where the second term is carried by the complement of $V_{j}$ in $U$. Hence $V$ is locally equal to $\mu$ in the interior of each $V_{j}$, thus in $U$.

As an example we consider distributions in $D^{\prime}\left(\mathbb{R}^{n}\right)$. First, let $T$ be a distribution with compact support $K \subset \mathbb{R}^{n}$ (hence $T$ can be defined on $C \stackrel{\infty}{-}$ functions). By restriction to analytic functions $T$ can be considered as an element of $A(K)$ ' and the support of $T$ as analytic functional is the same as the support $K$ of $T$ as distribution, see [42, lemma 7.4]. Any $g \in D^{\prime}\left(\mathbb{R}^{n}\right)$ is a locally finite sum of distributions with compact support. Hence, for any $g \in D^{\prime}$ there is a real-carried analytic functional in $Z^{\prime}$ which is locally equal to $g$, but it is difficult to write down an explicite, non-trivial, example.
II.2. FOURIER TRANSFORMS OF REAL-CARRIED ANALYTIC FUNCTIONALS.
II.2.i. FOURIER TRANSFORMATION AND BOUNDARY VALUES OF ANALYTIC FUNCTIONS.

We shall define the Fourier transformation of analytic functionals defined on a subset $Z_{M}$ of $Z$. For a $C \cong$ function $\phi$ with compact support in $\mathbb{R}_{n}$, the dual of $\mathbb{R}^{n}$, the Fourier transform $F_{\phi}$ is defined by

$$
\begin{equation*}
F \phi(x) \stackrel{\text { def }}{=} \int_{\mathbb{R}_{n}} \phi(\xi) \exp i\langle\xi, x\rangle d \xi \tag{2.13}
\end{equation*}
$$

Then $F_{\phi}$ is a function on $\mathbb{R}^{n}$ which can be extended to an entire function belonging to $\mathrm{Z}\left(\mathbb{C}^{\mathrm{n}}\right)$. If $\phi$ belongs to a certain, locally convex, topological vector space $D_{M}$ of $C \stackrel{\infty}{-}$ functions with compact support, the image $Z_{M}$ of $F$ in $Z$ is given the topology such that $F$ becomes a topological isomorphism from $D_{M}\left(\mathbb{R}_{n}\right)$ onto $Z_{M}\left(\mathbb{C}^{n}\right)$. The transposed map $F^{t}$ of $F$ defines an isomorphism from $Z_{M}\left(\mathbb{C}^{n}\right)^{n}$, onto $D_{M}\left(\mathbb{R}_{n}\right)$ '. We may restrict $F^{t}$ to $Z_{M}\left(\mathbb{C}^{n}\right)$ or to $D_{M}\left(\mathbb{R}^{n}\right)$ and we may identify a $\xi \in \mathbb{R}_{n}$ with an $n$-dimensional vector $\left(\xi_{1}, \ldots, \xi_{n}\right)$ in $\mathbb{R}^{n}$ so that < $\xi$,x> becomes

$$
\langle\xi, x\rangle=x \cdot \xi \xlongequal{\text { def }} x_{1} \xi_{1}+\ldots+x_{n} \xi_{n} .
$$

Then the maps

$$
\left.F^{t}\right|_{Z_{M}}: Z_{M}\left(\mathbb{C}^{n}\right) \rightarrow D_{M}\left(\mathbb{R}_{n}\right)
$$

and

$$
\left.F^{t}\right|_{D_{M}}: D_{M}\left(\mathbb{R}^{n}\right) \rightarrow Z_{M}\left(\mathbb{C}_{n}\right)
$$

are also given by (2.13) due to Parseval's relation

$$
\begin{aligned}
\left\langle\psi, F_{\phi\rangle}\right. & =\int \psi(x)\left\{\int e^{i x \cdot \xi} \phi(\xi) d \xi\right\} d x=\int \phi(\xi)\left\{\int e^{i \xi \cdot} x^{\prime} \psi(x) d x\right\} d \xi= \\
& =\left\langle F^{t} \psi, \phi\right\rangle
\end{aligned}
$$

Hence we shall call also $F^{t}$ Fourier transformation and denote it by
(2.14) $\quad F: Z_{M}\left(\mathbb{C}^{n}\right)^{\prime} \rightarrow D_{M}\left(\mathbb{R}_{n}\right)^{\prime}$.

The transposed of the maps $\left.F^{t}\right|_{Z_{M}}$ and $\left.F^{t}\right|_{D_{M}}$ are isomorphisms

$$
\begin{aligned}
& \left(\left.F^{t}\right|_{Z_{M}}\right)^{t}: D_{M}\left(\mathbb{R}_{n}\right)^{\prime} \rightarrow Z_{M}\left(\mathbb{C}^{n}\right)^{\prime} \\
& \left(\left.F^{t}\right|_{D_{M}}\right)^{t}: Z_{M}\left(\mathbb{C}_{n}\right)^{\prime} \rightarrow D_{M}\left(\mathbb{R}^{n}\right)^{\prime}
\end{aligned}
$$

and again, restricted to $\mathrm{L}^{1}$-functions $\phi$, these maps are given by (2.13). Finally, the transposed of the restriction to $Z_{M}\left(\mathbb{C}_{n}\right)$ of one of these maps yields the isomorphism

$$
\left(\left.\left(\left.\mathcal{F}^{\mathrm{t}}\right|_{\mathrm{Z}_{\mathrm{M}}}\right)^{\mathrm{t}}\right|_{\mathrm{Z}_{\mathrm{M}}}\right)^{\mathrm{t}}: \mathcal{D}_{\mathrm{M}}\left(\mathbb{R}^{\mathrm{n}}\right)^{\prime} \rightarrow \mathrm{Z}_{\mathrm{M}}\left(\mathbb{C}_{\mathrm{n}}\right)^{\prime},
$$

which for an $\mathrm{L}^{1}$-function $\phi$ is also given by (2.13). Hence from (2.13) several maps arise which we will call Fourier transformation and denote by $F$. Thus, although we intended to deal with the Fourier transformation (2.14) only, this map cannot be defined in this way without introducing naturally the other maps
(2.15) $\quad F: Z_{M}\left(\mathbb{C}_{n}\right)^{\prime} \rightarrow D_{M}\left(\mathbb{R}^{n}\right)^{\prime}$
$F: D_{M}\left(\mathbb{R}^{n}\right)^{\prime} \rightarrow Z_{M}\left(\mathbb{C}_{n}\right)^{\prime}$
$F: D_{M}\left(\mathbb{R}_{n}\right)^{\prime} \rightarrow Z_{M}\left(\mathbb{C}^{n}\right)^{\prime}$.

As we will see, these definitions have the advantage that, as soon as $\mu \in Z_{M}\left(\mathbb{C}_{n}\right)^{\prime}$ also belongs to the dual of a space of analytic functions of $\zeta$ of which exp $i\langle\zeta, z\rangle$ is one for $z$ in a certain open set in $\mathbb{C}^{n}, F$ given by (2.15) can be written as the boundary value in some sense of the function

$$
\hat{\mu}(z) \stackrel{\text { def }}{=}\left\langle\mu_{\zeta}, e^{i\langle\zeta, z\rangle}\right\rangle,
$$

cf. lemma 2.26. We shall call the function $\hat{\mu}$ the Fourier transform ${ }^{1)}$ of $\mu$ and $\hat{\mu}(z)$ will be denoted as $F \mu(z)$.

With the aid of Fourier transformation it will be shown that realcarried analytic functionals in $Z_{M}^{\prime}$ can be written as sum of boundary values

1) Sometimes $F$ is called Fourier-Laplace transformation [68], Fourier-Borel transformation [48] or even Fourier-Laplace-Carleman-Sato transformation [43], but we shall call $F$ merely Fourier transformation.
of functions holomorphic in tubular radial domains, i.e., in domains of the form $T^{C} \xlongequal{\text { def }} \mathbb{R}^{n}+i C$ where $C$ is an open convex cone in $\mathbb{R}^{n}$. The boundary value is defined as follows: let $f$ be a holomorphic function in $T_{r}^{C}$ def $T^{C} \cap\{z \mid\|y\|<r\}$ such that, for all $y \in C$ with $\left\|_{y}\right\|<r, \int f(x+i y) \psi(x) d x$ exists for every $\psi \in Z_{M}$; the boundary value $f *$ of $f$ in $Z_{M}^{\prime}$ is defined by

$$
\begin{equation*}
\left\langle f^{*}, \psi\right\rangle \stackrel{\text { def }}{=} \lim _{\substack{y \rightarrow 0 \\ y \in C}} \int_{\mathbb{R}^{n}} f(x+i y) \psi(x) d x \tag{2.16}
\end{equation*}
$$

for $\psi \in Z_{M}$. This limit exists, since the integral is independent of $\operatorname{Im} x$, so that for each $Y_{0} \in C$ with $\left\|y_{0}\right\|<r$

$$
\begin{align*}
\left\langle f^{*}, \psi\right\rangle & =\lim _{\substack{y \rightarrow 0 \\
y \in C}} f\left(x+i y_{0}+i y\right) \psi\left(x+i y_{0}\right) d x=  \tag{2.17}\\
& =\int_{\mathbb{R}^{n}} f\left(x+i y_{0}\right) \psi\left(x+i y_{0}\right) d x, \quad \psi \in Z_{M} .
\end{align*}
$$

Since the testfunction space

$$
H\left(\mathbb{R}^{n}\right) \stackrel{\text { def }}{=} \underset{\varepsilon \rightarrow 0}{\operatorname{ind}} \lim \mathrm{H}\left(\mathbb{R}^{n}(\varepsilon) ;-\varepsilon\|x\|\right)
$$

for Fourier hyperfunctions is contained in all the spaces consisting of restrictions to $\varepsilon$-neighborhoods $\mathbb{R}^{n}(\varepsilon)$ in $\mathbb{C}^{n}$ of $\mathbb{R}^{n}$ of functions in $Z_{M}$, all real-carried analytic functionals $\mu$ in $Z^{\prime}$ or $Z_{M}^{\prime}$ can be considered as Fourier hyperfunctions in $H\left(\mathbb{R}^{n}\right)$ '. As the Fourier transform of $H\left(\mathbb{R}_{n}\right)$ is just $H\left(\mathbb{R}^{n}\right)$, the Fourier transforms $F_{\mu}$ of real-carried analytic functionals in $Z^{\prime}$ or $Z_{M}^{\prime}{ }^{\prime}$ which are certain distributions or ultradistributions, are examples of Fourier hyperfunctions in $H\left(\mathbb{R}_{\mathrm{n}}\right)$ '. Thus the spaces of Fourier hyperfunctions form the limit case in which all the real-carried analytic functionals in $Z^{\prime}$ or $Z_{M}^{\prime}$ and their Fourier transforms as well are contained. The other limit case is the space of tempered distributions which is contained in all spaces of real-carried analytic functionals and their Fourier transforms.

Now a Fourier hyperfunction can be represented as sum of boundary values $f^{*}(2.16)$ of analytic functions $f$ in $T_{r}^{C}$ satisfying for all $C$ ce $C$ and all $\varepsilon>0$

$$
\begin{equation*}
|f(z)| \leq K\left(C^{\prime}, \varepsilon\right) e^{\varepsilon\|x\|}, \quad y \in C^{\prime}, \varepsilon<\|y\|<x-\varepsilon \tag{2.18}
\end{equation*}
$$

where $K\left(C^{\prime}, \varepsilon\right)$ depends on $C^{\prime}$ and $\varepsilon$, see $[38]$. A tempered distribution $g$ can be written as sum of boundary values of analytic functions $f$ satisfying for all $C^{\prime} \subset \subset C$

$$
\begin{equation*}
|f(z)| \leq K\left(C^{\prime}\right)(1+\|x\|)^{N_{\|}}\left\|^{-N}, \quad y \in C^{\prime},\right\| y \|<r^{\prime} \tag{2.19}
\end{equation*}
$$

with $0<r^{\prime}<r$ and with $N$ depending on $g$, see [49]. In the following sections we shall give analytic representations of real-carried analytic functionals $\mu$ in $Z^{\prime}$ or $Z_{M}^{\prime}$ and of $F \mu$ as boundary values of analytic functions $f$ or $h$, respectively. So these functions certainly satisfy (2.18), whereas functions satisfying (2.19) are examples of such functions $f$ and $h$.
II.2.ii. CHARACTERIZATION OF DISTRIBUTIONS WITH REAL-CARRIED FOURIER TRANSFORMS.

Let us consider the example of real-carried analytic functionals $\mu$ in the space $Z^{\prime}$. Then $\mu$ is an element in the space $A^{\prime}$ where $A$ is given by (2.5) with $\phi_{m}(x)=-m \log (1+\|x\|)$ and $F \mu$ is a distribution in $\mathcal{D}\left(\mathbb{R}_{n}\right)^{\prime}$. Now $\mu$ is the sum of boundary values of analytic functions and actually the following theorem 2.9 holds [60]. Before formulating this theorem we introduce the dual 1) $C^{*}$ of an open convex cone $C$ in $\mathbb{R}^{n}$ as the open convex cone

$$
C^{*} \xlongequal{\operatorname{def}} \operatorname{int}\{\xi \mid<\xi, y \gg 0, y \in C\}=\operatorname{int}\{\xi \mid<\xi, y>\geq 0, y \in \bar{C}\}
$$

in $\mathbb{R}_{n}$. We identify the dual of $\mathbb{R}_{n}$ with $\mathbb{R}^{n}$ and then, if $C^{*} \neq \emptyset$, the dual of $C^{*}$ equals $C$

$$
\left(C^{*}\right)^{*}=C=\left\{x \mid<\eta, x \gg 0, \eta \in C^{*}\right\}
$$

because $C$ is open and convex.

THEOREM 2.9. FOr $\mu \in Z^{\prime}$ the following four statements are equivalent:
(1) $\mu$ is carried by $\mathbb{R}^{n}$
(2) For any $\varepsilon>0, F \mu \in D^{\prime}$ can be represented as $F_{\mu}=\sum_{\sum_{i}} D^{\alpha} G_{\alpha, \varepsilon^{\prime}}$, where $G_{\alpha, \varepsilon}$ are continuous functions on $\mathbb{R}_{n}$ satisfying $\mid \leq m(\varepsilon)$

1) In [68] $c^{*}$ stands for $\left\{\xi \mid \xi_{1} Y_{1}+\ldots+\xi_{n} Y_{n} \geq 0, y \in C\right\}$ and then ( $C^{*}$ )* is the closed convex hull of C .

$$
\left|G_{\alpha, \varepsilon}(\xi)\right| \leq K_{\alpha}(\varepsilon) \exp \varepsilon\|\xi\|
$$

(3) $\mu$ is the sum of boundary values in $Z^{\prime}$ of functions $f_{j}$ holomorphic in $\mathbb{R}^{n}+i C_{j}$ satisfying for any $C_{j}^{\prime} \subset \subset C_{j}$ and any $\varepsilon>0$

$$
\left|f_{j}(z)\right| \leq K\left(C_{j}^{\prime}, \varepsilon\right)(1+\|z\|)^{N\left(C_{j}^{\prime}, \varepsilon\right)}, \quad y \in C_{j}^{\prime},\|y\|>\varepsilon
$$

for $j=1, \ldots, k$, where $\left\{C_{j}\right\}^{k}{ }_{j=1}$ are open convex cones in $\mathbb{R}^{n}$ such that the closure of their duals cover $\mathbb{R}_{\mathrm{n}}$.
(4) $F \mu \in D^{\prime}$ is the sum of boundary values in $D^{\prime}$ of functions $h_{j}$ holomorphic in $\mathbb{R}_{n}+i C_{j}^{*}$ satisfying for any $C_{j}^{*} \subset \subset C_{j}^{*}$ and any $\varepsilon>0$

$$
\left|h_{j}(\zeta)\right| \leq K\left(C_{j}^{*},, \varepsilon\right)\left(1+\|\eta\|^{-m(\varepsilon)}\right) e^{\varepsilon\|\xi\|}, \quad n \in C_{j}^{*}
$$

for $j=1, \ldots, p$, where $\left\{C_{j}^{*}\right\}_{j=1}^{p}$ are open convex cones in $\mathbb{R}_{n}$ such that the closure of their duals cover $\mathbb{R}^{n}$.

This theorem deals with boundary values in $Z$ ' in several dimensions and in this way it generalizes the one dimensional case discussed in [46].

## II.2.iii. ULTRADISTRIBUTIONS

In the following section we will pay attention to spaces $A$ defined by weight functions $\phi_{j}$ with an order of growth between $-j \log \left(1+\left\|_{x}\right\|\right)$ and $-1 / j\|x\|$. Then the Fourier transforms of elements in $A^{\prime}$ are certain ultradistributions of Roumieu type if $A$ is of type (2.4) and of Beurling type if A is of type (2.5). In section $2 . i v$ we will give characterizations of these ultradistributions similar to (2), (3) and (4) of theorem 2.9. Ultradistributions are continuous, linear functionals on spaces of ultradifferentiable testfunctions. It follows the lines of this chapter if ultradifferentiable functions $\phi$ are defined by growth conditions on their Fourier transforms. No direct information about $\phi$ is obtained in this way, and therefore in this section we will also give a direct definition. Furthermore, some properties of ultradistributions will be mentioned whose proofs can be found in [42].

Throughout this and the following chapter $M$ will stand for a continuous increasing piecevise differentiable function on $[0, \infty)$ with $M(0)=0, M(\infty)=\infty$, such that $M^{\prime}$ is strictly decreasing and $\rho M^{\prime}(\rho)$ is increasing to $\infty$ and such that

$$
\begin{equation*}
\int_{1}^{\infty} \frac{M(\rho)}{\rho^{2}} d \rho<\infty \tag{2.20}
\end{equation*}
$$

and for some constants $\tau>1$ and $K>0$
(2.21) $\quad 2 M(\rho) \leq M(\tau \rho)+K$.

DEFINITION 2.10.i. Let f be an entire function such that for every positive m there is a $\mathrm{K}>0$ (there are positive constants m and K ) with
(2.22) $\quad|f(z)| \leq K \exp \{-M(m\|z\|)+a\|y\|\}$
for some $\mathrm{a}>0$. Then the inverse Fourier transform $\phi$ of f is an ultradifferentiable function with support in the ball with radius a of class m of Beurling type (of Roumieu type), or shortly of class (M) (of class \{M\}).

Let $\left\{M_{p}\right\}_{p=0}^{\infty}$ be an increasing sequence of positive numbers satisfying the following properties (called M.1, M. 2 and M. 3 in [42]) : for some positive K and h

$$
\begin{aligned}
& M_{p}^{2} \leq M_{p-1} M_{p+1}, \quad p=1,2, \ldots \\
& M_{p} \leq K h^{p} \min _{0 \leq q \leq p} M_{q} M_{p-q^{\prime}} \quad p=0,1, \ldots \\
& \sum_{q=p+1}^{\infty} M_{q-1}^{M} M_{q} \leq K p M_{p / M_{p+1}}, \quad p=1,2, \ldots
\end{aligned}
$$

An equivalent, direct definition is obtained as follows:
DEFINITION 2.10.ii. Let the sequence $\left\{M_{p}\right\}_{p=0}^{\infty}$ satisfy the above given properties. Then a $\mathrm{C}-$ function $\phi$ with compact support $S$ is called ultradifferentiable of class $M_{p}$ of Beurling type fof Roumieu type), if its derivatives can be estimated as follows:for every $\varepsilon>0$ there is a $\mathrm{K}>0$ (there are positive $\varepsilon$ and K ) with

$$
\begin{equation*}
\left|D^{\alpha} \phi(\xi)\right| \leq K \varepsilon^{p} M_{p}, \xi \in S,|\alpha|=p, p=0,1, \ldots . \tag{2.23}
\end{equation*}
$$

In [42] $\phi$ is called an ultradifferentiable function of class ( $M_{p}$ ) (of class $\left.\left\{M_{p}\right\}\right)^{\circ}$. The sequence $\left\{M_{p}\right\}_{p=0}^{\infty}$ and the function $M$ determine each other according to

$$
\left\{\begin{array}{l}
M(\rho)=\sup _{p} \log \frac{\rho^{p_{M_{0}}}}{M_{p}}  \tag{2.24}\\
M_{p}=M_{0} \sup _{\rho} \frac{\rho^{p}}{\exp M(\rho)}
\end{array}\right.
$$

and this implies the equivalence of definition 2.10 i and ii [42, th. 9.1]. The properties of the sequence $\left\{M_{p}\right\}_{p=0}^{\infty}$ are equivalent to those of the function M.

As in the case of the space $D$ of all $C^{\propto}$ functions with compact support, the spaces $D_{M}$ of ultradifferentiable functions of class $M_{p}$ with compact support in $\mathbb{R}_{n}$ can be given locally convex topologies such that their Fourier transforms $Z_{M}=F D_{M}$ have the following topologies: in case of Beurling type ultradifferentiable testfunctions $Z_{M}$ is defined by

$$
Z_{(M)} \stackrel{\text { def }}{=} \underset{a \rightarrow \infty}{ } \underset{m \rightarrow \infty}{\operatorname{proj}} \lim _{\mathrm{m}} \mathrm{Him}_{\infty}\left(\mathbb{C}^{\mathrm{n}} ;-\mathrm{M}(\mathrm{~m}\|\mathrm{z}\|)+\mathrm{all} \mathrm{y}^{\|}\right)
$$

and in case of Roumieu type ultradifferentiable testfunctions $Z_{M}$ is defined by

$$
Z_{\{M\}} \xlongequal{\text { def }} \text { ind } \lim _{a \rightarrow \infty} \operatorname{lnd}_{k \rightarrow \infty} \lim _{\infty}\left(\mathbb{C}^{n} ;-M\left(\left\|_{z}\right\| / k\right)+a\|y\|\right),
$$

where $H_{\infty}(\Omega ; \phi(z))$ denotes the Banach space of holomorphic function $f$ in $\Omega$ with the finite norm

$$
\sup _{z \in \Omega}|f(z)| \exp -\phi(z) .
$$

DEFINITION 2.11.i. An ultradistribution of class (M) (of class \{M\}) is the Fourier transform of an analytic functional in $Z_{(M)}{ }^{\prime}\left(i n Z_{\{M\}}{ }^{\prime}\right.$ ).

DEFINITION 2.11.ii. An ultradistribution of class (M) (of class $\{\mathrm{M}\}$ ) is an element in the dual of $D_{(M)}$ (of $D_{\{M\}}$ ).

Just as a distribution can be locally written as a finite sum of derivatives of a continuous function, an ultradistribution is locally an infinite sum of derivatives of a continuous function. To explain this we introduce differential operators of infinite order:

DEFINITION 2.12. An operator of the form

$$
P(D) \xlongequal{\text { def }} \sum_{|\alpha|=0}^{\infty} a_{\alpha} D^{\alpha}
$$

is called an ultradifferentiable operator of class (M) (of class \{M\}) if there are constants L and K (for every L there is a K ) with

$$
\begin{equation*}
|P(z)|=\left|\sum_{|\alpha|} a_{\alpha} z^{\alpha}\right| \leq K \exp M(L\|z\|), \quad z \in \mathbb{C}^{n} . \tag{2.25}
\end{equation*}
$$

LEMMA 2.13. [42, th. 2.12]. An ultradifferentiable operator $P$ of class M maps $D_{M}$ continuously into itself.

LEMMA 2.14. [42, th. 10.3]. Every ultradistribution of class M can locally be written as $\mathrm{P}(\mathrm{D}) \mathrm{G}$ for some continuous function G and for some ultradifferentiable operator $P(D)$ of the same class.

Ultradifferentiable operators satisfying an additional property exist. Before formulating this we define the following concept which plays a role in the Roumieu type case.

DEFINITION 2.15. A positive, increasing function $\eta$ on $[0, \infty)$, with $\eta(0)=0$ and with $\eta(\rho) / \rho \rightarrow 0$ as $\rho \rightarrow \infty$, is called a subordinate function.

LEMMA 2.16. For every m > 0 there exists an ultradifferentiable operator $\mathrm{P}_{\mathrm{m}}$ (D) of class (M) with

$$
\begin{equation*}
\left|P_{m}(i z)\right| \geq \exp M(m\|z\|),\|y\|<1 . \tag{2.26.i}
\end{equation*}
$$

and for every subordinate function $\eta$ there exists an ultradifferentiable operator $P_{n}(D)$ of class $\{M\}$ with
(2.26.ii) $\left|P_{\eta}(i z)\right| \geq \exp M\left(\eta\left\|_{z}\right\|\right),\|y\|<1$.

PROOF. The existence of the operators $P_{m}(D)$ and $P_{n}(D)$ follows from [42, proof of th. 10.1] where it is shown that the entire functions $h_{m}$ and $h_{\eta}$ in $\mathbb{C}$, whose Hadamard factorizations are,

$$
h_{m}(w) \xlongequal[p=1]{\infty}\left(1+\frac{\ell_{\mathrm{w}}}{m_{p}}\right)
$$

for some $\ell>0$ depending on $m$ and

$$
h_{n}(w) \xlongequal{\text { def }}{ }_{p=1}^{\infty}\left(1+\frac{l_{p} w}{m_{p}}\right)
$$

for some sequence $\left\{\ell_{p}\right\}_{p=1}^{\infty}$ of positive numbers depending on $\eta$ with $\ell_{p} \rightarrow 0$, where $m_{p}$ def $M_{p} / M_{p-1} p$ for $M_{p}$ given by (2.24), satisfy
(2.27.i)

$$
\left|\prod_{j=1}^{n} h_{m}\left(z_{j}\right)\right| \geq \exp M(m\|z\|), \quad \operatorname{Re} z_{j} \geq 0
$$

and
(2.27.ii) $\quad\left|\prod_{j=1}^{n} h_{\eta}\left(z_{j}\right)\right| \geq \exp M(\eta(\|z\|)), \quad \operatorname{Re} z_{j} \geq 0$.

In [42, prop. $4.5 \& 4.6$, cf. remark on $p .60$ ] it is shown that $h_{m}(D)$ and $h_{\eta}(D)$ are ultradifferentiable operators of class (M) and $\{M\}$, respectively. ㅁ.

Distributions can be written as sums of boundary values of analytic functions of algebraic growth in $1 /\|\operatorname{Im} \zeta\|$ for $\|\operatorname{Im} \zeta\|$ small. Ultradistributions can be represented in a similar way. For that purpose we introduce a function $M^{*}$ associated to $M$ : it follows from (2:20) that for each $\sigma>0$
(2.28) $\quad M^{*}(\sigma) \xlongequal{\text { def }} \max _{\rho>0}\{M(\rho)-\sigma \rho\}$
exists. $M^{*}$ is a convex function on $(0, \infty)$ with $M^{*}(0)=\infty$ and $M^{*}(\infty)=0$. If $M^{*}$ is a function with this properties, a function $M$ can be associated to $M^{*}$, which equals $M$ in (2.28) if this formula defines $M^{*}$, by

$$
\begin{equation*}
M(\rho)=\min _{\sigma>0}\left\{M^{*}(\sigma)+\rho \sigma\right\} \tag{2.29}
\end{equation*}
$$

Indeed, for almost every $\rho>0$ and all $\sigma>0$

$$
M(\rho) \leq \max _{\tau>0}\{M(\tau)-\sigma(\tau-\rho)\}=M^{*}(\sigma)+\rho \sigma
$$

and hence

$$
M(\rho) \leq \min _{\sigma>0}\left\{M^{*}(\sigma)+\rho \sigma\right\} \leq \max _{\tau>0}\left\{M(\tau)-M^{\prime}(\rho)(\tau-\rho)\right\},
$$

where in the right hand side we have taken $\sigma=M^{\prime}(\rho)$. There the maximum is attained for $\tau$ satisfying $M^{\prime}(\tau)=M^{\prime}(\rho)$, thus since $M^{\prime}$ is monotonous, for $\tau=\rho$. Then the right hand side equals $M(\rho)$ and by continuity (2.29) holds everywhere.

LEMMA 2.17. [42, th. 11.5]. Let $f$ be a function holomorphic in $\mathbb{R}_{n}+i C^{*}$ for some open convex cone $C^{*}$ in $\mathbb{R}_{n}$ such that for every compact set $S$ in $\mathbb{R}_{n}$ and for every $C^{\prime} \subset C^{*}$ there are positive constants $t=t\left(S, C^{\prime}\right)$ and $K=K\left(S, C^{\prime}\right)$ (for every $t>0$ there is a $K=K\left(S, C^{\prime}, t\right)>0$ ) with

$$
\begin{equation*}
\sup _{\xi \in S}|f(\xi+i \eta)| \leq K \exp M^{*}(t\|\eta\|), \quad \eta \in C^{\prime},\|\eta\|<\delta \tag{2.30}
\end{equation*}
$$

where $\delta>0$ may depend on S and C '. Then there is an ultradistribution $\mathrm{f}^{*}$ of class (M): (of class \{M\}) which is the boundary value of $f$ as $\eta \rightarrow 0$, $\eta \in C^{\prime} \subset \subset C^{*}$, where $M$ is given by (2.29), i.e., for each $\phi \in D_{M}$

$$
\left\langle f^{*}, \phi\right\rangle=\lim _{\eta \rightarrow 0} \int_{\eta \in C^{\prime}} f(\xi+i \eta) \phi(\xi) d \xi
$$

REMARK. It is already sufficient for (2.30) to hold if it holds for $n$ only on a ray in $C^{*}$ [42, prop. 11.6].
The converse of lemma 2.17 is
LEMMA 2.18. [42, th. 11.7]. Let $\mathrm{f}^{*}$ be an ultradistribution of class M and let $\left\{C_{j}^{*}\right\}_{j=1}^{k}$ be open, convex cones in $\mathbb{R}_{n}$ such that the closure of their d duals cover $\mathbb{R}^{n}$. Then for each bounded open set $S$ in $\mathbb{R}_{n}$ there is a function f holomorphic in ${ }_{j} \bigcup_{1}^{U}\left\{S+i C_{j}^{*}\right\}$ which satisfies (2.30) where $C^{\prime}=\bigcup_{j=1}^{U_{1}} C_{j}^{\prime}$ with $C_{j}^{\prime} \subset \subset C_{j}^{*}$, such that in $S$

$$
f^{*}=\sum_{j=1}^{k} \lim _{\substack{\eta \rightarrow 0 \\ \eta \in C_{j}^{\prime}}} f(\xi+i \eta)
$$

(In [42] $\mathrm{M}^{\star}$ is defined in a different way and it corresponds to our function $M^{*}$ if in the right hand side of (2.28) $\sigma$ is replaced by $1 / \sigma$ ).

Similarly to finite-order-distributions, ultradistributions of "finite order" can be defined by global versions of lemma 2.14 or lemma 2.18.

DEFINITION 2.19.i. An ultradistribution is called of "finite order" if lemma 2.14 holds globally, i.e., if it can be written as P(D)G globally.

DEFINITION 2.19.ii. An ultradistribution is called of "finite order" if it can be represented globally as in lemma 2.18, where, in the Beurling type case, (2.30) holds for $t$ independent of $S$ and where, in the Roumieu type case, (2.30) holds with $\mathrm{K}(\mathrm{S}, \mathrm{C}, \mathrm{t})$ replaced by a constant of the form $K_{1}(S) K_{2}\left(C^{\prime}, t\right)$ for $K_{1}(S)>0$ depending on $S$ and for $K_{2}\left(C^{\prime}, t\right)>0$ depending on $\mathrm{C}^{\prime}$ and t .

The equivalence of these definitions follows from the proofs in $[42, \S 10$ and § 11].

We remark that due to the fact that $\rho M^{\prime}(\rho)$ is increasing and to (2.21) the functions $M$ and $M^{*}$ satisfy:
for each $m>0$ and each $t>0$ there is $a t^{\prime}=t^{\prime}(m, t) \geq t$ and a constant $K=K(m, t)>0$, and for each $m>0$ and each $t^{\prime}>0$ there is a positive $t=t\left(m, t^{\prime}\right) \leq t^{\prime}$ and a constant $K=K\left(m, t^{\prime}\right)>0$, such that for $\rho \geq 1$ and for $0<\sigma \leq 1$

$$
\left\{\begin{array}{l}
M\left(\rho / t^{\prime}\right)+m \log \rho \leq M(\rho / t)+K  \tag{2.31}\\
M^{*}\left(t^{\prime} \sigma\right)+m \log 1 / \sigma \leq M(t \sigma)+K
\end{array}\right.
$$

Hence $M$ does not increase too slowly, while by (2.20) it does not increase too rapidly.

Condition (2.20) assures that there are ultradifferentiable functions with compact support (Denjoy-Carlman-Mandelbrojt, cf. [42, th. 4.2]). For example, if (2.22) is satisfied only for $\|y\|<1$ with $M(\rho)=\rho$, then (2.20) is not satisfied and $\phi$ is analytic in the tube $\{\zeta \mid\|\eta\|<m\}$ or, correspondingly if in (2.23) we set $M_{p}=p$ ! then $\phi$ is analytic in the $\varepsilon$-neighborhood of $\mathbb{R}_{n}$.

Furthermore, it is necessary that for each $\varepsilon>0$ there is a $K(\varepsilon)>0$ such that for $\rho \geq 0$

$$
\begin{equation*}
M(\rho) \leq \varepsilon \rho+K(\varepsilon), \tag{2.32}
\end{equation*}
$$

but this is not sufficient for (2.20) to hold. Finally, condition (2.21) will be used in lemma 5.2 to allow the replacement of $M(\|x\|)$ by $M\left(\left|x_{1}\right|\right)+\ldots$ $+M\left(\left|x_{n}\right|\right)$ in the definition of the spaces $A$ by (2.4) or (2.5).

## II.2.iv. CHARACTERIZATION OF ULTRADISTRIBUTIONS WITH REAL-CARRIED

 FOURIER TRANSFORMS.The Fourier transform of an ultradistribution of class $M$ is an analytic functional on the space $Z_{M}$ and conversely, the Fourier transforms of such analytic functionals are ultradistributions. Now, similarly to theorem 2.9, we shall characterize those ultradistributions $g$ which are the Fourier transforms of real-carried analytic functionals $\mu$ and then, both $g$ and $\mu$, can be written as sum of boundary values of analytic functions. As in the case of distributions, such ultradistributions $g$ are of "finite order", cf. definition 2.19 i and ii.

Let here $A_{t}(k)$ be the Banach space of functions $\psi$, holomorphic in the open $1 / k$-neighbourhood of $\mathbb{R}^{n}$ in $\mathbb{C}^{n}$ and continuous on the closure, such that $|\psi(z)| \exp M(\|x\| / t) \rightarrow 0$ as $z \rightarrow \infty$ while $\left\|_{y}\right\| \leq 1 / k$, with the norm $\|\psi\|$ def $=\sup |\psi(z)| \exp M(\|x\| / t)$. Then real-carried analytic functionals in $Z^{\prime}(M)$


$$
\begin{align*}
& A \xlongequal{\text { def }} \operatorname{ind} \lim _{k \rightarrow \infty} \operatorname{proj}_{t} \lim A_{t}(k) \\
& \left(A \xlongequal{\text { def }} \text { ind } \lim _{k \rightarrow \infty} A_{k}(k)\right) \tag{2.33}
\end{align*}
$$

THEOREM 2.20. The following four statements are equivalent:
(1) $\mu \in A^{\prime}$, where $A$ is given by (2.33), and $g=F \mu, i . e .$, the ultradistribution $g$ of class $M$ is the Fourier transform of a real-carried analytic functional $\mu$ in $Z_{M}^{\prime}$.
(2) $g$ is an ultradistribution of class (M) (of class $\{M\}$ ), which for every $\varepsilon>0$ can be represented as $g=P_{\varepsilon}(D) G_{\varepsilon}$, where $P_{\varepsilon}(D)$ is an ultradifferential operator of class (M) (of class \{M\}) and where the continuous function $G_{\varepsilon}$ on $\mathbb{R}_{n}$ satisfies

$$
\left|G_{\varepsilon}(\xi)\right| \leq K(\varepsilon) e^{\varepsilon\|\xi\|}
$$

(3) $\mu$ is the sum of boundary values in A' of functions $f_{j}$ holomorphic in $\mathbb{R}^{n}+i C_{j}$, such that for every $C^{\prime} \subset \subset C_{j}$ and every $\varepsilon>0$ there are $K=K\left(C_{j}^{\prime}, \varepsilon\right)>0$ and $t=t\left(C_{j}^{1}, \varepsilon\right)>0$ (for every $t>0$ there is a $\left.K=K\left(C_{j}^{\prime}, \varepsilon, t\right)>0\right)$ with

$$
\left|f_{j}(z)\right| \leq K \exp m\left(t \|_{z \|}\right), \quad y \in C_{j}^{\prime},\|y\|>\varepsilon
$$

for $j=1, \ldots, k$, where $\left\{c_{j}\right\}_{j=1}^{k}$ are open, convex cones in $\mathbb{R}^{n}$ such that the closure of their duals cover $\mathbb{R}_{n}$.
(4) $g$ is the sum of boundary values of functions $h_{j}$ holomorphic in $\mathbb{R}_{n}+i C_{j}^{*}$, such that for every $C_{j}^{*}$ ' $\subset C_{j}^{*}$ and every $\varepsilon>0$ there are positive numbers $t=t\left(C_{j}^{*}, \varepsilon\right)$ and $K=K\left(C_{j}^{*}, \varepsilon\right)$ (for every $t>0$ there is a $\left.K=K\left(C_{j}^{*}, \varepsilon, t\right)>0\right)$ with
(2.34) $\quad\left|h_{j}(\zeta)\right| \leq K \exp \left\{M^{*}(t\|\eta\|)+\varepsilon\|\xi\|\right\}, \quad \eta \in C_{j}^{*}{ }^{\prime}$, for $j=1, \ldots, p$, where the open, convex cones $C_{k}^{*}$ in $\mathbb{R}_{n}$ are such that the closure of the duals cover $\mathbb{R}^{n}$ and where $\mathrm{M}^{\star}$ is determined by M according to (2.28).

PROOF. (1) $\Rightarrow$ (2). On any $\varepsilon$-neighborhood $\Omega(\varepsilon)$ of $\mathbb{R}^{n}$ in $\mathbb{C}^{n}$ there exists a measure $\mu_{\varepsilon}$ which represents $\mu$ on $\underset{t}{\operatorname{proj}} \lim _{0} A_{t}(1 / \varepsilon)$ and which satisfies
(2.35.i). $\int_{\Omega(\varepsilon)} \exp -M(m(\varepsilon)\|x\|)\left|d \mu_{\varepsilon}(z)\right| \leq K(\varepsilon)$
for some positive numbers $K(\varepsilon)$ and $m(\varepsilon)$ depending on $\varepsilon$.
(Let $\mu$ satisfy for all $\varepsilon>0$ and $t=1,2, \ldots$

$$
|\langle\mu, \psi\rangle| \leq K_{\varepsilon}(t) \sup _{\|y\|_{x} \leq \varepsilon}|\psi(z)| \exp M(\|x\| / t), \psi \in \underset{t \rightarrow \infty}{\operatorname{ind} \lim _{t} A_{t}(1 / \varepsilon)}
$$

for some $K_{\varepsilon}(t)>0$ depending on $\varepsilon$ and $t$ with $K_{\varepsilon}(t+1)>K_{\varepsilon}(t)$ for every $\varepsilon>0$ and $t=1,2, \ldots$. For each $\varepsilon>0$ we define a subordinate function $\eta_{\varepsilon}$ (cf. definition 2.15) by

$$
M\left(\eta_{\varepsilon}(\rho)\right) \stackrel{\text { def }}{=} \inf _{t}\left\{M(\rho / t)+\log \left(K_{\varepsilon}(t) / K_{\varepsilon}(1)\right)\right\}
$$

that $\eta_{\varepsilon}(\rho) / \rho \rightarrow 0$ as $\rho \rightarrow \infty$ follows as in [42, after lemma 9.5]. Then for each $\varepsilon>0 \mu$ satisfies

$$
\left|<\mu, \psi>\left|\leq K_{\varepsilon}(1) \sup _{\|y\| \leq \varepsilon}\right| \psi(z)\right| \exp M\left(\eta_{\varepsilon}\left(\left\|_{x}\right\|\right)\right), \psi \in \underset{t \rightarrow \infty}{\operatorname{ind} \lim _{t} A_{t}(1 / \varepsilon) .}
$$

Hence for every $\varepsilon>0 \mu$ can be expressed as a measure $\mu_{\varepsilon}$ on $\Omega(\varepsilon)$ which satisfies
(2.35.ii)

$$
\int_{\Omega(\varepsilon)} \exp -M\left(\eta_{\varepsilon}(\|x\|)\right)\left|d \mu_{\varepsilon}(z)\right| \leq K(\varepsilon)
$$

for some $K(\varepsilon)>0$ depending on $\varepsilon$.)
Now for any $\varepsilon>0$, let $P_{\varepsilon}=P_{m(\varepsilon)}$, where $m(\varepsilon)$ is determined by (2.35.i) and $P_{m(\varepsilon)}$ by lemma 2.16 (let $P_{\varepsilon}=P_{\eta_{\varepsilon}}$, where $\eta_{\varepsilon}$ is determined by (2.35.ii) and $P_{n_{\varepsilon}}$ by lemma 2.16). Then $P_{\varepsilon}(D)$ is an ultradifferentiable operator of class (M) (of class \{M\}). For every $\phi \in D_{M}$ and for every $\varepsilon>0$, we get with $\hat{\phi}=F \phi$

$$
\begin{aligned}
\langle\mu, \bar{\phi}\rangle & =\left\langle\mu, \int e^{i\langle\xi, z\rangle} \phi(\xi) d \xi\right\rangle= \\
& =\int_{\Omega(\varepsilon)}\left\{\int_{\varepsilon} \phi(\xi) P_{\varepsilon}\left(D_{\xi}\right) e^{i<\xi, z\rangle} d \xi\right\} \frac{d \mu}{P_{\varepsilon}(z)} \\
& =\int_{\varepsilon}\left\{P_{\varepsilon}(-D) \phi(\xi)\right\} \int_{\Omega(\varepsilon)} \frac{e^{i\langle\xi, z\rangle}}{P_{\varepsilon}(i z)} d \mu_{\varepsilon}(z) d \xi .
\end{aligned}
$$

Hence for every $\varepsilon>0 \mathrm{~g}=\mathrm{F}_{\mu}=\mathrm{P}_{\varepsilon}$ (D) $\mathrm{G}_{\varepsilon}$, where

$$
G_{\varepsilon} \xlongequal{\text { def }} \int_{\Omega(\varepsilon)} \frac{e^{i\langle\xi, z\rangle}}{P_{\varepsilon}(i z)} d \mu_{\varepsilon}(z)
$$

is a continuous function on $\mathbb{R}_{\mathrm{n}}$ which according to (2.26.i) and (2.26.ii) satisfies

$$
\left|G_{\varepsilon}(\xi)\right| \leq K(\varepsilon) e^{\varepsilon\|\xi\|} .
$$

(2) $\Rightarrow$ (3). Let $U$ be the closure of an open set in $\mathbb{R}_{n}$ and let $\varepsilon>0$. If $\phi \in D_{(M)}\left(\phi \in D_{\{M\}}\right)$, for every $t$ (for some $t$ ) the following norm is finite (2.36) $\quad\|\phi\|_{U, \varepsilon, t} \xlongequal{\text { deff }} \sup _{\varepsilon \in U} e^{\varepsilon\|\xi\|} \frac{\left|D^{\alpha} \phi(\xi)\right|}{t^{|\alpha|_{M}}|\alpha|}$,
where the supremum is taken over all nonnegative n-dimensional multiindices $\alpha$ and where ${ }^{M}|\alpha|$ is determined by the function $M$ according to (2.24). Let $E_{\varepsilon, t}(\mathrm{U})$ denote the completion in this norm of the set of such functions $\phi$ and let

$$
E(U) \xlongequal{\underline{\text { def }}} \operatorname{ind} \lim \operatorname{proj} \lim E_{\varepsilon, t}(U)
$$



The restriction map from $E\left(\mathbb{R}_{n}\right)$ into $\prod_{j=1}^{k} E\left(U_{j}\right)$ is injective and open, when $\mathrm{U}_{\mathrm{H}=1}^{\mathrm{k}} \mathrm{U}_{j}=\mathbb{R}_{\mathrm{n}}$. So, as in the proof of theorem 2.7 its transposed is surjective.

If $g$ satisfies condition (2) of the theorem it belongs to $E\left(\mathbb{R}_{n}\right)$ '. Indeed, for every $\varepsilon>0$ there are $t=t(\varepsilon)>0$ and $K=K(\varepsilon)>0$ (for each $t$ there is a $K=K(\varepsilon, t)>0)$ with

$$
(1+\|x\|)^{n+1}\left|P_{1 / 3 \varepsilon}(i z)\right| \leq K \exp M(\|z\| / \sqrt{n t}) .
$$

Hence for $\phi \in D_{M}$, using (2.24) and the fact that for each $z \in \mathbb{C}^{n}$ and multiindex $\alpha$ there is another multiindex $\beta$ with $|\beta|=|\alpha|$ and $(\|z\| / \sqrt{n})|\alpha| \leq\left|z^{\beta}\right|$, we get

$$
\begin{aligned}
& |\langle g, \phi\rangle| \leq K^{\prime} \sup _{\xi} e^{2 / 3 \varepsilon\|\xi\|}\left|P_{1 / 3 \varepsilon}(-D) \phi(\xi)\right| \leq \\
& \leq K^{\prime} \sup _{\xi} e^{2 / 3 \varepsilon\|\xi\|}\left\{\inf _{\|y\| \leq 2 / 3 \varepsilon} \frac{1}{(2 \pi)^{n}} \int\left|P_{1 / 3 \varepsilon}(i z) e^{-i\langle\xi, z\rangle} \tilde{\phi}(z)\right| d x\right\} \leq \\
& \leq K \prime \sup _{\xi}\left\{\inf _{\| \| \leq 2 / 3 \varepsilon} \exp \left[\frac{2}{3} \varepsilon\|\xi\|+\langle\xi, y\rangle+M(\|z\| / \sqrt{n} t)\right]|\bar{\phi}(z)|\right\} \leq \\
& \leq M_{0} K^{\prime \prime} \sup _{\| Y_{\|} \leq 2 / 3 \varepsilon} \frac{\left\|_{z}\right\||\alpha|}{(\sqrt{n} t)^{|\alpha|_{M}}|\alpha|}|\hat{\phi}(z)| \leq M_{0} K^{\prime \prime} \sup _{\| Y^{\|} \leq 2 / 3 \varepsilon} \frac{\left|z^{\alpha}\right|}{t^{|\alpha|_{M}}{ }^{\alpha}|\alpha|}|\hat{\phi}(z)| \leq \\
& \leq M_{0} K^{\prime \prime} \sup _{\| Y^{\|} \leq 2 / 3 \varepsilon} \frac{1}{t^{|\alpha|_{M}}|\alpha|}\left|\int e^{i\langle\xi, z\rangle}{ }_{D}^{\alpha} \phi(\xi) d \xi\right| \leq \\
& \leq M_{0} K^{\prime \prime} \sup _{\substack{\alpha \\
\xi \in \mathbb{R}_{n}}} e^{\varepsilon\|\xi\|} \frac{\left|D^{\alpha} \phi(\xi)\right|}{t^{|\alpha|_{M}}|\alpha|} \int \exp -\frac{1}{3} \varepsilon\left\|\xi^{\prime}\right\| d \xi^{\prime} \leq K^{\prime \prime \prime}\|\phi\|_{\mathbb{R}_{n}, \varepsilon, t} .
\end{aligned}
$$

Conversely, the restriction to $E\left(\mathbb{R}_{n}\right)$ of an element $g \in E(U)$ ' satisfies condition (2) of the theorem. For $F^{-1}$ maps $A$ continuously into $E\left(\mathbb{R}_{n}\right)$, because for $\psi \in A$, by (2.24), we have

$$
\begin{aligned}
&\left\|F^{-1} \psi\right\|_{\mathbb{R}_{n}, \varepsilon, t^{\prime}} \leq \sup _{\xi, \alpha}\left\{\frac{1}{(2 \pi)^{n}} e^{\varepsilon\|\xi\|} \frac{1}{t^{\prime}|\alpha|_{M}|\alpha|}\left\|_{Y}\right\| \leq \varepsilon\right. \\
& \inf \\
& \int \|_{z \|}|\alpha| \\
&\left.e^{-i\langle\xi, z>} \psi(z) \mid d x\right\} \leq
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{(2 \pi)^{n_{M}}} \sup _{\xi} \inf _{\|y\| \leq \varepsilon} e^{\varepsilon\|\xi\|+\langle\xi, y>} \sup _{\|y\| \leq \varepsilon} \int|\psi(z)| \exp M(\|z\| / t,) d x \leq \\
& \leq K \int(1+\|x\|)^{-(n+1)} d x \sup _{\substack{\|y\| \leq \varepsilon \\
x \in \mathbb{R}^{n}}}|\psi(z)| \exp M(\|x\| / t),
\end{aligned}
$$

where, according to (2.31) with $m=n+1$, $t^{\prime}$ determines $t\left(t\right.$ determines $t^{\prime}$ ). Hence $F^{-1} \mathrm{~g}$ belongs to $A^{\prime}$ and in the proof of (1) $\Rightarrow(2)$ it has been shown already that then $g$ satisfies (2).

Now choose open, convex cones $c_{j} \subset \mathbb{R}^{n}, j=1, \ldots, k$ such that ${ }_{j=1}^{k} \bar{C}_{j}^{*}=\mathbb{R}_{n}$ and let $g={ }_{j} \sum_{1} g_{j}$ with $g_{j} \in E\left(-\overline{C_{j}^{*}}\right) \cdot$. In lemma 2.23 it will be shown that for ${ }^{\mathrm{n}}$ $\psi \in A$ and $y \in C_{j}$

$$
\left\langle F^{-1} g_{j}, \psi\right\rangle=\frac{1}{(2 \pi)^{n}}\left\langle F\left(g_{j}\right)-\xi^{\prime} \psi\right\rangle=\int f_{j}(z) \psi(z) d x,
$$

where $f_{j}$ is the function

$$
f_{j}(z) \stackrel{\text { def }}{=} \frac{1}{(2 \pi)^{n}}\left\langle\left(g_{j}\right)-\xi^{\prime} e^{i\langle\xi, z\rangle}\right\rangle \xlongequal{\text { def }}\left\langle\left(g_{j}\right)_{\xi^{\prime}} \frac{e^{-i\langle\xi, z\rangle}}{(2 \pi)^{n}}\right\rangle
$$

which is holomorphic in $\mathbb{R}^{n}+i C_{j}$. For each $\varepsilon>0$ and $C_{j}^{\prime} c c c_{j}$ there is a $\delta=\delta\left(\varepsilon, C_{j}^{\prime}\right)>0$ such that $\langle\xi, y\rangle \leq-\delta\|\xi\|$ if $\xi \in-C_{j}^{*}$ and $y \in C_{j}^{\prime}$ with $\|y\| \geq \varepsilon$. Then for every $\varepsilon>0$ and for every $C_{j}^{\prime}$ there are $K=K\left(\varepsilon, C_{j}^{\prime}\right)>0$ and $t=t\left(\varepsilon, C_{j}^{\prime}\right)>0$ (for every $t>0$ there is $a k=K\left(\varepsilon, C_{j}^{\prime}, t\right)>0$ ) such that for $y \in C_{j}^{\prime}$ with $\|y\|>\varepsilon$

$$
\begin{aligned}
\left|f_{j}(z)\right| & \leq K\left\|e^{i\langle\xi, z\rangle}\right\| \frac{C_{j}^{*}, \delta, 1 / t}{} \leq K \sup _{\xi \epsilon \bar{C}_{j}^{\star}} e^{\delta\|\xi\|+\langle\xi, y\rangle} \frac{\left(t\left\|_{z}\right\|\right)|\alpha|}{M|\alpha|} \leq \\
& \leq K / M_{0} \exp M\left(t \|_{z \|}\right)
\end{aligned}
$$

according to (2.24). Thus $g$ satisfies condition (3) of the theorem. (3) $\Rightarrow$ (1). It is obvious that a sum of boundary values as in (3) determines an analytic functional in $A^{\prime}$ : for $\psi \in A^{\prime}$

$$
\begin{aligned}
& \left|\sum_{j=1}^{k} \int_{\mathbb{R}^{n}} f_{j}\left(x+i y^{j}\right) \psi\left(x+i y^{j}\right) d x\right| \leq \\
& \leq K^{\prime} \sum_{j=1}^{k} \int_{\mathbb{R}^{n}} \frac{\exp \left\{M\left(t \cdot\left\|_{z}^{j}\right\|\right)+(n+1) \log (1+\|x\|)\right\}}{(1+\|x\|)^{n+1}}\left|\psi\left(z^{j}\right)\right| d x \leq
\end{aligned}
$$

$$
\leq K \sup _{\substack{\mathbf{x} \in \mathbb{R}_{\mathrm{n}} \\\|\mathrm{y}\| \leq \varepsilon}}|\psi(z)| \exp M\left(t\left\|_{\mathrm{x}}\right\|\right),
$$

which holds for each $\varepsilon>0$ by choosing $y^{j} \in C_{j}^{\prime}$ with $\|_{y^{j}}{ }^{j}=\varepsilon$ and for $t^{\prime}$, hence $t$ by (2.31), and $K$ depending on $\varepsilon$ (for each $t>0$, by choosing $t^{\prime}$ according to (2.31) and for $K$ depending on $\varepsilon$ and $t$ ).
(1) $\Rightarrow$ (4). According to theorem $2.7 \mu \in A^{\prime}$ can be written as $\mu=\sum_{j}^{p}{ }_{1} \mu_{j}$ with $\mu_{j} \in A\left(\bar{C}_{j}\right)$ ', where the closures of the open, convex cones $C{ }_{j} \subset \mathbb{R}^{n}$ cover $\mathbb{R}^{n}$. The same proof of theorem 2.7 applies if we had taken the closed neighborhoods $\Omega_{j}(\varepsilon) \stackrel{\text { def }}{=}\left\{z \mid x \in \bar{C}_{j},\|y\| \leq \varepsilon\right\}$ instead of the open $\varepsilon$-neighborhoods of $\bar{C}_{j}$ in $\mathbb{C}^{n}$. (Then a space of analytic functions in $\bar{\Omega}$ is defined by functions holomorphic in the interior and continuous on the closure of $\Omega$.) Thus assume that $\mu_{j}$ is an analytic functional with respect to these neighborhoods. In lemma 2.26 (which actually deals with the map (2.15) instead of the map (2.14) we have here) it will be shown that the Fourier transform of such an analytic functional is the boundary value of the function

$$
h_{j}(\zeta) \stackrel{\text { def }}{=}\left\langle\left(\mu_{j}\right)_{z}, e^{i\langle\zeta, z\rangle}\right\rangle
$$

which is holomorphic in $\mathbb{R}_{n}+i C_{j}^{*}$. For every $\varepsilon>0$ there is a $K=K(\varepsilon)>0$ and for every $C_{j}^{*} \subset \subset C_{j}^{*}$ there is moreover a positive $t=t\left(\varepsilon, C_{j}^{*}\right.$ ) (for every $t>0$ there is a $K=K\left(\varepsilon, C_{j}{ }^{\prime}, t\right)>0$ ) with

$$
\begin{equation*}
\left|h_{j}(\zeta)\right| \leq K \sup _{\substack{x \in \bar{C}_{j} \\\|y\| \leq \varepsilon}} \exp \left\{-\left\langle\xi, y>-\left\langle\eta, x>+M\left(t^{\prime}\|x\|\right)\right\} \leq\right.\right. \tag{2.37}
\end{equation*}
$$

$$
\leq K \exp \left\{\varepsilon\|\xi\|+\sup _{\rho \geq 0}\left[M\left(t^{\prime} \rho\right)-\delta \rho\|\eta\|\right]\right\} \leq K \exp \left\{M^{*}(t\|\eta\|)+\varepsilon\|\xi\|\right\}, \eta \in C_{j}^{*},
$$

for $t^{\prime}$ depending on $\varepsilon$ (for every $t^{\prime}$ ), $\delta$ depending on $C_{j}^{*}$ and with $t=\delta / t^{\prime}$, where for the last inequality (2.28) has been used.
(4) $\Rightarrow$ (1). This in fact will be shown in chapters III and VI. There the function $h$, holomorphic in $\mathbb{R}_{n}+i C^{*}$, satisfies

$$
|h(\zeta)| \leq K \exp \left(M^{*}(t\|\eta\|)+\varepsilon\|\zeta\|\right), \quad \eta \in C^{*},
$$

which is more general than (2.34) and its boundary value is the Fourier transform of an analytic functional $\mu$ carried by $\bar{C}$ with respect to neighborhoods larger than $\varepsilon$-neighborhoods, namely with respect to the neighborhoods

$$
\Omega\left(\varepsilon, C^{*} \cdot\right) \stackrel{\text { def }}{=}\left\{z \mid-\left\langle\xi, y>-\langle n, x\rangle\left\langle\varepsilon\|\zeta\|, n \in C^{*},, \xi \in \mathbb{R}_{n}\right\} .\right.\right.
$$

Such an analytic functional $\mu$ certainly belongs to A'.

Note that in condition (4) of theorem $2.9 \mathrm{~m}(\varepsilon)$ depends on $\varepsilon$ only, whereas in (2.34) in the Beurling type case $t$ depends on both $C_{j}^{*}$ and $\varepsilon$. This is due to the different behaviour of the function $M$ in case of distributions, where $M(t \rho)$ has to be replaced by $t \log (1+\rho)$ and where for $M^{*}(\sigma)$ the function log $\sigma^{-1}, \sigma \leq 1$, can be choosen. Then $M^{*}$ satisfies $M^{*}(\delta \sigma) \leq M^{*}(\sigma)+K$ where $K$ depends on $\delta$ (cf. the use of $M^{*}$ in (2.37)).

REMARK. In [60] in the proof of theorem 2.9 the implication (4) $\Rightarrow$ (2) instead of (4) $\Rightarrow(1)$ is shown, which is performed by integration of the functions $h$. Then we get no information about the carrier of $F^{-1} h$ and in the above theorem no such information is needed. A direct proof of the implication (4) $\Rightarrow$ (2) in theorem 2.20, is quite complicated and might be performed along the lines of [42, proof of th. 11.5].

## II.2.v. PALEY-WIENER THEOREMS FOR ULTRADISTRIBUTIONS.

In the proof of theorem 2.20 a certain correspondence turned up between the boundary value of an analytic function of exponential type and the support or carrier of its Fourier transform. We shall make this correspondence more explicit. Let $C$ be an open, convex cone in $\mathbb{R}^{n}$ and let a be a convex function on $C$, homogeneous of degree one. The pair ( $a, C$ ) determines uniquely a closed convex set $U(a, C)$, not containing a straight line, in $\mathbb{R}_{n}$ by

$$
\begin{equation*}
U(a, C) \xlongequal{\text { def }}\{\xi \mid-\langle\xi, y\rangle \leq a(y), y \in C\} \tag{2.38}
\end{equation*}
$$

Conversely, each closed, convex set $U$ in $\mathbb{R}_{n}$, which does not contain a straight line, determines uniquely an open, convex cone $C$ in $\mathbb{R}^{n}$ and a homogeneous, convex function $a$ on $C$ such that $U=U(a, C)$ according to (2.38), see [60].

The following theorems (th. 2.21 and th. 2.24) give the above mentioned correspondence explicitly. They are more general than the corresponding theorems for tempered distributions in [68, th. 26.2], but as soon as the occurring concepts are introduced, the proofs are very similar. They may be considered as a version of the real Paley-Wiener theorem for ultradis-
tributions, whereas in chapter III complex Paley-Wiener theorems will be discussed which, actually, may be considered as versions of the EhrenpreisMartineau theorem.

First we state the theorem for distributions in $D^{\prime}$, whose proof can be found in $[60$, th. 4.1$]$, and then we prove the theorem for ultradistributions.

THEOREM 2.21.i. Let C be an open, convex cone in $\mathbb{R}^{n}$, let a be a convex function on $C$, homogeneous of degree one, let $\mathrm{U}(\mathrm{a}, \mathrm{C})$ be the convex set in $\mathbb{R}_{n}$ given by (2.38) and let moreover $f$ be a holomorphic function in $\mathbb{R}^{n}+i C$ which satisfies: for every $\varepsilon>0$ and $C^{\prime} \subset \subset C$ there is a $m=m\left(\varepsilon, C^{\prime}\right)>0$ and for every $\varepsilon>0$ there is moreover a positive number $K=K\left(\varepsilon, C^{\prime}, \sigma\right)$ such that

$$
|f(z)| \leq K(1+\|z\|)^{m} \exp \left\{a(y)+\sigma\left\|_{y}\right\|\right\}, \quad y \in C^{\prime}, \quad\|y\| \geq \varepsilon
$$

Then $f(z)=F\left[e^{-\left\langle\xi, y^{>}\right.} g_{\xi}\right](x)$ for some distribution $g \in D^{\prime}$ with support in $\mathrm{U}(\mathrm{a}, \mathrm{C})$ satisfying condition (2) of theorem 2.9 and the boundary value of f in $Z^{\prime}$ equals Fg .

THEOREM 2.21.ii. Let $C, a, U(a, C)$ and $f$ be as in theorem 2.21.i, but let $f$ now satisfy: for every $\varepsilon>0$ and $C^{\prime} \subset \subset C$ there is $a t=t\left(\varepsilon, C^{\prime}\right)>0$ and for every $\sigma>0$ there is moreover a positive number $K=K\left(\varepsilon, C^{\prime}, \sigma\right.$ ) (for every $\varepsilon>0, \sigma>0, C^{\prime} \subset \subset C$ and $t>0$ there is a $\left.K=K\left(\varepsilon, \sigma, C^{\prime} t\right)>0\right)$ such that

$$
\begin{equation*}
|f(z)| \leq K \exp \left\{M\left(t\left\|_{z}\right\|\right)+a(y)+\sigma\left\|_{y}\right\|\right\}, \quad y \in C^{\prime},\|y\| \geq \varepsilon \tag{2.39}
\end{equation*}
$$

Then $f(z)=F\left[e^{-\left\langle\xi, Y^{\rangle}\right.} g_{\xi}\right](x)$ for some ultradistribution $g$ of class (M) (of class $\{M\}$ ) with support in $U(a, C)$ satisfying condition (2) of theorem 2.20 and the boundary value of f equals Fg .

PROOF. In the proof of (3) $\Rightarrow(1)$ of theorem 2.20 the behaviour of $f$ only for $\|y\|$ small has been used. Hence it follows from this and from (1) $\Rightarrow$ (2) that the inverse Fourier transform $g$ of the boundary value of $f$ satisfies condition (2) of theorem 2.20. For $\phi \in D_{M} g$ is defined by $\left\langle g, \phi>=\int f(z) \psi(z) d x\right.$ where $\psi=F^{-1} \phi$, and the integral is independent of $y \in C$. The function $\xi \rightarrow \exp -<\xi, y>$ is analytic and therefore a multiplier in any space of ultradistributions. So, for $y \in C$ we get

$$
\left\langle g e^{-\left\langle\xi, y^{\rangle}\right.}, \phi\right\rangle=\left\langle g, e^{-\left\langle\xi, y^{\rangle}\right.} \phi\right\rangle=\int f(z) \psi(x) d x
$$

hence $f(z)=F\left[e^{-\langle\xi, y\rangle} g_{\xi}\right](x)$ and it remains to prove the support property of $g$.

Let $\xi_{0}$ be a point in $\mathbb{R}_{\mathrm{n}} \backslash \mathrm{U}(\mathrm{a}, \mathrm{C})$, hence there is an $\mathrm{y}_{0} \in \mathrm{C}$ with $\left\|\mathrm{y}_{0}\right\|=1$ and with $-\left\langle\xi_{0}, y_{0}\right\rangle>a\left(y_{0}\right)$. Furthermore, let $\eta>0$ be so small that

$$
-\left\langle\xi_{0}, y_{0}>\geq a\left(y_{0}\right)+2 n\right.
$$

and let $\phi_{0} \in D_{M}$ has its support in $\left\{\xi \mid\left\|\xi-\xi_{0}\right\| \leq n\right\}$. Then $\phi_{0}$ has its support in $\mathbb{R}_{n} \backslash U(a, c)$, because for $\xi$ in the support of $\phi_{0}$ we have

$$
\begin{equation*}
\left\langle\xi, y_{0}\right\rangle=\left\langle\xi_{0}, y_{0}>+\left\langle\xi-\xi_{0}, y_{0}>\leq-a\left(y_{0}\right)-2 \eta+\eta=-a\left(y_{0}\right)-\eta<-a\left(y_{0}\right)\right.\right. \tag{2.40}
\end{equation*}
$$

Let $C^{\prime}$ cc $C$ be such that $y_{0} \in C^{\prime}$ and let $\sigma=\frac{1}{4} \eta$. Then according to lemma 2.16 there is an ultradifferentiable operator $P$ (D) of class (M) (of class $\{\mathrm{M}\}$, where the construction is performed after the definition of a suitable subordinate function as in the proof of (1) $\Rightarrow(2)$ of theorem 2.20 using the constants $K\left(\varepsilon, \sigma, C^{\prime}, t\right)$ in (2.39) for $\varepsilon=1, \sigma=\frac{1}{4} \eta$ and $C^{\prime}$ fixed), such that
(2.41) $\quad \int\left|\frac{f(x+i y)}{P(i x)}\right| d x \leq K \exp \{M(t\|y\|)+a(y)+\sigma\|y\|\}$
for some $K$ and $t$ and for all $y \in C$ with $\|y\| \geq 1$. Then we have

$$
\begin{equation*}
\left\langle g, \phi_{0}>=\int_{\mathbb{R}^{n}} \frac{f(x+i y)}{P(i x)}\left\{\int_{\mathbb{R}_{n}} e^{-i\langle\xi, x\rangle} P(D)\left[e^{\langle\xi, y\rangle} \phi_{0}(\xi)\right] \frac{d \xi}{(2 \pi)^{n}}\right\} d x\right. \tag{2.42}
\end{equation*}
$$

Furthermore there are $t^{\prime}$ and $K^{\prime}$ depending on $P$ (depending on $\phi_{0}$ ) with

$$
\begin{aligned}
& \left|P(D) e^{\left\langle\xi, y^{\rangle}\right.} \phi_{0}(\xi)\right| \leq\left|\frac{P(D)}{(2 \pi)^{n}} \int e^{-i\langle\xi, z\rangle} \hat{\phi}_{0}(x) d x\right| \leq \\
& \leq e^{\langle\xi, y\rangle} \int\left|\frac{P(-i z)}{(2 \pi)^{n}} \hat{\phi}_{0}(x)\right| d x \leq e^{\left\langle\xi, y^{\prime}\right\rangle} K^{\prime} \int\left|\hat{\phi}_{0}(x)\right| \exp M(t \cdot\|z\|) d x \leq \\
& \leq e^{\left\langle\xi, y^{\prime}\right.} K_{K^{\prime}} e^{M(t \cdot\|y\|)} \int_{\mathbb{R}^{n}}\left|\hat{\phi}_{0}(x)\right| e^{M\left(t^{\prime}\|x\|\right)} d x .
\end{aligned}
$$

Now we take $y=\lambda y_{0}, \lambda>1$ in (2.42) and taking into account (2.40) and (2.41) we find

$$
\left|<g, \phi_{0}>\right| \leq K\left(\phi_{0}\right) \exp \left\{M(t \lambda)+a(y)+\frac{1}{4} n \lambda+m\left(t^{\prime} \lambda\right)-a(y)-n \lambda\right\} .
$$

Using (2.32) two times with $\varepsilon=\frac{1}{4} \eta / t$ and $\varepsilon=\frac{1}{4} \eta / t^{\prime}$, successively, and taking the limit for $\lambda \rightarrow \infty$ we finally get $\left\langle\mathrm{g}, \phi_{0}\right\rangle=0$.

In [60] and [68] it is shown that a distribution $g$ (occurring in [68, th. 26.2] and [60, th. 4.1]) with convex (or more general, regular) support is a sum of derivatives of measures on its support. This is proved with the aid of Whitney's extension theorem, which says that the restriction map from $C^{\infty}(L)$ into $C^{\infty}(K)$ is surjective if $K$ is closed, convex (or regular) and contained in the interior of $L$. For ultradifferentiable function spaces there is no such theorem, except in the one-dimensional case, see [9], but "it is quite plausible that this result can be extended to the higher dimensional case", see [42] (indeed, cf. foot note ${ }^{2)}$ ). Then we would be able to prove a sharper theorem than just the converse to theorem 2.21, so that the estimate (2.39) would be improved, see corollary 2.25 (cf. [60] for distributions in $\left.D{ }^{\prime}\right)$.

The above mentioned results on distributions with bounded regular support have already been mentioned in [62] and for tempered distributions with unbounded regular support in [67]. However, at some places, mostly oriented to physics (see for example [12] and [58]) a particular ${ }^{1)}$ case of this result is used which has been proved later [5]. It is called the lemma of Bros-Epstein-Glaser and it says that tempered distributions with support in a convex cone can be written as a higher order derivative of a continuous function with support in the cone. Fortunately, it is this result that can be generalized here, so that we are able to derive a converse to theorem 2.21 which is similar to the one for distributions, cf. [60]. Therefore, we state the following lemma, which is a generalization of the Bros-Epstein Glaser lemma. ${ }^{2)}$

[^2]LEMMA 2.22. Let $U$ be the closure of an open set in $\mathbb{R}_{n}$ such that there is a fixed, convex, open cone $C^{*}$ with the property that for each $\xi \notin U$ the set $\left\{\xi-C^{*}\right\} \cap \mathrm{U}$ is empty and let g be an ultradistribution of class (M) (of class \{M\}) which satisfies condition (2) of theorem 2.20 and which has its support in U. Then condition (2) of theorem 2.20 is satisfied for continuous functions $\mathrm{G}_{\varepsilon}$ which have their supports in U .

PROOF. Let $C$ be the dual cone of $C^{*}$, then it is possible to choose a base $\left\{e_{1}, \ldots, e_{n}^{n}\right\}$ in $\mathbb{R}^{n}$ such that $\bar{C} \subset \Gamma$, where $\Gamma$ is the open, convex cone $\left\{y \mid y={ }_{j}^{\sum_{n}^{n}} y_{j} e_{j}, y_{j}>0\right\}$. Then we have $\Gamma_{n}^{*} \subset C^{*}$. Every $z \in \mathbb{C}^{n}$ can be written uniquely as $z=x+i y=\sum_{j=1}^{n} x_{j} e_{j}+i \sum_{j=1}^{n} y_{j} e_{j}$ and we use these $\left(x_{1}, \ldots, x_{n}\right)$ as coordinates for $\mathbb{R}^{n}$ and $\left\{z_{j}=x_{j}+i y_{j}\right\}_{i=1}^{n}$ as coordinates for $\mathbb{C}^{n}$.

According to theorem 2.20 g is the Fourier transform of a real-carried analytic functional $\mu$. As in the proof of $(1) \Rightarrow(2)$ of theorem 2.20 , let $\mu$ be represented by measures $\mu_{\varepsilon}$ satisfying (2.35.i) for some $m(\varepsilon)>0$ depending on $\varepsilon$ and $\mu$ ((2.35.ii) for some subordinate function $\eta_{\varepsilon}$ depending on $\varepsilon$ and $\mu$ ). Let

$$
P_{\varepsilon}(z) \stackrel{\text { def }}{=} \prod_{j=1}^{n}\left(z_{j}+1\right)^{2} h_{\varepsilon}\left(2 z_{j}+2\right):
$$

where $h_{\varepsilon} \stackrel{\text { def }}{=} h_{m(\varepsilon)} \quad\left(h_{\varepsilon} \xlongequal{\text { def }} h_{\eta_{\varepsilon}}\right.$ ) is determined in the proof of lemma 2.16. Then $P_{\varepsilon}(D)$ is an ultradifferentiable operator of class (M) (of class $\{M\}$ ), $\exp M(m(\varepsilon)\|x\|) / P_{\varepsilon}(-i x)\left(\exp M\left(\eta_{\varepsilon}(\|x\|)\right) / P_{\varepsilon}(-i x)\right)$ is an $L^{1}$-function and $1 / P_{\varepsilon}(-i z)$ is holomorphic in any $\alpha$-neighborhood of $\mathbb{R}^{n}$ in $\mathbb{C}^{n}$ with $\alpha<1$ and in $\mathbb{R}^{n}+i \Gamma$, where by (2.27.i) (by (2.27.ii)) it satisfies an even stronger estimate than (2.39) with $\mathrm{a}=0$. According to $[42$, lemma 3.3] the function

$$
\lambda_{\varepsilon}(\xi) \stackrel{\text { def }}{=} F^{-1}\left[\frac{1}{P_{\varepsilon}(-i x)}\right](\xi)
$$

is ultradifferentiable on $\mathbb{R}_{\mathrm{n}}$ and according to theorem $2.21 \lambda_{\varepsilon}$ has its support in $\bar{\Gamma}^{*}$. We will see that $\lambda_{\varepsilon}$ is "sufficiently ultradifferentiable" such that $g$ can be applied to it. Another property of $\lambda_{\varepsilon}$ is that $P_{\varepsilon}(D) \lambda_{\varepsilon}=\delta$, where $\delta$ is the Dirac- $\delta$-function.

Now let

$$
G_{\varepsilon}(\xi) \stackrel{\text { def }}{=} g * \lambda_{\varepsilon}(\xi) \stackrel{\text { def }}{=}\left\langle g_{\eta}, \lambda_{\varepsilon}(\xi-\eta)\right\rangle
$$

which exists because $1 / \mathrm{P}_{\varepsilon}(\mathrm{iz})$ is holomorphic in $\Omega(\varepsilon)$ so that we have

$$
\begin{aligned}
& \left|G_{\varepsilon}(\xi)\right|=\left|<\mu_{z}, \frac{e^{i\langle\xi, z\rangle}}{P_{\varepsilon}(i z)}>\left|=1 \int_{\Omega(\varepsilon)} \frac{e^{i\langle\xi, z\rangle}}{P_{\varepsilon}(i z)} d \mu_{\varepsilon}(z)\right| \leq\right. \\
& \leq\left\{\begin{array}{l}
K e^{\varepsilon\|\xi\|} \int e^{-M(m(\varepsilon)\|x\|)}\left|d \mu_{\varepsilon}(z)\right| \leq K(\varepsilon) e^{\varepsilon\|\xi\|} \\
\left(K e^{\varepsilon\|\xi\|} \int e^{-M\left(\eta_{\varepsilon}(\|x\|)\right)}\left|d \mu_{\varepsilon}(z)\right| \leq K(\varepsilon) e^{\varepsilon\|\xi\|}\right)
\end{array}\right.
\end{aligned}
$$

by (2.35.i) (by (2.35.ii)). Furthermore $G_{\varepsilon}$, as the Fourier transform of a bounded measure, is a continuous function on $\mathbb{R}_{n}$ which has its support in $U$, because if $\xi \notin U$ the set $\left\{\xi-\overline{\Gamma^{\star}}\right\} \cap U$ is empty since $\overline{\Gamma^{*}} \subset C^{*}$. Finally we have

$$
P_{\varepsilon}(D) G_{\varepsilon}=g * P_{\varepsilon}(D) \lambda_{\varepsilon}=g * \delta=g
$$

The condition on the set $U$ is satisfied by the set $U(a, C)$ given by (2.38) if $C$ is an open, convex cone not containing a straight line, or equivalently, if $C^{*} \neq \varnothing$. In case we have a cone $\widetilde{C}$ with $\widetilde{C}^{*}=\varnothing$, for example if $\tilde{C}=\mathbb{R}^{n}$, and hence $U(a, \tilde{C})$ is a bounded, convex set, we must think of $U(a, \tilde{C})$ to be contained in a larger set $U(a, C)$, where $C$ is an open, convex subcone of $\tilde{C}$ containing no straight lines.

Let $g$ be an ultradistribution of class $M$ with support in the set $U(a, C)$, which satisfies condition (2) of theorem 2.20. It is shown in the proof of $(2) \Rightarrow(3)$ of that theorem that $g$ belongs to $E\left(\mathbb{R}_{n}\right)^{\prime}$ and the last lemma shows that $g$ can be considered as an element of $E(U(a, C))^{\prime}$. Furthermore the function $\xi \rightarrow \mathrm{e}^{\mathrm{i}\langle\xi, z\rangle}$ belongs to $E(U(\mathrm{a}, \mathrm{C}))$ if $y \in C$. Keeping these remarks in mind we can interprete the following lemma which characterizes the Fourier transform of $g$.

LEMMA 2.23. Let C , a and $\mathrm{U}(\mathrm{a}, \mathrm{C})$ be as in theorem 2.21 and let g be as in lemma 2.22 with $\mathrm{U}=\mathrm{U}(\mathrm{a}, \mathrm{C})$. Then

$$
F\left[e^{-\left\langle\xi, y^{\rangle}\right.} g_{\xi}\right](x)=\left\langle g, e^{i\langle\xi, z\rangle}\right\rangle
$$

and this is a function holomorphic in $\mathbb{R}^{n}+i C$ whose boundary value equals $F g$.

PROOF. Let $\psi \in Z_{M^{\prime}} Y \in C$ and if $C^{*}=\varnothing$ instead of $C$ we take a subcone, also denoted by $C$, containing $y$ and no straight lines. Then using lemma 2.22 we have

$$
\begin{aligned}
& \left\langle F e^{-\langle\xi, y\rangle} g, \psi\right\rangle=\left\langle g, \int_{\mathbb{R}^{n}} e^{i\langle\xi, z\rangle} \psi(x) d x\right\rangle= \\
& =\int_{U(a, C)} G_{\varepsilon}(\xi) P_{\varepsilon}\left(-D_{\xi}\right) \int_{\mathbb{R}^{n}} e^{i\langle\xi, z\rangle} \psi(x) d x d \xi= \\
& =\int_{\mathbb{R}^{n}} \int_{U(a, C)} G_{\varepsilon}(\xi) P_{\varepsilon}\left(-D_{\xi}\right) e^{i\langle\xi, z\rangle} d \xi \psi(x) d x= \\
& =\int_{\mathbb{R}^{n}}\left\langle g, e^{i\langle\xi, z\rangle}\right\rangle \psi(x) d x
\end{aligned}
$$

where $\varepsilon>0$ is chosen depending on $y$ such that the integrals exist. It is clear that

$$
f(z) \stackrel{\text { def }}{=}\left\langle g, e^{i\langle\xi, z\rangle}\right\rangle
$$

is holomorphic in $\mathbb{R}^{n}+i C$ and furthermore, a similar procedure to above, shows that for $y \in C$

$$
\langle F g, \psi\rangle=\left\langle g, \int_{\mathbb{R}^{n}} e^{i\langle\xi, z\rangle} \psi(z) d x\right\rangle=\int_{\mathbb{R}^{n}} f(z) \psi(z) d x
$$

Hence $F g$ is the boundary value of $f$ in $Z_{M}^{\prime}$.
Now we are able to prove a stronger theorem than just the converse to theorem 2.21.ii. Again, first we mention the theorem for distributions in $D^{\prime}$ given in [60, th. 4.2] and then we prove the theorem for ultradistributions.

THEOREM 2.24.i. Let $\mathrm{C}, \mathrm{a}$ and $\mathrm{U}(\mathrm{a}, \mathrm{C})$ be as in theorem 2.21 and let g be a distribution in $D^{\prime}$ with support in $U(a, C)$ satisfying condition (2) of theorem 2.9. Then the function $f(z) \stackrel{\text { def }}{=} F\left[e^{-\left\langle\xi, y^{\rangle}\right.} g_{\xi}\right](x)$, whose boundary value equals Fg, satisfies: for every $\varepsilon>0$ and $C^{\prime} \subset \subset C$ there are $N=N\left(\varepsilon, C^{\prime}\right)>0$ and $K=K\left(\varepsilon, C^{\prime}\right)>0$ such that

$$
|f(z)| \leq K(1+\|z\|)^{N_{N}} e^{a(y)}, \quad y \in C^{\prime},\|y\| \geq \varepsilon .
$$

THEOREM 2.24.ii. Let C , a and g be as in lemma 2.23. Then the function $f(z) \stackrel{\text { def }}{=} F\left[e^{-\left\langle\xi, y^{\rangle}\right.} g_{\xi}\right](x)$, whose boundary value equals Fg, satisfies: for every $\varepsilon>0$ and $C^{\prime} \subset \subset C$ there are $t=t\left(\varepsilon, C^{\prime}\right)>0$ and $K=K\left(\varepsilon, C^{\prime}\right)>0$ (for every $\varepsilon>0, C^{\prime}$ cc $C$ and $t>0$ there is $\left.K=K\left(\varepsilon, C^{\prime}, t\right)>0\right)$ such that

$$
\begin{equation*}
|f(z)| \leq K \exp \{M(t\|z\|)+a(y)\}, \quad y \in C^{\prime},\|y\| \geq \varepsilon \tag{2.43}
\end{equation*}
$$

PROOF. According to lemma 2.23 we have to estimate the $\|\cdot\|_{U(a, c), \varepsilon, t}$ norms of the function $e^{i\langle\cdot, z\rangle}$, defined in (2.36). For $t>0$ we get

$$
\begin{aligned}
& \left|D^{\alpha} e^{i\langle\xi, z\rangle}\right| \leq\left|z^{\alpha}\right| e^{-\langle\xi, y\rangle} \leq \frac{1}{M_{0}} \frac{{ }^{M}|\alpha|}{t^{|\alpha|}} e^{-\langle\xi, y\rangle} \sup _{p=0,1, \ldots} \frac{(t\|z\|)^{p_{M_{0}}}}{M_{p}} \leq \\
& \leq \frac{1}{M_{0}} \frac{M_{1}}{t^{|\alpha|}} \exp \{M(t\|z\|)-\langle\xi, y>\} .
\end{aligned}
$$

Let $C^{\prime}$ cc $C$ and in case $C^{*}$ is empty let $C_{j}, j=1, \ldots, \ell$ be subcones of $C$ with $C_{j}{ }^{*} \neq \varnothing$ covering $C$ and such that there are $C_{j}{ }^{\prime} \subset \subset C_{j}$ which cover $C^{\prime}$, and let $C_{j}^{\prime} \subset \subset C_{j} " \subset \subset C_{j}$. Then there is a $\delta=\delta\left(C_{j}^{\prime \prime}\right)>0$ with $-<\xi, y>\leq$ $-\delta\|y\|\|\xi\|$ if $y \in C_{j}^{\prime}$ and $\xi \in C_{j} "^{*}$. For each $\eta>0$ there are $t^{\prime}=t^{\prime}(\eta)$ and $K^{\prime}=K^{\prime}(\eta)$ (for every $t^{\prime}>0$ there is a $K^{\prime}=K^{\prime}\left(\eta, t^{\prime}\right)$ ) with for $\phi \in D_{M}$

$$
|\langle g, \phi\rangle| \leq K \cdot\|\phi\|_{U\left(a, c_{j}\right), n, t '}, \quad j=1, \ldots, \ell .
$$

It is possible that $a(y)<0$ for some $y$, so in the following $\alpha$ def $=\min \left\{a(y) \mid y \in C^{\prime},\|y\|=1\right\}$ might be negative. Now in the above we choose $\eta=\frac{1}{2} \delta \varepsilon$ and $t^{\prime}=\frac{1}{t}$. If $\xi$ ranges in $C_{j}{ }^{\prime *}$ while $\|\xi\| \geq-2 \frac{\alpha}{\delta}$ we estimate for $y \in C_{j}^{\prime}$ with $\|y\| \geq \varepsilon$

$$
\eta\|\xi\|-\left\langle\xi, y>\leq \frac{1}{2} \delta \varepsilon\|\xi\|-\frac{1}{2} \delta \varepsilon\|\xi\|-\frac{1}{2} \delta\|\xi\|\|y\| \leq \alpha\|y\| \leq a(y)\right.
$$

The remaining of $U\left(a, C_{j}\right)$ is compact and there by (2.38) we have

$$
\exp \{\eta\|\xi\|-<\xi, y>\} \leq K^{\prime \prime} \exp a(y)
$$

where $K^{\prime \prime} \geq 1$. Hence, for $Y \in C^{\prime}$ with $\|Y\| \geq \varepsilon$

$$
\left\lvert\,\left\langle g, e^{i\langle\xi, z\rangle}>\right| \leq \frac{K^{\prime} K^{\prime \prime}}{M_{0}} \exp \left\{M\left(t \|_{z \|}\right)+a(y)\right\}\right.
$$

COROLLARY 2.25. A holomorphic function $f$, which satisfies (2.39), satisfies already (2.43), i.e., in (2.39) K is independent of $\sigma$ and we may take $\sigma=0$.

Whether the ultradistributions $g$ of theorem 2.24 are defined on certain ultradifferentiable testfunctions in $\mathbb{R}_{n}$ or in real $\varepsilon$-neighborhoods of $U=$ $U(a, C)$ makes no difference due to the existence of ultradifferentiable functions $\lambda$ which are identically one on $U$ and zero outside an $\varepsilon$-neighborhood of $U$. So we can say that the Fourier transform $F$ is a bijective map from the dual of a certain space, say $S(U)$, of ultradifferentiable functions defined on real $\varepsilon$-neighborhoods of the convex, real set $U(a, C)$ onto a certain space H of functions holomorphic in $\mathbb{R}^{n}+i C$ and of exponential type $a$ in $\operatorname{Im}$. Thus shortly

$$
F S(U)^{\prime} \cong \mathrm{H} .
$$

In the next section we will discuss the case where $U$ is replaced by a complex, convex set $\Omega$ in $\mathbb{C}_{n}$ and then $g$ becomes an analytic functional $\mu$ defined on a space of functions holomorphic in complex neighborhoods of $\Omega$.

## II.2.vi. THE CASE OF COMPLEX DOMAINS

We consider the following question. Let $\Gamma$ be an open, convex cone in $\mathbb{C}^{n}$ and let a be a convex function on $\Gamma$, homogeneous of degree one, let $\Omega=\Omega(\mathrm{a}, \Gamma)$ be the closed, convex set in $\mathbb{C}_{\mathrm{n}}$ given by

$$
\begin{equation*}
\Omega(a, \Gamma)=\{\zeta \mid-\operatorname{Im}\langle\zeta, z\rangle \leq a(z), z \in \Gamma\} \tag{2.44}
\end{equation*}
$$

and finally, let $A(\Omega)$ be a space of analytic functions defined on certain neighborhoods of $\Omega$ in $\mathbb{C}_{n}$ whose growth at infinity is determined by the weightfunctions $\exp M(t\|\zeta\|)$, and let $H(\Gamma)$ be a space of analytic functions in $\Gamma$ of exponential type a for $\|z\|$ large whose behaviour at the vertex of $\Gamma$ (i.e., for $\left\|_{z}\right\|$ small) is determined by the function $M$. Then one may ask whether it is possible to find such cond三tions that the Fourier transformation $F$ is a bijective map from $A(\Omega)$ ' onto $H(\Gamma)$, or shortly, whether

$$
F_{A}(\Omega)^{\prime} \cong H(\Gamma)
$$

In chapters III and IV this question is solved affirmative. In case
there exist testfunctions with compact support the injectivity and the surjectivity of $F$ present no problems (cf. the proof of theorem 2.21). In $A(\Omega)$, however, no such testfunctions exist and the proofs are very complicated. Actually, using a generalization of Ehrenpreis' fundamental priciple (see chapter IV) we will return to a situation where we do have $C=$ functions on real domains. For that purpose we have to identify $\mathbb{C}^{n}$ with $\mathbb{R}^{n} \times \mathbb{R}^{n}=\mathbb{R}^{2 n}$ $z=x+i y \Leftrightarrow(x, y)$ and $\mathbb{C}_{n}$ with $\mathbb{R}_{n} \times \mathbb{R}_{n}=\mathbb{R}_{2 n}$ by $\zeta=\xi+i \eta \Leftrightarrow(\eta, \xi)$. Then we will deal with distributions defined on a $C \underline{\infty}$ testfunction space in a neighborhood of the, now real, domain $\Omega \subset \mathbb{R}_{2 n}$ and with functions holomorphic in $\mathbb{R}^{2 n}+i \Gamma \subset \mathbb{C}^{2 n}$. In the following section we will give a lemma concerning this situation, similarly to theorems 2.21 and 2.24.

Of particular interest is the case where $\Gamma$ is a tubular radial domain, i.e., a domain of the form $T^{C}=\mathbb{R}^{n}+i C$ with $C$ an open convex cone in $\mathbb{R}^{n}$, and where $f \in H(\Gamma)$ has ultradistributional boundary values on $\mathbb{R}^{n}$. Then, if we interchange the variables $z$ and $\zeta$ in theorem 2.20 (1) and (4) the surjectivity of $F$ yields the proof of $(4) \Rightarrow(1)$ of that theorem. If a, defined on $T^{C}$, can be continued to a continuous function on $\mathbb{R}^{n}+i C^{\prime}$, with $C^{\prime} c \subset C$, i.e., if $\lim a(x, y)=a(x, 0)$ exists as $y \rightarrow 0$ while $y \in C^{\prime}$, then

$$
\Omega\left(a, T^{C}\right)=\left\{\zeta \mid-\langle\eta, x\rangle-\left\langle\xi, y^{\rangle} \leq a(x, y), x \in \mathbb{R}^{n}, y \in C\right\}\right.
$$

given by (2.44), is bounded in the imaginary directions, namely

$$
\Omega\left(a, T^{c}\right) \subset\left\{\zeta \mid\|n\| \leq \max _{\|x\|=1} a(x, 0)\right\}
$$

Also, it may happen that $\Omega$ is not bounded in the imaginary directions and then we give $A(\Omega)$ the topology induced by $Z_{M}$, so that the functions $\psi \in A(\Omega)$ have to satisfy
(2.45) $\quad|\psi(\zeta)| \leq K \exp \{-M(t\|\xi\|)+\ell\|\eta\|\}$
on a neighborhood of $\Omega$, for some $\ell>0$ depending on $\psi$. Since $e^{i<\zeta, z>}$ satisfies this condition for each $z \in T^{C}$, we can characterize the Fourier transform of an element $\mu \in A(\Omega)$ ', considered as an analytic functional in $Z_{M}^{\prime}$ carried by $\Omega$, as in lemma 2.23.

LEMMA 2.26. Let $\mathrm{C}, \mathrm{a}, \Omega=\Omega(\mathrm{a}, \mathrm{T} \mathrm{C})$ and $\mathrm{A}(\Omega)$ be as above and let $\mu \in \mathrm{A}(\Omega)$ '. Then the Fourier transform of $\mu$ is the boundary value in $D_{M}^{\prime}$ as $y \rightarrow 0$, while
$y \in C^{\prime} \subset C$, of the function

$$
\begin{equation*}
f(z) \stackrel{\text { def }}{=}\left\langle\mu_{\zeta^{\prime}} e^{i\langle\zeta, z\rangle}\right\rangle, \tag{2.46}
\end{equation*}
$$

which is holomorphic in $\mathbb{R}^{n}+i C$.

PROOF. For $\phi \in D_{M}$ and $y \in C$ let

$$
\psi_{y}(\zeta) \stackrel{\text { def }}{=} \int e^{i\langle\zeta, z\rangle} \phi(x) d x .
$$

The limit of Riemann sums converges in the topology of the space $A(\Omega)$ and furthermore $\psi_{\mathrm{n}} \rightarrow \psi_{0}$ in $A(\Omega)$ as $\mathrm{y} \rightarrow 0$ while $\mathrm{y} \in \mathrm{C}^{\prime} \subset \subset C$, because $-\langle\xi, \mathrm{Y}\rangle \leq$ sa( $0, y$ ) for all $\zeta \in \Omega$. Therefore, we may write

$$
\begin{aligned}
& \langle F \mu, \phi\rangle=\left\langle\mu, \int e^{i\langle\zeta, x\rangle} \phi(x) d x\right\rangle= \\
& =\lim _{\substack{y \rightarrow 0 \\
y \in C^{\prime}}}\left\langle\mu, \int e^{i\langle\zeta, z\rangle} \phi(x) d x\right\rangle=\lim _{\substack{y \rightarrow 0 \\
y \in C^{\prime}}} \int\left\langle\mu_{\zeta^{\prime}} e^{i\langle\zeta, z\rangle}\right\rangle \phi(x) d x .
\end{aligned}
$$

In view of this lemma in chapter III we will define the Fourier transform of $\mu$ by formula (2.46) also in the general case where $\Gamma$ is not a tubular radial domain. There we will treat $F$ as a topological isomorphism and therefore, it is more convenient to consider $L^{2}$-norms instead of sup-norms, because the strong dual of a projective (inductive) limit of Hilbert spaces can be written as the inductive (projective) limit of the duals, see [40]. Using Sobolev embedding theorems, see [73], one can pass from the one norm to the other.

## II.2.vii. A PALEY-WIENER TYPE THEOREM.

In chapter III we will need the lemma given in this section. It is a Paley-Wiener type theorem treating various, rather technical, cases which will become clear in chapter III. We will prove only the case exposing the most typical features. This section has little connection with the other sections of this chapter and we place it here because the proof of the lemma proceeds along the lines of theorem 2.21 and 2.24.

First we introduce some notations and definitions whose meaning will be made clear in chapter III. If a is a convex function on the convex, open
cone $\Gamma$ in $\mathbb{C}^{n}$ which is homogeneous of degree one, we mean by $a+\varepsilon$ the function on $\Gamma$ given by

$$
(a+\varepsilon)(z) \stackrel{\text { def }}{=} a(z)+\varepsilon\left\|_{z}\right\|
$$

$\left\{\Gamma_{k}\right\}_{k=1}^{\infty}$ denotes a sequence of open, relatively compact subcones of $\Gamma$ such that $\Gamma_{k} \subset \subset \Gamma_{k+1} \subset \subset \Gamma$ and $\bigcup_{k=1}^{\infty} \Gamma_{k}=\Gamma$, and
(2.47) $\Gamma(k) \stackrel{\text { def }}{=}\left\{z \mid z \in \Gamma_{k},\|z\|>\frac{1}{k}\right\}$.

Then the neighborhoods (cf. formula (2.44))
(2.48.i)

$$
\Omega_{\varepsilon}^{k} \stackrel{\text { def }}{=} \Omega\left(a+\frac{1}{k}, \Gamma\right)
$$

are the $\frac{1}{k}$-neighborhoods in $\mathbb{C}_{n}$ of $\Omega=\Omega(a, \Gamma), k=1,2, \ldots$, whereas the neighborhoods
(2.48.ii) $\quad \Omega_{c}^{k} \xlongequal{\text { def }} \Omega\left(a+\frac{1}{k}, r_{k}\right)$
are larger neighborhoods. The subscript $\varepsilon$ expresses that we deal with $\varepsilon-$ neighborhoods and the subscript $c$ denotes the case of conic neighborhoods. If not a particular case is meant we will denote these two cases by a subscript $\alpha$. For the case $\alpha=\varepsilon$ we will need the following set
(2.49)

$$
\frac{1}{k} z_{0}+\Gamma \xlongequal{\text { def }}\left\{z \left\lvert\, z=\frac{1}{k} z_{0}+z^{\prime}\right., z^{\prime} \in \Gamma\right\}
$$

where $z_{0} \in \operatorname{pr} \Gamma_{1}$ is fixed.
In particular we can choose $\Gamma=T^{C}$ where $C$ is an open, convex cone in $\mathbb{R}^{n}$. This is of interest because then one might consider holomorphic functions in $T^{C}$ having boundary values on $\mathbb{R}^{n}$ in some sense. We will now introduce the above given concepts for this case. For $\Gamma_{k}$ we will choose

$$
\begin{equation*}
\left(T^{C}\right)_{k} \stackrel{\text { def }}{=}\left\{\left.z\right|_{Y} \in C_{k},\|x\|<k\left\|_{Y}\right\|\right\} \tag{2.50}
\end{equation*}
$$

where $\left\{C_{k}\right\}_{k=1}^{\infty}$ is a sequence exhausting $C$, and

$$
\begin{equation*}
\left(T^{C}\right)(k) \stackrel{\text { def }}{=}\left\{z \mid z \in\left(T^{C}\right)_{k},\|y\| \frac{1}{k}\right\} \tag{2.51}
\end{equation*}
$$

Furthermore, let $y_{0} \in \mathrm{pr} \mathrm{C}_{1}$ be fixed and then let
(2.52.i) $\quad\left(T^{C}\right){ }_{\varepsilon}^{k} \xlongequal{\text { def }} T^{1 / k} Y_{0}+C \quad u\left\{z \mid\|x\|<k, Y \in C_{k}\right\}$
and

$$
\begin{equation*}
\left(T^{C}\right)_{C}^{k} \xlongequal{\text { def }} \operatorname{ch}\left[\left(T^{C}\right)_{k} \cup\left\{z \mid\|x\|<k, y \in C_{k}\right\}\right] \tag{2.52.ii}
\end{equation*}
$$

where ch means the convex hull. For a domain $B \subset \mathbb{C}^{n}$ we define the tube domain $T(B) \subset \mathbb{C}^{n} \times \mathbb{C}^{n} \cong \mathbb{C}^{2 n}$ by

$$
\begin{equation*}
T(B) \stackrel{\text { def }}{=}\left\{\left(\theta^{1}, \theta^{2}\right) \mid \operatorname{Im} \theta^{1}+i \operatorname{Im} \theta^{2} \in B\right\} \tag{2.53}
\end{equation*}
$$

Moreover, if a is a homogeneous, convex function on $T^{C}$ such that $a(x, 0)$ becomes unbounded, we change the function a into functions $\tilde{a}_{k}$ on $T{ }^{C}$ such that for each $k \widetilde{a}_{k}$ is a convex function satisfying

$$
\tilde{a}_{k}(x, y) \stackrel{\text { def }}{=} \tilde{a}_{k}(z)=a(z), \quad z \in T^{C},\|y\| \geq 1 / 2 k
$$

and for $k=1,2, \ldots$

$$
\tilde{a}_{k}(z) \leq K_{k}, \quad y \in C_{k},\left\|_{y}\right\| \leq 1 / k,\|x\| \leq k
$$

where $K_{k}$ is a positive constant depending on $k$ and $a$. For then the growth of a function $f$ satisfying $|f(z)| \leq K_{k} \exp \left\{M^{*}(t\|y\|)+\tilde{a}_{k}^{(z)} \underset{*}{*}\right.$ for $\|y\|$ small and $\|x\| \leq k$ is determined completely by the factor $\exp M^{*}\left(t\left\|_{y}\right\|\right)$, while we need the growth $\exp a(z)$ of $f$ only on rays $\{\lambda z \mid \lambda>0\}$ for $\lambda$ large and $z \in \operatorname{pr} T^{C}$. If $\lim a(x, y)$ exists as $y \rightarrow 0, t \in C_{k}$ then a will not be changed and, for convenience, in that case we denote

$$
\tilde{a}_{k} \stackrel{\text { def }}{=} a, \quad k=1,2, \ldots
$$

We now define the functions

$$
\begin{equation*}
a_{\varepsilon}^{k}(z) \stackrel{\text { def }}{=} a\left(x, y-\frac{1}{2 k} y_{0}\right), \quad y \in \frac{1}{k} y_{0}+C \tag{2.54.i}
\end{equation*}
$$

where $a_{\varepsilon}^{k}$ should be continued as a convex function on $\bar{T}{ }^{C}$, just as $\tilde{a}_{k}$ on $\bar{T} \bar{C}_{k}$, and
(2.54.ii) $\quad a_{c}^{k}(z) \xlongequal{\text { def }} \tilde{a}_{k}(z), \quad z \in\left(T^{C}\right){ }_{c}^{k}$.

Finally, if $\Omega$ is the closure of a domain in $\mathbb{R}^{n}$ and $M$ a continuous function on $\Omega$, let $W_{2}^{m}(\Omega ; M(u))$ denote the space of measurable functions $f$ in $\Omega$ for which the weak derivatives $D^{\alpha}{ }_{f}$ exist for $|\alpha| \leq m$ as measurable functions such that the norm

$$
\left[\sum_{|\alpha| \leq m} \int_{\Omega}\left\{\left|D^{\alpha} f(u)\right| \exp M(u)\right\}^{2} d u\right]^{\frac{1}{2}}
$$

is finite. If $\Omega$ is a domain in $\mathbb{C}^{n}$ and $M$ a continuous function on $\Omega$, let $H_{\infty}(\Omega ; M(z))$ denote the space of holomorphic functions $f$ in $\Omega$ such that the norm
(2.55)

```
\mp@subsup{\operatorname{sup}}{z\in\Omega}{}|f(z)| \operatorname{exp}-m(z)
```

is finite.
Besides the cases $\alpha=\varepsilon$ and $\alpha=c$, in chapter III we will consider four other cases, namely ultradistributional boundary values of class (M) and \{M\}, distributional boundary values and boundary values in the sense of Fourier hyperfunctions. Depending on these various cases we introduce the following spaces: If $\Gamma=T^{C}$ in the definition (2.47) and (2.48) of $\Omega_{\alpha}^{k}$, let

$$
\left\{\begin{align*}
& S_{\alpha}(m, k, t) \stackrel{\text { def }}{=} W_{2}^{m}\left(\Omega_{\alpha}^{k} ;-M(\|\xi\| / t)+k\|n\|-m \log (1+\|\zeta\|)\right)  \tag{2.56}\\
& H_{\alpha}(m, k, t) \stackrel{\text { def }}{=} H_{\infty}\left(T\left(\left(T^{C}\right)_{\alpha}^{k}\right) ; M^{*}\left(t\left\|\operatorname{Im} \theta^{2}\right\|\right)\right.+a_{\alpha}^{k}(\operatorname{Im} \theta)+\frac{1}{k}\|\operatorname{Im} \theta\|+ \\
&+m \log (1+\|\theta\|))
\end{align*}\right.
$$

and let

$$
\left\{\begin{aligned}
& S_{\alpha}(k, m) \stackrel{\text { def }}{=} W_{2}^{m}\left(\Omega_{\alpha}^{k} ;-m \log (1+\|\zeta\|)+k\|\eta\|\right) \\
& H_{\alpha}(k, m) \stackrel{\text { def }}{=} H_{\infty}\left(T\left(\left(T^{C}\right)_{\alpha}^{k}\right) ; \log \left(1+\left\|\operatorname{Im} \theta^{2}\right\|-m\right)\right.+a_{\alpha}^{k}(\operatorname{Im} \theta)+\frac{1}{k}\|\operatorname{Im} \theta\|+ \\
&+m \log (1+\|\theta\|))
\end{aligned}\right.
$$

for $\alpha \in\{\varepsilon, c\}$. If $\Gamma$ is an open, convex cone in $\mathbb{C}^{n}$, let

$$
\left\{\begin{align*}
& \mathrm{S}_{\alpha}(\mathrm{m}, \mathrm{k}) \stackrel{\text { def }}{=} \mathrm{W}_{2}^{m}\left(\Omega_{\alpha}^{k} ;-\frac{1}{k}\|\zeta\|-m \log (1+\|\zeta\|)\right)  \tag{2.57}\\
& \mathrm{H}_{\varepsilon}(\mathrm{m}, \mathrm{k}) \stackrel{\text { def }}{=} \mathrm{H}_{\infty}\left(\mathrm{T}\left(\frac{1}{k} z_{0}+\Gamma\right) ;\right. ;\left(\operatorname{Im} \theta^{1}-\frac{1}{2 k} x_{0}, \operatorname{Im} \theta^{2}-\frac{1}{2 k} y_{0}\right)+ \\
&\left.\quad+\frac{1}{k}\|\operatorname{Im} \theta\|+m \log (1+\|\theta\|)\right) \\
& H_{C}(m, k) \stackrel{\text { def }}{=} H_{\infty}\left(T(\Gamma(k)) ; a(\operatorname{Im} \theta)+\frac{1}{k}\|\operatorname{Im} \theta\|+m \log (1+\|\theta\|)\right)
\end{align*}\right.
$$

In the above defined $S$-spaces the set $\Omega_{\alpha}^{k}$ has to be considered as a closed set in $\mathbb{R}_{2 n}$.

If we take the projective limit of the $S$-spaces for $m \rightarrow \infty$, we get FS* spaces (cf. [40], weakly compact, projective sequences) which have nice properties, for example they are reflexive. If we would have $S$-spaces defined with sup-norms instead of $L^{2}$-norms, due to the fact that $\Omega_{\alpha}^{k}$ is convex these projective limits would even be FS-spaces (compact, projective sequences) which, of course, have nicer properties. But the properties of FS*-spaces are all we need and so we don't have to show that in the sup-norm case we get FS-spaces. As a matter of fact it doesn't change much whatever norm we have, $L^{2}$-norm or sup-norm. This follows from certain Sobolev embedding theorems: let $W_{\infty, 0}^{m}(\Omega ; M(u))$ denote the space of $C^{m}$-functions $f$ on the closed set $\Omega$ (in the sense of Whitney) with the finite sup-norm

$$
\sup _{\substack{u \in \Omega \\|\alpha| \leq m}}\left|D^{\alpha} f(u)\right| \exp -M(u)
$$

such that moreover $\left|D^{\alpha} f(u)\right| \exp -M(u) \rightarrow 0$ as $u \rightarrow \infty$ in $\Omega$ for $|\alpha| \leq m$; (by Riesz' theorem the dual of such a space consists of weak derivatives of measures on $\Omega$ ) ; let $\Omega^{\prime}$ be a closed convex set such that an $\varepsilon$-neighborhood of $\Omega^{\prime}$ is contained in $\Omega$, then according to [73, p. 11 condition HS $1_{1}$ and p. 14 condition $\left.\mathrm{HS}_{2}\right]$ the embedding maps

$$
\begin{aligned}
& W^{m+n+1}(\Omega ; M(u)-(m+n+1) \log (1+\|u\|)) \rightarrow W_{2}^{m}(\Omega ; M(u)-m \log (1+\|u\|)) \\
& W_{2}^{m+n+1}(\Omega ; M(u)-(m+n+1) \log (1+\|u\|)) \rightarrow W_{\infty, 0}^{m}\left(\Omega^{\prime} ; M(u)-m \log (1+\|u\|)\right)
\end{aligned}
$$

are continuous.
Now similarly to theorems 2.21 and 2.24 we will obtain the following Paley-Wiener type theorem.

LEMMA 2.27. Let the functions $M$ and $M^{*}$ satisfy (2.31), where $M$ and $M^{*}$ are related to each other by (2.28) and (2.29). For every $m$ and $k$, and for each $t$ there is a $t^{\prime}=t^{\prime}(m, k, t) \geq t$ and for each $t^{\prime}$ there is a positive $t=t\left(m, k, t^{\prime}\right) \leq t^{\prime}$, such that $F$ and $F^{-1}$ are continuous maps

$$
\begin{aligned}
& F: S_{\alpha}\left(m, k+1, t^{\prime}\right)^{\prime} \rightarrow H_{\alpha}(m+n+1, k, t) \\
& F^{-1}: H_{\alpha}\left(m, k+1, t^{\prime}\right) \rightarrow S_{\alpha}\left(m+2 n+2, k, t^{\prime}\right)^{\prime}
\end{aligned}
$$

Moreover, the maps

$$
\begin{aligned}
& F: S_{\alpha}(k+1, m)^{\prime} \rightarrow H_{\alpha}(k, m+n+1) \\
& F^{-1}: H_{\alpha}(k+1, m) \rightarrow S_{\alpha}(k, m+2 n+2)^{\prime}
\end{aligned}
$$

are continuous and for each $k$ there is a $p>k$ such that

$$
\begin{aligned}
& F: S_{\alpha}(m, p)^{\prime} \rightarrow H_{\alpha}(m+n+1, k) \\
& F^{-1}: H_{\alpha}(m, k+1) \rightarrow S_{\alpha}(m+2 n+2, k)^{\prime}
\end{aligned}
$$

are continuous maps for $\alpha \in\{\varepsilon, c\}$. In all these cases $F$ can be represented as in lemma 2.23.

PROOF. We only prove the first pair, the other cases are similar. We embed the space $S_{\alpha}\left(m, k+1, t^{\prime}\right)^{\prime}$ into the dual of the space $W_{\infty, 0}^{m+n+1}\left(\Omega_{\alpha}^{k+1} ;-M\left(\|\xi\| / t^{\prime}\right)+\right.$ $+(k+1)\|\eta\|-(m+n+1) \log (1+\|\zeta\|))$. Then as in the proof of theorem 2.24 we have to estimate

$$
\begin{equation*}
\sup _{\zeta \in \Omega_{\alpha}^{k+1}}-\left\langle\eta, x>-\left\langle\xi, y>+M\left(\|\xi\| / t^{\prime}\right)-(k+1)\|\eta\|+(m+n+1) \log (1+\|\zeta\|)\right.\right. \tag{2.58}
\end{equation*}
$$

for $z \in\left(T^{C}\right)_{\alpha}^{k}$, where $z=(x, y)$ has to be considered as the imaginary part of $\theta$. Let $t^{\prime \prime}$ < $t^{\prime}$ be such that according to (2.31)

$$
M\left(\rho / t^{\prime}\right)+(m+n+1) \log (1+\rho) \leq M\left(\rho / t^{\prime \prime}\right)+K^{\prime}\left(m, t^{\prime}\right)
$$

and let $C_{k}^{\prime}$ be such that $C_{k} \subset \subset C_{k}^{\prime} \subset \subset C_{k+1}$. Then there is a $\delta_{k}>0$ such that for $y \in C_{k}$ and $\xi \in C_{k}^{\prime *}$

$$
-\left\langle\xi, \mathrm{y}>\leq-\delta_{k}\|\mathrm{y}\|\|\xi\|\right.
$$

We first estimate (2.58) if $y \in C_{k},\|y\| \leq 1$ and $\|x\| \leq k$. If $\xi$ varies only in $\mathrm{C}_{\mathrm{k}}^{\prime *}$ we estimate (2.58) by

$$
\begin{aligned}
& -\left\langle\xi, y>+M(\|\xi\| / t \|)-\langle n, x\rangle-k\|n\|-\|n\|+(m+n+1) \log (1+\|n\|)+K^{\prime} \leq\right. \\
& \leq \sup _{\rho>0}\left\{-\delta_{k} t\|y\| \rho+M(\rho)\right\}+K \leq m^{*}(t\|y\|)+K\left(m, t \cdot{ }^{\prime}\right)
\end{aligned}
$$

where $t=\delta_{k} t$ ". If $\zeta$ varies in the remaining part of $\Omega_{\alpha}^{k+1}$ then $\|\xi\|$ is bounded by a constant $d_{k}$ depending on $k$ and also $\|n\|$ is bounded, namely

$$
\|n\| \leq \sup _{\|x\|=1} a\left(x, y_{0}\right)+\frac{\sqrt{2}}{k+1}+d_{k} .
$$

Hence then (2.58) can be estimated by a constant depending on $m, t^{\prime}\left(\begin{array}{c}\text { ( }\end{array} \mathrm{t}^{\prime \prime}\right.$ ) according to (2.31) and on $k$, while $t$ depends on $k$ and on $t "$ and $t "$ on $m$ and on $t^{\prime}$ (or $t^{\prime}$ depends on $m$ and on $t "$ and $t "$ on $k$ and $t$ ).

Now let $z$ be a point in the remaining of ( $\left.T^{C}\right)_{\alpha}^{k}$; hence for $\alpha=\varepsilon$ $z \in T^{1 / k} y_{0}+C$ and for $\alpha=c$ there is a $p>k$ depending on $k$ with $y \in C_{k}$, $\|y\| \geq 1$ and $\|x\| \leq p\|y\|$. Then in both cases for sufficiently small $\varepsilon_{1}$ and $0<\varepsilon_{2} \leq \varepsilon_{1}$

$$
\left(x, y-\varepsilon_{2} y_{0}\right) \in U_{\alpha}^{k}
$$

where

$$
\begin{aligned}
& U_{\alpha}^{k} \stackrel{\text { def }}{=} T^{1 / 2 k \quad Y_{0}+C} \\
& U_{C}^{k} \xlongequal{\mathrm{def}}\left(T^{C}\right)_{{ }_{p+1}} .
\end{aligned}
$$

In the $\alpha=\varepsilon$ case we take $\varepsilon_{2}=1 / 2 \mathrm{k}$ and for $\mathrm{z} \in \mathrm{T}^{1 / \mathrm{k}} \mathrm{Y}_{0}+\mathrm{C}$ we estimate (2.58) by

$$
\begin{align*}
& -<n, x>-<\xi, y-\varepsilon_{2} y_{0}>-\varepsilon_{2}<\xi_{,} y_{0}>+M\left(\|\xi\| / t^{\prime \prime}\right)+K^{\prime \prime}\left(m, t^{\prime}, k\right) \leq \\
& \leq a\left(x, y-\varepsilon_{2} y_{0}\right)+\|z\| / k+1-\varepsilon_{2} \delta_{k}\|\xi\|+M\left(\|\xi\| / t^{\prime \prime}\right)+K^{\prime \prime} \leq  \tag{2.5.5i}\\
& \leq a\left(x, y-1 / 2 k y_{0}\right)+\|z\| / k+M^{*}\left(1 / 2 k \delta_{k} t^{\prime \prime}\right)+K^{\prime} \leq \\
& \leq a\left(x, y-1 / 2 k y_{0}\right)+\|z\| / k+K,
\end{align*}
$$

where $k$ depends on $t$ ', $t$ " (or only $t$ '), $m$ and $k$.
If $\alpha=c$ we proceed as follows: since a is uniformly continuous on
$U_{c}^{k} \cap\{z \mid\|z\|=1\}$, for each $\delta>0$ there is an $\varepsilon_{2}$ with $0<\varepsilon_{2} \leq \varepsilon_{1}$, depending on $\delta$ and on $k$, such that

$$
a\left(x, y-\varepsilon_{2} y_{0}\right) \leq a(\tilde{z})+\delta
$$

where $\tilde{z}$ denotes $z /\left\|_{z}\right\|$. Hence for all $z \in\left(T^{C}\right)_{p} \cap\{z \mid\|y\| \geq 1\}$

$$
\begin{align*}
& a\left(x, y-\varepsilon_{2} y_{0}\right) \leq a(\tilde{z})\left\|\left(x, y-\varepsilon_{2} y_{0}\right)\right\|+\delta\left\|\left(x, y-\varepsilon_{2} y_{0}\right)\right\| \leq \\
& \leq a(z)+\delta\|z\|+\varepsilon_{2} \delta+\varepsilon_{2} \max _{z \in\left(T^{C}\right)}^{p}|a(\tilde{z})| \leq a(z)+\delta\|z\|+K^{\prime \prime}(k) . \tag{2.60}
\end{align*}
$$

Let $\delta=1 / k-1 / k+1$ then we estimate (2.58) by

$$
\begin{align*}
& a\left(x, y-\varepsilon_{2} y_{0}\right)+\|z\| / k+1-\varepsilon_{2} \delta_{k}\|\xi\|+M\left(\|\xi\| / t^{\prime \prime}\right)+K^{\prime} \leq  \tag{2.59.ii}\\
& \leq a(z)+\delta\|z\|+K^{\prime \prime}+\|z\| / k+1+M^{*}\left(\varepsilon_{2} \delta_{k} t^{\prime \prime}\right)+K^{\prime} \leq a(z)+\|z\| / k+K
\end{align*}
$$

where again $K$ depends on $t^{\prime}, t^{\prime \prime}$ (or only $t^{\prime \prime}$ ), $m$ and $k$.
For the proof of the continuity of $F^{-1}$ we proceed as in the proof of theorem 2.21. Each $f \in H_{q}(m, k+1, t \cdot)$ is a tempered distribution in the variable Re $\theta$ for every $\operatorname{Im} \theta \in\left(T^{C}\right)_{\alpha}^{k+1}$; denoting the inverse Fourier transform of this tempered distribution by $F_{S}^{-1}[f(\operatorname{Re} \theta+i \operatorname{Im} \theta)]_{\eta, \xi}$ we get

$$
\left(F^{-1} f\right)_{\eta, \xi}=\exp \{<(\eta, \xi), \operatorname{Im} \theta>\} F_{S}^{-1}[f(\operatorname{Re} \theta+i \operatorname{Im} \theta)]_{\eta, \xi}
$$

and this is a distribution in $D_{\eta, \xi}$. For a $C^{\infty}$ function $\phi$ with compact support in $\mathbb{R}_{n} \times \mathbb{R}_{n}$ and for $\alpha=\varepsilon$ we have
(2.61.i)

$$
\begin{aligned}
& \left\langle F^{-1} f, \phi\right\rangle=\frac{1}{(2 \pi)^{2 n}} \int_{\mathbb{R}^{2 n}} f\left(\theta^{1}, \theta^{2}+\frac{i Y_{0}}{2 k+2}\right)\left\{\int_{\mathbb{R}_{n}} \int_{\mathbb{R}_{n}} \phi(\eta, \xi)\right. \\
& \left.\exp \left[-i\langle(\eta, \xi), \operatorname{Re} \theta\rangle+\left\langle\eta, \operatorname{Im} \theta^{1}\right\rangle+\left\langle\xi, \operatorname{Im} \theta^{2}+\frac{Y_{0}}{2 k+2}\right\rangle\right] d n d \xi\right\} d \operatorname{Re} \theta
\end{aligned}
$$

whereas for $\alpha=c$ we have
(2.61.ii) $\left\langle F^{-1} f, \phi\right\rangle=\frac{1}{(2 \pi)^{2 n}} \int_{\mathbb{R}^{2 n}} f(\theta)\left\{\int_{\mathbb{R}_{n}} \int_{\mathbb{R}_{n}} \phi(\eta, \xi) \exp [-i<(n, \xi), \operatorname{Re} \theta>+\right.$ $+<(n, \xi), \operatorname{Im} \theta>\operatorname{dnd} \xi\} d \operatorname{Re} \theta$.

The integrals exist and are independent of $\operatorname{Im} \theta \in\left(T^{C}\right)_{\alpha}^{k+1}$ because $F^{-1}[\phi](\theta)$ is an entire function which is rapidly decreasing in $\operatorname{Re} \theta$ for each $\operatorname{Im} \theta$ in a compact set in $\mathbb{R}^{2 n}$. As in the proof of theorem 2.21 we use the growth of $|f(\theta)|$, either for $\|\operatorname{Im} \theta\|$ large in the $\operatorname{set}\left\{(x, y) \mid y-y_{0} / k+1 \in C, x \in \mathbb{R}^{n}\right\}$ if $\alpha=\varepsilon$ in which case $\left|f\left(\theta^{1}, \theta^{2}+i y_{0} / 2 k+2\right)\right|$ is $O(\exp a(\operatorname{Im} \theta))$ for $\operatorname{Im} \theta \rightarrow \infty$ on any ray in $T^{C}$, or for $\|\operatorname{Im} \theta\|$ large in the set $\left\{(x, y) \mid y \in C_{k+1},\|y\| \geq 1 / 2 k+2\right.$, $\|x\| \leq(k+1)\|y\|\}$ if $\alpha=c$, to show that $F^{-1} f$ has its support in $\Omega_{\alpha}^{k+1}$.

In order to find the growth at infinity of the $C \stackrel{\infty}{-}$ functions $\phi$ on which $F^{-1} f$ can be defined, we write (2.61) in a different way. Let $\gamma=\gamma(k)$ be so large that

$$
\left|\gamma+\sum_{j=1}^{2 n} \theta_{j}^{2}\right| \geq 1+\|\operatorname{Re} \theta\|^{2}
$$

for

$$
\operatorname{Im} \theta \in B_{k} \stackrel{\text { def }}{=}\left\{(x, y) \mid y \in C_{k+1},\|y\| \leq 1,\|x\| \leq k+1\right\}
$$

Then for such $\operatorname{Im} \theta$ we can write (2.61) as

$$
\begin{aligned}
& \left\langle F^{-1} f, \phi\right\rangle=\frac{1}{(2 \pi)^{2 n}} \int_{\mathbb{R}_{n}} \int_{\mathbb{R}_{n}}\left\{\int_{\mathbb{R}^{2 n}} \frac{f(\theta) \exp -i\langle(n, \xi), \theta\rangle}{\left(\gamma+\sum \theta_{j}^{2}\right) \ell} d \operatorname{Re} \theta\right\} \\
& \left(\gamma-\Delta_{n, \xi}\right)^{\ell} \ell_{\phi(n, \xi) \text { dnd } \xi,}
\end{aligned}
$$

where we have set $\ell=[(m+n) / 2]+1$. The third integral is independent of $\operatorname{Im} \theta \in B_{k}$. Hence $F^{-1} f$, which is itself independent of $k$, is a sum (depending on $k$ ) of derivatives up to order $2 \ell$ of a continuous function $G$ (depending on $k$ ) which for each $(x, y) \in B_{k}$ satisfies

$$
\begin{aligned}
|G(\eta, \xi)| & \leq K(f) K \exp \left\{M^{*}(t \cdot\|y\|)+\langle\eta, x\rangle+\langle\xi, y>\} \leq\right. \\
& \leq K(f) K \exp \left\{M^{*}(t \cdot\|y\|)+\|y\|\|\xi\|+\langle\eta, x>\}\right.
\end{aligned}
$$

where $K(f)$ denotes

$$
K(f) \stackrel{\text { def }}{=} \sup _{\operatorname{Im} \theta \in B_{k}}|f(\theta)| \exp \left\{-m \log (1+\|\theta\|)-M^{*}\left(t^{\prime}\left\|\operatorname{Im} \theta^{2}\right\|\right)\right\} .
$$

By (2.29) we can choose $(x, y) \in B_{k}$ suitably with $x=-(k+1) \tilde{n}$, so that for
$\|\xi\|$ sufficiently large

$$
|G(\eta, \xi)| \leq K(f) K \exp \left\{M\left(\|\xi\| / t^{\prime}\right)-(k+1)\|n\|\right\} .
$$

Thus if we consider the space of all $\phi$ with $\phi$ defined in the $\varepsilon$-neighborhood of $\Omega_{\alpha}^{\mathrm{k}+1}$ where $\varepsilon=1 / \mathrm{k}-1 / \mathrm{k}+1$ and with

$$
\left|D^{\alpha} \phi(\zeta)\right| \leq K \exp \left\{-M\left(\|\xi\| / t^{\prime}\right)+(k+1)\|n\|-(n+1) \log (1+\|\zeta\|)\right\},|\alpha| \leq 2 \ell
$$

for some $K \geq 0$, then $F^{-1} f$ is defined and continuous on this space. Embedding into this space the space $W_{2}^{m+2 n+2}\left(\Omega_{\alpha}^{k} ;-M\left(\|\xi\| / t^{\prime}\right)+k\|\eta\|-(m+2 n+2) \log (1+\|\zeta\|)\right)$ we find that $F^{-1}$ is continuous from $H_{\alpha}\left(m, k+1, t^{\prime}\right)$ into $S_{\alpha}\left(m+2 n+2, k, t^{\prime}\right)$ ' for $\alpha \in\{\varepsilon, c\}$.
II.3. THE EDGE OF THE WEDGE THEOREM

In this section we shall give a short proof of the edge of the wedge theorem for distributions and we shall extend it so that it applies to ultradistributions, too. We will be concerned with the general situation, cf, [17], where the two cones need not be opposite each other. Our proof also applies to the case of the Malgrange-Zerner theorem, cf. [49], where the functions are holomorphic only in lower dimensional regions. Usually, the known proofs of the edge of the wedge theorem are more complicated and use some functional analysis (Schwartz' kernel theorem), see for example [64] or [8], whereas our proof is based on Fourier transformation.
II.3.i. THE EDGE OF THE WEDGE THEOREM FOR DISTRIBUTIONS.

We shall derive the local version from a global one by a transformation as performed by Borchers in the proof of [4, lemma 8]. In fact, [4, lemma 8] contains already the edge of the wedge theorem for functions with continuous boundary values, cf. for example [64, th. 2.14], which is usually needed in the proof of the general case, cf. [64, th. 2.16]. Moreover, [4, lemma 8] is of the type of the Malgrange-Zerner theorem, cf. [44, th. 3] or [49, p. 286-287], i.e., it gives the analytic continuation of a separately holomorphic function defined, if $n=2$, on

$$
\begin{aligned}
&\left\{\left(z_{1}, z_{2}\right)\left|\left|z_{1}\right|<1, y_{1}>0,\left|x_{2}\right|<1, y_{2}=0\right\} \cup\right. \\
& \cup\left\{\left(z_{1}, z_{2}\right)\left|\left|x_{1}\right|<1, y_{1}=0,\left|z_{2}\right|<1, y_{2}>0\right\},\right.
\end{aligned}
$$

where this function has equal continuous boundary values for $y_{1} \downarrow 0$ and for $y_{2} \downarrow 0$. We shall extend the method of [4] so that we get the result for distributional boundary values and even for ultradistributional boundary values.

It should be remarked that [4, lemma 8], as a particular case, yields the Cameron-Storvick theorem, cf. [44, th. 4], i.e., the analytic continuation into the domain

$$
\left\{\left(z_{1}, z_{2}\right)\left|\left|z_{1}\right|<\kappa,\left|z_{2}\right|<k\right\}\right.
$$

of a function which is separately holomorphic, if $n=2$, in

$$
\left\{( z _ { 1 } , z _ { 2 } ) \left|| z _ { 1 } \uparrow < 1 , | x _ { 2 } | < 1 , y _ { 2 } = 0 \} \cup \left\{\left(z_{1}, z_{2}\right)\left|\left|x_{1}\right|<1, y_{1}=0,\left|z_{2}\right|<1\right\}\right.\right.\right.
$$

where $k=\sqrt{2}-1$. This is a better constant than $k=1-1 / \sqrt{2}$ of [44, th. 4] which on its turn is better than the original $k=2 /(5+2 \sqrt{2})$ of CameronStorvick, cf. [44].

For our proof of the edge of the wedge theorem we need lemma's usually preceding it, cf. [64]. In particular, we mention the following lemma's whose proofs can be obtained from those in [64], cf. also the next section.

LEMMA 2.28. ([64, th. 2.6 \& 2.10]). Let $C$ be a convex cone in $\mathbb{R}^{n}$ (not necessarily open) and let $C_{r} \xlongequal{\text { def }}\{y \mid y \in C,\|y\|<r\}$. Let $f$ be a holomorphic function in an open neighborhood in $\mathbb{C}^{\mathrm{n}}$ of $\mathbb{R}^{\mathrm{n}}+\mathrm{i} \mathrm{C}_{r}$ satisfying

$$
\begin{equation*}
|f(z)| \leq M\left(r^{\prime}\right)(1+\|x\|)^{m_{\|} \|^{-m}}, \quad y \in C_{r^{\prime}}, \tag{2.62}
\end{equation*}
$$

where $M\left(x^{\prime}\right)$ may depend on $r^{\prime}$ for $0<r^{\prime}<r$, and let $f^{*}$ be the boundary value in $S^{\prime}$ of $f$ as $y \rightarrow 0, y \in C$. Then $f^{*} \in S^{\prime}$ is such that for each $y \in C_{r} \cup\{0\}$

$$
\begin{equation*}
\mathrm{e}^{-\langle\xi, y\rangle} F^{-1}\left[f^{*}\right]_{\xi} \in S_{\xi}^{\prime} . \tag{2.63}
\end{equation*}
$$

LEMMA 2.29. ([64, th. 2.6 \& 2.10]). Let $f^{*} \in S^{\prime}$ be a tempered distribution satisfying (2.63) for $y \in(\overline{\mathrm{C}})_{r}$ where C is an open convex cone. Then $F\left[e^{-\left\langle\xi, Y^{\rangle}\right.} F^{-1}\left[f^{*}\right]_{\xi}\right](x)$ is a holomorphic function of $z=x+i y$ in $\mathbb{R}^{n}+i C_{r}$, which tends to $F\left[e^{-\left\langle\xi, Y^{>}\right.} F^{-1}\left[f^{*}\right]_{\xi}\right]_{x}$ in $S_{x}^{\prime}$ on $(\partial C)_{r}$ and to $f^{*}$ in $S^{\prime}$ as $y \rightarrow 0$, $y \in C$.

LEMMA 2.30. ([64, th. 2.5]). Let $f_{\xi} \in D_{\xi}^{\prime}$ be a distribution such that $\mathrm{e}^{-\left\langle\xi, Y^{\rangle}\right.} f_{\xi} \in S_{\xi}^{\prime}$ for $\mathrm{y} \in \mathrm{B}$, where B is some set in $\mathbb{R}^{\mathrm{n}}$. Then also $\mathrm{e}^{-\left\langle\xi, Y^{\rangle}\right.} f_{\xi} \in \mathrm{S}_{\xi}^{\prime}$ for each Y in the convex hull ch B of B .

THEOREM 2.31. (Edge of the wedge theorem for distributions). Let $U$ be a domain in $\mathbb{R}^{n}$, let $C^{1}$ and $C^{2}$ be two open, connected cones in $\mathbb{R}^{n}$ and let $r_{1}>0$ and $r_{2}>0$. If two functions $f_{1}$ and $f_{2}$, holomorphic in $U+i C_{r_{1 *}}^{1}$ and $U+i C_{r_{2}}^{2}$, respectively, have the same distributional boundary value ${ }_{f}^{1}{ }^{*}$ in $D(U)$ ', then $f^{*}$ is the boundary value in $D(U)$ ' of a function holomorphic in $\Omega \cap \mathbb{R}^{n}+$ $+i \operatorname{ch}\left(C^{1} \cup C^{2}\right)$, which coincides with $f_{1}$ and $f_{2}$ on their common domains of definition, where $\Omega$ is a certain open neighborhood of $U$ in $\mathbb{C}^{n}$ not depending on $f_{1}$ and $f_{2}$.
$\frac{\text { PROOF. Let } y_{0}}{1} \in \operatorname{ch}\left(C^{1} \cup c^{2}\right)$ and first assume that $y_{0} \neq 0$. Let $y_{1}, \ldots, y_{n} \epsilon$ $\epsilon C^{1} \cup C^{2}$ be linear independent vectors such that $y_{0} \in \operatorname{ch}\left\{y_{1}, \ldots, y_{n}\right\}$. Since analytic continuation is unique, it is sufficient to show that $f_{1}$ and $f_{2}$ can be continued analytically into $\Omega \cap \mathbb{R}^{n}+i\left[i n t \operatorname{ch}\left\{0, y_{1}, \ldots, y_{n}\right\}\right]$. We choose $Y_{1}, \ldots, Y_{n}$ as the new coordinate directions of $\mathbb{R}^{n}$, so that by a change of coordinates (cf. [64, th. 2.15]) we may assume that

$$
f_{x}^{*}=\lim _{y_{j} \ngtr 0} f^{j}\left(x_{1}, \ldots, x_{j}+i y_{j}, \ldots, x_{n}\right)
$$

in distributional sense in $\left\{x\left|\left|x_{1}\right|<1, \ldots,\left|x_{n}\right|<1\right\}\right.$, where the $n$ functions $f^{j}$ are holomorphic in a neighborhood in $\mathbb{C}^{n}$ of

$$
\begin{equation*}
\left\{z\left|\left|x_{1}\right|<1, y_{1}=0, \ldots,\left|z_{j}\right|<1, y_{j}>0, \ldots,\left|x_{n}\right|<1, y_{n}=0\right\}\right. \tag{2.64}
\end{equation*}
$$

and that for some $M>0$ and $m>0$ there

$$
\left|f^{j}\left(x_{1}, \ldots, x_{j}+i y_{j}, \ldots, x_{n}\right)\right| \leq m\left|y_{j}\right|^{-m}
$$

for $j=1, \ldots, n$, cf. [49]. Let

$$
\underset{f}{\sim}{ }_{j}^{j}\left(u_{1}, \ldots, w_{j}, \ldots, u_{n}\right) \xlongequal{\text { def }} f^{j}\left(\frac{e^{u_{1}}-1}{e^{u_{1}}+1}, \ldots, \frac{e^{w_{j}}-1}{e^{w_{j}}}, \ldots, \frac{e^{u_{n}}-1}{e^{u_{n}}}\right) .
$$

Then $\tilde{\mathfrak{f}}^{\mathbf{j}}$ is holomorphic in a neighborhood in $\mathbb{C}^{\mathrm{n}}$ of

$$
\left\{w \mid w=u+i v, u \in \mathbb{R}^{n}, \quad v_{1}=0, \ldots, 0<v_{j}<\pi / 2, \ldots, v_{n}=0\right\}
$$

and it satisfies there for some $\mathrm{K}>0$ and $\mathrm{k}>0$

$$
\left|\tilde{f}^{j}\left(u_{1}, \ldots, w_{j}, \ldots, u_{n}\right)\right| \leq k \frac{e^{k\|u\|}}{\left|v_{j}\right|^{k}} .
$$

Every $\tilde{f}^{j}$ has the same boundary value in $\mathcal{D}_{\mathrm{u}}^{\prime}$ and the functions

$$
h^{j}(w) \stackrel{\text { def }}{=} e^{-w^{2} \tilde{f}^{j}(w)}
$$

satisfy (2.62). Hence they have the same boundary value $h^{*}$ in $S_{u}^{\prime}$, cf. (2.19). By lemma 2.28

$$
e^{-\left\langle\xi_{j}, v_{j}>\right.} F^{-1}\left[h^{*}\right]_{\xi} \in S_{\xi}^{\prime}, \quad 0<v_{j}<\pi / 2, \quad j=1, \ldots, n
$$

and by lemma 2.30

$$
\begin{aligned}
& e^{-\langle\xi, v\rangle} F^{-1}\left[h^{*}\right]_{\xi} \in S_{\xi}^{\prime}, \quad v \in B \stackrel{\text { def }}{=}\left\{v \mid v_{j} \geq 0, j=1, \ldots, n,\right. \\
&\left.v_{1}+\ldots+v_{n}<\pi / 2\right\} .
\end{aligned}
$$

According to lemma $2.29 \mathrm{~h}^{*}$ is the boundary value of a holomorphic function in $\mathbb{R}^{n}+i$ int $B$ which coincides with the functions $h^{j}$ on the parts of the boundary of $\mathbb{R}^{n}+i B$ where these are defined, because $h^{j}\left(u_{1}, \ldots, w_{j}, \ldots, u_{n}\right)=$ $F\left[e^{-\left\langle\xi_{j}, v_{j}>\right.} F^{-1}\left[h^{*}\right]_{\xi}\right](u)$. Since $\tilde{f}^{j}(w)=e^{w^{2}}{ }_{h}^{j}(w)$ and since $e^{w^{2}}$ is entire, it follows that the functions ${\underset{\mathbf{f}}{ }}_{\mathbf{j}}^{j}$ can be continued analytically to the same holomorphic function in $\mathbb{R}^{n}+i$ int $B$. By transforming back, we find that $f^{*}$ is the boundary value of a holomorphic function in $\Omega \cap \mathbb{R}^{n}+i\left\{y \mid y_{j}>0, j=1, \ldots, n\right\}$ coinciding with $f^{j}$ on the boundary, where $\Omega$ is determined by the transformation of the domain $\mathbb{R}^{n}+i$ int $B$.

Finally, if $y_{0}=0$, we choose $n$ vectors $y_{1}, \ldots, y_{n} \in \operatorname{ch~}^{1}$ such that $-y_{1}, \ldots,-y_{n} \in \operatorname{ch}^{2}$ and we perform the same steps as above such that now $B$ becomes $\left\{v\left|\left|v_{1}\right|+\ldots+\left|v_{n}\right|<\pi / 2\right\}\right.$. Then $f_{1}$ and $f_{2}$ can be continued analytically
into a neighborhood of $U$ in $\mathbb{C}^{n}$ and $f^{*}$ is a holomorphic function there.

REMARK. It follows from the proof that the domain into which a function, which is separately holomorphic in the regions (2.64) for $j=1, \ldots, n$ and which has the same boundary value for every $y_{j} \downarrow 0$, can be continued contains (cf. [4])

$$
\underset{\substack{\lambda_{j}>0}}{\lambda_{1}+\ldots+\lambda_{n}}=1
$$

where $C_{j}^{+}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is the intersection of the upper half-plane with the open circle with center $-i \rho$ and with radius $\sqrt{1+\rho^{2}}$ where $\rho \stackrel{\text { def }}{=}\left(\operatorname{tg} 1 / 2 \lambda_{j} \pi\right)^{-1}$. This yields the constant $k=\sqrt{2}-1$ in the Cameron-Storvick theorem, cf. [44, th.4].

## II.3.ii. THE EDGE OF THE WEDGE THEOREM FOR ULTRADISTRIBUTIONS.

The proof of th. 2.31 relies on the fact that we can suppress the growth at infinity of the functions ${\underset{\mathrm{f}}{ }}_{\mathbf{j}}$ by a function holomorphic in a tube, namely by $e^{-w^{2}}$. Now, if $f^{*}$ is an ultradistribution in $D_{M}(U)^{\prime}$, the functions $\tilde{f}^{j}$ have boundary values in $D_{M^{\prime}}^{\prime}$, because the growth of $f_{1}$ and $f_{2}$ for $\|y\|$ small is the same as the growth of $\underset{f}{f}$ for $v_{j}$ small, but ${\underset{f}{f}}^{j}\left(u_{1}, \ldots, u_{j}+i v_{j}, \ldots, u_{n}\right)$ grows faster than exponentially for $\|u\| \rightarrow \infty$. Then we do not have a function like $e^{-w^{2}}$, holomorphic in a tube, which suppresses this growth. Therefore, we have to generalize the lemma's $2.28,2.29$ and 2.30 such that they hold for ultradistributions $f^{*}$ in $D_{M}^{\prime}$ and analytic functionals $F^{-1}\left[f^{*}\right]$ in $Z_{M}^{\prime}$. The proof of the generalization, lemma 2.32 , of lemma 2.28 requires some invention, while the proofs of lemma's 2.33 and 2.34 are similar to those of lemma's 2.29 and 2.30.

If $\mu \in Z_{M}^{\prime}$ we mean by $e^{-\left\langle\zeta, Y_{0}\right\rangle} \mu_{\zeta} \in Z_{M}^{\prime}$ that $\mu_{\zeta}$ can be applied to entire functions of the form $e^{-\left\langle\zeta, Y_{0}\right\rangle} \psi(\zeta)$ with $\psi \in Z_{M}$ and that $\left|<\mu_{\zeta^{\prime}} e^{-\left\langle\zeta, y_{0}\right\rangle} \psi(\zeta)\right\rangle \mid \leq$ $s K\|\psi\|_{\alpha}$ for some $K>0$ where $\|\cdot\|_{\alpha}$ is one of the half norms defining the topology of $Z_{M}$.

LEMMA 2.32. Let C and $\mathrm{C}_{r}$ be as in lemma 2.28. Let f be a holomorphic function in an open neighborhood in $\mathbb{C}^{n}$ of $\mathbb{R}^{n}+i C_{r}$ with a boundary value $f^{*}$ in $D_{M}^{\prime}$ as $\mathrm{y} \rightarrow 0, \mathrm{y} \in \mathrm{C}$. Then $\mu \stackrel{\text { def }}{=} \mathrm{F}^{-1}\left[\mathrm{f}^{*}\right] \in \mathrm{Z}_{\mathrm{M}}^{\prime}$ is such that

$$
\mathrm{e}^{-\left\langle\zeta, \mathrm{y}^{\prime}\right.} \mu_{\zeta} \in \mathrm{Z}_{\mathrm{M}}^{\prime}
$$

for every $y \in C_{r} \cup\{0\}$.
PROOF. Let $\left\{K_{k}\right\}_{k=1}^{\infty}$ be an increasing sequence of convex, compact sets with union $\mathbb{R}^{n}+i C_{r}$. Let $H_{k}$ be the space of analytic functionals carried by $K_{k}$ provided with the FS-space topology defined by duals of sup-norms and finally, let $H \xlongequal{\text { def }} \operatorname{ind}_{k \rightarrow \infty} \lim _{k}$, where the injection maps are obtained as transposed of restriction maps. Then f is an element of the dual H ' of H . Now the Ehrenpreis-Martineau theorem, [16, th. 5.21] or [30, th. 4.5.3], describes the space A of Fourier transforms of elements of H very well: A consists of entire functions $h$ with the order of growth at infinity

$$
\exp \left(\varepsilon\|\xi\|+k\|\eta\|+\sup _{y \in S_{k}}-\langle\xi, y>)\right.
$$

for all $\varepsilon>0$ and for some $k$ depending on $h$, where $\left\{S_{k}\right\}_{k=1}^{\infty}$ is an increasing sequence of compact subsets of $C_{r}$ with union $C_{r}$. We give A the topology which turns the Fourier transformation into a topological isomorphism. Then there is an element $\mu$ in the dual $A^{\prime}$ of $A$ with

$$
\left\langle\mu_{\zeta}, e^{i\langle\zeta, z\rangle}\right\rangle=f(z), \quad z \in \mathbb{R}^{n}+i C_{r} .
$$

If $y_{0} \in C_{r}$ and $\psi \in Z_{M}$ the function $\zeta \rightarrow e^{-\left\langle\zeta, y_{0}\right\rangle} \psi(\zeta)$ belongs to $A$ and, in fact, it is the Fourier transform of the analytic functional defined by $\hat{\psi}_{x} \delta\left(y_{0}\right){ }_{y}$ where $\hat{\psi} \in D_{M}$ is the inverse Fourier transform of $\psi$ and where $\delta\left(y_{0}\right)$ is the Dirac-delta function concentrated in the point $y_{0}$. Hence

$$
\left\langle\mu_{\zeta^{\prime}} e^{-\left\langle\zeta, y_{0}>\right.} \psi(\zeta)>=\int f\left(x+i y_{0}\right) \hat{\psi}(x) d x\right.
$$

Furthermore, $\mu$ is also a continuous linear functional on $Z_{M}$ by means of the following definition

$$
\langle\mu, \psi\rangle \stackrel{\text { def }}{=\lim _{\substack{y \rightarrow 0 \\ y \in C}}\left\langle\mu_{\zeta^{\prime}} e^{-\langle\zeta, y>} \psi(\zeta)\right\rangle=\lim _{\substack{y \rightarrow 0}}^{y \in C} \mid} \int f(x+i y) \hat{\psi}(x) d x, \quad \psi \in z_{M}
$$

That the limit exists and indeed defines an element in $Z_{M}^{\prime}$ follows from the last equality and the data of the lemma. Thus we have $\mu=F^{-1}\left[f^{*}\right]$ and since for $y_{0} \in C_{r}$ the space $e^{-\left\langle\zeta, y_{0}\right\rangle^{\prime}} Z_{M}$ (i.e., the space of all entire functions $\phi(\zeta)=e^{-\left\langle\frac{r}{\zeta}, Y_{0}>\right.} \psi(\zeta)$ with $\psi \in Z_{M}$ provided with the half norms $\|\phi\| \frac{\text { def }}{\underline{M}}$

be continuously embedded into $A$, it follows that $e^{-\left\langle\zeta, Y^{\rangle}\right.} \mu_{\zeta} \in Z_{M}^{\prime}$ for $y \in C_{r}$. $\square$
LEMMA 2.33. Let $\mu \in Z_{M}^{\prime}$ be such that $e^{-\left\langle\zeta, Y^{\rangle}\right.} \mu_{\zeta} \in Z_{M_{M}}^{\prime}$ for each $y$ in the closure of an open, convex cone $C$ with $\|y\|<r$. Then $\left.{ }^{\zeta} F\left[e^{-\langle\zeta} \zeta, y\right\rangle \mu_{\zeta}\right](x)$ is a holomorphic function of $z$ in $\mathbb{R}^{n}+i C_{r}$, which tends to $F\left[e^{-\left\langle\zeta, Y^{\rangle}\right.} \mu_{\zeta}\right]$ in $D_{M}^{\prime}$ on the boundary of $C$ and to $F[\mu]$ in $D_{M}^{\prime}$ as $y \rightarrow 0, Y \in C$.

PROOF. The space $Z_{M}$ is defined as the space of all entire functions with certain finite, weighted, sup-norms. Let $C\left(Z_{M}\right)$ be the space of all continuous functions with the same finite, weighted, sup-norms. Let $\tilde{\mu}$ be an extension of $\mu$ to $C\left(Z_{M}\right)^{\prime}$. Then by Riesz' theorem for each testfunction $\tilde{\mu}$ can be represented as a measure $\tilde{\mu}(\zeta)$ on $\mathbb{C}_{n}$. Furthermore, let $y_{0} \in C_{r}$. Then as in [64, proof of th. 2.6, formula 2.70] it is shown that there is an $\varepsilon>0$ such that

$$
e^{\varepsilon \sqrt{1+\|\xi\|^{2}}} e^{-\langle\zeta, y>} \tilde{\mu}_{\zeta}=\sum_{j=1}^{k} \tilde{\mu}_{\zeta}^{j}
$$

for $Y$ in a neighborhood $U\left(Y_{0}\right)$ of $Y_{0}$ contained in $C_{r}$ and for some elements $\tilde{\mu}^{j} \in C\left(Z_{M}\right)$ ' depending on $y$. Then for $y \in U\left(y_{0}\right)$

$$
f(z) \stackrel{\text { def }}{=} \int e^{i\langle\zeta, z\rangle} d \tilde{\mu}(\zeta)=\sum_{j=1}^{k} \int_{\mathbb{C}_{n}} \exp \left(i\langle\zeta, x\rangle-\varepsilon \sqrt{1+\|\xi\|^{2}}\right) d \tilde{\mu}^{j}(\zeta)
$$

exists and is holomorphic in $\mathbb{R}^{n}+i U\left(y_{0}\right)$. By analytic continuation we get a function $f$ which is holomorphic in $\mathbb{R}^{n}+i C_{r}$. Now Fubini's theorem shows that $F\left[e^{-\left\langle\zeta, y^{\rangle}\right.} \mu_{\zeta}\right](x)=f(z)$. Furthermore, let $y_{1} \in(\partial C) r_{r}$, let $y_{0}=0$ and let $y_{2}, \ldots, y_{n} \in C_{r}$ such that the convex hull $B$ of $\left\{y_{0}, \ldots, y_{n}\right\}$ has a nonempty interior. Then as in [64, proof of th. 2.6 , formula 2.68 ] we can write

$$
e^{-\left\langle\zeta, y^{>}\right.} \tilde{\mu}_{\zeta}=\sum_{j=0}^{n} a(y, \xi) e^{-\left\langle\xi, y_{j}>\right.} \tilde{\mu}_{\zeta} e^{-i<\eta, y>}
$$

for $y \in B$, where $a(y, \xi)$ is a continuous function, bounded uniformly for all $\xi \in \mathbb{R}_{n}$ and $y \in B$, cf. the proof of the next lemma. Therefore, $e^{-\left\langle\zeta, y^{>}\right.} \tilde{\mu}_{\zeta}$ tends to $e^{-\left\langle\zeta, y_{1}\right\rangle} \tilde{\mu}_{\zeta}$ in $C\left(Z_{M}\right)^{\prime}$ as $y \rightarrow y_{1}, y \in B$ or to $\tilde{\mu}_{\zeta}$ in $C\left(Z_{M}\right)^{\prime}$ as $y \rightarrow 0$, $y \in B$. Hence the statements of the lemma follow.

LEMMA 2.34. Let $\mu \in Z_{M}^{\prime}$ be such that $e^{-\left\langle\zeta, y^{\prime}\right.} \mu_{\zeta} \in Z_{M}^{\prime}$ for $y$ in some set $B$ in $\mathbb{I R}^{\mathrm{n}}$. Then also $\mathrm{e}^{-\left\langle\zeta, \mathrm{Y}^{M}\right.} \mu_{\zeta} \in \mathrm{Z}_{\mathrm{M}}^{\prime}$ for all $\mathrm{y} \in \operatorname{ch}^{\mathrm{C}}$.

PROOF. It is sufficient to show that for $y_{1}, y_{2} \in B$ and $y=t y_{1}+(1-t) y_{2}$, $0 \leq t \leq 1, e^{-\left\langle\xi, y^{\rangle}\right.} \mu_{\zeta} \in Z_{M}^{\prime}$. Let $\tilde{\mu} \in C\left(Z_{M}\right)$ ' be an extension of $\mu$, then also $e^{-<\xi, y_{1}>} \tilde{\mu}_{\zeta}$ and $e^{-\left\langle\xi \zeta y_{2}>\right.} \tilde{\mu}_{\zeta}$ belong to $C\left(Z_{M}\right)^{\prime}$. The continuous function $\xi \rightarrow$

$$
a(y, \xi) \stackrel{\text { def }}{=} \frac{e^{-\langle\xi, y>}}{e^{-\left\langle\xi, y_{1}\right\rangle}+e^{\left\langle\xi, y_{2}\right\rangle}}
$$

is bounded in $\mathbb{R}_{n}$ (see [64, proof of th. 2.5]). Accordingly

$$
e^{-\langle\xi, y\rangle_{\zeta}} \tilde{\mu}_{\zeta}=a(y, \xi) e^{-\left\langle\xi, y_{1}\right\rangle_{\zeta}} \tilde{\mu}_{\zeta}+a\left(y, \xi ; e^{-\left\langle\xi, y_{2}\right\rangle_{\zeta}} \tilde{\mu}_{\zeta} \in C\left(Z_{M}\right)^{\prime}\right.
$$

so that also $e^{-\left\langle\zeta, y^{>}\right.} \tilde{\mu}_{\zeta} \in C\left(Z_{M}\right)^{\prime}$. Therefore, its restriction to $Z_{M}$, which equals $e^{-\langle\zeta, y\rangle_{\zeta}}{ }_{\mu^{\prime}}$ belongs to $Z_{M}^{\prime}$.

Now the proof of the edge of the wedge theorem for ultradistributions is obtained similarly to that of theorem 2.31 using the above given lemma's instead of the lemma!s of the last section. So we have got the following theorem.

THEOREM 2.35. (Edge of the wedge theorem for ultradistributions). Let $C_{1}$, $C_{2}, f_{1}$ and $f_{2}, U, r_{1}$ and $r_{2}$ be as in theorem 2.31, where now $f_{1}$ and $f_{2}$ have the same ultradistributional boundary value $f^{*}$ in $D_{M}(U)$ '. Then the conclusion of theorem 2.31 holds in $D_{M}(U)$ ' instead of $D(U)$ '.

REMARK. More general edge of the wedge theorems exist, where $f^{*}$ is a sum of boundary values of more than two functions, see for example [31] and [43, p. 40-81]. If distributional boundary values are concerned, this theorem has been shown by Martineau in [49] and an easy proof by induction has been given by Bros \& Iagolnitzer in [6, section 7], where first the notion of essential support is introduced by means of a generalized Fourier transformation. This method might be extendable to ultradistributions, but a forthcoming paper on this subject, announced in [6] and in [31], has not yet appeared.

## CHAPTER III

## FOURIER TRANSFORMS OF ANALYTIC FUNCTIONALS WITH COMPLEX, UNBOUNDED, CONVEX CARRIERS

The theorems of this chapter describe the Fourier transformation $F$ as a topological isomorphism between spaces of analytic functionals $\mu$ carried by closed, convex sets $\Omega \subset \mathbb{C}_{n}$ and spaces of holomorphic functions $f$ of exponential type in open, convex cones $\Gamma \subset \mathbb{C}^{n}$. The functionals $\mu$ are carried with respect to some class of open neighborhoods of $\Omega$ and to some class of weight functions on these neighborhoods. This determines the behaviour of $f$ near the vertex of $\Gamma$ and conversely. The convex set $\Omega$ itself determines the cone $\Gamma$ and the type $a(z)$ of $f$, and conversely. These theorems generalize the Ehrenpreis-Martineau theorem, [16, th. 5.21] or [30, th. 4.5.3], where $\Omega$ is bounded and $\Gamma=\mathbb{C}^{n}$, and the one dimensional version due to Polya, [3, ch. 5].

In $[65$, th. $2.22 \& 2.23]$ the Ehrenpreis-Martineau theorem is given for polydiscs $\Omega$ and in [73] $F$ is treated as a topological isomorphism for this case. Then the proof can be given directly, but for general, bounded, convex sets $\Omega$ the proof is more complicated. The proof given by Ehrenpreis in [16] is based on the case of polydiscs, which by the Oka embedding can be extended to convex polyhedrons, using the fact that a bounded, convex set can be approximated arbitrarily close from the inside by convex polyhedrons. This is no longer true for general, unbounded, convex sets. Hörmander's method which uses an existence theorem for the $\bar{\partial}$-operator, see [30, ch. 4], applies directly to general, unbounded, convex sets $\Omega$. Therefore, in case $\Omega$ is unbounded we will follow the method of $[30, c h .4]$ for proving our theorems, but since we deal with non-entire functions $f$ we have to pay attention to the growth of $f$ near the boundary of $\Gamma$.

Unlike in the case where $\Omega$ is bounded the proof of the injectivity of $F$ is not trivial if $\Omega$ is unbounded. In this chapter we shall reduce the proof of the bijectivity of $F$ to two problems, which will be solved in chapter VI by a generalization of Hörmander's method of [30, ch. 7]. On the
other hand, this is, in fact, just a version of Ehrenpreis' fundamental principle with non-entire functions and looking at it in this way, our proof follows Ehrenpreis' method. The generalization of Ehrenpreis fundamental principle to non-entire functions will be treated in chapter IV, where also the two problems of this chapter will be reformulated in a more general form. In particular, it is interesting if $\Gamma$ is the open cone $T C$ def $\mathbb{R}^{n}+i C$ where $C$ is an open, convex cone in $\mathbb{R}^{n}$. Then functions $f$, holomorphic in $T^{C}$, may have ultradistributional boundary values on $\mathbb{R}^{n}$ (or in the limiting cases, on the one side distributional boundary values and on the other side boundary values in the sense of Fourier hyperfunctions). They are the Fourier transforms of analytic functionals in $Z_{M}^{\prime}$ carried by certain, convex sets $\Omega$ which may be unbounded in the imaginary directions. Then a more complicated aspect of the topology of $Z_{M}$ arises and the testfunctions $\psi$ on which the analytic functionals act satisfy (2.45) on a neighborhood of $\Omega$. This actually expresses the fact that we deal with ultradistributions defined on ultradifferentiable testfunctions with compact support, which is so if M satisfies (2.20). However, in this chapter we shall not need this property and our theorems remain valid for ultradistributions defined on quasi-analytic testfunctions. Then, if $\Omega$ is unbounded in the imaginary directions, there is perhaps no other reason for requiring the analytic testfunctions to satisfy (2.45) on neighborhoods of $\Omega$ than that the theorems are true as they are stated here. Anyhow, we shall not deal with the ultradistributions as boundary values themselves, but we shall define the Fourier transformation $F$ merely by formula (2.46), which in case M satisfies (2.20) is justified by lemma 2.26.

## III. 1. ANALYTIC FUNCTIONALS ON EXPONENTIALLY DECREASING TESTFUNCTIONS; FOURIER TRANSFORMATION AS A SURJECTION.

| $\mathrm{c}^{\mathrm{n}}$, of exponential typ conditions near the ve forms of analytic func shall discuss two case tic functionals with respect to the neighbo denoted by the index $c$ hoods of $\Omega(a, \Gamma)$ of the |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
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|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
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of conic neighborhoods is perhaps more suitable for describing quantum field theory, cf. [53].

Let $\Gamma \subset \mathbb{C}^{n}$ be an open, convex cone, a a convex function on $\Gamma$ which is homogeneous of degree one, $\left\{\Gamma_{k}\right\}_{k=1}^{\infty}$ an increasing sequence of open, convex cones exhausting $\Gamma$ and let $z_{0} \in \Gamma_{1}$ be fixed with $\left\|_{z_{0}}\right\|=1$. Then the collection $\left\{1 / \mathrm{k} \mathrm{z}_{0}+\Gamma\right\}_{\mathrm{k}=1}^{\infty}$ given by (2.49) exhausts $\Gamma$. In the case denoted by $\varepsilon$, let the convex function $a_{k}^{\varepsilon}$ on $1 / k z_{0}+\Gamma$ be defined by

$$
\text { (3.1.i) } a_{k}^{\varepsilon}(z) \stackrel{\text { def }}{=} \max _{\|w\| \leq \delta_{k}^{\varepsilon}} a(z+w)
$$

where $\delta_{k}^{\varepsilon}>0$ is so small that $z+w \in 1 /{ }_{k+1} z_{0}+\Gamma$ for $z \in 1 / k_{k} z_{0}+\Gamma$ and $\left\|_{w}\right\| \leq \delta_{k}^{\varepsilon}$. Then after a detailed inspection one can see that for each $k$ there are $q \geq p \geq k$ and a constant $k_{k}>0$ such that for $z \in 1 / k z_{0}+\Gamma$

$$
a\left(z-1 / 2 q z_{0}\right) \leq a_{p}^{\varepsilon}(z) \leq a\left(z-1 / 2 k z_{0}\right)+(1 / k-1 / p)\|z\|+K_{k} .
$$

Hence we have the following equality of spaces

where the space $H_{\infty}(\Omega ; M(z))$ has been defined in section II.2.vii by means of the norm (2.55). According to [73, cond. $\mathrm{HS}_{1}$ and $\left.\mathrm{HS}_{2}\right] \mathrm{Exp}_{\varepsilon}$ is a nuclear FSspace (it can also be written as projective limit of Hilbert spaces). If a is a bounded function on $\mathrm{pr} \Gamma$, the space $\operatorname{Exp}_{\varepsilon}$ may also be written as

$$
\begin{equation*}
\operatorname{Exp}_{\varepsilon}=\underset{k \rightarrow \infty}{\operatorname{proj} \lim _{\infty} H_{\infty}\left(1 / k z_{0}+\Gamma ; a(z)+1 / k\|z\|\right), ~} \tag{3.3}
\end{equation*}
$$

cf. (2.60).
In the case denoted by $c$ we exhaust $\Gamma$ by the sequence $\{\Gamma(k)\}_{k=1}^{\infty}$ given by (2.47). For each $k$ let $\delta_{k}^{\odot}>0$ be so small that for $z \in \Gamma(k)$ and for $\|w\| \leq \delta_{k}^{C}$ we have $z+w \in \Gamma(k+1)$ and $a(z+w) \leq a(z)+\left(1 / k_{k}-1 / k_{k+1}\right) \|_{z \|}+K_{k}$ for some $K_{k}>0$, cf. (2.60). Then we define for $z \in \Gamma(k)$
(3.1,ii) $\quad a_{k}^{c}(z) \xlongequal{\text { def }} \max _{\|w\|_{j}^{c}} a(z+w)$
and we have the following equality of spaces
(3.2.ii)

$$
\begin{aligned}
\operatorname{Exp}_{C} & \stackrel{\text { def }}{\underline{\operatorname{proj}} \lim _{k \rightarrow \infty}(\Gamma(k) ; a(z)+1 / k\|z\|)=} \\
& =\underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{k} H_{\infty}\left(\Gamma(k) ; a_{k}^{c}(z)+1 / k\|z\|\right) .
\end{aligned}
$$

Furthermore, let for $\alpha=\varepsilon$ or $c$

$$
\begin{equation*}
A_{\alpha}^{k} \stackrel{\text { def }}{=} H_{\infty}\left(\Omega_{\alpha}^{k} ;-1 / k\|\zeta\|\right) \tag{3.4}
\end{equation*}
$$

where $\Omega_{\alpha}^{k}$ is given by (2.48) and let

$$
\begin{equation*}
A_{\alpha} \stackrel{\text { def }}{=} \underset{k \rightarrow \infty}{ } \lim _{\alpha} A^{k} \tag{3.5}
\end{equation*}
$$

According to $\left[73\right.$, cond. $\left.\mathrm{HS}_{1} \& \mathrm{HS}_{2}\right] \mathrm{A}_{\alpha}$ is a nuclear DFS-space (it can also be written as inductive limit of Hilbert spaces), hence the strong dual $A_{\alpha}^{\prime}$ is a nuclear FS-space. In particular $A_{\alpha}^{\prime}$ is bornologic.

For both $\alpha=\varepsilon$ and $\alpha=c$ the set

$$
L \stackrel{\text { def }}{=}\left\{e^{i<\zeta, z>} \mid z \in \Gamma\right\}
$$

is a subset of $A_{\alpha}$ and it follows from an easy estimate (as in the proof of lemma 2.27, formula (2.59)) that the map
(3.6) $\quad F: A_{\alpha}^{\prime} \rightarrow \operatorname{Exp}_{\alpha}$
is bounded, hence continuous, where $F$ is defined by
(3.7) $\quad F(\mu)(z) \stackrel{\text { def }}{=}\left\langle\mu_{\zeta}, e^{i\langle\zeta, z\rangle}\right\rangle, \mu \in A^{\prime}$.
$F$ is sometimes called the Fourier-Laplace or Fourier-Borel transform if the factor i is-omitted, but we merely call $F$ Fourier transform and we shall see later that there is an analogue with the Paley-Wiener theorem if we maintain the factor $i$ in (3.7) as we do here. In the next section we shall pay attention to the injectivity of $F$ and here we shall show that $F$ is surjective. Then it follows from the open mapping theorem that the inverse $F^{-1}$ of $F$ is continuous.

If for each $p=1,2, \ldots \delta_{p}>0$ is such that for $z \in \Gamma_{p}$ and $\zeta \in \Gamma_{p+1}^{*}$ $\operatorname{Im}\langle\zeta, z\rangle \geq \delta_{p}\|\zeta\|\|z\|$, then for $k \geq \max \left(p+2, p / \delta_{p}\right)$ we have
(3.8.i) $\quad e^{i\langle\zeta, z\rangle} \in A_{c}^{k}, \quad z \in \Gamma(p)$.

Similarly, for each $p$ there is a $k>p$ such that
(3.8.ii) $e^{i\langle\zeta, z\rangle} \in A_{\varepsilon^{\prime}}^{k} \quad z \in 1 / p z_{0}+\Gamma$.

Denote

$$
\Gamma_{\varepsilon}^{k} \xlongequal{\text { def }} 1 / k z_{o}+\Gamma, \Gamma_{c}^{k} \xlongequal{\text { def }} \Gamma(k)
$$

Now in view of (3.8) for every $f \in \operatorname{Exp}_{\alpha}$ we have to find for each $k$ a continuous linear functional $\mu_{\alpha}^{k}$ on $A_{\alpha}^{k}$ with

$$
\begin{equation*}
f(z)=\left\langle\left(\mu_{\alpha}^{k}\right)_{\zeta}^{\prime} e^{i\langle\zeta, z\rangle}\right\rangle, \quad z \in \Gamma_{\alpha}^{p} \tag{3.9}
\end{equation*}
$$

Indeed, let $\widetilde{A}_{\alpha}^{\sim}$ be the closed subspace of $A_{\alpha}^{k}$ defined by completion of the set $\left\{\left.e^{i\langle\zeta, z\rangle}\right|_{z \in \Gamma_{\alpha}^{\alpha}} ^{p}\right\}$ in $A_{\alpha}^{k}$, where $p$ is determined by $k$ according to (3.8), then the closed subspace $\tilde{A}_{\alpha}$ of $A_{\alpha}$, defined by completion of the set $L$ in $A_{\alpha}$, can be written as

$$
\tilde{\mathrm{A}}_{\alpha}=\operatorname{ind}_{\mathrm{k} \rightarrow \infty} \lim _{\alpha} \tilde{\mathrm{A}}_{\alpha}^{\mathrm{k}}
$$

cf. $[20, \S 25.13]$ or [40, th. 7']. By (3.9) we have

$$
\left.\mu_{\alpha}^{\mathrm{k}+1}\right|_{\tilde{A}_{\alpha}^{\mathrm{k}}}=\left.\mu_{\alpha}^{\mathrm{k}}\right|_{\tilde{\mathrm{A}}_{\alpha}^{\mathrm{k}}}
$$

so that $\left\{\mu_{\alpha}^{k}\right\}_{k=1}^{\infty}$ determines an element $\tilde{\mu} \in \tilde{A}_{\alpha}^{\prime}$ with $F(\tilde{\mu})=f$. Finally, according to the Hahn-Banach theorem and to definition (3.7) there is a $\mu \in A_{\alpha}^{\prime}$ with $F(\mu)=f$.

As in the proof of the theorem with entire functions in [30] we try to extend $f$ as a holomorphic function $F$ in $2 n$ complex variables $\theta$ satisfying a certain growth condition and we apply the Paley-Wiener theorem of lemma 2.27. If we identify $\mathbb{C}^{n}$ with $\mathbb{R}^{2 n}$, we will write $\Gamma$ for both, cones in $\mathbb{C}^{n}$ or in $\mathbb{R}^{2 n}$. Now assume that for each $k$ we have found a function $F_{\alpha}^{k}$ of the complex
variables $\theta=\left(\theta^{1}, \theta^{2}\right) \in \mathbb{C}^{\mathrm{n}} \times \mathbb{C}^{\mathrm{n}}=\mathbb{C}^{2 \mathrm{n}}$ holomorphic in $\mathbb{R}^{2 \mathrm{n}}+\mathrm{i} \Gamma_{\alpha}^{\mathrm{k}+2}$, which satisfies for some $M_{k}>0$ and $m_{k}>0$

$$
\begin{gather*}
\left|F_{\alpha}^{k}\left(\theta^{1}, \theta^{2}\right)\right| \leq M_{k}(1+\|\theta\|)^{m_{k}}{\exp \left\{a_{(k+2)}^{\alpha}(\operatorname{Im} \theta)+1 /{ }_{k+2}\|\operatorname{Im} \theta\|\right\}}^{\operatorname{Im} \theta \in \Gamma_{\alpha}^{k+2} \subset \mathbb{R}^{2 n}} \tag{3.10}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathrm{F}_{\alpha}^{\mathrm{k}}(i z, z)=\mathrm{f}(z), z \in \Gamma_{\alpha}^{\mathrm{p}} \subset \mathbb{c}^{\mathrm{n}} \tag{3.11}
\end{equation*}
$$

where we take ${ }^{\alpha}{ }_{(k+2)}^{\alpha}$ different from $a$ only if $\alpha=\varepsilon$ and a is not bounded on $\mathrm{pr} \Gamma$, in which case $a_{(k+2)}^{\varepsilon}(z) \stackrel{\text { def }}{=} a\left(z-1 /{ }_{k+2} z_{0}\right)$, cf. (3.2.i), (3.3) and (3.2.ii). Then $F_{\alpha}^{k}$ belongs to the space $H_{\alpha}(m, k+2)$ defined by (2.57). From lemma 2.27 it follows that $F_{\alpha}^{k}$ can be written as

$$
\begin{equation*}
F_{\alpha}^{k}(\theta)=\left\langle\left(\mu_{\alpha}^{k}\right){ }_{\eta, \xi^{\prime}} e^{i\left\langle\eta, \theta^{1}\right\rangle+i\left\langle\xi, \theta^{2}\right\rangle}\right\rangle, \quad \operatorname{Im} \theta \in \Gamma_{\alpha}^{p} \tag{3.12}
\end{equation*}
$$

for some $\mu_{\alpha}^{k} \in S_{\alpha}(m+2 n+2, k+1) '$, cf. (2.57). From (3.11) formula (3.9) follows and using [73, cond. HS ${ }_{1}$ ] for $\phi \in A_{\alpha}^{k}$ we get

$$
\begin{aligned}
& \begin{array}{l}
\left|<\mu_{\alpha}^{k}, \phi>\left|\leq K_{k}^{\prime \prime}\right| \ell\right| \leq m_{k}+2 n+2 \\
\end{array} \int_{\Omega_{\alpha}}\left|D^{\ell} \phi(\zeta)\right|^{2}\left\{\exp \frac{2}{k+1}\|\zeta\|\right\} \\
& \left.\quad(1+\|\zeta\|)^{2 m_{k}+4 n+4} d n d \xi\right]^{\frac{1}{2}} \leq \\
& \leq K_{k}^{\prime}|\ell| \leq m_{k}+2 n+2 \sup _{\zeta \in \Omega_{\alpha}^{k+1}}\left|D^{\ell} \phi(\zeta)\right| \exp 1 / k\|\zeta\| \leq \\
& \leq K_{k} \sup _{\zeta \in \Omega_{\alpha}}|\phi(\zeta)| \exp 1 / k\|\zeta\|
\end{aligned}
$$

because an $\varepsilon$-neighborhood of $\Omega_{\alpha}^{k+1}$ is contained in $\Omega_{\alpha}^{k}$ and for any $m$

$$
\begin{equation*}
A_{\alpha}^{k} \subset S_{\alpha}(m, k+1) \tag{3.13}
\end{equation*}
$$

Hence $\mu_{\alpha}^{k}$ determines a continuous linear functional in $\left(A_{\alpha}^{k}\right)$ ' and (3.9) is valid, whenever we can find functions $F_{\alpha}^{k}$ satisfying (3.10) and (3.11) for $f \in \operatorname{Exp}_{\alpha}$. Then the map (3.6) would be surjective.

Since $\operatorname{Exp}_{\alpha}$ can also be written as projective limit of Hilbert spaces and since the function $a_{(k)}^{\alpha}$ may be changed into $a_{k}^{\alpha}$ given by (3.1.i) and (3.1.ii), cf. (3.2.i) and (3.2.ii), it is sufficient if (3.10) is satisfied with an $L^{2}$-norm instead of a sup-norm and with weight functions exp $-a_{k}^{\varepsilon}(z)$ instead of $\exp -a^{\varepsilon}{ }_{(k)}(z)$. Precisely, this means that (3.10) may be replaced by

$$
\mathbb{R}^{2 n} \int_{+i \operatorname{ch} r_{\alpha}^{k}} \frac{\left|F_{\alpha}^{k}\left(\theta^{1}, \theta^{2}\right)\right|^{2} \exp -2\left\{a_{k}^{\alpha}(\operatorname{Im} \theta)+1 / k\|\operatorname{Im} \theta\|\right\}}{(1+\|\theta\|)^{m_{k}}} d \lambda(\theta) \leq M_{k}
$$

for some (other) positive numbers $M_{k}$ and $m_{k}$ depending on $k$, where $\lambda(\theta)$ denotes the Lebesgue measure in $\mathbb{C}^{2 n^{k}}$. Then the extensions $F_{\alpha}^{k}$ of follow exactly from the following theorem, if we choose there $\Omega=\mathbb{R}^{2 n}+i \Gamma \subset \mathbb{C}^{2 n}$, $\Omega_{1}=\mathbb{R}^{2 n}+i \operatorname{ch} \Gamma_{\alpha}^{k}, \Omega_{2}=\mathbb{R}^{2 n}+i \operatorname{ch} \Gamma_{\alpha}^{k+1}, s_{1}=i \theta_{n+1}, \ldots, s_{n}=i \theta_{2 n}$ and $\phi(\theta)=$ $2 a(\operatorname{Im} \theta)+2 / k\|\operatorname{Im} \theta\|$ or in the $\alpha=\varepsilon$ case where moreover a is not bounded on $\operatorname{pr} \Gamma, \phi(\theta)=2 a\left(\operatorname{Im} \theta^{1}-\eta x_{0}, \operatorname{Im} \theta^{2}-\eta y_{0}\right)+2 / k\|\operatorname{Im} \theta\|$ with $\eta<\delta_{k}^{\varepsilon}, c f$. (3.1.i), so that these functions $\phi$ are convex, hence certainly plurisubharmonic.

THEOREM 3.1. Let a $\mathrm{n}-\mathrm{k}$ dimensional hyperplane in $\mathbb{C}^{\mathrm{n}}$ be given by the linear functions

$$
\begin{aligned}
\theta_{1} & =s_{1}\left(\theta_{k+1}, \ldots, \theta_{n}\right) \\
& \vdots \\
\theta_{k} & =s_{k}\left(\theta_{k+1}, \ldots, \theta_{n}\right)
\end{aligned}
$$

or shortly $\mathrm{w}=\mathrm{s}(\mathrm{z})$ with $\mathrm{w} \in \mathbb{C}^{\mathrm{k}}, \mathrm{z} \in \mathbb{C}^{\mathrm{n}-\mathrm{k}}$. Let $\Omega_{1} \subset \Omega_{2} \subset \Omega$ be pseudoconvex domains in $\mathbb{C}^{n}$ such that an $\varepsilon$-neighborhood of $\Omega_{1}$, with respect to closed polydiscs in the first k coordinates, is contained in $\Omega_{2}$, i.e.,

$$
\begin{align*}
\left\{\theta \left|\left|\theta_{j}-\theta_{j}^{0}\right| \leq \varepsilon \text { for } j\right.\right. & =1, \ldots, k ; \theta_{j}=\theta_{j}^{0}  \tag{3.14}\\
& \text { for } \left.j=k+1, \ldots, n ; \theta^{0} \in \Omega_{1}\right\} \subset \Omega_{2}
\end{align*}
$$

Furthermore, let $\phi$ be a plurisubharmonic function on $\Omega$ and for $\theta \in \Omega_{1}$ let

$$
\phi_{\varepsilon}(\theta) \stackrel{\text { def }}{=} \max \left\{\phi\left(\theta_{1}+w_{1}, \ldots, \theta_{k}+w_{k}, \theta_{k+1}, \ldots, \theta_{n}\right)| | w_{j} \mid \leq \varepsilon\right.
$$

Finally let $\Omega^{\prime} \xlongequal{\text { def }}\{\mathrm{z} \mid(\mathrm{s}(\mathrm{z}), \mathrm{z}) \in \Omega\} \subset \mathbb{C}^{\mathrm{n}-\mathrm{k}}$ and $\Omega_{\mathrm{j}}^{\prime} \xlongequal{\text { def }}\left\{\mathrm{z} \mid(\mathrm{s}(\mathrm{z}), \mathrm{z}) \in \Omega_{\mathrm{j}}\right\}$, $j=1,2$, and let $\phi^{\prime}$ be the function in $\Omega^{\prime}$ given $b y \phi^{\prime}(z) \xlongequal{\text { def }} \phi(s(z), z)$. Then for a given function $f$, holomorphic in $\Omega$ ', there exists a function $F$, holomorphic in $\Omega_{1}$, which satisfies

$$
\begin{equation*}
F(s(z), z)=f(z), \quad z \in \Omega_{1}^{\prime} \tag{3.15}
\end{equation*}
$$

and for'some $\mathrm{K}>0$, depending only on k and $\mathrm{s}_{\mathrm{j}}, \mathrm{j}=1, \ldots, \mathrm{k}$,

$$
\begin{equation*}
\int_{\Omega_{1}} \frac{|F(\theta)|^{2} \exp -\phi_{\varepsilon}(\theta)}{\left(1+\|\theta\|^{2}\right)^{3 k}} d \lambda(\theta) \leq K \varepsilon^{-2 k} \int_{\Omega_{2}^{\prime}}|f(z)|^{2} \exp -\phi^{\prime}(z) d \lambda(z) \tag{3.16}
\end{equation*}
$$

(where $\lambda(\theta)$ and $\lambda(z)$ denote the Lebesgue measures in $\mathbb{C}^{\mathrm{n}}$ or $\mathbb{C}^{\mathrm{n}-\mathrm{k}}$ respectively), if $f$ is such that the right hand side is finite. F depends besides on f also on $\Omega_{1}, \varepsilon$ and $\phi$.

PROOF. Let $\psi$ be a $C^{2}$-function in $\mathbb{C}$ with values between 0 and 1 , which is equal to 1 in the disc with radius $1 / 2 \varepsilon$, which vanishes outside the disc with radius $\varepsilon$ and which satisfies

$$
\left|\frac{\partial \psi}{\partial \overline{\bar{p}}}(p)\right| \leq \frac{K}{\varepsilon}, \quad p \in \mathbb{C}
$$

for some $K>0$. Define the $(0,1)-$ form $\psi^{\prime}(p) \xlongequal{\text { def }} \partial \psi / \partial \bar{p}(p) d \bar{p}$ and let for $j=1, \ldots, k$

$$
p_{j}=p_{j}\left(\theta_{j} ; z\right) \stackrel{\text { def }}{=} \theta_{j}-s_{j}(z), \quad z \in \mathbb{C}^{n-k}
$$

then $d \bar{p}_{j}=d \bar{\theta}_{j}-{ }_{\ell=\sum_{k}^{n}+1}^{n} \partial \bar{s}_{j} / \partial \bar{z}_{\ell} \quad d \bar{z}_{\ell}$. We define the function $F$ as follows

$$
\begin{aligned}
& F(\theta) \stackrel{\text { def }}{=} \prod_{j=1}^{k} \psi\left(p_{j}\left(\theta_{j} ; \theta_{k+1}, \ldots, \theta_{n}\right)\right) f\left(\theta_{k+1}, \ldots, \theta_{n}\right)-\sum_{j=1}^{k} \sum_{m=j+1}^{k} \\
& \left.\quad \psi\left(p_{m}\left(\theta_{m} ; \theta_{k+1}, \ldots, \theta_{n}\right)\right)\right\} p_{j}\left(\theta_{j} ; \theta_{k+1}, \ldots, \theta_{n}\right) U_{j}\left(\theta_{1}, \ldots, \theta_{j} ; \theta_{k+1}, \ldots, \theta_{n}\right)
\end{aligned}
$$

for certain functions $U_{j}$ of $n-k+j$ complex variables, where an empty product is defined as 1. For $\theta \in \Omega_{1} F(\theta)$ is defined, because then ${ }_{j=1}^{k} \psi\left(p_{j}\left(\theta_{j} ; z\right)\right)=0$ for $z \notin\left\{z\left|\exists w \in \mathbb{C}^{k},\left|w_{j}-s_{j}(z)\right|<\varepsilon\right.\right.$ for $j=1, \ldots, k$,
$\left.(w, z) \in \Omega_{1}\right\} \subset \Omega_{2}^{\prime}$. If $\theta_{j}=s_{j}\left(\theta_{k+1}, \ldots, \theta_{n}\right)$, i.e., if $p_{j}=0$, for $j=1, \ldots, k$, we get (3.15).

Now we will choose the functions $U_{j}$ with a suitable bound such that $F$ is holomorphic in $\Omega_{1}$, that is such that $\bar{\partial} F=0$ there. First we write $F$ in a different form, namely denote

$$
\theta[j] \stackrel{\text { def }}{=}\left(\theta_{1}, \ldots, \theta_{j} ; z\right) \in \mathbb{C}^{j+n-k}
$$

for $z \in \mathbb{C}^{\mathrm{n}-\mathrm{k}}$, let

$$
G_{0}(\theta[0])=G_{0}(z) \stackrel{\text { def }}{=} f(z)
$$

and let

$$
G_{j}(\theta[j]) \stackrel{\text { def }}{=} \psi\left(p_{j}\left(\theta_{j} ; z\right)\right) G_{j-1}(\theta[j-1])-p_{j}\left(\theta_{j} ; z\right) U_{j}(\theta[j])
$$

for $j=1, \ldots, k$ successively, then

$$
G_{k}=F
$$

$G_{j}$ is defined in

$$
\begin{aligned}
& \Omega[j] \stackrel{\text { def }}{=}\left\{\theta [ j ] \left|\exists w \in \mathbb{C}^{k-j},\left|w_{m}-s_{m}(z)\right|<\varepsilon \text { for } m=j+1, \ldots, k\right.\right. \\
& \left.\quad \text { and }\left(\theta_{1}, \ldots, \theta_{j}, w_{j+1}, \ldots, w_{k} ; z\right) \in \Omega_{1}\right\} \subset \mathbb{C}^{j+n-k}
\end{aligned}
$$

if $G_{j-1}$ is defined in $\Omega[j-1]$.
The sets $\Omega[j]$ are in general not pseudoconvex, so we will define pseudoconvex, open sets $\tilde{\Omega}[j]$ containing $\Omega[j]$, such that $G_{j}$ is defined in $\tilde{\Omega}[j]$ if $G_{j-1}$ is defined in $\tilde{\Omega}[j-1]$. For that purpose we first note that

$$
\Omega[j]=\left\{\theta[j] \mid\left(\theta_{1}, \ldots, \theta_{j}, s_{j+1}(z), \ldots, s_{k}(z) ; z\right) \in \Omega_{1}^{(j+1, \ldots, k)}\right\}
$$

where $\Omega_{1}^{(j+1, \ldots, k)}$ denotes the $\varepsilon$-neighborhood of $\Omega_{1}$ with respect to open polydiscs in the $\left(\theta_{j+1}, \ldots, \theta_{k}\right)$-space, i.e.,

$$
\begin{aligned}
\Omega_{1}^{(j+1, \ldots, k)} & \xlongequal{\text { def }}\left\{\left.\theta\right|_{m}=\theta_{m}^{0} \text { for } m=1, \ldots, j, k+1, \ldots, n\right. \text { and } \\
& \left.\left|\theta_{m}-\theta_{m}^{0}\right|<\varepsilon \text { for } m=j+1, \ldots, k \text { with } \theta^{0} \in \Omega_{1}\right\} .
\end{aligned}
$$

In general $\Omega_{1}^{(j+1, \ldots, k)}$ is not pseudoconvex and we denote by $H\left(\Omega^{(j+1, \ldots, k)}\right.$ ), the smallest, open, pseudoconvex set containing it. Then we define

$$
\tilde{\Omega}[j] \stackrel{\text { def }}{=}\left\{\theta[j] \mid\left(\theta_{1}, \ldots, \theta_{j}, s_{j+1}(z), \ldots, s_{k}(z) ; z\right) \in H\left(\Omega_{1}^{(j+1, \ldots, k)}\right)\right\}
$$

which according to [30, th. 2.5.14] is pseudoconvex. If we show that under the projection $\pi_{j}: \theta[j] \rightarrow \theta[j-1]$
(3.17) $\quad \pi_{j}\left(\tilde{\Omega}[j] \cap\left\{\theta[j]| | \theta_{j}-s_{j}(z) \mid<\varepsilon\right\}\right) \subset \tilde{\Omega}[j-1]$
the stated conjecture follows.
Now

$$
\begin{aligned}
& \pi_{j}\left(\tilde{\Omega}[j] \cap\left\{\theta[j]| | \theta_{j}-s_{j}(z) \mid<\varepsilon\right\}\right)=\left\{\theta[j-1] \mid\left(\theta_{1}, \ldots, \theta_{j-1},\right.\right. \\
&\left.s_{j}(z), \ldots, s_{k}(z) ; z\right) \in\left(H\left(\Omega_{1}^{(j+1, \ldots, k)}\right)\right)^{(j)}
\end{aligned}
$$

where $\Omega^{(j)}$ denotes the open $\varepsilon$-neighborhood of a domain $\Omega$ with respect to discs in the $\theta_{j}$-plane. Let $\Omega_{(j)}$ denote the open $\varepsilon$-shrinking of $\Omega$ with respect to discs in the $\theta_{j}$-plane, i.e.,

$$
\Omega_{(j)} \xlongequal{\text { def }}\left\{z \in \Omega \mid\left(z_{1}, \ldots, z_{j}+w_{j}, \ldots, z_{n}\right) \in \Omega \text { if }\left|w_{j}\right| \leq \varepsilon\right\}
$$

If $\Omega$ is pseudoconvex $\Omega^{(j)}$, in general, is not, but $\Omega_{(j)}$ is pseudoconvex (a similar proof to that of $\left[57\right.$, p.97, Satz 7] shows that $\Omega_{(j)}$ is pseudoconvex in every direction and according to [57, p.111-112 Korollar 14.1] $\Omega_{(j)}$ is pseudoconvex). Thus $\left.\left(H\left(\Omega_{1}^{(j}, \ldots, k\right)\right)\right)_{(j)}$ is pseudoconvex and clearly $\Omega_{1}^{(j+1, \ldots, k)} \subset\left(\Omega_{1}^{(j, \ldots, k)}\right)(j) \subset\left(H\left(\Omega_{1}^{(j, \ldots, k)}\right)\right)(j)$. Accordingly $H\left(\Omega_{1}^{(j+1, \ldots, k)}\right) \subset\left(H\left(\Omega_{1}^{(j, \ldots, k)}\right)\right)(j)$ and hence
(3.18) $\left.\left(H\left(\Omega_{1}^{(j+1, \ldots, k)}\right)\right)^{(j)} \subset\left(\left(H_{1}^{(j, \ldots, k)}\right)\right)(j)^{(j)} \subset \mathcal{H}_{1}^{(j, \ldots, k)}\right)$, which implies (3.17). Therefore, $G_{j}$ is defined in $\tilde{\Omega}[j]$ if $G_{j-1}$ is defined in $\tilde{\Omega}[j-1]$.

By (3.14) we have $\Omega[0] \subset \Omega_{2}^{\prime}$ and since $\Omega_{2}^{\prime}$ is pseudoconvex, we get $\tilde{\Omega}[0] \subset \Omega_{2}^{\prime}$. Therefore, $G_{0}$ is holomorphic in $\tilde{\Omega}[0]$. Thus $G_{j}$ is holomorphic in $\tilde{\Omega}[j]$ if $G_{j-1}$ is holomorphic in $\tilde{\Omega}[j-1]$ and if $U_{j}$ satisfies

$$
\begin{equation*}
\bar{\partial}_{j}(\theta[j])=g_{j}(\theta[j]) \stackrel{\text { def }}{=} G_{j-1}(\theta[j-1]) \psi^{\prime}\left(p_{j}\left(\theta_{j} ; z\right)\right) / p_{j}\left(\theta_{j} ; z\right) \tag{3.19}
\end{equation*}
$$

in $\tilde{\Omega}[j]$. Then $F$ is holomorphic in $\tilde{\Omega}[k]=\Omega[k]=\Omega_{1}$. Since by assumption $G_{j-1}$ is holomorphic in $\tilde{\Omega}[j-1], 1 / p$ is holomorphic cutside any neighborhood of zero, $\psi^{\prime}(p)=0$ in a neighborhood of zero and since $\bar{\partial} \psi^{\prime}\left(p_{j}\left(\theta_{j} ; z\right)\right)=\bar{\partial} \bar{\partial} \psi\left(p_{j}\left(\theta_{j} ; z\right)\right)=0$ (because $\psi$ is a $c^{2}$-function), we get $\bar{\partial}_{j}=0$ in $\tilde{\Omega}[j]$. Furthermore, let $u_{j}$ be the analytic map of $\mathbb{C}^{j+n-k}$ into $\mathbb{C}^{n}$ given by

$$
u_{j}(\theta[j]) \stackrel{\text { def }}{=}\left(\theta_{1}+w_{1}, \ldots, \theta_{j}+w_{j}, s_{j+1}(z), \ldots, s_{k}(z) ; z\right)
$$

for some $w \in \mathbb{C}^{j}$ with $\left|w_{m}\right| \leq \varepsilon, m=1, \ldots, j$. Then by (3.18) $u_{j}(\tilde{\Omega}[j]) c$ $c H\left(\Omega{ }_{1}^{(1, \ldots, k)}\right) \subset \Omega_{2}$ and therefore a function $\phi_{j}$ can be defined on $\tilde{\Omega}[j]$ by

$$
\phi_{j}(\theta[j]) \stackrel{\text { def }}{=} \max \left\{\phi\left(u_{j}(\theta[j])\right)| | w_{m} \mid \leq \varepsilon, m=1, \ldots, j\right\}
$$

For each $w \in \mathbb{C}^{j}$ with $\left|w_{m}\right| \leq \varepsilon$ for $m=1, \ldots, j$ the function $\phi\left(u_{j}(\theta[j])\right.$ ) is plurisubharmonic in $\tilde{\Omega}[j]$, cf. [30, th. 2.6 .4$]$ and if we show that $\phi_{j}$ is upper semicontinuous, it follows from [30, th. 1.6.2] that $\phi_{j}$ is plurisubharmonic in $\tilde{\Omega}[j]$. Assuming this for the moment we continue the proof of theorem 3.1.

All the conditions of $[30$, th. 4.4.2] are satisfied now and this theorem gives a solution $U_{j}$ of (3.19) in $\tilde{\Omega}[j]$ with

$$
\begin{aligned}
& \int_{\tilde{\Omega}[j]}\left|U_{j}(\theta[j])\right|^{2} \frac{\exp -\phi_{j}(\theta[j])}{\left(1+\|\theta[j]\|^{2}\right)^{3 j-1}} d \lambda(\theta[j]) \leq \\
& \leq \int_{\tilde{\Omega}[j]}\left|g_{j}(\theta[j])\right|^{2} \frac{\exp -\phi_{j}(\theta[j])}{\left(1+\|\theta[j]\|^{2}\right)^{3(j-1)}} d \lambda(\theta[j]) .
\end{aligned}
$$

Next we estimate $G_{j}$ in terms of $G_{j-1}$, using $(a+b)^{2} \leq 2 a^{2}+2 b^{2},\left|p_{j}\left(\theta_{j} ; z\right)\right|^{2} /$ $/\left(1+\|\theta[j]\|^{2}\right) \leq M$ depending on $s_{j}$ and $\phi_{j}(\theta[j]) \geq \phi_{j-1}(\theta[j-1])$ for every $\theta_{j}$ with $\left|\theta_{j}-s_{j}(z)\right|<\varepsilon$ :

$$
\int_{\tilde{\Omega}[j]}\left|G_{j}(\theta[j])\right|^{2} \frac{\exp -\phi_{j}(\theta[j])}{\left(1+\|\theta[j]\|^{2}\right)^{3 j}} d \lambda(\theta[j]) \leq
$$

$$
\begin{aligned}
& \leq 2 \pi \varepsilon^{2} \int_{\tilde{\Omega}[j-1]}\left|G_{j-1}(\theta[j-1])\right|^{2} \frac{\exp -\phi_{j-1}(\theta[j-1])}{\left(1+\|\theta[j-1]\|^{2}\right)^{3(j-1)}} \mathrm{d} \lambda(\theta[j-1])+ \\
& +2 M \int_{\tilde{\Omega}[j]}\left|g_{j}(\theta[j])\right|^{2} \frac{\exp -\phi_{j}(\theta[j])}{\left(1+\|\theta[j]\|^{2}\right)^{3(j-1)}} \mathrm{d} \lambda(\theta[j]) \leq \\
& \leq \frac{8 M \pi K^{2}+2 \pi \varepsilon^{4}}{\varepsilon^{2}} \int_{\widetilde{\Omega}[j-1]}\left|G_{j-1}(\theta[j-1])\right|^{2} \frac{\exp -\phi_{j-1}(\theta[j-1])}{\left(1+\|\theta[j-1]\|^{2}\right)^{3(j-1)}} d \lambda(\theta[j-1]) .
\end{aligned}
$$

Since $G_{k}=F, \tilde{\Omega}[k]=\Omega[k]=\Omega_{1}, G_{0}=f$ and $\tilde{\Omega}[0] \subset \Omega_{2}^{\prime}$, (3.16) follows.
We still have to show the following lemma.
LEMMA 3.2. Let $\phi$ be an upper semicontinuous function in a domain $\Omega \subset \mathbb{R}^{n}$. Let $S$ be a compact neighborhood of the origin in $\mathbb{R}^{n}$ and let $\Omega_{1} \subset \Omega$ be a domain such that $\left\{x \mid x=x_{1}+w, x_{1} \in \Omega_{1}, w \in S\right\} \subset \Omega$. Then the function $\phi_{1}$ on $\Omega_{1}$ given by

$$
\begin{equation*}
\phi_{1}(x) \stackrel{\text { def }}{=} \max _{w \in S} \phi(x+w) \tag{3.20}
\end{equation*}
$$

is upper semicontinuous.

PROOF. First we show that an upper semicontinuous function $f$ in a domain $U$ attains a maximum on a compact set $K \subset U$. Let $M \xlongequal{\text { def }} \sup _{x \in \mathbb{K}^{\prime}} f(x)$ and let $\left\{M_{k}\right\}_{k=1}^{\infty}$ be an increasing sequence with $M_{k} \uparrow M$. The sets $U_{k} \quad \begin{aligned} & K_{\text {def }} \\ & \left.x \in U \mid f(x)<M_{k}\right\}\end{aligned}$ are open and if there is no $x_{0} \in K$ with $f\left(x_{0}\right)=M$ we have $K \subset \bigcup_{k=1}^{\infty} U_{k}$. Since
 for $x \in K$, contrarily to the definition of $M$. Thus there is $x_{0} \in K$ with $f\left(x_{0}\right)=$ M. Hence definition (3.20) (and also the definiiton of $\phi_{\varepsilon}$ in theorem 3.1) is a good definition.

Now let $x_{0} \in\left\{x \mid \phi_{1}(x)<c\right\} \cap \Omega_{1}$, then $\phi\left(x_{0}+x\right)<c$ for $x \in$ S. Since $\phi$ is upper semicontinuous, there is an open neighborhood $U$ of $S$ with $\phi\left(x_{0}+x\right)<c$ for $x \in U$. In particular, since $S$ is compact, there is $\varepsilon>0$ such that $\phi\left(x_{0}+x+w\right)<c$ for $w \in S$ and $\|x\|<\varepsilon$. Since an upper semicontinuous function attains a maximum on a compact set, it follows from (3.20) that the set $\left\{x \in \Omega_{1} \mid \phi_{1}(x)<c\right\}$ is open and thus $\phi_{1}$ is upper semicontinuous in $\Omega_{1}$.

Applying theorem 3.1 for obtaining (3.10) and (3.11) we get the following result.

THEOREM 3.3. Let for $\alpha=\varepsilon$ and $\alpha=c$ the space $A_{\alpha}$ of holomorphic functions in the unbounded convex neighborhoods $\Omega_{\alpha}^{k}$ of $\Omega(a, \Gamma)$ be defined by (3.5) and let $\operatorname{Exp}_{\alpha}$ be defined by (3.2.i) and (3.2.ii). Then the map (3.6) $F: A_{\alpha}^{\prime} \rightarrow \operatorname{Exp}_{\alpha}$, given by (3.7), is surjective for $\alpha \in\{\varepsilon, c\}$.
III.2. ANALYTIC FUNCTIONALS ON EXPONENTIALLY DECREASING TESTFUNCTIONS; FOURIER TRANSFORMATION AS AN INJECTION.

In this section we state the problem whose solution implies the injectivity of the map (3.6). In formula (3.13) we have embedded $A_{\alpha}^{k}$ into the space
(3.21) $S_{\alpha}^{k+1} \xlongequal[m]{\operatorname{proj} \lim _{m} S_{\alpha}(m, k+1)}$
cf. (2.57), which is a weakly compact projective sequence. Another possibility is to take instead of $A_{\alpha}^{k}$, defined by (3.4), the subspace $\hat{A}_{\alpha}^{k}$ of $S_{\alpha}^{k}$ consisting of those elements $\phi \in S_{\alpha}^{k}$ with $\bar{\partial} \phi=0$, where $\bar{\partial}$ is the Cauchy-Riemann operator. Then any element $\mu^{k} \in\left(S_{\alpha}^{k}\right)$ ' that satisfies $\mu^{k}=\partial^{\mathrm{t}} \stackrel{\sigma}{\sigma}^{\mathrm{k}}$ for some $\vec{\sigma}^{\mathrm{k}} \in\left(\left(\mathrm{S}_{\alpha}^{\mathrm{k}}\right)^{\prime}\right)^{\mathrm{n}}$ vanishes on $\hat{\mathrm{A}}_{\alpha}^{\mathrm{k}}$. Therefore we define equivalent classes of sequences $\left\{\mu^{k}\right\}$ with $\mu^{k} \in\left(S_{\alpha}^{k}\right)^{\prime}$ where two sequences $\left\{\mu_{1}^{k}\right\}$ and $\left\{\mu_{2}^{k}\right\}$ are equivalent if for every $k$ there is $\vec{\sigma}^{k} \in\left(\left(S_{\alpha}^{k}\right)^{\prime}\right)^{n}$ with $\mu_{1}^{k}-\mu_{2}^{k}=\bar{\partial}^{t} \vec{\sigma}^{\mathrm{k}}$. Since also

$$
\begin{equation*}
A_{\alpha}=\operatorname{ind}_{k \rightarrow \infty} \lim _{\alpha} A_{\alpha}^{\mathrm{k}} \tag{3.22}
\end{equation*}
$$

where $A_{\alpha}$ is defined by (3.5), the elements of $A_{\alpha}^{\prime}$ can be identified with the equivalent classes of such sequences $\left\{\mu^{k}\right\}$ that for any $k$ and $p$ there is $a \vec{\sigma}^{\vec{k}, p} \in\left(\left(S_{\alpha}^{m}\right)^{\prime}\right)^{n}$ with $\mu^{k}-\mu^{p}=\bar{\partial}^{t} \vec{\sigma}^{k}, p$ in $\left(S_{\alpha}^{m}\right)^{\prime}$ where $m=\min (k, p)$.

The space (3.22) is defined by a weakly compact, injective sequence because an open set in $\hat{A}_{\alpha}^{\hat{k}}$ is bounded in $\hat{A}_{\alpha}^{k+1}$ and hence relatively weakly compact, for the space (3.21) is reflexive, cf. [65, th. 36.3]. Therefore, cf. [40, th. 12] the strong dual of (3.22) equals

$$
\begin{equation*}
A_{\alpha}^{\prime}=\underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{\alpha}\left(\hat{A}_{\alpha}^{\mathrm{k}}\right)^{\prime} . \tag{3.23}
\end{equation*}
$$

By [40, th. 13] we have

$$
\left(\hat{\mathrm{A}}_{\alpha}^{\mathrm{k}}\right)^{\prime}=\left(\mathrm{S}_{\alpha}^{\mathrm{k}}\right)^{\prime} /\left(\hat{\mathrm{A}}_{\alpha}^{\mathrm{k}}\right)^{0}
$$

where $\left(\hat{\mathrm{A}}_{\alpha}^{\mathrm{k}}\right)$ ) denotes the annihilator of $\hat{\mathrm{A}}_{\underline{\alpha}}^{\mathrm{k}}$. Furthermore, $\hat{\mathrm{A}}_{\alpha}^{\mathrm{k}}$ is the kernel of the continuous map $\bar{\partial}_{k} \stackrel{\text { def }}{=}\left(\partial / \partial \bar{\zeta}_{1}, \ldots, \partial / \partial \bar{\zeta}_{n}\right)$

$$
\bar{\partial}_{k}: s_{\alpha}^{k} \rightarrow\left(s_{\alpha}^{k}\right)^{n}
$$

so that according to [65, prop. 35.4] $\left(\hat{A}_{\alpha}^{k}\right)^{0}$ is the weak ${ }^{*}$ closure (cf. footnote on page 185) in ( $\mathrm{s}_{\alpha}^{\mathrm{k}}$ ) ' of the range of the transposed map $\bar{\partial}_{k}^{t}$ of $\bar{\partial}_{k}$. Since $S_{\alpha}^{k}$ is reflexive the weak* closure of this range equals the closure in the strong topology, cf. [65, prop. 35.2]. We denote the closure in $\left(\mathrm{s}_{\alpha}^{\mathrm{k}}\right)$ ' of the range of the map

$$
T_{k} \xlongequal{\text { def }} \partial_{k}^{t}:\left(\left(S_{\alpha}^{k}\right)\right)^{n} \rightarrow\left(S_{\alpha}^{k}\right),
$$

by $\overline{R\left(T_{k}\right)}$. Hence we have

$$
\text { (3.24) } \quad\left(\hat{A}_{\alpha}^{\mathrm{k}}\right)^{\prime}=\left(\mathrm{S}_{\alpha}^{\mathrm{k}}\right)^{\prime} / \overline{\mathrm{R}\left(\mathrm{~T}_{\mathrm{k}}\right)} \text {. }
$$

According to lemma 2.27 for every $k$ there is $a p>k$ such that the following maps are continuous
(3.25) $\left\{\begin{array}{l}F:\left(S_{\alpha}^{\mathrm{p}}\right)^{\prime} \rightarrow \mathrm{H}_{\alpha}^{\mathrm{k}} \\ F^{-1}: \mathrm{H}_{\alpha}^{\mathrm{k}+1} \rightarrow\left(\mathrm{~S}_{\alpha}^{\mathrm{k}}\right)^{\prime},\end{array}\right.$
where

$$
H_{\alpha}^{k} \xlongequal{\text { def }} \underset{m \rightarrow \infty}{\operatorname{ind} \lim _{\alpha}}(m, k)
$$

with $H_{\alpha}(m, k)$ defined by (2.57), and where $F$ is defined by a formula like (3.12). Let $P \xlongequal{\text { def }}\left(\theta_{1}-i \theta_{n+1}, \ldots, \theta_{n}-i \theta_{2 n}\right)$ and let $P \cdot \vec{H}_{\alpha}^{k}$ be the subspace of $H_{\alpha}^{k}$ consisting of functions $F$ which can be written as

$$
F(\theta)=\sum_{j=1}^{n}\left(\theta_{j}-i \theta_{n+j}\right) G_{j}(\theta)
$$

with $G_{j} \in H_{\alpha}^{k}, j=1, \ldots, n$. Then
(3.26)

$$
F: \overline{R\left(T_{p}\right)} \rightarrow \overline{P \cdot \vec{H}_{\alpha}^{k}}, \quad F^{-1}: \overline{P \cdot \vec{H}_{\alpha}^{k+1}} \rightarrow \overline{R\left(T_{k}\right)} .
$$

Now by (3.23), (3.24), (3.25) and (3.26) the maps (3.25) induce an isomorphism $F$ between

$$
\begin{equation*}
F: A_{\alpha}^{\prime} \rightarrow \underset{k \rightarrow \infty}{\operatorname{proj} \lim _{k}\left(\mathrm{H}_{\alpha}^{\mathrm{k}} / \overline{\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}}\right) . . . . .} \tag{3.27}
\end{equation*}
$$

Furthermore, for each $k$ there is $a p>k$ such that

$$
\overline{\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{p}}} \subset \mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}
$$

is a continuous injection, for let $F_{\beta} \in P \cdot{ }_{\mathrm{H}}^{\alpha} \mathrm{p}$ be a Cauchy net converging to $F \in H_{\alpha}^{p}$. Then $F_{\beta}=P \cdot \vec{G}_{\beta}$ with $\vec{G}_{\beta} \in\left(H_{\alpha}^{p}\right)^{\beta}$, so that $F_{\beta}$, and hence $F$, vanishes on the set

$$
U_{\alpha}^{p} \xlongequal{\text { def }}\left\{\mathbb{R}^{2 n}+i \Gamma_{\alpha}^{p}\right\} n\left\{\theta \mid \theta_{j}-i \theta_{n+j}=0, j=1, \ldots, n\right\}
$$

The inclusion follows if we have solved the following problem.
PROBLEM 3.1. For each $k$ there is $a p>k$ such that a function $F \in H_{\alpha}^{p}$ vanishing on $V_{\alpha}^{p}$ can be written as

$$
F(\theta)=P \cdot \vec{G}(\theta), \quad \theta \in \mathbb{R}^{2 n}+i \Gamma_{\alpha}^{k}
$$

with $\vec{G} \in\left(H_{\alpha}^{k}\right)^{n}$.
Assuming that this problem has been solved we have the following commutative diagram of continuous maps

;
here the upper spaces are Hausdorff spaces, but in the lower space we do not have to bother about the closure. Anyhow, this implies that

$$
\begin{equation*}
\mathrm{H}_{\alpha} \xlongequal{\text { def }} \underset{\mathrm{k} \rightarrow \infty}{\operatorname{proj}} \lim \left(\mathrm{H}_{\alpha}^{\mathrm{k}} / \overline{\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}}\right)=\underset{\mathrm{k} \rightarrow \infty}{\operatorname{proj}} \lim \left(\mathrm{H}_{\alpha}^{\mathrm{k}} / \mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}\right) \tag{3.28}
\end{equation*}
$$

and this is always a Hausdorff space. Its elements can be described as follows, cf. [20, §6.2]: define equivalence classes of sequences $\left\{\mathrm{F}^{\mathrm{k}}\right.$ \} with $\mathrm{F}^{\mathrm{k}} \in \mathrm{H}_{\alpha}{ }^{\mathrm{k}}$, where $\left\{F^{k}\right\} \sim\left\{H^{k}\right\}$ if $F^{k}(\theta)-H^{k}(\theta)=P(\theta) \cdot \vec{G}^{k}(\theta)$ for $\theta \in \mathbb{R}^{2 n}+i \Gamma_{\alpha}^{k}$ and for $\vec{G}^{k} \epsilon \vec{H}_{\alpha} \mathrm{k}$; then the elements of $H_{\alpha}$ are the equivalence classes of such sequences $\left\{F^{k}\right\}$ that for every $k$ and $p$ there is $a \vec{G}^{k}, p \in \vec{H}_{\alpha}^{m}$ with
(3.29) $\quad F^{k}(\theta)-F^{p}(\theta)=P(\theta) \cdot G^{k}, P(\theta), \quad \theta \in \mathbb{R}^{2 n}+i \Gamma_{\alpha^{\prime}}^{m} \quad m=\min (k, p)$.

We have to solve problem 3.1 anyway, so we don't pay attention to the closure of $\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}$ in $\mathrm{H}_{\alpha}^{\mathrm{k}}$ and (3.28) is valid. Since $\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}$ vanishes on $V_{\alpha}^{k}$ we can define continuous restriction maps $I^{k}$

$$
I^{\mathrm{k}}: \mathrm{H}_{\alpha}^{\mathrm{k}} / \mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}} \rightarrow \mathrm{H}_{\alpha}^{\mathrm{k}} \mid V_{\alpha}^{\mathrm{k}}
$$

Here $H_{\alpha}^{k} \mid V_{\alpha}^{k}$ is the space of restrictions of functions in $H_{\alpha}^{k}$ to $V_{\alpha}^{k}$ with the topology induced by $H_{\alpha}^{k}$. Then $I^{k}$ is surjective. Furthermore, there is a natural continuous injection $J^{k}$

$$
J^{k}: H_{\alpha}^{k} \mid V_{\alpha}^{k} \rightarrow H_{\infty}\left(\Gamma_{\alpha}^{k} ; a_{(k)}^{\alpha}(z)+1 /{ }_{k-1}^{\|z\|)}\right.
$$

defined by $\left(J^{k} F\right)(z) \stackrel{\text { def }}{=} F(i z, z)$. Hence we can complete (3.27) as

$$
\begin{equation*}
A_{\alpha}^{\prime} \xrightarrow{F} H_{\alpha} \xrightarrow{I} \underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{\alpha}\left(H_{\alpha}^{k} \mid V_{\alpha}^{k}\right) \xrightarrow{J} \operatorname{Exp}_{\alpha^{\prime}} \tag{3.30}
\end{equation*}
$$

so that JoI $\circ$ F is the map $F$ defined by (3.7). Indeed, by (3.29) if $\left\{F^{k}\right\} \in H_{\alpha}$ then for $p \geq k$ and for $\theta \in V_{\alpha}^{k}$ we have $F^{p}(\theta)=F^{k}(\theta)$. Hence the elements of $\underset{k}{\operatorname{proj}_{\rightarrow} \lim _{\infty}\left(H_{\alpha}^{k} \mid V_{\alpha}^{k}\right) \text { are just those functions } f \text { on }, ~}$

$$
V \stackrel{\text { def }}{=} U_{k}^{k} V_{\alpha}^{k}=\left\{\mathbb{R}^{2 n}+i \Gamma\right\} \cap\left\{\theta \mid \theta_{j}-i \theta_{n+j}=0, j=1, \ldots, n\right\}
$$

such that for any $k$ there is a $F^{k} \in H_{\alpha}^{k}$ with
(3.31) $\quad F^{k}\left(\theta^{1}, \theta^{2}\right)=f\left(\theta^{2}\right), \quad\left(\theta^{1}, \theta^{2}\right) \in V_{\alpha}^{k}$.

Thus $J$ is defined similarly to $J^{k}$ and $J$ is injective.

Theorem 3.1 shows that the map $J$ is surjective. However, the by $\left\{I^{k}\right\}$ induced map $I$ is a priori not surjective, although each $I^{k}$ is surjective. We have the following commutative diagram

where $\alpha_{p, k}$ and $\beta_{p, k}$ denote the restriction maps. Hence the range of $I$ in $\underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{\substack{p}}\left(H_{\alpha}^{k} \mid V_{\alpha}^{k}\right)$ consists of those $f$ on $V$ which, besides (3.31) for $F^{k} \in H_{\alpha}^{k}$, moreover satisfy (3.29). The solution of problem 3.1 implies that $I$ is injective and surjective (actually it says that $\left.\operatorname{Ker} I^{p} \subset \operatorname{Ker} \alpha_{p, k}\right)^{1)}$.
$V$ is defined as the simultaneous zero-set of the polynomials $p_{j} \stackrel{\text { def }}{=} \theta_{j}-i \theta_{n+j}, j=1, \ldots, n$. These polynomials generate a prime ideal in any point of a pseudoconvex, open set $\Omega \subset \mathbb{C}^{2 n}$. Therefore, according to Hilbert's Nullstellensatz, see [27, ch.III. A], every holomorphic function $f$ in $\Omega$ vanishing on $V$ can locally, that is in a neighborhood $\omega$ of any point in $\Omega$, be written as

$$
\begin{equation*}
f=p \cdot \vec{g}_{\omega^{\prime}} \quad \vec{g}_{\omega} \in A(\omega)^{n} \tag{3.32}
\end{equation*}
$$

where $A(\omega)$ is the set of holomorphic functions in $\omega$. With the aid of Cartan's theorem B it can be shown, see for example [27] or [30, th. 7.2.9 \& th. 7.4.3],

[^3]that $f \in A(\Omega)$ satisfying (3.32) can be written globally as
$$
f=P \cdot \vec{g}, \quad \vec{g} \in A(\Omega)^{n}
$$

Problem 3.1 asks for a function $\vec{G}$ which satisfies almost the same growth conditions as $F$, so it is the analogue with estimates of the above mentioned problem. If $\Omega=\mathbb{C}^{n}$ this problem is solved in [30, th. 7.6.11] and in chapter VI we will perform the same method of proof, but there we have to take care of the estimates near the boundary of $\Omega$. For the general case, as in theorem 3.1, all conditions, besides the one that $\phi$ is plurisubharmonic in the density $\exp -\phi$, will be discussed precisely in the next chapter.

Since problem 3.1 implies the injectivitv of $F$, its definition (3.7) implies the following corollary.

COROLLARY 3.4. The set $\left\{e^{i\langle\zeta, z\rangle} \mid z \in \Gamma\right\}$ is dense in the spaces $A_{\alpha}$ given by (3.5) for $\alpha=\varepsilon$ or $\alpha=c$.

REMARK. Since $F$ is surjective, $F^{t}: \operatorname{Exp}_{\alpha}^{\prime} \rightarrow A_{\alpha}$ is injective, where $F^{t}$ is given by

$$
\left(F^{t} \sigma\right)(\zeta)=\left\langle\sigma_{z}, \mathrm{e}^{i\langle\zeta, z\rangle}\right\rangle, \quad \sigma \in \operatorname{Exp}_{\alpha}^{\prime},
$$

because for $\mu \in A_{\alpha}^{\prime}$

$$
\left\langle\mu, F_{\sigma\rangle}^{t}=\langle\sigma, F \mu\rangle=\left\langle\sigma_{z},\left\langle\mu_{\zeta^{\prime}} e^{i\langle\zeta, z\rangle}\right\rangle\right\rangle=\left\langle\mu_{\zeta^{\prime}}\left\langle\sigma_{z}, e^{i\langle\zeta, z\rangle}\right\rangle\right\rangle\right.
$$

by Fubini's theorem. Hence also the set $\left\{\mathrm{e}^{\mathrm{i}\langle\zeta, z\rangle} \mid \zeta \in \Omega(a, \Gamma)\right\}$ is dense in $\operatorname{Exp}_{\alpha}$ for both $\alpha=\varepsilon$ and $\alpha=c$.

So finally, we have obtained the following theorem.

THEOREM 3.5. The map $F$ of theorem 3.3 is also injective.

REMARK. Theorems 3.3 and 3.5 state that the map (3.6) is bijective. This fact can be considered as a generalization of the Ehrenpreis-Martineau theorem, which gives the isomorphism (3.6) for $\alpha=\varepsilon$ if $\Omega$ is compact and $\Gamma=\mathbb{C}^{\mathrm{n}}$, just as the Paley-Wiener theorems of chapter II, cf. also $[68, \S 26.4$, th. 2], can be considered as a generalization of the original Paley-WienerSchwartz theorem for distributions with compact support.
III.3. PALEY-WIENER THEOREMS FOR FOURIER HYPERFUNCTIONS.

In this section we treat the particular case of theorems 3.3 and 3.5 where $\Gamma=T^{C}$ with $C$ an open, convex cone in $\mathbb{R}^{n}$. Again as a particular case of this situation we may consider functions $a(z)$ which are only functions of $y=\operatorname{Im} z$. Then $\Omega\left(a, T^{C}\right)$ is a subset of $\mathbb{R}_{n}$ and a function in Exp determines a Fourier hyperfunction.

Let $\left(T^{C}\right)_{k}$ and $\left(T^{C}\right)(k)$ be given by (2.50) and (2.51), respectively. If in (3.2.i), (3.2.ii) and (3.5) $\Gamma=T^{C}$, we get the spaces

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{\varepsilon}\left[a(z), T^{C}\right] \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{\infty}\left(T^{1 / k y_{0}+C} ; a\left(x, Y-1 /{ }_{2 k} Y_{0}\right)+1 / k\|z\|\right)  \tag{3.33}\\
A_{\varepsilon}\left(a, T^{C}\right) \stackrel{\text { def }}{=} \underset{k \rightarrow \infty}{i n d} \lim _{\infty}\left(\Omega\left(a+1 / k, T^{C}\right) ;-1 / k\|\zeta\|\right)
\end{array}\right.
$$

where $y_{0} \in \operatorname{prC} C_{1}$ is fixed, and

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{C}\left[a(z), T^{C}\right] \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{proj} \lim _{\infty}\left(\left(T^{C}\right)(k) ; a(z)+1 / k\|z\|\right)}  \tag{3.34}\\
A_{C}\left(a, T^{C}\right) \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{ind} \lim _{\infty}\left(\Omega\left(a+1 / k,\left(T^{C}\right)_{k}\right) ;-1 / k\|\zeta\|\right) .}
\end{array}\right.
$$

By theorems 3.3 and 3.5 , in both pairs of spaces Fourier transformation is an isomorphism from the strong dual of the second space onto the first space. Similarly, the same statement can be derived for the following pair of spaces, where we have a mixture of the two foregoing cases, namely analytic functionals carried by $\Omega\left(a, T^{C}\right)$ with respect to $\varepsilon$-neighborhoods in the imaginary directions and to conic neighborhoods in the real directions:

Thus we obtain the following theorem.

THEOREM 3.6. In the pairs of spaces (3.33), (3.34) and (3.35) the strong dual of the second space is topologically isomorphic to the first space by means of the map $F$ defined by (3.7).

The pair (3.33) will be used in chapter $v$ to derive the Newton interpolation series for functions in $\operatorname{Exp}_{\varepsilon}\left[a(z), T^{C}\right]$, if $\lim a(x, y)$ as $y \rightarrow 0, y \in C_{k}$
exists for:every $k$, i.e., if $\Omega\left(a, T^{C}\right)$ is bounded in the imaginary directions. If the convex, homogeneous function $a$ is only a function of $y \in C, i . e .$, if $a(z)=a(y)$ then

$$
\Omega\left(a, T^{C}\right) \subset\{\zeta \mid \zeta=\xi+i n, \eta=0\}
$$

In that case for each $k$ every function $f$ in $\operatorname{Exp}_{\varepsilon}\left[a(y), T^{C}\right]$ or in $\operatorname{Exp} \varepsilon, c\left[a(y), T^{C}\right]$ satisfies

$$
|f(z)| \leq K_{k} \exp 1 / k\left\|_{x}\right\|, \quad y \in C_{k}, \quad 1 / k \leq\|Y\| \leq k
$$

for some positive constants $K_{k}$ depending on $k$ and $f$. Hence it determines a Fourier hyperfunction, see [38]. Then theorem 3.6 is the Paley-Wiener theorem for Fourier hyperfunctions:
i. The elements of $\operatorname{Exp}_{\varepsilon, c}\left[a(y), T^{C}\right]$ are just the Fourier hyperfunctions which are the Fourier transforms of the Fourier hyperfunctions with support in $\Omega\left(a, T^{C}\right)$, where the support is defined as the smallest carrier with respect to conic neighborhoods $\Omega\left(a+1 / k, T C_{k}\right)$ in the real directions, which is done in [38].
ii. The elements of $\operatorname{Exp}\left[a(y), T^{C}\right]$ may be considered as the Fourier transforms of the Fourier hyperfunctions with support in $\Omega\left(a, T{ }^{C}\right)$, where this kind of support with respect to $\varepsilon$-neighborhoods is defined by means of definition 2.6.
iii. In [53] analytic functionals carried by real sets with respect to conic neighborhoods in $\mathbb{C}^{n}$ are mentioned. They are called Fourier hyperfunctions of the second kind and they seem to be more useful for describing quantum field theory. In this view the elements of $\operatorname{Exp}_{C}\left[a(y), T{ }^{C}\right]$ are the Fourier hyperfunctions of the second kind which are the Fourier transforms of the Fourier hyperfunctions of the second kind with support. in the set $\Omega\left(a, T^{C}\right)$, where this kind of support is defined with the aid of conic neighborhoods.
III.4. ANALYTIC FUNCTIONALS IN $Z_{\{M\} ;}$ FOURIER TRANSFORMATION AS A BIJECTION; PALEY-WIENER THEOREMS FOR ULTRADISTRIBUTIONS OF ROUMIEU TYPE.

In this section we shall mention the problems which have to be solved in order that the Ehrenpreis-Martineau theorem can be extended to analytic functionals in $Z_{\{M\}}^{\prime}$ carried by unbounded, convex sets with respect to various
classes of neighborhoods. Now we no longer exhaust an open, pseudoconvex set $\Gamma$ by sets $\left\{\Gamma_{\alpha}^{k}\right\}_{k=1}^{\infty}$ such that an $\varepsilon$-neighborhood of $\Gamma_{\alpha}^{k}$ is contained in $\Gamma_{\alpha}^{k+1}$ as in problem 3.1. In this section we shall get problems similar to theorem 3.1 and problem 3.1, but with estimates extending to the boundary of the domain. As in section II.2.iii we require that $M$ is a coñtinuous, increasing, piecewise differentiable function on $[0, \infty)$ with $M(0)=0, M(\infty)=\infty$, such that $M^{\prime}$ is strictly decreasing. Furthermore, in this and the following section we only require that (2.31) is valid. Then $M^{*}$, defined by (2.28), is a convex function on $(0, \infty)$ with $M^{*}(0)=\infty$ and $M^{*}(\infty)=0$, satisfying (2.29) and (2.31). Briefly, the following formula's hold:

$$
\begin{align*}
& M^{*}(\sigma)=\max _{\rho>0}\{M(\rho)-\alpha \rho\}  \tag{3.36}\\
& M(\rho)=\min _{\sigma>0}\left\{M^{*}(\sigma)+\rho \sigma\right\} ;  \tag{3.37}\\
& \dot{\forall t>0, \forall m>0, \exists t^{\prime} \geq t, \exists K>0 \text { and } \forall t^{\prime}>0, \forall m>0, \exists t \text { with }} \begin{array}{l}
0<t \leq t^{\prime}, \exists K>0
\end{array}
\end{align*}
$$

such that for $\rho \geq 1$ and $0<\sigma \leq 1$

$$
\left\{\begin{array}{l}
M\left(\rho / t^{\prime}\right)+m \log \rho \leq M(\rho / t)+K  \tag{3.38}\\
M^{*}(i: \prime \sigma)+m \log 1 / \sigma \leq M^{*}(t \sigma)+K
\end{array}\right.
$$

We shall fi:st describe the analogue of sections III. 1 and III.2, but now with $\Gamma=T^{C}$.'.his will yield the most general setting of the problems to be solved. Next we shall state the Paley-Wiener type theorems and, for arbitrary cones $\Gamma$, the Ehrenpreis-Martineau theorem. Let $C$ be an open, convex cone in $\mathbb{R}^{n}$, let for $\alpha=\varepsilon$ and $\alpha=c\left(T^{C}\right)_{\alpha}^{k}$ be given by (2.52.i) and (2.52.ii), $\Omega_{\alpha}^{k}$ by (2.48.i) with $\Gamma$ replaced by $T^{C}$ and by (2.48.ii) with $\Gamma_{k}$ replaced by $\left(T^{C}\right)_{k}$, defined in (2.50), and let $a_{\alpha}^{k}$ be given by (2.54.i) and (2.54.ii), respectively. Then we define the following pair of spaces

$$
\left\{\begin{array}{l}
\left.\operatorname{Exp}_{\alpha}\left[a, T^{C} ; M^{*}\right] \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{k \infty} H_{\infty}\left(T^{C}\right)_{\alpha}^{k} ; a_{\alpha}^{k}(z)+1 / k\|z\|+M^{*}(k\|Y\|)\right)  \tag{3.39}\\
A_{\alpha}\left(a, T^{C} ; M\right) \xlongequal[=]{\text { def }} \underset{k \rightarrow \infty}{\text { ind } \lim _{k}\left(\Omega_{\alpha}^{k} ;-M(\|\xi\| / k)+k\|\eta\|\right) .}
\end{array}\right.
$$

By lemma 2.17 each $f \in \operatorname{Exp}_{\alpha}\left[a, T^{C} ; M^{*}\right]$ determines an ultradistribution of Roumieu type.

As in section III. 2 formula (3.21), here too we introduce an S-space of $C^{\infty}-$ functions. In this section for $\alpha \epsilon\{\varepsilon, c\}$ we denote by $S_{\alpha}^{k}$ the space

$$
\mathrm{S}_{\alpha}^{\mathrm{k}} \stackrel{\text { def }}{=} \underset{\mathrm{m} \rightarrow \infty}{ } \operatorname{proj}_{\alpha} \lim _{\alpha}(\mathrm{m}, \mathrm{k}, \mathrm{k})
$$

where $S_{\alpha}(m, k, k)$ is defined by (2.56) and again we write the strong dual of $A_{\alpha}\left(a, T^{C} ; M\right)$ as

$$
A_{\alpha}\left(a, T^{C} ; M\right)^{\prime}=\underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{k}\left(S_{\alpha}^{k}\right)^{\prime} / \overline{R\left(T_{k}\right)}
$$

where $T_{k}$ is the transposed of the Cauchy-Riemann operator. Let us now denote by $H_{\alpha}$ the space

$$
\mathrm{H}_{\alpha} \stackrel{\text { def }}{=} \underset{k \rightarrow \infty}{ } \operatorname{proj}_{\mathrm{k}} \lim _{\alpha}\left(\mathrm{H}_{\alpha}^{\mathrm{k}} \overline{\mathrm{P} \cdot \mathrm{H}_{\alpha}^{\mathrm{k}}}\right)
$$

where $H_{\alpha}^{k} \xlongequal{\text { def }} i_{m} \lim _{\infty} \lim _{\alpha}(m, k, k)$, cf. (2.56). Then by lemma 2.27 the Fourier transformation $F$ is an isomorphism

$$
F: A_{\alpha}\left(a, T^{C} ; M\right)^{\prime} \rightarrow H_{\alpha}
$$

As before, the maps $I$ and $J$ are introduced

$$
\mathrm{H}_{\alpha} \xrightarrow{\mathrm{I}} \operatorname{proj}_{\mathrm{k}} \lim _{\rightarrow \infty}\left(\mathrm{H}_{\alpha}^{\mathrm{k}} \mid V_{\alpha}^{k}\right) \xrightarrow{\mathrm{J}} \operatorname{Exp}_{\alpha}\left[a, T^{C} ; M^{*}\right]
$$

We shall investigate which problems have to be solved in order that $I$ is bijective and $J$ surjective.

The bijectivity of I will follow from a problem similar to problem 3.1. It asks for a function $\vec{g} \in A(\Omega)^{n}$ with $p \cdot \vec{g}=f$ if (3.32) is satisfied, where now $\vec{g}$ is holomorphic in the same pseudoconvex domain $\Omega$ as $f$ and satisfies some estimates. This is only possible if some conditions are imposed on the densities in the estimates. Therefore, we have to introduce the following concepts. Let $\Omega$ be a pseudoconvex domain and let $\phi$ be a function in $\Omega$ such that for each $N$ there exists a plurisubharmonic function $\tilde{\phi}_{N}$ in $\Omega$ which satisfies

$$
\begin{align*}
& K+\tilde{\phi}_{N}(z) \geq \phi_{N}(z) \stackrel{\text { def }}{=} \max \left\{\phi\left(z^{\prime}\right)+N \log \left(1+\left\|z^{\prime}\right\|^{2}\right)+\log \left(1+d\left(z^{\prime}, \Omega^{c}\right)-N\right) \mid\right.  \tag{3.40}\\
&\left.\mid\left\|z-z^{\prime}\right\| \leq \min \left[N,\left(e^{N}-1\right) d\left(z, \Omega^{c}\right),\left(e^{N}-1\right) d\left(z^{\prime}, \Omega^{c}\right)\right]\right\}
\end{align*}
$$

for some $K>0$ depending on $\phi$ and $N$, where $d\left(z, \Omega^{C}\right)$ denotes the distance from $z$ to the complement of $\Omega$. Furthermore, we define the plurisubharmonic function $\hat{\phi}$ by
(3.41) $\hat{\phi}(z) \stackrel{\text { def }}{=} \tilde{\phi}_{N}(z)+N \log \left(1+\|z\|^{2}\right)+\log \left(1+d\left(z, \Omega^{c}\right)^{-N}\right)$.

Then $\hat{\phi}$ satisfies the following inequalities

$$
\phi \leq \phi_{N} \leq \tilde{\phi}_{N}+K \leq \tilde{\phi}+K
$$

Let

$$
\psi^{k, m}(\theta) \stackrel{\text { def }}{=}{ }^{*}\left(k\left\|\operatorname{Im} \theta^{2}\right\|\right)+a_{\alpha}^{k}(\operatorname{Im} \theta)+1 / k\|\operatorname{Im} \theta\|+m \log \left(1+\|\theta\|^{2}\right)
$$

if $\alpha=c$ for $\theta \in T\left(\left(T^{C}\right) \frac{k}{c}\right.$ ) or if $\alpha=\varepsilon$ for $\theta \in T\left(\left(T_{C}^{C}\right)_{\varepsilon}^{k}\right)$, in which case we complete $\psi^{k, m}$ arbitrarily to the remaining of $T\left(T^{C}\right), c f$. (2.53) for the definition of $T(B)$. Then in virtue of (3.38) for each $q$ and $N$ there are $p>q$ and $K_{q}>0$ such that for $\alpha=\varepsilon$ or $\alpha=c$

$$
\left(\psi^{\mathrm{p}, \mathrm{~m}}\right)_{N}(\theta) \leq \psi^{\mathrm{q}, \mathrm{~m}+\mathrm{N}}+\mathrm{K}_{\mathrm{q}^{\prime}} \quad \theta \in \mathrm{T}\left(\left(\mathrm{~T}^{\mathrm{C}}\right)_{\alpha}^{\mathrm{q}}\right)
$$

For a fixed $\xi_{0} \in \operatorname{prc}{ }^{*}$ there is $\delta>0$ such that $\delta\|y\| \leq\left\langle\xi_{0}, y>\leq\|y\|\right.$ for $y \in C$ and therefore, for each $k$ there is a $q>k$ with

$$
M^{*}\left(q<\xi_{0}, y>\right) \leq M^{*}(k\|y\|), \quad y \in C
$$

But now $M^{*}\left(q<\xi_{0}, \operatorname{Im} \theta^{2}>\right)$ is convex, hence plurisubharmonic, in $T\left(T^{C}\right)$. Hence for each $k$ there is a $p>k$ such that by a suitable choice of $\left(\psi^{p, I n}\right)_{N}$ we get

$$
\begin{equation*}
\psi^{p, m} \leq \psi^{k, m+2 N} \tag{3.42}
\end{equation*}
$$

in $T\left(\left(T^{C}\right)_{\alpha}^{k}\right)$.
In the $\alpha=\varepsilon$ case an extra complication arises by the fact that the domain $T\left(\left(T^{C}\right)_{\varepsilon}^{k}\right)$ is not pseudoconvex, because by Bochners theorem its pseudoconvex hull $H\left(T\left(\left(T^{C}\right){ }_{\varepsilon}^{k}\right)\right.$ ) equals $T\left(T^{C}\right)$. Hence every $F \in H_{\varepsilon}^{k}$ is holomorphic in $T\left(T^{C}\right)$ and if $F$ vanishes on $V_{\varepsilon}^{k}$, it vanishes on $V$. Each $F \in H_{\varepsilon}^{p}$ satisfies for some $m$ and $K$

$$
\begin{array}{ll}
|F(\theta)| \leq K \exp \psi^{p, m}(\theta), & \theta \in T\left(\left(T^{C}\right)_{\varepsilon}^{p}\right) \\
|F(\theta)| \leq \exp (\log |F(\theta)|), & \theta \in T\left(T^{C}\right) .
\end{array}
$$

Then with $\psi(\theta) \xlongequal{\text { def }} \max \left\{\log |F(\theta)|, \psi^{p, m}(\theta)\right\}$ for $\theta \in T\left(T^{C}\right) F$ satisfies
(3.43) $\quad|F(\theta)| \leq K \exp \psi(\theta)$.

Furthermore, we make the restriction that $\psi^{p, m}$ on $\left.T\left(T^{C}\right)_{\varepsilon}^{p}\right)$ has been extended to $T\left(T^{C}\right)$ in such a way that (3.40) can be satisfied for the function $\psi$ of formula (3.43). If $\alpha=c$ and $F \in H_{c}^{p}$, we set $\psi=\psi^{p, m}$ for some $m$ depending on $F$ and (3.43) is satisfied for $\theta \in T\left(\left(T^{C}\right)_{C}^{p}\right)$, which is a pseudoconvex domain.

Now assume that for $\alpha=\varepsilon$ and $\alpha=c$ every $F \in H_{\alpha}^{p}$ vanishing on $V$ if $\alpha=\varepsilon$ or on $V_{C}^{p}$ if $\alpha=c$ and satisfying (3.43) can be written as $F=P \cdot \vec{G}$ for holomorphic functions $G_{j}$ in $T\left(T^{C}\right)$ if $\alpha=\varepsilon$ or in $\left.T\left(T^{C}\right)_{C}{ }_{C}\right)$ if $\alpha=c$ which satisfy there $G_{j}(\theta) \leq K \exp \hat{\psi}(\theta), j=1, \ldots, n$, where $\hat{\psi}$ is obtained from $\psi$ as in (3.41) for some $N$. Then if $p$ is sufficiently large there is a $k$ such that in view of (3.42) $G_{j}$ would belong to $H_{\alpha}^{k}$. If this can be done for every k , the bijectivity of the map I would be implied. Taking into account (3.32) and the embedding maps between spaces with $\mathrm{L}^{2}$-norms and sup-norms (cf. [73]), we really get the foregoing if the following problem is solved.

PROBLEM 3.2. Let $\Omega$ be a pseudoconvex domain, let $\phi$ be a function in $\Omega$ such that (3.40) can be satisfied for every $N$ and let $P$ be a vector of polynomials. If a holomorphic function $f$ in $\Omega$ can locally, i.e., in a neighborhood $\omega$ of each point in $\Omega$, be written as $f=p \cdot \vec{g}_{\omega}$ with $\vec{g}_{\omega} \in \vec{A}(\omega)$, then

$$
f(z)=P(z) \cdot \vec{g}(z), \quad z \in \Omega
$$

for some $\vec{g} \in \vec{A}(\Omega)$ satisfying for some $K$ independent of $f$

$$
\int_{\Omega}\|\vec{g}(z)\|^{2} \exp -\hat{\phi}(z) d \lambda(z) \leq K \int_{\Omega}|f(z)|^{2} \exp -\phi(z) d \lambda(z)
$$

where $\|\vec{g}(z)\|^{2}=\Sigma\left|g_{j}(z)\right|^{2}$ and where $\hat{\phi}$ is given by (3.41) for some $N$ independent of $f$, provided that $f$ is such that the right hand side is finite.

Since in problem 3.1 an $\varepsilon$-neighborhood of $T\left(\Gamma_{\alpha}^{\mathrm{k}}\right)$ is contained in $T\left(\Gamma_{\alpha}^{\mathrm{p}}\right)$ and since the equalities (3.2.i) and (3.2.ii) hold, problem 3.1 follows from
problem 3.2. Furthermore, problem 3.2 implies that (cf. (3.28) where the spaces $H_{\alpha}^{k}$ are different from the $H_{\alpha}^{k}$ of this section)

$$
H_{\alpha} \stackrel{\text { def }}{\underline{p r o j}} \underset{k \rightarrow \infty}{\lim }\left(\mathrm{H}_{\alpha}^{\mathrm{k}} \overline{\left.\mathrm{P} \cdot \overrightarrow{\mathrm{H}_{\alpha}}\right)}=\underset{\mathrm{k}}{\operatorname{proj}} \lim _{\rightarrow \infty}\left(\mathrm{H}_{\alpha}^{\mathrm{k}} / \mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}\right),\right.
$$

hence we don't need to pay attention to the closure of $\mathrm{P} \cdot \overrightarrow{\mathrm{H}}_{\alpha}^{\mathrm{k}}$ in $\mathrm{H}_{\alpha}^{\mathrm{k}}$.
We will now state the problem whose solution implies the surjectivity of the map J. Theorem 3.1 yields local extensions $\left\{F_{\omega} \mid \omega \subset \subset \Omega\right\}$ of $f$ with $F_{\omega}(i z, z)=f(z)$ and problem 3.3 will state that the functions $F_{\omega}$ can be changed and glued together to one global function $F$ in $\Omega$ with $F(i z, z)=f(z)$ and with good bounds. The conditions on the bounds will be the same as those of problem 3.2.

Let $\omega$ be a pseudoconvex open set with $\omega \subset \subset T\left(\left(T^{C}\right){ }_{C}^{p}\right)$ if $\alpha=c$ or $\omega \subset T\left(T^{C}\right)$ if $\alpha=\varepsilon$ and let

$$
\omega^{\prime} \stackrel{\text { def }}{=}\left\{\theta \left\lvert\,\left\|\theta-\theta^{\prime}\right\| \leq \min \left[1, \frac{1}{2} d^{\prime}\left(\theta^{\prime}, \Omega^{C}\right)\right]\right., \Omega=T\left(T^{C}\right), \theta^{\prime} \in \omega\right\} .
$$

Then for some $q>p$ and for $\omega \subset T\left(\left(T^{C}\right) \frac{p}{\alpha}\right)$

$$
\omega^{\prime} \subset T\left(\left(T^{C}\right) \frac{q}{\alpha}\right)
$$

Let $f \in \operatorname{Exp}_{\alpha}\left[a, T^{C} ; M^{*}\right]$ and let the convex function $\phi_{q}$ be defined by

$$
\phi_{q}(z) \stackrel{\text { def }}{=} M^{*}\left(q<\xi_{0}, y>\right)+a_{\alpha}^{q}(z)+1 / q\|z\|, \quad z \in\left(T^{C}\right)_{\alpha}^{q}
$$

where in case $\alpha=\varepsilon \phi_{q}$ is extended to a convex function on $T^{C}$ such that for some $\mathrm{K}>0$

$$
|f(z)| \leq K \exp \phi_{q}(z)
$$

for $z \in T^{C}$. If $\alpha=c$ this formula holds for $z \in\left(T^{C}\right)_{C}^{q}$. Let $H\left(T\left(\left(T^{C}\right){ }_{\varepsilon}^{q}\right)\right)=$ $=T\left(T^{C}\right)$ and $H\left(T\left(\left(T^{C}\right)_{C}^{q}\right)\right)=T\left(\left(T^{C}\right)_{C}^{q}\right)$, which in both cases is a pseudoconvex domain in $\mathbb{C}^{2 n}$. The function $\theta \rightarrow \phi_{q}(\operatorname{Im} \theta)$ is a convex, hence plurisubharmonic, function on $H\left(T\left(\left(T^{C}\right)_{\alpha}^{q}\right)\right.$ ). Hence we can apply theorem 3.1 and for each $\omega$ we obtain a holomorphic function $F_{\omega}$ in $\omega$ with $F_{\omega}(i z, z)=f(z)$ for $z \in\{z \mid(i z, z) \in \omega\}$ which, in view of (3.40) and (3.42), for some $m$ and $K$ satisfies

$$
\begin{gathered}
\int_{\omega}\left|F_{\omega}(\theta)\right|^{2} \exp -2 \psi^{p, m}(\theta) d \lambda(\theta) \leq K \int|f(z)|^{2} \frac{\exp -2 \phi_{q}(z)}{\left(1+\|z\|^{2}\right)^{l}} \mathrm{~d} \lambda(z) \\
\left\{z \mid(i z, z) \in \omega^{\prime}\right\}
\end{gathered}
$$

where $\ell=[n / 2]+1$ and where the extension of $\psi^{p, m}$ on $T\left(\left(T^{C}\right) \frac{p}{\varepsilon}\right)$ to $T\left(T^{C}\right)$ is determined by $\phi_{q}$. We select a collection $U$ of sets $\omega$ with the property that each point in $H\left(T\left(\left(T^{C}\right){ }_{\alpha}^{p}\right)\right)$ is contained in at least one set $\omega \in U$ and each point in $H\left(T\left(\left(T^{C}\right){ }_{\alpha}^{q}\right)\right.$ ) in not more than $L$ sets $\omega^{\prime}$ for a fixed $L$. In section VI. 1 it will be shown that such a covering exists. Then with $\psi \xlongequal{\text { def }} 2 \psi^{\mathrm{p}, \mathrm{m}}$ we get

$$
\begin{aligned}
&\left\|\left\{F_{\omega}\right\}\right\| \stackrel{\text { def }}{=} \sum_{\omega \in U} \int_{\omega}\left|F_{\omega}(\theta)\right|^{2} \exp -\psi(\theta) d \lambda(\theta) \leq K L \int_{H\left(T\left(\left(T^{C}\right) \underset{\alpha}{\alpha}\right)\right)}|f(z)|^{2} \\
& \frac{\exp -2 \phi_{q}(z)}{\left(1+\|z\|^{2}\right)^{l}} \mathrm{~d} \lambda(z)<\infty .
\end{aligned}
$$

It is sufficient if we can find a holomorphic function $F$ in $H\left(T\left(\left(T^{C}\right)_{\alpha}^{p}\right)\right)$ with $\mathrm{F}-\mathrm{F}_{\omega}=0$ on $\omega \cap V$ and with

$$
\int_{\left.H\left(T\left(T^{C}\right) \underset{\alpha}{p}\right)\right)}|F(\theta)|^{2} \exp -\dot{\psi}(\theta) d \lambda(\theta) \leq K\left\|\left\{F_{\omega}\right\}\right\|
$$

for some $K$, where $\hat{\psi}$ is obtained from $\psi$ according to (3.41) for some N. For by (3.42) if $p$ is sufficiently large we would have $F \in H_{\alpha}^{k}$.

For two sets $\omega_{1}$ and $\omega_{2}$ in $U \mathrm{~F}_{1 \rightarrow}-\mathrm{F}_{\omega_{2}}$ vanishes on $V \cap \omega_{1} \cap \omega_{2}$, hence $F_{\omega_{1}}-F_{\omega_{2}}=P \cdot \vec{G}_{12}$ in $\omega_{1} \cap \omega_{2}$ for some $\vec{G}_{12}$ holomorphic in $\omega_{1} \cap \omega_{2}$. Now if the following problem is solved, we can find a function $F$ as above and the map $J$ would be surjective.

PROBLEM 3.3. Let $\Omega, P, \phi$ and $\hat{\phi}$ be as in problem 3.2 and let $U$ be the covering of $\Omega$ specified in section VI.1. Furthermore, let $\left\{f_{j} \mid \omega_{j} \in U\right\}$ be a collection of holomorphic functions $f_{j}$ in $\omega_{j}$ such that for each $\omega_{j}$ and $\omega_{k}$ in $U f_{j}-f_{k}=$ $P \cdot \vec{g}_{j, k}$ for some $\vec{g}_{j, k}$ holomorphic in $\omega_{j} \cap \omega_{k}$. Then there is a holomorphic function $f$ in $\Omega$ with for each $\omega_{j} \in U{ }_{f}-f_{j}=P \cdot \vec{g}_{j}$ for some $\vec{g}_{j}$ holomorphic in $\omega_{j}$ such that

$$
\int_{\Omega}|f(z)|^{2} \exp -\hat{\phi}(z) d \lambda(z) \leq K \sum_{\omega_{j} \in U} \int_{\omega_{j}}\left|f_{j}(z)\right|^{2} \exp -\phi(z) d \lambda(z)
$$

for some $K$ and $N$ independent of $\left\{f_{j} \mid \omega_{j} \in U\right\}$, provided that the collection $\left\{f_{j}\right\}$ is such that the right hand side is finite.

REMARK. If $\alpha=\varepsilon, T\left(T^{C}\right)=\underset{p=1}{\infty}=T\left(\left(T^{C}\right)_{\varepsilon}^{p}\right)$ and the densities on $\left.T\left(T^{C}\right)_{\varepsilon}^{p}\right)$ had first to be extended to all of $T\left(T^{C}\right)$ before applying problems 3.2 and 3.3. These extensions depended on the particular holomorphic function $F$ or $f$ one was dealing with. Therefore in the $\alpha=\varepsilon$ case we may get estimates with K depending on $F$ or $f$, although in problems 3.2 and 3.3 K is independent of $f$ or $\left\{f_{j}\right\}$, respectively. However, the open mapping theorem helps us to overcome the difficulty of not getting uniform bounds. In the next chapter we will treat the case of holomorphic functions f in $\Omega={ }_{\mathrm{k}}^{\mathrm{U}} \mathrm{V}_{1} \Omega_{\mathrm{k}}$ which are bounded with respect to some density on each $\Omega_{k}$, uniformly in $f$. But the condition, cf. (4.22), which must be satisfied then, is not valid for $\Omega=T\left(T^{C}\right)=$ $\left.={ }_{k} \stackrel{\infty}{U}_{1} T\left(T^{C}\right)_{\varepsilon}^{k}\right)$ of this chapter.

In chapter IV problems 3.2 and 3.3 will be reformulated and in chapter VI they will be solved. Therefore, the Fourier transformation $F$ is a topological isomorphism from $A_{\alpha}\left(a, T^{C} ; M\right)$ ' onto $\operatorname{Exp}_{\alpha}\left[a, T^{C} ; M^{*}\right]$ for $\alpha=\varepsilon$ or $\alpha=c$, where these spaces are determined by (3.39). Similarly, the same can be derived for the following pair of spaces, which is a mixture of $\varepsilon$ - and conic neighborhoods,

$$
\begin{align*}
& \left\{\quad k \rightarrow \infty \quad a_{\varepsilon}^{k}(z)+1 / k\|z\|+M^{*}(k\|y\|)\right)  \tag{3.44}\\
& A_{\varepsilon, C}\left(a, T^{C} ; M\right) \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{ind} \lim _{\infty}} H_{\infty}\left(\Omega\left(a+1 / k, T^{C}{ }_{k}\right) ;-M(\|\xi\| / k)+k\|\eta\|\right)
\end{align*}
$$

and if $\alpha=\varepsilon$ or $\alpha=c$ for the pair

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{\alpha}\left[a, \Gamma ; M^{*}\right] \stackrel{\text { def }}{\operatorname{proj} \lim _{k \rightarrow \infty} H_{\infty}\left(\Gamma_{\alpha}^{k} ; a_{\alpha}^{k}(z)+1 / k\|z\|+M^{*}(k\|z\|)\right)}  \tag{3.45}\\
A_{\alpha}(a, \Gamma ; M) \xlongequal{\text { def }} \underset{k \rightarrow \infty}{\operatorname{ind} \lim _{\infty}\left(\Omega_{\alpha}^{k} ;-M(\|\zeta\| / k)\right),}
\end{array}\right.
$$

where $\Gamma$ is an open, convex cone in $\mathbb{C}^{n}$ with $\Gamma_{\varepsilon}^{-k} \xlongequal{\text { def }} \Gamma_{k} \cup\left\{1 / k z_{0}+\Gamma\right\}$ and $\Gamma_{c}^{k}$ def $\Gamma_{k}$, where $a_{\varepsilon}^{k}(z) \stackrel{\text { def }}{=} a\left(z-1 / 2 k z_{0}\right)$ for $z \in 1 / k z_{0}+\Gamma$ and $a_{k}^{k}$ must be continued as a convex function on $\bar{\Gamma}$, where $a_{c}^{k} \xlongequal{\text { def }} a$ and where $\Omega_{\alpha}^{k}{ }^{\varepsilon}$ is given by (2.48.i) and (2.48.ii). The last pair yields the Ehrenpreis-Martineau theorem for analytic functionals carried by arbitrary unbounded, convex sets in $\mathbb{C}^{\mathrm{n}}$ with respect to $\varepsilon$ - or conic neighborhoods and to the class of
weightfunctions $\{\exp M(\|\zeta\| / k)\}_{k=1}^{\infty}$.
Summarizing we get the following theorem.
THEOREM 3.7. If (3.38) is satisfied, in the pairs (3.39), (3.44) and (3.45) the strong dual of the second space is topologically isomorphic to the first space by means of the map $F$ defined by (3.7).

If $\lim a(x, y)$ exists as $y \rightarrow 0, y \in C_{k}$ the set $\Omega\left(a, T^{C}\right)$ is bounded in the imaginary directions in $\mathbb{C}_{n}$. Then in (3.39) for $\alpha=\varepsilon$ and in (3.44) the restriction $\|x\|<k$ in the definition of the first space and the term $k\|n\|$ in the definition of the second space can be omitted. In both cases functions in $\operatorname{Exp}_{\varepsilon}\left[a, T^{C} ; M^{*}\right]$ and in $\operatorname{Exp}_{\varepsilon, c}\left[a, T^{C} ; M^{*}\right]$ determine ultradistributions of Roumeiu type of "finite order", cf. definition 2.19.ii. Hence we obtain

COROLLARY 3.8. Fourier transforms of "infinite order" ultradistributions of Roumieu type can never have a carrier with respect to neighborhoods which are bounded in the imaginary directions.

$$
\begin{aligned}
& \text { If } a(x, 0) \text { exists, as in (3.3) } \operatorname{Exp}_{\varepsilon, c} \text { becomes } \\
& \qquad \operatorname{Exp}_{\varepsilon, C}\left[a, T^{C} ; M^{*}\right]=\underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{k} H_{\infty}\left(T^{C} C_{k} ; a(z)+1 / k\|z\|+M^{*}(k\|y\|)\right)
\end{aligned}
$$

and if $a(z)=0$ for all $z$ we get the particular case which yields the proof of (4) $\Rightarrow(1)$ of theorem 2.20.
III.5. PALEY-WIENER THEOREMS FOR ULTRADISTRIBUTIONS OF BEURLING TYPE.


#### Abstract

As in section III. 4 it can be derived that the Fourier transformation $F$ is an isomorphism between a space of analytic functionals with a fixed carrier onto a space of functions, holomorphic in a certain tubular cone and of certain exponential type, which have ultradistributional boundary values of Beurling type. However, the topologies of the occurring spaces become more complex, especially we don't get a space of analytic functionals which has the topology of the strong dual of a certain space of analytic functions. Therefore, we only state the Fourier transformation $F$ as a bijection. Spaces of a more simple topological structure arise if we consider Fourier transforms of analytic functionals such that sufficiently small conic neighborhoods of their carriers are contained in a given, open, convex set. In this form we shall give extensions of the Ehrenpreis-Martineau theo-


rem and of the Paley-Wiener theorem for ultradistributions of Beurling type. Let now $\alpha=1,2,3$ denote the cases of analytic functionals carried with respect to $\varepsilon$-neighborhoods, conic neighborhoods or a mixture of these neighborhoods, respectively. So here we denote

$$
\begin{aligned}
& \left(T^{C}\right)_{1}^{k} \xlongequal{\text { def }} T^{1 / k} Y_{0}+C \\
& \left(T^{C}\right)_{2}^{k} \xlongequal{\text { def }}\left(T^{C}\right)_{k} \\
& \left(T^{C}\right)_{3}^{k} \xlongequal{\text { def }} T^{1 / k} Y_{0}+C_{k}
\end{aligned}
$$

and furthermore, cf. (2.54) $a_{2}^{k}(z) \stackrel{\text { def }}{\tilde{a}_{k}}(z)$ and $a_{1}^{k}(z) \stackrel{\text { def }}{=} a_{3}^{k}(z) \xlongequal{\text { def }} a\left(z-1 / 2 k y_{0}\right)$ in $\left(T^{C}\right)_{1}^{k}$ or $\left(T^{C}\right)_{3}^{k}$, respectively and these functions must be continued as convex functions on $\bar{T}$. Let $f$ be a holomorphic function in $T$, which for every $k$ and for some positive $K_{k}$ and $m_{k}$ depending on $k$ satisfies

$$
\begin{gather*}
|f(z)| \leq K_{k} \exp \left\{M^{*}\left(\|y\| / m_{k}\right)+a_{\alpha}^{k}(z)+1 / k\|z\|,\right.  \tag{3.46}\\
z \in\left\{z \mid\|x\| \leq k, y \in C_{k}\right\} \cup\left(T^{C}\right)_{\alpha}^{k}
\end{gather*}
$$

for $\alpha=1,2$, or 3 . According to lemma 2.17 f uniquely determines an ultradistribution of Beurling type. Now we begin with a formula like (3.23) and we don't have to show that it is the dual of some space of holomorphic functions as the space (3.23) is of the space (3.22). Then by the same procedure as before lemma 2.27, problem 3.2 and 3.3 show that $f$ can be written as
(3.47) $\quad f(z)=\left\langle\mu_{\zeta^{\prime}} e^{i\langle\zeta, z\rangle\rangle}\right.$
where $\mu$ is an anlytic functional in $Z^{\prime}(M)$ uniquely determined by $f$ which is carried by $\Omega\left(a, T^{C}\right)$ with respect to neighborhoods of the form

$$
\left\{\begin{array}{l}
\Omega_{1}^{k} \text { def } \Omega\left(a+1 / k, T^{C}\right),  \tag{3.48}\\
\Omega_{2}^{k} \xlongequal{\text { def }} \Omega\left(a+1 / k,\left(T^{C}\right)_{k}\right) \\
\Omega_{3}^{k} \text { def } \Omega\left(a+1 / k, T^{C} k\right)
\end{array}\right.
$$

for $\alpha=1,2$ or 3, respectively. Thus $\mu$ can be uniquely extended such that it acts on functions $\phi$ which are holomorphic in these neighborhoods and satisfy there

$$
|\phi(\zeta)| \leq K_{m} \exp \{-M(m\|\xi\|)+k\|\eta\|\}
$$

for some $k$ depending on $\phi$, for every $m>0$ and for $K_{m}>0$ depending on $m$. So (3.47) is defined. Furthermore, there are positive $K_{k}$ and $m_{k}$ depending on $k$ and $\mu$ such that for such $\phi \mu$ satisfies

$$
\begin{equation*}
|\langle\mu, \phi\rangle| \leq \mathrm{K}_{\mathrm{k}} \sup _{\zeta \in \Omega_{\alpha}^{k}}|\phi(\zeta)| \exp \left\{\mathrm{M}\left(\mathrm{~m}_{\mathrm{k}}\|\xi\|\right)-\mathrm{k}\|\eta\|\right\} \tag{3.49}
\end{equation*}
$$

for $\alpha=1,2$ or 3, respectively. Thus the following Paley-Wiener theorem for ultradistributions of Beurling type holds.

THEOREM 3.9. If M satisfies (3.8) and $f$ (3.46), then (3.47) holds for a unique analytic functional $\mu \in Z_{(M)}^{\prime}$ which satisfies (3.49).

If $a(x, 0)$ exists, $\Omega(a, T)$ is bounded in the imaginary directions and for $\alpha=1$ and 3 the condition $\|x\| \leq k$ in (3.46) and the term $-k\|\eta\|$ in (3.49) can be omitted. Then $f$ determines an ultradistribution of Beurling type of "finite order", cf. definition 2.19.ii.

COROLLARY 3.10. Fourier transforms of "infinite order" ultradistributions of Beurling type can never have a carrier with respect to neighborhoods which are bounded in the imaginary directions.

If $\alpha=3$ and $a(z)=0$ for all $z$, we get the particular case which yields the proof of (4) $\Rightarrow(1)$ of theorem 2.20 for ultradistributions of Beurling type.

We will now define topological spaces of holomorphic functions and we will treat $F$ as a topological isomorphism from the strong dual of an Aspace onto an Exp-space. Let $\left\{\Gamma^{m}\right\}_{m=1}^{\infty}$ and $\left\{C^{m}\right\}_{m=1}^{\infty}$ be a decreasing sequence of convex cones in $\mathbb{C}^{n}$ or $\mathbb{R}^{n}$ with intersection $\Gamma$ or $C$, respectively, and with $\Gamma \subset \subset \Gamma^{m}, c \subset \subset c^{m}$ and let $\left\{a_{m}\right\}_{m=1}^{\infty}$ be an increasing sequence of convex functions, homogeneous of degree one, each $a_{m}$ defined on $\Gamma^{m}$ or $T^{C^{m}}$ with $a_{m}(z)+\varepsilon_{m} \leq a_{m+1}(z), z \in \operatorname{pr} \Gamma^{m+1}$ or $p r T C^{m+1}$ for some $\varepsilon_{m}>0$, converging in any point of $\Gamma$ or $T^{C}$ to the convex, homogeneous function a. Define

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{C}\left(a, \Gamma ; M^{*}\right) \stackrel{\text { def }}{\underline{\text { ind }}} \underset{m \rightarrow \infty}{ } \lim H_{\infty}\left(\Gamma^{m} ; M^{*}(\|z\| / m)+a_{m}(z)\right)  \tag{3.50}\\
A_{C}[a, \Gamma ; M] \xlongequal{\text { def }} \underset{m \rightarrow \infty}{\operatorname{proj} \lim _{\infty}\left(\Omega\left(a_{m}, \Gamma^{m}\right) ;-M(m\|\zeta\|)\right) .} .
\end{array}\right.
$$

In virtue of (3.38) and [73, conditions $\mathrm{HS}_{1}$ and $\mathrm{HS}_{2}$ ] the first space is a nuclear DFS-space and the second a nuclear FS-space. The generalization of the Ehrepreis-Martineau theorem states in this case that the dual of the second space is topologically isomorphic to the first space by means of Fourier transformation. We shall also give a Paley-Wiener version for ultradistributions of Beurling type. For simplicity we assume that for each $m$ $a_{m}(x, 0)$ exists, so that each $\Omega\left(a_{m}, T^{C^{m}}\right)$ is bounded in the imaginary directions. Define

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{C}\left(a, T^{C} ; M^{*}\right) \underline{\text { def }} \underset{m \rightarrow \infty}{\text { ind }} \lim _{m}\left(T^{C^{m}} ; M^{*}(\|y\| / m)+a_{m}(z)\right)  \tag{3.51}\\
A_{C}\left[a, T^{C} ; M\right] \xlongequal{\operatorname{proj} \lim _{m} H_{\infty}\left(\Omega\left(a_{m}, T^{C}\right) ;-M(m\|\xi\|)\right)} .
\end{array}\right.
$$

Again $\operatorname{Exp}_{C}\left(a, T^{C} ; M^{*}\right)$ is a nuclear DFS-space and $A_{C}\left[a, T^{C} ; M\right]$ a nuclear FS-space. It follows from an estimate as we have already met several times that for
 $\zeta$ is a subset of $H_{\infty}\left(\Omega\left(a_{m}, r^{m}\right) ;-M(m\| \|)\right)$ or $H_{\infty}\left(\Omega\left(a_{m}, T^{C m}\right) ;-M(m\| \|)\right)$, respectively. Therefore, the Fourier transformation can be defined by (3.7) and it follows from the injectivity of $F$ that these subsets are dense. Hence the projective limits in (3.50) and (3.51) are strict, cf. [20, § 26.1$]$ so that there strong duals can be represented as inductive limits of strong dual spaces. In the same way as the other theorems of this chapter are derived and by the fact that the open mapping theorem also holds for duals of reflexive Frechet spaces, cf. [61, IV, §8.3, cor. 1 and ex. 2, p. 162], the following theorem is derived

THEOREM 3.11. If M satisfies (3.38), in the pairs (3.50) and (3.51) the strong dual of the second space is topologically isomorphic to the first space by means of the map $F$ defined by (3.7).

Note that the strong dual of $A_{C}\left[a, T^{C} ; M\right]$, and hence $\operatorname{Exp}_{C}\left(a, T^{C} ; M^{*}\right)$, carries a finer topology than the one induced by $Z_{(M)}^{\prime}$ or $D_{(M)}^{\prime}$, respectively.
III.6. PALEY-WIENER THEOREMS FOR DISTRIBUTIONS IN $D^{\prime}$.

The same ramarks made for ultradistributions of Beurling type can be made for distributions in $D^{\prime}$. Instead of (3.36) and (3.37) here we have

$$
M^{*}(\sigma) \stackrel{\text { def }}{=} \log \left(1+\sigma^{-1}\right), \quad M(\rho) \stackrel{\text { def }}{=} \log (1+\rho)
$$

Let $f$ be a holomorphic function in $T^{C}$ which for every $k$ satisfies

$$
\begin{align*}
|f(z)| \leq & K_{k}\left(1+\|y\|^{-m_{k}}\right) \exp \left\{a_{\alpha}^{k}(z)+1 / k\left\|_{z}\right\|\right\},  \tag{3.52}\\
& z \in\left\{z \mid\|x\| \leq k, y \in C_{k}\right\} \cup\left(T^{C}\right)_{\alpha}^{k}
\end{align*}
$$

where $\left(T^{C}\right)_{\alpha}^{k}$ and $a_{\alpha}^{k}$ for $\alpha=1,2$ or 3 are as in section III.5. Then $f$ determines uniquely a distribution in $D^{\prime}$. Lemma 2.27 and problems 3.2 and 3.3 show that $f$ can be written as (3.47) for some unique, analytic functional $\mu \in Z^{\prime}$ carried by $\Omega\left(a, T^{C}\right)$ with respect to the neighborhoods $\Omega_{\alpha}^{k}$ defined by (3.48). Thus $\mu$ can be uniquiely extended to an analytic functional acting on functions $\phi$ which are holomorphic in these neighborhoods and which satisfy there

$$
|\phi(\zeta)| \leq K_{\mathrm{m}} \frac{\exp k\|\eta\|}{(1+\|\xi\|)^{m}}
$$

for some $k$ depending on $\phi$ and for every positive $m$ and some positive $K_{m}$ depending on $m$ and $\phi$. Furthermore, for such a $\phi \mu$ satisfies

$$
\begin{equation*}
\left|<\mu, \phi>\left|\leq K_{k} \sup _{\zeta \in \Omega_{\alpha}^{k}}\right| \phi(\zeta)\right|(1+\|\xi\|)^{m_{k}} e^{-\mathrm{k}\| \| \|} \tag{3.53}
\end{equation*}
$$

for $\alpha=1,2$ or 3 , where the positive numbers $K_{k}$ and $m_{k}$ depend on $k$ and $\mu$. Now the following Paley-Wiener theorem for distributions in $D^{\prime}$ is valid.

THEOREM 3.12. Let f satisfy (3.52), then f is the Fourier transform of a


If $\Omega\left(a, T^{C}\right)$ is bounded in the imaginary directions, the condition $\|x\| \leq k$ in (3.52) and the factor $\exp -k\|\eta\|$ in (3.53) can be omitted if $\alpha=1$ or 3. Then $f$ determines a distribution of finite order.

COROLLARY 3.13. The Fourier transform of a distribution of infinite order can never have a carrier with respect to neighborhoods which are bounded in the imaginary directions.

REMARK. The Fourier transform of any distribution can always be represented as a sum of analytic functionals which are carried by the $3^{n}$ sets of the form

$$
\begin{equation*}
\left\{\zeta \mid \xi_{j}=0 \text { or } \zeta_{j} \in \Omega\left(a, \mathbb{C}^{ \pm}\right), j=1, \ldots, n\right\} \tag{3.54}
\end{equation*}
$$

where $\mathbb{C}^{ \pm}$are the upper and lower halfplane and where a is a convex, homogeneous function on $\mathbb{C}^{+}$which is unbounded on $\mathrm{pr} \mathbb{C}^{+}$, or the convex, homogeneous function on $\mathbb{C}^{-}$given by $a(z)=a(\bar{z})$, so that $\Omega\left(a, \mathbb{C}^{ \pm}\right) \subset \mathbb{C}_{1}$ is not bounded in the imaginary direction. The analytic functionals are carried with respect to any class of neighborhoods and, a fortiori, they can be represented as measures on the sets (3.54), see $[16$, th. 5.24 , where these sets are shown to be sufficient for $\left.D^{\prime}\right]$.

A theorem similar to theorem 3.12 can be derived for functions $f$ which are holomorphic in a cone $\Gamma \subset \mathbb{C}^{n}$, but we merely state the theorem with analytic functionals such that sufficiently small, conic neighborhoods of their carriers are contained in a fixed, open, convex set. Let the notations be as in (3.50) and (3.51) and let

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{c}(a, \Gamma) \text { def }  \tag{3.55}\\
\underset{m \rightarrow \infty}{\text { ind } \lim _{\infty}\left(\Gamma^{m} ; \log \left(1+\|z\|^{-m}\right)+a_{m}(z)\right)} \\
A_{c}[a, \Gamma] \xlongequal{\text { def }} \underset{m \rightarrow \infty}{\operatorname{proj} \lim _{\infty}\left(\Omega\left(a_{m}, r^{m}\right) ;-m \log (1+\|\zeta\|)\right),}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\operatorname{Exp}_{C}\left(a, T^{C}\right) \text { def }  \tag{3.56}\\
\left.\underset{m \rightarrow \infty}{\text { ind } \lim _{\infty}\left(T^{C}\right.} ; \log \left(1+\|y\|^{-m}\right)+a_{m}(z)\right) \\
A_{C}\left[a, T^{C}\right] \text { def } \underset{m \rightarrow \infty}{\operatorname{proj} \lim _{\infty}\left(\Omega\left(a_{m}, T^{C}\right) ;-m \log (1+\|\xi\|)\right)} .
\end{array}\right.
$$

The first space in each pair is a nuclear DFS-space and the second a nuclear, strict FS-space. For these pairs the Ehrenpreis-Martineau theorem can be generalized, where in the second pair it might be considered as an extension of the Paley-Wiener theorem:

THEOREM 3.14. In the pairs (3.55) and (3.56) the strong dual of the second space is topologically isomorphic to the first space by means of the Fourier transformation $F$ given by (3.7).

We conclude this chapter with the remark that in (3.56) the isomorphism $F$ acts between spaces with a finer topology than the ones induced by $Z^{\prime}$ and D'.

## CHAPTER IV

## THE FUNDAMENTAL PRINCIPLE


#### Abstract

In [16] Ehrenpreis and in [56] Palamodov proved, independently, a fundamental principle in the theory of systems of linear partial differential equations with constant coefficients. This principle completes the theory of those systems in a very natural way, but the proof is very hard. Let $W^{\prime}$ be a locally convex topological vector space such that the space $H$ of fourier transforms of elements of $W^{\prime}$ consists of entire functions whose growth conditions at infinity satisfy certain properties, and let $W$ be the dual of W'. Briefly, the fundamental principle says that all weak solutions in $W$ of the homogeneous system can be represented as Fourier transforms of finite sums of weak derivatives of measures concentrated in the zero set of the Eourier transform of the transposed differential operator. If there is only one ordinary linear differential equation with constant coefficients this is just the usual representation of Euler. In [16] a space $W$ for which the fundamental principle is valid is called localizable. In the last chapter we have studied spaces $W$ (namely the Exp- and A-spaces) with $H=F_{W}$ ', or equivalently $W=F_{H}{ }^{\prime}{ }^{1)}$ such that the elements of $H$ are non-entire functions. In this chapter the fundamental principle will be generalized so that it applies to spaces $W$ which are the Fourier transforms of the duals of spaces


1) As in the foregoing sections the following definition is used: when $F$ is a topological isomorphism between the spaces $B$ and $F B=A$, then the Fourier transform of an element $f$ in the dual $A^{\prime}$ of $A$ is the element $\mathrm{F}_{\mathrm{f}}$ of $\mathrm{B}^{\prime}$ defined by

$$
\left\langle F_{f, \psi\rangle_{B}}=\left\langle f, F_{\psi}\right\rangle_{A^{\prime}} \quad \psi \in B\right.
$$

By use of this definition the ambiguity mentioned in [16, p.140] is avoided. Of course, as in [16], this definition corresponds to the following action of a function $f$, regarded as a distribution in $D$ ', to testfunctions $\phi \in D$

$$
\langle f, \phi\rangle=\int f(x) \phi(x) d x
$$

H consisting of functions holomorphic in pseudoconvex domains $\Omega$, not necessarily $\mathbb{C}^{\mathrm{n}}$.

For a vector $P$ of complex polynomials, in [16] Ehrenpreis has defined a multiplicity variety $W$ in the set where all the components of $P$ vanish. Let $H(W)$ be the space of restrictions to $W$ of all entire functions satisfying on $W$ the same growth conditions as the entire functions of $H$. Then for deriving the fundamental principle Ehrenpreis showed that $H$ modulo $P \cdot \vec{H}$ is isomorphic to $H(W)$. In order to prove this isomorphism he first constructed a local and a semilocal (i.e., in an a priori given covering of $\mathbb{C}^{n}$ consisting of bounded sets) theory and then he extended the semilocal results to global results. The same can be done if Pis a matrix of polynomials and if $\overrightarrow{d i}$ is an associated vector multiplicity variety. For our purpose the local and semilocal theory remains unchanged (except for the a priori given covering of $\Omega$ ), but we will use a different method for getting global results. If then in particular $\Omega=\mathbb{C}^{n}$ we will obtain a weaker form of the isomorphism than in [16]. The difference is that in [16] one globally defined function, whose restriction to $W$ has been given, is obtained that satisfies all the bounds required in $H$, while in this chapter for every bound a different global function will be constructed. As to this the fundamental principle obtained by Palamodov in [56] is similar. On the other hand, here often less restrictive conditions on the bounds are required then in [16], so that for example the space of $C \mathscr{\infty}$ functions in an open, convex set is localizable here as well as in [56], where in [16] it is in general not.

Compared with [56] our conditions are simpler, although if $\Omega=\mathbb{C}^{n}$ the method of Hörmander in [30] we will use cannot be applied to the space $Z$ because the function $\log \left(1+\|z\|^{2}\right)^{-1}$ is not plurisubharmonic in $\mathbb{C}^{n}$, while $z$ satisfies the conditions of both [16] and [56]. If $\Omega$ is a convex tube domain $\left(\neq \mathbb{C}^{n}\right.$ ) this objection is disposed of (cf. lemma 5.2) and our treatment of this case is much more general than in [56]. Moreover, we will derive the isomorphism $H \bmod P \cdot \vec{H} \Leftrightarrow H(W \cap \Omega)$ for general pseudoconvex domains $\Omega$, where in [56] it is essential that $\Omega$ is a convex tube domain.

Sections 1 and 2 of this chapter will give an introduction along the lines of [16] to the problems without growth conditions. In section 3 Ehrenpreis' and Palamodov's formulations of the fundamental principle will be discussed. The remaining part of this chapter will be devoted to derive the weak form of the above mentioned isomorphism for spaces of non-entire functions. In chapter $V$ we will show that this implies the representation of solutions of homogeneous systems of partial differential equations with
constant coefficients and in chapter VII we will make some remarks concerning the strong form of the isomorphism for certain spaces of non-entire functions.
IV.1. LOCAL THEORY

In this section we will discuss Ehrenpreis' generalization of Hilbert's Nullstellensatz.

Let $z \in \mathbb{C}^{n}$ and let $A_{z}$ be the ring of germs at $z$ of holomorphic functions in a neighborhood of $z$. Consider an ideal $J_{z}$ in $A_{z}$ generated by the germs $\left(h_{1}\right)_{z}, \ldots,\left(h_{q}\right)_{z}$ at $z$ of functions $h_{1}, \ldots, h_{q}$ in a neighborhood $\omega$ of $z$. We define the analytic variety

$$
\begin{equation*}
V \stackrel{\text { def }}{\left\{w \mid h_{1}(w)=0, \ldots, h_{q}(w)=0, w \in \omega\right\}, w, ~} \tag{4.1}
\end{equation*}
$$

and let $V_{z}$ be the equivalent class of $V$ under the equivalence relation $V \sim W$ if there is a neighborhood of $z$ in which they are equal. $V_{z}$ is called the germ at $z$ of $V$. It is clear that the ideal $J_{z}$ is not trivial only if $h_{1}(z)=\ldots=h_{q}(z)=0$. When $f_{z} \in A_{z}$ we will denote by $f$ a holomorphic function in a neighborhood of $z$ such that $f_{z}$ is the germ of $f$ at $z$. Then for any $f_{z} \in J_{z}, z \in V$, there is a neighborhood $\omega$ of $z$ with

$$
\begin{equation*}
f(w)=0, \quad w \in V \cap \omega . \tag{4.2}
\end{equation*}
$$

Conversily, consider the ideal $I_{z}$ in $A_{z}$ of all the germs at $z$ of holomorphic functions vanishing on $V_{z}$, i.e.,

$$
\begin{equation*}
I_{z} \xrightarrow{\text { def }}\left\{f_{z} \mid \text { there is a neighborhood } \omega \text { of } z \text { such that }\left.f\right|_{V \cap \omega}=0\right\} \tag{4.3}
\end{equation*}
$$

It is clear that $I_{z}$ is an ideal and by (4.2) $J_{z} \subset I_{z}$.
Hilbert's Nullstellensatz says that for $f_{z} \in I_{z}$ there is a positive integer $m$ with $\left(f_{z}\right)^{m} \in J_{z}$, or

$$
I_{z}=\operatorname{rad} J_{z} \stackrel{\text { def }}{ }\left\{f_{z} \mid\left(f_{z}\right)^{m} \in J_{z} \text { for some } m \text { depending on } f_{z}\right\},
$$

see [27, II.E. th. 20]. Obviously, when $J_{z}$ is a prime ideal this yields [27, III.A. 7]

$$
\begin{equation*}
J_{z}=I_{z} \tag{4.4}
\end{equation*}
$$

i.e., any $f_{z}$ can be written as, cf. (3.32),

$$
f(w)=\sum_{k=1}^{q} g_{k}(w) h_{k}(w)
$$

for $w$ in a neighborhood $\omega$ of $z$ and for some $g_{k} \in A(\omega), k=1, \ldots, q$.
Ehrenpreis generalized this result in such a way that (4.4) always holds if in (4.3) $V_{z}$ is replaced by the germ $W_{z}$ of a certain local multiplicity variety $W$ depending on the functions $h_{1}, \ldots, h_{q}$ and $z$. In general a local analytic multiplicity variety $W$ in a point $z \epsilon \mathbb{C}^{n}$ is defined as a finite collection $W=\left\{V_{1}, \partial_{1} ; \ldots ; V_{r}, \partial_{r}\right\}$ of pairs $\left(V_{j}, \partial_{j}\right)$, where the V's are analytic varieties in a neighborhood of $z$ (i.e., $V_{j}$ is defined by (4.1) in a neighborhood $\omega$ of $z$ for certain holomorphic functions $h_{k}^{j}$ in $\omega$ depending on $z$ and $j$ for $k=1, \ldots, q^{j}$, where the number $q^{j}$ of functions also may depend on $j$ and $z$ ) and where $\partial_{j}$ is a differential operator with coefficients holomorphic in a neighborhood of $z$ for $j=1, \ldots, r$. If for each $z \in \mathbb{C}^{n}$ all the defining functions $h_{k}^{j}, k=1, \ldots, q^{j}, j=1, \ldots, r$ are the same polynomials for every $z$ and if the coefficients of the differential operators $\partial_{j}$ are the same polynomials, $W$ is called a polynomial multiplicity variety in $\mathbb{C}^{n}$. In this case for $\omega \subset \mathbb{C}^{n}, W \cap \omega$ is the restriction of $W$ to the points of $\omega$. Let $f_{z}$ be the germ of a holomorphic function at $z$, then $f_{z} \mid W_{z}$, the restriction of $f_{z}$ to $W_{z}$, is defined as the collection of functions $\left\{f_{j}\right\}_{j=1}^{r}$, where each $f_{j}$ is defined on $V_{j}$ in a neighborhood $\omega$ of $z$, by

$$
\begin{equation*}
\left.f_{j} \stackrel{\text { def }}{=} \partial_{j} f\right|_{j} n \omega \tag{4.5}
\end{equation*}
$$

Conversely, a collection of functions $\left\{f_{j}\right\}_{j=1}^{r}$ with $f_{j}$ defined on $V_{j}$ in a neighborhood of $z$ is called a holomorphic function on $W_{z}$ if there exists a holomorphic function $f$ in a neighborhood $\omega$ of $z$ with $\left.f\right|_{W_{n \omega}} ^{z}=\left\{f_{j}\right\}_{j=1}^{r}$.
LEMMA 4.1 [16, th. II.2.4]. Let $\left\{h_{k}\right\}_{k=1}^{q}$ be a q-tuple of holomorphic functions in $\omega$. Then it is possible for each $z \in \omega$ to define the germ $W_{z}$ at $z$ of a local analytic multiplicity variety, such that for each $z \in \omega$ the germ at $z$ of every function f , holomorphic in a neighborhood of z in $\omega$, vanishes on $w_{z}$ if and only if it-can be written as

$$
f(w)=\sum_{k=1}^{q} h_{k}(w) g_{k}(w)
$$

for $w$ in a neighborhood of $z$ in $\omega$ and for functions $g_{k}$ holomorphic there, $\mathrm{k}=1, \ldots, \mathrm{q}$.

Thus for any vector $\vec{h}_{z} \in A_{z}^{q}$ there exists the germ $W_{z}$ of a multiplicity variety such that the subset $I_{z}$ of $A_{z}$ of germs of functions vanishing on $W_{z}$ is always an ideal which satisfies (4.4). It should be remarked that $W$ is not uniquely determined by the functions $h_{1}, \ldots, h_{q}$. Instead of proving lemma 4.1 we shall give some examples of polynomial multiplicity varieties.
(i) For $n=2, q=1$ and $h(z)=z_{1}^{m}\left(z_{1}-z_{2}\right)^{\ell}$ both the multiplicity varieties $W \cdot \xlongequal{\text { def }} \underset{\quad \partial^{\ell-1} / \partial z_{1}^{\ell}=0, \text { identity } ; \ldots ; z_{1}=0, \partial^{m-1} / \partial z_{1}^{m-1} ; z_{1}=z_{2}, i d ; \ldots ; z_{1}=z_{2} \text {, }}{ }$ and
$\begin{aligned} \omega \text { def } & \\ \left\{z_{1}\right. & =z_{2}=0, i d ; \ldots ; z_{1}=z_{2}=0, \partial^{m+\ell-1} / \partial z_{1}^{m+\ell-1} ; z_{1}=0, i d ; \ldots ; \\ z_{1} & \left.=0, \partial^{m-1} / \partial z_{1}^{m-1} ; z_{1}=z_{2}, i d ; \ldots ; z_{1}=z_{2}, \partial^{\ell-1} / \partial z_{1}^{\ell-1}\right\}\end{aligned}$
are such that, if they replace $V$ in (4.3), then (4.4) is satisfied for each $z \in \mathbb{C}^{\mathrm{n}}$, cf. [16, ch II, § 2, ex. 3].
(ii) Let $n=2, q=2, h_{1}(z)=z_{2}^{2}-z_{1}$ and $h_{2}(z)=z_{1}^{2}$. Then we may take cf. [16, ch. II, §2, ex. 4]
$\omega$ def $\left\{z_{1}=z_{2}=0, i d . ; z_{1}=z_{2}=0, \quad \partial / \partial z_{2} ; z_{1}=z_{2}=0, \quad \partial / \partial z_{1}+\frac{1}{2} \partial^{2} / \partial z_{2}^{2} ;\right.$

$$
\left.z_{1}=z_{2}=0, \partial^{2} / \partial z_{1} \partial z_{2}+\frac{1}{6} \partial^{3} / \partial z_{2}^{3}\right\},
$$

because obviously for every $z \in \mathbb{C}^{n}$ and $\left.f_{z} \in A_{z} \quad h_{1} f\right|_{\omega_{n} \omega}=0$ and $\left.h_{2} f\right|_{W_{n} \omega}=0$ for some neighborhood $\omega$ of $z$, and if $\left.f\right|_{\omega_{n} \omega}=0$, we first expand $f$ in a power series

$$
f\left(z_{1}, z_{2}\right)=\sum f_{i j} z_{1}^{i} z_{2}^{j} .
$$

Since $f(0,0)=0$ we have $f_{00}=0$, since $\partial f / \partial z_{2}(0,0)=0$ we have $f_{01}=0$, since $\partial f / \partial z_{1}(0,0)+\frac{1}{2} \partial^{2} f / \partial z_{1}^{2}(0,0)=0$ we have $f_{10}+f_{02}=0$ and finally since $\partial^{2} f / \partial z_{1} \partial z_{2}(0,0)+\frac{1}{6} \partial^{3} f / \partial z_{2}^{3}(0,0)$ we have $f_{11}+f_{03}=0$. Next writing

$$
f\left(z_{1}, z_{2}\right)=z_{1}^{2} \sum_{\substack{i \geq 2 \\ j \geq 0}} f_{i j} z_{1}^{i-2} z_{2}^{j}+z_{1} \sum_{j \geq 0} f_{1 j} z_{2}^{j}+\sum_{j \geq 0} f_{0 j} z_{2}^{j}
$$

and using

$$
\begin{aligned}
z_{1} z_{2}^{2} & =z_{1}\left(z_{2}^{2}-z_{1}\right)+z_{1}^{2} \in \vec{h} \cdot \vec{A}_{z} \\
z_{2}^{2} & =\left(z_{2}^{2}-z_{1}\right)+z_{1} \equiv z_{1} \bmod \vec{h} \cdot \vec{A}_{z}
\end{aligned}
$$

$$
\begin{aligned}
& z_{2}^{3}=z_{2}\left(z_{2}^{2}-z_{1}\right)+z_{1} z_{2} \equiv z_{1} z_{2} \bmod \vec{h} \cdot \vec{A}_{z} \\
& z_{2}^{4}=\left(z_{2}^{2}+z_{1}^{2}\right)\left(z_{2}^{2}-z_{1}^{2}\right)+z_{1}^{4} \in \overrightarrow{\mathrm{~h}} \cdot \vec{A}_{z}
\end{aligned}
$$

$$
\begin{aligned}
& \text { by the above we get } \\
& \begin{aligned}
f\left(z_{1}, z_{2}\right) & =f_{10} z_{1}+f_{1} z_{1} z_{2}+f_{00}+f_{01} z_{2}+f_{02} z_{1}+f_{03} z_{1} z_{2} \bmod \vec{h} \cdot \vec{A}_{z} \equiv \\
& \equiv 0 \bmod \vec{h} \cdot \vec{A}_{z} .
\end{aligned}
\end{aligned}
$$

(iii) Finally we give an example which shows that the differential operators do not necessarily have constant coefficients. Let $n=3, h_{1}(z)=$ $=z_{2}-z_{1} z_{3}$ and $h_{2}(z)=z_{2}^{2}$, cf. [16, II exercise 2.2]. Then as in example (ii) one can check that the polynomial multiplicity variety
$w$ def $\left\{z_{2}=z_{3}=0, i d ; z_{2}=z_{3}=0, z_{1} \partial / \partial z_{2}+\partial / \partial z_{3} ; z_{1}=z_{2}=0\right.$,id. ;

$$
\left.z_{1}=z_{2}=0, \partial / \partial z_{1}+z_{3} \partial / \partial z_{2}\right\}
$$

satisfies the required properties. To see how the multiplicity variety $W$ could be abtained one first determines a multiplicity variety $W_{1}$ belonging to the polynomial $z_{2}-z_{1} z_{3}$. For that purpose, we introduce the change of variables $u=z_{1}+z_{3}, v=z_{2}$ and $w=z_{1}-z_{3}$ so that any holomorphic function $f\left(z_{1}, z_{2}, z_{3}\right)$ can be written as

$$
\tilde{f}(u, v, w)=f\left(\frac{u+w}{2}, v, \frac{u-w}{2}\right)
$$

and so that the polynomial $z_{2}-z_{1} z_{3}$ multiplied by 4 becomes

$$
w^{2}-u^{2}+4 v
$$

which now is a distinguished polynomial in w. A multiplicity variety belonging to it is
$\tilde{w}_{1} \stackrel{\text { def }}{=}\left\{w^{2}-u^{2}+4 v=0, i d . ; w=u^{2}-4 v=0, \partial / \partial w\right\}$,
which in the original coordinates is
$\omega_{1}$ def $\left\{z_{2}-z_{1} z_{3}=0\right.$,id. $\left.; z_{1}-z_{3}=z_{2}-z_{1}^{2}=0, \partial / \partial z_{1}-\partial / \partial z_{3}\right\}$.
Now we write an analytic function $\tilde{f}(u, v, w)$ as
$\tilde{f}(u, v, w) \equiv K_{0}(u, v)+w K_{1}(u, v) \bmod \left(w^{2}-u^{2}+4 v\right)$,
where $K_{0}(u, v)$ and $K_{1}(u, v)$ are computed by the values of $\tilde{f}$ on the variety $w^{2}-u^{2}+4 v=0$ above the point $(u, v)$, if $u^{2}-4 v \neq 0$. Precisely, since $\tilde{f}(u, v, w)=K_{0}(u, v)+w K_{1}(u, v)$ for $w= \pm \sqrt{u^{2}-4 v}$ we get two equations with two unknowns yielding the solution

$$
\begin{aligned}
& K_{0}(u, v)=\frac{\tilde{f}\left(u, v, \sqrt{u^{2}-4 v}\right)+\tilde{f}\left(u, v,-\sqrt{u^{2}-4 v}\right)}{2} \\
& K_{1}(u, v)=\frac{\tilde{f}\left(u, v, \sqrt{u^{2}-4 v}\right)-\tilde{f}\left(u, v-\sqrt{u^{2}-4 v}\right)}{2 \sqrt{u^{2}-4 v}}
\end{aligned}
$$

if $u^{2}-4 v \neq 0$, while for $u^{2}=4 v$ we have the equations
$\tilde{f}(u, v, 0)=K_{0}(u, v) \& \partial \tilde{f} / \partial w(u, v, 0)=K_{1}(u, v), \quad u^{2}=4 v$.
Hence the functions $K_{0}$ and $K_{1}$ can be continued analytically over
the variety $u^{2}-4 v=0$. Furthermore, the multiplicity variety belonging to the polynomial $\mathrm{v}^{2}$ is
$\tilde{w}_{2} \xrightarrow{\text { def }}\{v=0, i d . ; v=0, \partial / \partial v\}$.
So we write $K_{0}$ and $K_{1}$ as

$$
\begin{aligned}
& K_{0}(u, v) \equiv K_{00}(u)+v K_{01}(u) \bmod v^{2} \\
& K_{1}(u, v) \equiv K_{10}(u)+v K_{11}(u) \bmod v^{2}
\end{aligned}
$$

and compute $K_{i j}(u)$ by the values of $K_{0}$ and $K_{1}$ on the variety $v=0$, which yields

$$
\begin{aligned}
& K_{00}(u)=K_{0}(u, 0) \\
& K_{10}(u)=K_{1}(u, 0) \\
& K_{01}(u)=\partial K_{0} / \partial v(u, 0) \\
& K_{11}(u)=\partial K_{1} / \partial v(u, 0)
\end{aligned}
$$

Using the expressions for $K_{0}$ and $K_{1}$ we find

$$
\begin{aligned}
& K_{00}(u)=\frac{\tilde{f}(u, 0, u)+\tilde{f}(u, 0,-u)}{2}=\frac{f(u, 0,0)+f(0,0, u)}{2} \\
& K_{10}(u)=\frac{f(u, 0, u)-f(u, 0,-u)}{2 u}=\frac{f(u, 0,0)-f(0,0, u)}{2 u}
\end{aligned}
$$

Defining
$W^{\prime}$ def $\left\{z_{2}=z_{3}=0, i d . ; z_{1}=z_{2}=0\right.$, id. $\}$
by a power series expansion of $f$ we see that $K_{00}$ and $K_{10}$ can be expressed in terms of the restriction of $f$ to $W$ '. The expressions for $K_{01}$ and $K_{11}$ become

$$
\begin{aligned}
K_{01}(u) & =\frac{1}{2} \frac{\partial \tilde{f}}{\partial v}(u, 0, u)-\frac{1}{u} \frac{\partial \tilde{f}}{\partial w}(u, 0, u)+\frac{1}{2} \frac{\partial \tilde{f}}{\partial v}(u, 0,-u)+ \\
& +\frac{1}{u} \frac{\partial \tilde{f}}{\partial w}(u, 0,-u)=\frac{1}{2} \frac{\partial f}{\partial z_{2}}(u, 0,0)-\frac{1}{2 u} \frac{\partial f}{\partial z_{1}}(u, 0,0)+ \\
& +\frac{1}{2 u} \frac{\partial f}{\partial z_{3}}(u, 0,0)+\frac{1}{2} \frac{\partial f}{\partial z_{2}}(0,0, u)+\frac{1}{2 u} \frac{\partial f}{\partial z_{1}}(0,0, u)- \\
& -\frac{1}{2 u} \frac{\partial f}{\partial z_{3}}(0,0, u)
\end{aligned}
$$

and

$$
\begin{aligned}
K_{11}(u) & =\frac{1}{u}\left\{\frac{1}{2} \frac{\partial \tilde{f}}{\partial v}(u, 0, u)-\frac{1}{u} \frac{\partial \tilde{f}}{\partial w}(u, 0, u)-\frac{1}{2} \frac{\partial \tilde{f}}{\partial v}(u, 0,-u)-\right. \\
& \left.-\frac{1}{u} \frac{\partial \tilde{f}}{\partial w}(u, 0,-u)\right\}+\frac{1}{3}\{\tilde{f}(u, 0, u)-\tilde{f}(u, 0,-u)\}= \\
& =\frac{1}{u}\left\{\frac{1}{2} \frac{\partial f}{\partial z_{2}}(u, 0,0)-\frac{1}{2 u} \frac{\partial f}{\partial z_{1}}(u, 0,0)+\frac{1}{2 u} \frac{\partial f}{\partial z_{3}}(u, 0,0)-\right. \\
& \left.-\frac{1}{2} \frac{\partial f}{\partial z_{2}}(0,0, u)-\frac{1}{2 u} \frac{\partial f}{\partial z_{1}}(0,0, u)+\frac{1}{2 u} \frac{\partial f}{\partial z_{3}}(0,0, u)\right\}+ \\
& +\frac{1}{u}\{f(u, 0,0)-f(0,0, u)\} .
\end{aligned}
$$

Finally, expressing $u K_{01}(u) \pm u^{2} K_{11}(u)$ in terms of $f$ and bearing in mind that $K_{01}$ and $K_{11}$ are analytic, we see that $K_{01}$ and $K_{11}$ can be expressed in terms of $\left.f\right|_{W}$, and the restriction of $f$ to the multiplicity variety
$W^{\prime \prime}$ def $\left\{z_{2}=z_{3}=0, z_{1} \partial / \partial z_{2}+\partial / \partial z_{3} ; z_{1 \rightarrow}=z_{2}=0, z_{3} \partial / \partial z_{2}+\partial / \partial z_{1}\right\}$. Thus any $f_{z}$ can be expressed modulo $\vec{h} \cdot A_{z}$ in terms of the restriction of $f$ to $W^{\text {def }} W^{\prime}, W^{\prime \prime}$ and clearly $\vec{h} \cdot \vec{A}_{z}$ vanishes on $W$ for each $z$.

Furthermore, [16, th. 2.5] determines a procedure (called parametrization) which extends the restriction to the germ of a local multiplicity variety $W$ of the germ of an analytic function $f$ to the germ of an unique analytic function $\hat{f}_{;}$if $f_{z}$ vanishes on $W_{z}$ then always $\hat{f}_{z} \equiv 0$. Moreover, this procedure is linear in the following sense: for $a, b \in \mathbb{C}$ we have $(a f+b g)_{z}=a \hat{f}_{z}+b \hat{g}_{z}$. In example (iii) the extension of $f \mid W$ is $K_{00}\left(z_{1}+z_{3}\right)+z_{2} K_{01}\left(z_{1}+z_{3}\right)+\left(z_{1}-z_{3}\right) K_{10}\left(z_{1}+z_{3}\right)+\left(z_{1}-z_{3}\right) z_{2} K_{11}\left(z_{1}+z_{3}\right)$.

The case of modules in $A_{z}^{p}$ generated by a $p \times q$-matrix $H=\left(h_{j k}\right)$ of holomorphic functions is more delicate. The difficulty is that we want to
solve a matrix equation $\mathrm{H} \cdot \overrightarrow{\mathrm{g}}=\overrightarrow{\mathrm{f}}$ in a ring. In this and the next section lemma's 4.2 and 4.3 will express the following facts:
(1) Any submodule $M$ of $A_{z}^{p}$ is $\mathbb{C}$-linearly isomorphic to a direct sum of $p$ ideals $I_{z}^{1}, \ldots, I_{z}^{p}$ in the ring $A_{z}$ and moreover, there exists a $\mathbb{C}$-linear bijective $\operatorname{map} \sigma: A_{z}^{p} \rightarrow A_{z}^{p}$ such that $M$ is mapped onto ${ }_{j=1}^{p} I_{z}^{j}$. That such a map exists can be seen by induction. For $p=1$ it is trivial. Let the $A_{z}-$ module homomorphism $\phi: A_{z}^{p} \rightarrow A_{z}$ be defined by $\phi\left(f_{1}, \ldots, f_{p}\right)$ def $f_{1}$. Then $A_{z}^{p-1}$ can be identified with $\operatorname{Ker} \phi=\left(0, A_{z}^{p-1}\right)$. Furthermore, let $M_{0}$ be the module $M \cap \operatorname{Ker} \phi$ and let the ideal $I_{z}^{1} \subset A_{z}^{2}$ be the image of $M$ under $\phi$. If $A$ and $A \cup B$ are Hamel bases of $M_{0}$ and $M$, respectively, this determines a linear direct decomposition $M=M_{1} \oplus M_{0}$, where $M_{1}$ is a linear space which is mapped by $\phi$ linearly and bijectively onto $I_{z}^{1}$. Moreover, by using completions of $A$ to a Hamel basis $A \cup C$ of $\left(0, A_{z}^{p-1}\right)$ and of $A \cup B U C$ to a Hamel basis of $A_{z}^{p}$ we find that $M_{1}$ is a linear subspace of a linear space $N_{1}=$ $=\left(A_{z}, \tilde{N}\right)$ with $\tilde{N} \subset A_{z}^{p-1}$, such that $A_{z}^{p}$ is linearly decomposed as $A_{z}^{p}=N_{1} \oplus$ $\Theta\left(0, A_{z}^{p-1}\right)$, where $M_{0}$ can be considered as a submodule of $A_{z-1}^{p-1}$. By the inductive hypothesis there exists a linear bijection $\sigma_{0}: A_{z}^{p^{p-1}} \rightarrow A_{z}^{p-1}$ which maps $M_{0}$ onto a direct sum of ideals. Let $P_{1}$ be the projection of $A_{z}^{p}$ onto $N_{1}$, then we define $\sigma \stackrel{\text { def }}{=} \sigma_{0} \circ\left(1-P_{1}\right)+\phi \circ P_{1}$.
(2) If M is generated by the vectors $\left\{\overrightarrow{\mathrm{h}}{ }^{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\mathrm{q}}$ of germs at z of holomorphic vector functions, the ideals $I_{z}^{\ell}$ can depend on these vectors by
$I_{z}^{\ell}=\left\{\left.\sum_{k=1}^{q} g_{k} h_{\ell}^{k}\right|_{g} ^{\vec{g}} \in A_{z}^{q}\right.$, with $\sum_{k=1}^{q} g_{k} h_{j}^{k}=0$ for $j=1, \ldots, \ell-1$ if $\left.\ell>1\right\}$. This follows from (1) where $I_{z}^{1}=\left\{\Sigma g_{k} h_{1}^{k} \mid \vec{g} \in A_{z}^{q}\right\}$ and $M_{0}=\left\{\Sigma g_{k} \vec{h} \vec{h}^{k} \mid \vec{g} \in A_{z}^{q}\right.$ with $\left.\Sigma g_{k} h_{1}^{k}=0\right\}$. Note that any module in $A_{z}^{p}$ is finitely generated because the ring $A_{z}$ is Noetherian [30, lemma 6.3.2 \& th. 6.3.3].
(3) According to lemma 4.1 to the vector $\vec{I}_{z}=\left(I_{z}^{1}, \ldots, I_{z}^{p}\right)$ of ideals there is accociated the germ $\vec{W}_{z}=\left(W_{z}^{1}, \ldots, W_{z}^{p}\right)$ at $z$ of a vector of local multi$\underset{\rightarrow}{\text { plicity varieties, such that }} \underset{z}{z} \vec{I}_{z}^{z}$ consists of the vector functions vanishing on $\vec{W}_{z}$.

The need of Hamel bases in (1) makes it impossible to obtain ideals of functions satisfying growth conditions. Therefore, with the aid of parametrization (see p.122) in the proof of lemma 4.2 we will perform the steps of (1) in a more constructive way. However, in order to get bounds later, we will keep some freedom in the definition of the map there. The result will be a
$\operatorname{map}^{\rho} \rho_{z}: A_{z}^{P} \rightarrow A_{z}^{P}$ which depends on $z$ and is only $\mathbb{C}$-linear from $A_{z}^{P}$ onto $A_{z}^{P} /$ ${ }_{j}^{\mathrm{P}}=1 \mathrm{I} \mathrm{j}_{\mathrm{j}}$. As (1) also holds for sections over a domain, in lemma 4.3 it will be shown that the freedom in the definition of $\rho_{z}$ will not prevent us from obtaining sections on the multiplicity varieties $W^{j}$.

For a $p^{\times q}$-matrix $H$ of holomorphic functions we will denote the module in $A_{z}^{p}$ of germs at $z$ of functions $\vec{f}=H \cdot{ }^{\circ} \vec{g}$ with $\vec{g} \in A_{z}^{q}$ by $\vec{J}_{z}$.

LEMMA 4.2. For each p×q-matrix $H=\left(h_{j k}\right)$ of holomorphic functions $h_{j k} \in A(\omega)$ and for each $z \in \omega$, there exist a local vector multiplicity variety $\vec{d} \rightarrow z$ and a linear, surjective map $\rho_{z}$ from $A_{z}^{p}$ onto $A_{z}^{p} \not \vec{I}_{z}$ whose kernel is just $\vec{J}_{z}^{z}$, where $\vec{I}_{z}$ is the module associated to $\vec{W}_{z}$.

PROOF. For each $z \in \omega$ define $W_{z}^{1}$ as the analytic multiplicity variety belonging to the functions $h_{11}, \ldots, h_{1 k}, \ldots, h_{1 q}$ by lemma 4.1 . Let $M_{z}^{\ell}$ be the sheaf of relations at $z$ of the first $l$ rows of $H$, i.e., $\vec{g}_{z} \in M_{z}^{\ell}$ if and only if

$$
\begin{equation*}
\sum_{k=1}^{q}\left(h_{j k}\right)_{z}\left(g_{k}\right)_{z}=0, \quad j=1, \ldots, \ell \tag{4.6}
\end{equation*}
$$

Now by Oka's theorem [30, th. 7.1.5] $M_{z}^{\ell}$ is locally finitely generated, hence the functions $\sum_{k} h_{\ell+1} k g_{k}$ with $\vec{g}$ satisfying (4.6) determine the germ $w_{z}^{\ell+1}$ at $z$ of an analytic multiplicity variety according to lemma 4.1. Thus $f \in A_{z}$ vanishes on $W_{z}^{\ell+1}$ (i.e., $f \in I_{z}^{\ell+1}$ ) if and only if

$$
\begin{equation*}
\left.f_{z}=\sum_{k=1}^{q}\left(h_{\ell+1 k_{z}}\right)_{k}\right)_{z} \text { for a } \vec{g} \text { satisfying (4.6). } \tag{4.7}
\end{equation*}
$$

Now we will define the $\operatorname{map} \rho_{z}$ for $\vec{f}_{z} \in A_{z}^{p}:\left(\rho_{z} \vec{f}_{z}\right)_{1}$ is given by

$$
\left(\rho_{z} \vec{f}_{z}\right)_{1} \stackrel{\text { def }}{=}\left(f_{1}\right)_{z}
$$

Let $\left(\hat{f}_{1}\right)_{z}$ be the extension of $f_{1} \mid W^{1}$ at $z$ and let $\vec{g}_{z}^{1}$ be such that
(4.8) $\quad \sum_{k=1}^{q} h_{1 k} g_{k}^{1}=f_{1}-\hat{f}_{1}$.

According to lemma 4.1 it is always possible to find such ${\underset{g}{g}}_{z}^{1}$. Then we define

$$
\begin{equation*}
\left(\rho_{z} \vec{f}_{z}\right)_{2} \stackrel{\text { def }}{=}\left(f_{2}\right)_{z}-\sum_{k=1}^{q}\left(h_{2 k} g_{k}^{1}\right)_{z} \tag{4.9}
\end{equation*}
$$

Successively for $\ell=2, \ldots, p-1$ let $\hat{\mathrm{f}}_{\ell}$ be the extension of the restriction
at $z$ to $W^{\ell}$ of $f_{\ell}-{ }_{j-\bar{E}_{1}^{1}}^{k}{ }_{k=1}^{q} h_{\ell k} g_{k}^{j}$, let $\vec{g}_{z}^{\ell} \in M_{z}^{\ell-1}$ be such that

$$
\begin{equation*}
\sum_{k=1}^{q} h_{\ell k} g_{k}^{\ell}=f_{\ell}-\sum_{j=1}^{\ell-1} \sum_{k=1}^{q} h_{\ell k} g_{k}^{j}-\hat{f}_{\ell} \tag{4.10}
\end{equation*}
$$

and define

$$
\begin{equation*}
\left(\rho_{z} \vec{f}_{z}\right)_{\ell+1} \stackrel{\text { def }}{=}\left(f_{\ell+1}\right)_{z}-\sum_{j=1}^{\ell} \sum_{k=1}^{q}\left(h_{\ell+1 k} g_{k}^{j}\right)_{z} \tag{4.11}
\end{equation*}
$$

The functions $\vec{g}_{z}^{\ell}$ are not uniquely determined, since an arbitrary element of $M_{z}^{\ell}$ can be added to $\vec{g}_{z}^{\ell}$. This changes $\left(\rho_{z} \vec{f}_{z}\right){ }_{\ell+1}$, although $\left(\rho_{z} \vec{f}_{z}\right) \ell+1$ $\left.\right|_{W} \ell+1$ and $\left(\rho_{z} \vec{f}_{z} \ell_{+j}, j \geq 2\right.$, are not altered (see next section proof of lemma $4_{z}{ }^{1}$ ). So $\rho_{z}$ is determined by the choices of $\vec{g}_{z} \ell$ and we may choose suitable $\vec{g}_{z}$ depending on $z \in \omega$ to be determined later. Therefore, we get a map $\rho_{z}$ from $A_{z}^{P}$ into $A_{z}^{P}$ which can depend on $z$. It is clear that $\rho_{z}$ is surjective from $A_{z}^{\mathrm{P}}$ onto $A_{z}^{\mathrm{D}}$. Furthermore, it follows from the linearity of the map $f_{z} \mid W_{z} \rightarrow \hat{f}_{z}$ and from the fact that a different choice of $\vec{g}_{z}^{\ell}$ for $\ell=1, \ldots, p-1$ has the effect of addition of an element of $\vec{I}_{z}$ to $\rho_{z} \vec{f}_{z}$, that the map $\rho_{z}$ is linear from $A_{2}^{\mathrm{p}}$ into $A_{z}^{\mathrm{p}} \vec{I}_{z}$.

Let $\vec{f}_{z} \in \vec{J}_{z}$, thus ${\underset{f}{f}}_{j}=\sum_{k} h_{j k} g_{k}^{\prime}$ for some $\vec{g}^{\prime} \in A_{z}^{q}$. Then $\left(\rho_{z} \vec{f}_{z}\right)_{1}$ vanishes on $W_{z}^{1}$, hence $\hat{f}_{1} \equiv 0$ and $\vec{g}_{z}^{1}=\vec{g}_{z}^{\prime}-\vec{m}_{z}^{1}$ for some $\vec{m}_{z}^{1} \in M_{z}^{1}$ depending on the choice of $\vec{g}_{z}^{1}$. This implies that $\left(\rho_{z} \vec{f}_{z}\right)_{2}=\sum_{k} h_{2 k} m_{k}^{1}$ which vanishes on $W^{2}$ in a neighborhood of $z$. Successively for $\ell=2, \ldots, p-1$ we find that $\hat{\mathrm{f}}_{\ell} \equiv 0$, that $\vec{g}_{z}^{\ell}=\vec{m}_{z}^{\ell-1}$ -$-\vec{m}_{z}^{\ell}$ for some $\vec{m}_{z}^{\ell} \in M_{z}^{\ell}$ and that $\left(\rho_{z} \vec{f}_{z}\right) \ell+1=\sum_{k} h_{\ell+1} k^{m}{ }_{k}^{\ell}$ which vanishes on $W^{\ell}+1$ in a neighborhood of $z$ by (4.7). Thus $\rho_{z} \vec{f}_{z} \in \vec{I}_{z}$.

Conversely, if $\rho_{z} \vec{f}_{z} \in \vec{I}_{z}$, thus if $\rho_{z} \vec{f}_{z}$ vanishes on $\vec{U}_{z}$, then $f_{1}=$ $=\sum_{k} h_{1 k} g_{k}^{1}$ for some $\vec{g}_{z}^{1} \in A_{z}^{q}$ by lemma 4.1. Since $\hat{f}_{j} \equiv 0$ for $j=1, \ldots, p-1$, by (4.10) we get for $\ell=1, \ldots, p-1$

1) At this point [16] is a little puzzling. On page 49 it is remarked that $\left(\rho_{z} \vec{f}_{z}\right) \ell+2 \mid W^{\ell+2}$ does change by a different choice of $\vec{g}_{z}$. On the other hand this should not be true if one wants to obtain global sections on $\vec{W}$ (see next section), which is really the case in [16, p.100-105, especially p.104, proof of $b$, shows that one is concerned with global sections]. The key lies perhaps in the fact that systematically the wrong formula has been used in [16], where in the formula's (2.19), (2.20); (2.58), (2.59) and (3.44) $\mathrm{F}_{\mathrm{i}+1, \mathrm{j}}$ should be replaced by $F_{t+1, j}, F_{t+1, j}, F_{k+1, j}, F_{k, j}$ or $F_{k, j}$, respectively.

$$
f_{\ell}-\sum_{j=1}^{\ell-1} \sum_{k=1}^{q} h_{\ell k} g_{k}^{j}=\sum_{k=1}^{q} h_{\ell k} g_{k}^{\ell}
$$

with $\vec{g}_{z}^{\ell} \in M_{z}^{\ell-1}$ and this holds also for $\ell=p$ for some $\vec{g}_{z}^{p} \in M_{z}^{p-1}$, because (4.11) vanishes on $\omega_{z}^{p}$ if $\ell=p^{-1}$ there. Thus since $\sum_{k} h_{\ell k} \vec{g}_{k}^{j}=0$ for $j>l$, $f$ can be written as

$$
{ }^{f} \ell=\sum_{k=1}^{q} h_{\ell k}\left(g_{k}^{1}+\ldots+g_{k}^{p}\right),
$$

i.e., $f_{z} \in \vec{I}_{z}$.

REMARK. If the map $f_{z} \mid \omega_{z} \rightarrow \hat{f}_{z}$ would be multiplicative, $\rho_{z}$ would be multiplicative. It is possible, cf. [16, th. $2.5 \&$ lemm 2.14] to give a rule of multiplication by an element of $A_{z}$ in $A_{z}^{p} / \vec{I}_{z}$ such that $\rho_{z}$ becomes a homomorphism of $A_{z}$-modules.

## IV.2. GLOBAL THEORY.

We will study the global analog of the foregoing with sections over a pseudoconvex domain $\Omega$ instead of germs at a point $z$.

Let $J$ be a sheaf of ideals generated in each point of $\Omega$ by holomorphic functions $\vec{h}=\left(h_{1}, \ldots, h_{q}\right)$ in $\Omega$. Their simultaneous zero set defines a global analytic variety $V=\underset{z \in \Omega}{\mathcal{U}} V_{z}$ in $\Omega$ (at points $z$ where some $h_{k}(z) \neq 0 \quad V_{z}$ is empty). We will define the sheaf of analytic functions on $V$. Let $I$ be the sheaf on $\Omega$

$$
I \xlongequal{\text { def }} \underset{z \in_{\Omega}}{U_{z}} I_{z}
$$

where $I_{z}$ is defined by (4.3); let $I_{z} \stackrel{\text { def }}{ } A_{z}$ when $z \in \Omega \backslash V$. We define a sheaf $F$ on $\Omega$ by

$$
\begin{equation*}
F_{z} \xlongequal{\text { def }} A_{z} / I_{z}, \quad z \in \Omega \tag{4.12}
\end{equation*}
$$

so that the following sequence is exact

$$
0 \rightarrow I \rightarrow A \rightarrow F \rightarrow 0 .
$$

For $z \in \Omega \backslash V I_{z}=A_{z}$, thus $F_{z}=0$. Hence $F$ is only non-trivial in points of $V$, thus we may just as well consider the restriction $F^{\prime}$ of $F$ to $V$

$$
F \cdot \xlongequal{\text { def }} \bigcup_{z \in U} F_{z}
$$

which is a sheaf on $V$. By definition a section $f$ in $\Gamma\left(V, F^{\prime}\right)$ is a holomorphic function in $V$; considered as a section $f_{1}$ in $\Gamma(\Omega, F)$ we would have $f_{1}(z)=$ $=f(z)$ for $z \in V$ and $f_{1}(z)=0$ for $z \in \Omega \backslash V$. So, it makes no essential difference if we regard the sections in $\Gamma(\Omega, F)$ as the holomorphic functions on $V$. Finally, let $R$ be the sheaf of relations of $\vec{h}$, so that we have the exact sequence

$$
0 \rightarrow R \rightarrow A^{q} \xrightarrow{h} J \rightarrow 0
$$

By [27, IV. D.2] the sheaf $I$ is coherent and by Oka's thoerem [30, th. 7.1.5] or [27, IV. B. 8 and IV. C.1] also $R$ is coherent. Hence we can apply Cartan's theorem B [27, VIII. A.14] or [30, th. 7.4.3], which says that the first cohomology groups $H^{1}(\Omega, I)$ and $H^{1}(\Omega, R)$ vanish. This means that the following sequences of sections over $\Omega$ are exact

$$
\begin{align*}
0 \rightarrow \Gamma(\Omega, I) \rightarrow & \Gamma(\Omega, A) \rightarrow \Gamma(\Omega, F) \rightarrow H^{1}(\Omega, I)=0  \tag{4.13}\\
& \Gamma\left(\Omega, A^{q}\right) \xrightarrow{\vec{h}} \Gamma(\Omega, J) \rightarrow H^{1}(\Omega, R)=0 .
\end{align*}
$$

(4.13) means that the restriction map from $\Gamma(\Omega, A)=A(\Omega)$ to $V$ is a surjection and if (4.4) holds for all $z \in \Omega$, for example if $J_{z}$ is a prime ideal for each $z \in \Omega$ (cf. chapter III), by (4.14) we find that in

$$
\Gamma(\Omega, A)_{\vec{h} \cdot \Gamma(\Omega, A) q} \rightarrow \Gamma(\Omega, A) \Gamma_{(\Omega, I)} \rightarrow \Gamma\left(\Omega, F{ }^{\prime}\right)
$$

both maps are isomorphisms. Thus any holomorphic function on $V$ is the restriction of a holomorphic function in $\Omega$ and any function $f$ in $A(\Omega)$ vanishing on $V$ can be written as

$$
f(z)=\sum_{k=1}^{q} h_{k}(z) g_{k}(z), \quad z \in \Omega
$$

for some $g_{k} \in A(\Omega), k=1, \ldots, q$.

Now we will study the sheaf of modules $\vec{J}$ in $A^{p}$ generated by a matrix $H$ of holomorphic functions $h_{j k}$ in $\Omega$. The difference with the above is that for $p>1 \vec{J}$ is not equal to the sheaf $\vec{I}$ of vector functions vanishing on an associated vector multiplicity variety $\overrightarrow{\dot{\omega}}, \underset{\rightarrow}{\vec{j}}$ but the maps $\rho_{z}$ of lemma 4.2 determine a bijection between $A^{p} / \vec{J}$ and $A^{p} / \vec{I}$. The multiplicity varieties $W_{z}^{\ell}$, $\ell=1, \ldots, p$ were defined locally according to lemma 4.1. In the overlap of two neighborhoods $\omega_{1}$ of $z_{1}$ and $\omega_{2}$ of $z_{2} \underset{\rightarrow}{\text { in } \Omega}$ where $\omega_{z_{1}}^{\ell}$ and $\omega_{z_{2}}^{\ell}$ are defined they can be choosen to coincide, so that $\vec{W}=\bigcup_{z \in \Omega} \vec{W}_{z}$ is a global, analytic vector multiplicity variety in $\Omega$. Moreover, in lemma 4.3 we will show that $\rho_{z} \vec{f}_{z}$ is the germ of a section in $\Gamma(\omega, A P / \bar{I})$ if $\vec{f}_{z}$ is a germ of a section $f \in \Gamma\left(\omega, A^{p}\right)=A(\omega)^{p}$. This means that $\rho_{z}$ determines a sheaf homomorphism between sheafs of linear spaces, so that the following sequence is exact

$$
0 \rightarrow \vec{J} \rightarrow A^{\mathrm{p}} \xrightarrow{\rho} F \rightarrow 0 .
$$

where, as before, we may consider

$$
F \stackrel{\text { def }}{=} \bigcup_{z \in \Omega} A_{z}^{p} / \vec{I}_{z}
$$

as the sheaf of holomorphic functions on $\vec{W}$. As in (4.14), it follows that the map $H: \Gamma\left(\Omega, A^{q}\right) \rightarrow \Gamma(\Omega, J)$ is surjective. So finally, since $H^{1}(\Omega, J)=0$, we obtain an isomorphism $\rho^{L}$ between linear spaces, defined by the map $\rho$ followed by restriction to $\vec{W}$

$$
\begin{equation*}
\rho^{L}: \Gamma\left(\Omega, A^{\mathrm{p}}\right) /_{\mathrm{H} \cdot \Gamma\left(\Omega, A^{q}\right)} \rightarrow \Gamma(\Omega, A(\vec{W})) \tag{4.15}
\end{equation*}
$$

where $A(\vec{W})$ is the sheaf of holomorphic functions on $\vec{W}$.

LEMMA 4.3. [16, th. 2.6]. For any matrix $H$ of holomorphic functions in $\Omega$, there exist an analytic vector multiplicity variety $W$ and a local restriction map $\rho^{\text {L }}$ such that (4.15) is an isomorphism between linear spaces.

PROOF. We will show that $\rho_{z} \vec{f}{ }_{z}$ is the germ of a section over $\omega$ in $A^{p} \vec{I}$ if $\vec{f} \in A(\omega)^{\text {P }}$. We may assume that $\omega$ is pseudoconvex. That $\left(\rho_{z} \vec{f}_{z}\right)_{1}$ is the germ of a section in $A(\omega)$ follows immediately from the definition. Since $\left(\hat{f}_{1}\right)_{z}$ is uniquely determined by $f_{1} \mid \omega^{1}$ it follows from (4.14) that

$$
f_{1}(z)-\hat{f}_{1}(z)=\sum_{k=1}^{q} h_{1 k}(z) \tilde{g}_{k}(z)
$$

for a section $\stackrel{\vec{g}}{\tilde{g}} \in A(\omega)^{q}$. Thus in (4.8) $\vec{g}_{z}^{1}=\stackrel{\vec{\sim}}{g}(z)-\vec{m}_{z}^{1}$ for some $\vec{m}_{z}^{1} \in M_{z}^{1}$ and (4.9) becomes

$$
\left(\rho_{z z^{\prime}}^{\vec{f}_{2}}\right)_{2}=f_{2}(z)-\sum_{k=1}^{q} h_{2 k}(z) \tilde{g}_{k}(z)+\sum_{k=1}^{q} h_{2 k}(z)\left(m_{k}^{1}\right)_{z^{\prime}}^{\prime}
$$

which is a section in $\Gamma\left(\Omega, A / I^{2}\right)$, because the last term belongs to $I_{z}^{2}$. Let $M$ be a locally finitely generated subsheaf of $\vec{A}$ over $\omega$, let $\vec{h}$ be a vector of holomrphic functions in $\omega$ and let $F$ be the sheaf $\vec{h} \cdot M$, i.e., the sequence

$$
0 \rightarrow R \rightarrow M \xrightarrow{\vec{h}} F \rightarrow 0
$$

is exact for some coherent analytic sheaf $R$, cf. [30, th. 7.1.5] \& [30, th. 7.1.7] or [27, IV. B.13]. Hence as in (4.14) the map $\vec{h}: \Gamma(\omega, M) \rightarrow \Gamma(\omega, F)$ is surjective. For a function $k \in A(\omega) k \mid \omega^{\ell}$ determines uniquely a function $\hat{k}^{\ell} \in A(\omega)$, hence $k-\hat{k}^{\ell}$ is a section in $\Gamma(\omega, F)$ where $F$ is determined as above with $M=M^{\ell-1} \underset{\rightarrow \ell-1}{\text { and }} \vec{h}=\left(h_{\ell_{1}}, \ldots, h_{\ell_{q}}\right)$. Therefore, $k-\hat{k}^{\ell}=\sum_{k} h_{\ell_{k}}{\underset{k}{l}}_{\sim}^{\ell-1}$ for some vector function $\stackrel{\vec{m}}{\underset{m}{\ell}} \ell-1 \in A(\omega)^{q}$ satisfying (4.6) (with $g_{k} \underset{\text { replaced by }}{{\underset{m}{k}}^{\sim}-1}$ ). Thus for $\ell=2, \ldots, p-1$, súccessively, we find that there is some global function $\stackrel{\overrightarrow{\mathrm{m}}}{ }{ }^{\ell-1} \in \mathrm{~A}(\omega)^{\mathrm{q}}$ with

$$
\begin{aligned}
& f_{\ell}(z)-\sum_{j=1}^{\ell-1} \sum_{k=1}^{q} h_{\ell k}(z)\left(g_{k}^{j}\right)_{z}-\hat{f}_{\ell}(z)= \\
& =\sum_{k=1}^{q} h_{\ell k}(z)\left\{\tilde{m}_{k}^{\ell-1}(z)+\left(m_{k}^{\ell-1}\right)_{z}\right\}
\end{aligned}
$$

hence by (4.10) that $\vec{g}_{z}^{\ell}=\stackrel{\vec{\sim}}{\sim} \ell-1(z)+\vec{m}_{z}^{\ell-1}-\vec{m}_{z}^{\ell}$ for some $\vec{m}_{z} \in M_{z}^{\ell}$, and by (4.11) that

$$
\begin{aligned}
\left(\rho_{z} \vec{f}_{z}\right)_{\ell+1} & =f_{\ell+1}(z)-\sum_{j=2}^{\ell} \sum_{k=1}^{q} h_{\ell+1 k}(z)\left\{\tilde{m}_{k}^{j-1}(z)+\left(m_{k}^{j-1}\right)_{z}-\left(m_{k}^{j}\right)_{z}\right\}- \\
& -\sum_{k=1}^{q} h_{\ell+1 k}(z)\left\{\tilde{g}_{k}(z)-\left(m_{k}^{1}\right)_{z}\right\}= \\
& =f_{\ell+1}(z)-\sum_{j=1}^{\ell-1} \sum_{k=1}^{q} h_{\ell+1 k}(z) \tilde{m}_{k}^{j}(z)- \\
& -\sum_{k=1}^{q} h_{\ell+1 k}(z){\underset{g}{k}}^{h^{j}(z)+\sum_{k=1}^{q} h_{\ell+1 k}(z)\left(m_{k}^{\ell}\right)_{z}}
\end{aligned}
$$

determines a section in $A / I^{\ell+1}$, because the last term vanishes on $w^{\ell+1}$.

From the last formula is can also be seen that a change of $\vec{g}^{\ell}$ does not alter $\left(\rho_{z} \vec{f}_{z}\right)_{\ell+j}$ for $j \geq 2$, because the choice of $\vec{m}_{z}$ determines the germ $\vec{g}_{z}$.

Thus any holomorphic function in $\Gamma(\Omega, A(\vec{W}))$ is the image under $\rho^{L}$ of a holomorphic vector function in $\Omega$ and any holomorphic vector function $\vec{f} \in A(\Omega)^{p}$ vanishing under $\rho^{L}$ on $\vec{W}$ can be written as $\vec{f}=H \cdot \vec{g}$ for some $\vec{g} \in A(\Omega)^{q}$.

REMARK. It follows that the holomorphic functions $f$ on a vector multiplicity variety $\vec{W}$ are defined as restrictions of a collection $\left\{f^{\omega} \mid \omega \subset \subset \Omega\right.$ of locally defined holomorphic functions, i.e., by (4.5) for all $\omega \subset \subset \Omega$ we have, if $\mathrm{f}=\left\{\mathrm{f}_{1}, \ldots, \mathrm{f}_{\mathrm{r}}\right\}$,

$$
f_{j}(z)=\partial_{j} f^{\omega}(z), \quad z \in V_{j} \cap \omega .
$$

Only if $p=1$, a holomorphic function on $W$ is also the restriction of an entire function, where restriction is defined in (4.5) which in this case defines the map $\rho^{L}$, too.

## IV.3. EHRENPREIS' AND PALAMODOV'S FUNDAMENTAL PRINCIPLE.

In this section we will mention the fundamental principle with spaces of entire functions satisfying certain growth conditions, formulated by Ehrenpreis in [16] and by Palamodov in [56]. We shall not discuss all these conditions in full detail, but in the next section we shall give alternative conditions, which enables us to generalize the principle. The only purpose of this section is to relate our work to that of Ehrenpreis and Palamodov.

If $\Omega=\mathbb{C}^{n}$, $H$ is a matrix of polynomials and if all the functions in (4.15) are bounded with respect to certain weighted sup-norms, then the fact that $\rho^{L}$ is a topological isomorphism is sometimes also called the fundamental principle. This is formulated by Ehrenpreis in [16, th. 4.2] and by Palamodov in $[56$, IV, §5. th. 2] and the difference between these two are the conditions on the bounds. The need for bounds makes it necessary to consider matrices $P$ of polynomials with associated polynomial vector multiplicity varieties $\vec{W}$, instead of matrices $H$ of arbitrary entire functions. Our discussion will mainly follow the lines of [16], but at the end of this section we will make some remarks on Palamodov's formulation, which holds in convex
tube domains $\Omega$, too.
Firstly, we remark that the sheaf of relations between a finite number of polynomials is globally finitely generated by polynomials [30, lemma 7.6.3]. Hence the vector multiplicity variety $\dot{W}$ of lemma 4.3 will be a polynomial vector multiplicity variety. Furthermore, there are only finitely many possible polynomial vector multiplicity varieties to choose $\vec{W}$ from. Unfortunately, for obtaining bounds one cannot use the same multiplicity variety at each place. This difficulty can be overcome by taking for $\vec{W}$ the union of all the possibilities, so that at every place the bounds hold for at least one multiplicity variety. That this yields no more complications, has been shown in [16, proof of (4.9), p. 102-105]. Moreover, the choice of the functions $\vec{g}$ at every place in the definition of the map $\rho$ (cf. (4.11)) can be done in such a way that we obtain good bounds. Due to this the functions $\vec{g}_{z}$ depend on the place $z$ (actually, $\vec{g}^{\prime}=\left\{\vec{g}_{\omega}\right\}$ depends on a priori given bounded sets $\omega$ of a covering of $\mathbb{C}^{n}$ ), but in the proof of lemma 4.3 we have seen that this produces no problems for obtaining sections on $\vec{W}$. We only remark that the map $\rho^{L}$ has been defined by restricting the entire functions to any set $\omega$ of the covering, next by applying the map $\rho_{z}$ with the $\vec{g}_{\omega}^{\prime}$ s belonging to that $\omega$ and finally by restriction to $\vec{W}$. This yields a section on $\vec{W}$ which is defined by a collection of semi-local functions.

In order to discuss the conditions on the bounds, we describe the general structure of the allowed spaces $H$ of entire functions. An analytical uniform structure K on H is a collection of continuous positive functions $k$ on $\mathbb{C}^{n}$, such that for each $F \in H$ and each $k \in K$

$$
F(z) /_{k(z)} \rightarrow 0 \quad \text { as }\|z\| \rightarrow \infty
$$

and such that the sets

$$
\left\{F \in H \mid F(z) \leq k(z), z \in \mathbb{C}^{n}\right\}
$$

form a fundamental system of neighborhoods of zero in $H$. Then the space $W=$ FH', the Fourier transform of the dual $H^{\prime}$ of $H$, is called an analytically uniform space, $A U-$ space, $\operatorname{cf}[16, p .9,(a),(b) \&(c)]$ or $[2, p .7$ (1) (iii)].

The set $K$ is not uniquely determined by $H$. We require that [16, p. 96 (a) \& (b) ] or $[2$, p. 8 (iv)]
(i) any entire function which is $O(k(z)$ ) for all $k \in K$ is in $H$
(ii) for any $N>0$, if we replace the analytically uniform structure $K=\{k\}$ by $K_{N}=\left\{k_{N}\right\}$ where

$$
\begin{equation*}
k_{N}(z) \stackrel{\text { def }}{=} \max _{\|_{z-z^{\prime} \| \leq N}} k\left(z^{\prime}\right)\left(1+\left\|z^{\prime}\right\|\right)^{N} \tag{4.16}
\end{equation*}
$$

then $K_{N}$ is again an analytically uniform structure for $W$.
The AU-structure $K$ provides the space $H(W)$ of restrictions to $W$ satisfying the bounds induced by $K$ with a topology in a very natural way: from (4.16) it follows that together with $F$ also all its derivatives belong to $H$; let $W=\left\{V_{1}, \partial_{1} ; \ldots ; V_{r}, \partial_{r}\right\}$ and let $g=\left(g_{1}, \ldots, g_{r}\right)$ be a section on $W$, i.e., in the bounded sets $\omega$ in $\mathbb{C}^{n}$ with $\omega \cap V_{j} \neq \varnothing$ for some $j \in\{1, \ldots, r\}$ there is a holomorphic function $h^{\omega}$ with $\partial_{j} h^{\omega} \mid V_{j}=g_{j}, j=1, \ldots, r, c f$. (4.5); then the space $H(W)$ is defined as the set of all sections $g$ on $W$ satisfying for every $\mathrm{k} \in \mathrm{K}$

$$
\begin{equation*}
\left|g_{j}(z)\right| / k(z) \leq c, \quad z \in V_{j}, \quad j=1, \ldots, r \tag{4.17}
\end{equation*}
$$

for some $C \geq 0$ depending on $k$; with $C>0$ and $k \in K$ fixed condition (4.17) determines an open set of a 0-neighborhood base of the topology of $H(W)$.

LEMMA 4.4. (Ehrenpreis' fundamental principle) Let $H$ be a space of entire functions with an AU-structure satisfying certain conditions discussed below. Then to any matrix $P$ of polynomials there is associated a polynomial vector multiplicity variety $\vec{W}$, such that the map $\rho^{L}$, determined by lemma's 4.2 and 4.3 , is a topological isomorphism from $\vec{H} / P \cdot \vec{H}$ onto $H(\vec{W})$.

An example shows that indeed further conditions are required.
EXAMPLE. Let $H$ be the space of entire functions $F$ in $\mathbb{C}^{2}$ satisfying for every $\varepsilon>0$

$$
|F(\theta)| \leq M_{\varepsilon}(1+\|\theta\|)^{m} \exp \varepsilon\|\operatorname{Im} \theta\|,
$$

where $m$ depends on $F$. Let $W \xlongequal{\underline{\text { def }}}\left(\left\{\left(\theta_{1}, \theta_{2}\right) \mid \theta_{2}-i \theta_{1}=0\right\}\right.$,id.), then the growth conditions of $H$ yield the space $H(W)$ of entire functions $f$ in $\mathbb{C}$ satisfying for every $\varepsilon>0$

$$
|f(z)| \leq M_{\varepsilon} \exp \varepsilon|z| .
$$

However, it is not true that any function in $H(W)$ can be extended to a function in $H$. For example, the function

$$
f(z) \stackrel{\text { def }}{=\exp (i z \zeta+1 / \zeta) d \zeta \in H(W), ~(W)}
$$

cannot be written as $f(z)=F(z, i z)$ with $F \in H$, since all functions in $H$ are polynomials, see $[68,29.1]$, while $f$ is not.
An AU-space $W$ is called localizable, LAU-space, if $H$ satisfies such conditions that lemma 4.4 holds. In order to let $W$ be localizable in [16, p. $96(\mathrm{c})]$ or $[2$, p. $8(\mathrm{v})]$ the following condition has been imposed: there is a family $M$ (BAU-structure) of continuous positive functions $m$ on $\mathbb{C}^{n}$ with for every $m \in M$ and $k \in K \quad m(z)=O(k(z))$ such that the bounded sets

$$
\left\{F \in H\left||F(z)| \leq \alpha m(z), z \in \mathbb{C}^{n}\right\}, \quad \alpha>0, m \in M\right.
$$

define a fundamental system of bounded sets in $H$; moreover, the functions $k \in K$ and $m \in M$ can be written as a product of functions $k_{i}$ and $m_{i}$, respectively, of the variable $z_{i}, i=1, \ldots, n$ and these functions must satisfy certain conditions $[16,(4.3) \&(4.4)]$ or $[2$, p. 21 (vii) \& (viii)], among others [2, (viii)]: for every $\varepsilon>0$ and for every $m=m_{1} \ldots m_{n} \in M$ there is $m^{*}=m_{1}^{*} \ldots m_{n}^{*} \in M$ such that for every $j=1, \ldots, n$ and any $z_{0}=x_{0}+i y_{0} \in \mathbb{C}^{1}$ there exists an entire function $\phi$ in $\mathbb{C}^{1}$ for which
(4.18)

$$
m_{j}\left(z_{0}\right)|\phi(z)| / \min _{\mid \zeta-z_{0}} \left\lvert\, \begin{gathered}
\phi(\zeta) \mid \leq \varepsilon \\
\leq m_{j}^{*}(z), \quad z \in \mathbb{C}^{1} . \\
\leq
\end{gathered}\right.
$$

If these conditions are satisfied the space $W$ is called product localizable, PLAU-space, cf. [16].

In the example we have defined the space $H$ by the PLAU- structure

$$
\begin{aligned}
& \mathrm{K}=\left\{\mathrm{k} \mid \mathrm{k}(\theta)=\mathrm{k}_{1}\left(\operatorname{Re} \theta_{1}\right) \mathrm{k}_{2}\left(\operatorname{Im} \theta_{1}\right) \mathrm{k}_{1}\left(\operatorname{Re} \theta_{2}\right) \mathrm{k}_{2}\left(\operatorname{Im} \theta_{2}\right), \mathrm{k}_{1}\right. \text { is a } \\
& \text { continuous function dominating all polynomials and } \mathrm{k}_{2}(y)= \\
& =\exp \varepsilon|y|, \varepsilon>0\}
\end{aligned}
$$

Another possible PLAU-structure would be

$$
K^{\prime}=\left\{k \mid k(\theta)=k_{1}\left(\left|\theta_{2}\right|\right) k_{1}\left(\left|\theta_{2}\right|\right), k_{1}\right. \text { is a continuous function }
$$

$$
\text { dominating all polynomials\}. }
$$

A BAU-structure $M$ belonging to $K$ is

$$
\begin{aligned}
M & =\left\{m \mid m(\theta)=m_{1}\left(\operatorname{Re} \theta_{1}\right) m_{2}\left(\operatorname{Im} \theta_{1}\right) m_{1}\left(\operatorname{Re} \theta_{2}\right) m_{2}\left(\operatorname{Im} \theta_{2}\right), m_{1}(x)=\right. \\
& =\alpha(1+|x|)^{\ell}, \alpha>0, \ell>0 \text { and } m_{2}(y) \text { is a continuous, positive }
\end{aligned}
$$

function which is dominated by every function $\exp \varepsilon|y|, \varepsilon>0\}$
and a BAU-structure M' belonging to both $K$ and $\mathrm{K}^{\prime}$ is

$$
M^{\prime}=\left\{m \mid m(\theta)=m_{1}\left(\left|\theta_{1}\right|\right) m_{1}\left(\left|\theta_{2}\right|\right), m_{1}(x)=\alpha(1+|x|)^{\ell}, \alpha>0, \ell>0\right\}
$$

$M^{\prime}$ satisfies condition (4.18), but $M$ does not satisfy it, because $m_{2}$ is allowed to be a function that itself dominates all polynomials. In the example $K$ defined the PLAU-structure and the growth conditions of $H(W)$. Hence the BAU-structure, which completes the conditions for product localizablity, must be $M^{\prime}$. However, $M^{\prime}$ does not induce a BAU-structure on $H(W)$. A BAU-structure on $H(W)$ would be the one induced by $M$.

Besides condition (4.18), the condition that $M$ induces a BAU-structure on $H(W)$ is used to extend a collection of semilocally defined functions satisfying the bounds on $W$ to a globally defined function in $\mathbb{C}^{n}$ satisfying the right bounds. Thus in the example this condition is not satisfied.

Now there are two ways to get rid of the problems exposed by the example. Either, if one wants to define $H(W)$ by one of the AU-structures $K$ on $H$, cf. [2], one moreover has to require that the BAU-structure $M$ on $H$, belonging to $K$ and satisfying the conditions for PLAU-structure (among others condition (4.18)), induces also a BAU-structure on $H(W)$. This assumption has been omitted in [2]. Or, the space $H(W)$ should be defined as the one induced by all the possible AU-structures on $H$, cf. [16]. The special condition is satisfied then, but one has to know all the possible AU-structures on $H$.

REMARK. In the following sections we will present the fundamental principle in a different way using the $L^{2}$-estimates for the Cauchy-Riemann operator given by Hörmander in [30]. Then the above mentioned problems are avoided and less involved conditions will be required on the growth conditions for the functions in H. These conditions and those of [16] are not always comparable. For example, the space $D^{\prime}$ of distributions is LAU in the sense of [16], but our method does not work for the space $H=Z$. On the other hand, the approach followed here enables us to derive the principle for the space
$E(U)$ of $C \stackrel{@}{\text { f }}^{\text {functions }}$ in a convex set $U \subset \mathbb{R}^{n}$, while the methods of [16] only yields that $E(U)$ is PLAU when $U$ is a cube or that $E(U)$ is LAU when $U$ is a convex polyhedron, cf. [16, remark 4.5]. As far as the Ehrenpreis-Martineau theorem [16, th. 5.21] is concerned the fact that $U$ must be a polyhedron is not serious, because between any two $\varepsilon$-neighborhoods of a bounded, convex set in $\mathbb{R}^{n}$ there lies a convex polyhedron $P$ and the theorem follows by application of the fundamental principle to the space $E(P)$. However, in chapter III we discussed a similar theorem for analytic functionals carried by unbounded convex sets with respect to $\varepsilon$-neighborhoods and in general no polyhedra lie between two such neighborhoods. The Fourier transforms of these analytic functionals are no longer entire functions and we need the fundamental principle for spaces H consisting of functions holomorphic in some pseudoconvex domain and satisfying certain growth conditions there.

For some parts of our needs the fundamental principle of Palamodov in [56] suffices. For, he does not necessarily deal with entire functions, as the theorems of [56] are valid for functions holomorphic in convex tube domains. More, precisely he considered an increasing sequence of majorants $M_{\alpha}$ of the form

$$
M_{\alpha}(z)=R_{\alpha}(z) \exp I_{\alpha}(y)
$$

[56, III. § $\left.1.1^{0} \& 4^{0}\right]$. Here $R_{\alpha}$ is an everywhere finite and positive function in $\mathbb{C}^{n}$ and $I_{\alpha}$ is a convex function which need only to be defined in a convex set $U_{\alpha}$ in $\mathbb{R}^{n}$ with the property that an $\varepsilon_{\alpha}$-neighborhood of $U_{\alpha+1}$ is contained in $U_{\alpha}$. Furthermore, the functions $\left\{R_{\alpha}\right\}_{\alpha=1}^{\infty}$ and $\left\{I_{\alpha}\right\}_{\alpha=1}^{\infty}$ have to satisfy a condition similar to (4.16), namely for $y \in U_{\alpha+1}$

$$
\begin{aligned}
& (1+\|z\|) R_{\alpha}(z) \leq K_{\alpha} R_{\alpha+1}(z),(1+\|y\|) \exp I_{\alpha}(y) \leq K_{\alpha} \exp I_{\alpha+1}(y) \\
& \sup _{z-z} \| \leq \varepsilon_{\alpha} R_{\alpha}\left(z^{\prime}\right) \leq K_{\alpha} R_{\alpha+1}(z), \sup _{\left\|y-y^{\prime}\right\| \leq \varepsilon_{\alpha}} \exp I_{\alpha}\left(y^{\prime}\right) \leq \\
& \leq K_{\alpha} \exp I_{\alpha+1}(y)
\end{aligned}
$$

and a condition somewhat similar to (4.18) but less involved. The fundamental theorem in [56, IV. §5, th. 2], the isomorphism (4.15), has a weaker form with respect to the bounds than in [16].

LEMMA 4.5. (Palamodov's fundamental principle). For any matrix $P$ of polynomials there is associated a polynomial vector multiplicity variety $W$, such that any holomorphic function in $\vec{W} \cap\left(\mathbb{R}^{n}+i U_{\alpha}\right)$, which is bounded in absolute value by $M_{\alpha}$ on $\vec{W}$, can be extended under $\left(\rho^{L}\right)^{-1}$ to a function holomorphic in $\mathbb{R}^{n}+i U_{\alpha+m}$ and bounded there in absolute value by $\mathrm{KM}_{\alpha+\mathrm{m}^{\prime}}$ for some $\mathrm{K}>0$ and positive integer m. Moreover, any holomorphic function $\underset{\mathrm{f}}{\vec{f}}$ in $\left.\underset{\rightarrow}{\rightarrow} \mathbb{R}^{\mathrm{n}}+i \mathrm{U} \mathrm{U}_{\alpha}\right)$, bounded in absolute value by $M_{\alpha}$ there and vanishing under $\rho^{L}$ on $\vec{W} \cap\left(\mathbb{R}^{n}+i U_{\alpha}\right)$, can be written as

$$
\begin{equation*}
\vec{f}=p \cdot \vec{g} \tag{4.19}
\end{equation*}
$$

for some $\vec{g}$ holomorphic in $\left(\mathbb{R}^{n}+i U_{\alpha+m}\right)^{q}$ and bounded there in absolute value by $\mathrm{KM}_{\alpha+\mathrm{m}}$.

If $\Omega=\mathbb{C}^{n}$ we have $U_{\alpha}=\mathbb{R}^{n}$ for every $\alpha$. Then the difference with [16] is that in [16] a holomorphic function in $H(\vec{\omega})$ has been extended under $\left(\rho^{L}\right)^{-1}$ to one function satisfying all the bounds and if $\vec{f}$ vanishes on $\vec{W}$ it can be written as (4.19) where $\vec{g}$ also satisfies all the bounds.

Now problem 3.1 of the last chapter can be solved by lemma 4.5 and indeed it is contained in $\left[56\right.$, III, §5, theorem and $\left.9^{0}\right]$, but problems 3.2 and 3.3 cannot be solved in this way. Palamodov applied the fundamental principle to the Cauchy-Riemann equations in [56, VI, §4, 4 , cor. 3] which contains the Ehrenpreis-Martineau theorem. From this corollary the theorems of chapter III. 3 can be derived ${ }^{1)}$, but we can not apply it to obtain the remaining theorems of chapter III. The reason is that we are concerned with holomorphic functions in the tube domains $\left\{\mathbb{R}^{n}+i \Gamma^{k}\right\}_{k=1}^{\infty}$, where the convex sets $\Gamma^{k} \subset \Gamma^{k+1} \subset \Gamma$ do not have the property that an $\varepsilon_{k}$-neighborhood of $\Gamma^{k}$ is contained in $\Gamma^{\mathrm{k}+1}$.

In the next section we will discuss different conditions on the bounds and the fundamental principle (in a similar weak form as in [56]) for functions holomorphic in tube domains $\Omega \neq \mathbb{C}^{n}$ will be considerably more general than in [56]. For $\Omega=\mathbb{C}^{n}$ one has in fact three fundamental principles, which supplement each other.

1) Actually, due to condition $[56$, (5.3) p. 240] one has to assume that $\Omega(a, \Gamma)$ contains a neighborhood of the origin, i.e., a is a positive function on $\Gamma$.
IV.4. THE FUNDAMENTAL PRINCIPLE FOR SPACES OF NON-ENTIRE FUNCTIONS.

In this section we will formulate the fundamental principle for spaces $H$ of non-entire functions. As in [16] we will express the topology of $H$ by projective limits, i.e., H will have an $A U-s t r u c t u r e . ~ A s ~ f a r ~ a s ~ t h e ~ f u n d a-~$ mental principle (the isomorphism $\rho^{L}$ ) is concerned this will not be necessary, as the principle essentially follows from the semilocal theory of [16, ch. III] and from theorems 4.11 and 4.12 of section 6 of this chapter, but in chapter $V$ it will be convenient to have spaces $H$ whose topology is defined by a projective limit, although an extra condition is needed then.

We will assume that the growth conditions on the functions of $H$ can be expressed by $L^{p}$-norms with respect to weight functions of the form $\exp -\phi$ for $\alpha \in A$, where $A$ is a directed set and where $\left\{\phi^{\alpha}\right\}_{\alpha \in A}$ is a decreasing net of plurisubharmonic functions in a pseudoconvex domain $\Omega \subset \mathbb{C}^{n}$. Furthermore, let $\left\{\Omega_{k}\right\}_{k=1}^{\infty}$ be an increasing sequence of relatively closed subsets of $\Omega$ with union $\Omega$. Denote for $p=1,2, \ldots$ and for a function $f$

$$
\begin{equation*}
\|f\|_{\alpha, k}^{(p)} \stackrel{\text { def }}{=}\left\{\int_{\Omega_{k}}|f(z)|^{p} \exp -p \phi^{\alpha}(z) d \lambda(z)\right\}^{1 / p} \tag{4.20}
\end{equation*}
$$

where $\lambda(z)$ is de Lebesgue measure in $\mathbb{C}^{n}$, and for $p=\infty$

$$
\|f\|_{\alpha, k}^{(\infty)} \xlongequal{\text { def }} \sup _{z \in \Omega_{k}}|f(z)| \exp -\phi^{\alpha}(z) ;
$$

when $p=2$ we will write $\|\cdot\|_{\alpha, k}$ instead of $\|\cdot\|{ }_{\alpha, k}^{(2)}$. If $f$ is bounded with respect to the norm

$$
\|f\|_{\alpha}^{(p)} \stackrel{\text { def }}{=}\left\{\int_{\Omega}|f(z)|^{p} \exp -p \phi^{\alpha}(z) d \lambda(z)\right\}^{1 / p}
$$

for $p=1,2, \ldots$ or

$$
\|f\|_{\alpha}^{(\infty)} \xlongequal{\text { def }} \sup _{z \in \Omega}|f(z)| \exp -\phi^{\alpha}(z)
$$

for $p=\infty$, we will sometimes express this by saying that the sequence $\left\{\|f\|{ }_{\alpha, k}^{(p)}\right\}_{k=1}^{\infty}$ is bounded. For $p=1,2, \ldots, \infty$ let

$$
H_{p}\left(\Omega_{k} ; \phi^{\alpha}\right)
$$

be the Banach space of functions holomorphic in int $\Omega_{k}$, and in case $p=\infty$ also continuous on $\Omega_{k}$, such that the norm (4.20) is finite, and let

$$
\mathrm{H}_{\mathrm{p}}\left[\Omega ; \phi^{\alpha}\right] \stackrel{\text { def }}{=} \underset{\mathrm{k} \rightarrow \infty}{ } \lim _{\mathrm{p}} \mathrm{H}_{\mathrm{k}}\left(\Omega_{\mathrm{k}} ; \phi^{\alpha}\right)
$$

where in the projective limit the restriction maps from $\Omega_{k+1}$ to $\Omega_{k}$ are intended. When $p=2$ we will just write $H\left[\Omega ; \phi^{\alpha}\right]$.

If all the sets $\Omega_{k}$ are different, the following conditions are imposed:
(4.21) $\quad \forall k, \exists \ell>k: \forall z \in \Omega_{k^{\prime}}, \forall z^{\prime} \in B(z ; 1 / 2,1) \Rightarrow z^{\prime} \in \Omega_{\ell^{\prime}}$
where for $0 \leq \delta<1$ and $K \geq 0$

$$
B(z ; \delta, K) \stackrel{\text { def }}{=}\left\{z^{\prime} \mid \|_{z^{\prime}-z \|} \leq \min \left[K, \delta d\left(z, \Omega^{C}\right)\right]\right\} ;
$$

here $d\left(z, \Omega^{c}\right)$ denotes the distance from $z$ to the complement of $\Omega$, i.e.,

$$
d\left(z, \Omega^{c}\right) \stackrel{\text { def }}{=} \inf _{z^{\prime} \in \Omega^{c}} \|_{z-z^{\prime} \|}
$$

There must exist a plurisubharmonic function $\sigma$ in $\Omega$ with

$$
\begin{equation*}
\Omega_{\mathrm{k}}=\{z \mid z \in \Omega, \sigma(z) \leq \mathrm{k}\} \tag{4.22}
\end{equation*}
$$

For compact sets $\Omega_{k}$ (4.22) is not a special condition on $\Omega$, cf. [30, th. 2.6.7.ii], but we have in mind unbounded sets $\Omega_{k}$.

Finally, we have to make an assumption on the net $\left\{\phi^{\alpha}\right\}$. Although it is not necessary, the proof of theorem 6.4 will be simpler if we would have neighborhoods $B(z ; \delta, K)$ of $z$ with the property that the neighborhood

$$
U\left\{B\left(z^{\prime} ; \varepsilon, L\right) \mid z^{\prime} \in B(z ; \delta, K)\right\}
$$

of $z$ itself is contained in a neighborhood $B(z ; \eta, M)$ of $z$ for some $\eta$ and $M$.
Since this is not true for the neighborhoods $B$ we will define quite similar neighborhoods $S$ which do have this property. Let for $\varepsilon \geq 0$ and $K \geq 0$

$$
D(z ; \varepsilon, K) \stackrel{\text { def }}{=}\left\{z^{\prime} \mid z^{\prime} \in \Omega, \|_{z^{\prime}-z \|} \leq \min \left[\varepsilon d\left(z, \Omega^{c}\right), \varepsilon d\left(z^{\prime}, \Omega^{c}\right), K\right]\right\}
$$

Then
(4.23) $\quad B(z ; \delta, K) \subset D(z ; \delta /(1-\delta), K)$
and

$$
U\left\{D\left(z^{\prime} ; \varepsilon, L\right) \mid z^{\prime} \in D(z ; \delta, K)\right\} \subset D(z ; \varepsilon+\varepsilon \delta+\delta, K+L) .
$$

So if for positive $K$ we define the neighborhood of $z$
(4.24) $S(z ; K) \xlongequal{\text { def }} D\left(z ; e^{K}-1, K\right)$,
then
(4.25)

$$
U\left\{S\left(z^{\prime} ; K\right) \mid z^{\prime} \in S(z ; L)\right\} \subset S(z ; K+L)
$$

For a function $\phi$ in $\Omega$ and for $N, M, K \geq 0$ define, cf. (3.40),

$$
\begin{align*}
\phi_{N, M, K}(z) \stackrel{\text { def }}{=} & \max \left\{\phi\left(z^{\prime}\right)+N \log \left(1+\left\|z^{\prime}\right\|^{2}\right)+\log \left(1+\alpha\left(z^{\prime}, \Omega^{C}\right)^{-M}\right) \mid\right.  \tag{4.26}\\
& \left.\mid z^{\prime} \in S(z ; K)\right\} .
\end{align*}
$$

If $N=M=K$ we will just write $\phi_{N}$ and if for $p=2$ in the norm (4.20) $\phi^{\alpha}$ is replaced by $\phi_{N, M, K}^{\alpha}$ or $\phi_{N}^{\alpha}$ we will denote that norm by $\|\cdot\|^{N, M, K}$ or $\|\cdot\|_{\alpha, k}^{N}$, respectively. The functions $\log \left(1+\|z\|^{2}\right)$ and $\log \left(1+d\left(z, \Omega^{C}\right)^{-M}\right)$ are plurisubharmonic in $\Omega,[30,(4.4 .6)$ and th. 2.6.2] and $[30$, th. 2.6 .7 (i) and cor. 1.6.8]. For $\Omega=\mathbb{C}^{n}$ we have $S(z ; K)=\left\{z^{\prime} \mid \|_{z-z ' \|} \leq K\right\}$ and then, as in the proof of theorem 3.1, [30, th. 1.6.2] and lemma 3.2 imply that $\phi_{N, M, K}$ (which in this case does not depend on $M$ ) is plurisubharmonic if $\phi$ is. Due to property (4.25) for $N_{1}, N_{2} \geq 0$ and for a function $\phi$ in $\Omega$ we have

$$
\begin{equation*}
\left(\phi_{\mathrm{N}_{1}}\right)_{\mathrm{N}_{2}} \leq \phi_{\mathrm{N}_{1}+\mathrm{N}_{2}} \tag{4.27}
\end{equation*}
$$

Our final requirement is that for every $N \geq 0$ and $\alpha \in A$ there is a $\alpha^{\prime} \geq \alpha$ and a positive constant $C_{\alpha, N}$ with

$$
\begin{equation*}
\phi_{N}^{\alpha^{\prime}} \leq \phi^{\alpha}+\mathrm{C}_{\alpha, \mathrm{N}} . \tag{4.28}
\end{equation*}
$$

We now define the space H. Condition (4.28) implies that for every $\mathrm{N} \geq 0$

$$
\begin{equation*}
\mathrm{H} \underset{\alpha \in A}{\operatorname{def}} \underset{\mathrm{proj}}{\lim } \mathrm{H}_{\mathrm{p}}\left[\Omega ; \phi^{\alpha}\right]=\underset{\alpha \in A}{\operatorname{proj}} \lim H_{\mathrm{p}}\left[\Omega ; \phi_{N}^{\alpha}\right], \tag{4.29}
\end{equation*}
$$

where the identity maps from $H_{p}\left[\Omega ; \phi^{\alpha^{\prime}}\right]$ into $H_{p}\left[\Omega ; \phi^{\alpha}\right], \alpha^{\prime} \geq \alpha$, determine the projective limit. Conditions (4.21) and (4.28) imply that $H$ is independent of $p \in\{1,2, \ldots, \infty\}$, cf. $\left[73\right.$, cond. $\left.\mathrm{HS}_{1} \& \mathrm{HS}_{2}, \mathrm{p} .15\right]$, and that moreover for $f \in H, \alpha \in A$ and every $k$

$$
\begin{equation*}
|f(z)| \exp -\phi^{\alpha}(z) \rightarrow 0 \quad \text { as } \quad z \rightarrow \partial \Omega \quad \text { or }\|z\| \rightarrow \infty \quad \text { in } \Omega_{k} \tag{4.30}
\end{equation*}
$$

If $\Omega=\mathbb{C}^{n}$ and $k=\exp \phi$, then (4.26) yields that $k_{N}=\exp \phi_{N}$, where $k_{N}$ is given by (4.16) and the condition on the AU-structure of $H$ given there is just our condition (4.29).

Let $P$ be a pxq-matrix of polynomials and let $\vec{W}$ be an associated polynomial vector multiplicity variety. We define the Frechet space $H_{\infty}[\vec{W} \cap \Omega$; $\log \mathrm{k}]$ as the space of sections $\vec{g}$ on $\vec{W} \cap \Omega$ such that for each component $g=\left\{g_{1}, \ldots, g_{r}\right\}$ of $\vec{g}$ (4.17) holds only for $z \in \Omega_{\ell} \cap \vec{W}$ and for $c$ depending on $\ell$, provided with the semi-norms obtained by taking from all the components $g$ of $\vec{g}$ the largest supremum of the left hand side of (4.17) over $z \epsilon$ ${ }^{\varepsilon} \Omega_{\ell} \cap V_{j}, j=1, \ldots, r$. Again if $\Omega_{\ell}=\Omega$ for all $\ell$ we will write $H_{\infty}(\vec{W} \cap \Omega ; \log k)$ instead of $H_{\infty}[W \cap \Omega ; \log k]$ and then this is a Banach space.

The fundamental principle proved in this chapter (the completions of the proofs will be given in chapter VI) says that the map $\rho^{L}$
is a toplogical isomorphism between linear spaces. Here $\rho^{L}$ is defined by restriction if $p=1$ and (only semilocally) by lemma's 4.2 and 4.3 if $p>1$. In section 6, formula (4.44) we will show that the space on the left hand side remains the same if we replace $\mathrm{H}\left[\Omega ; \phi^{\alpha}\right]^{\mathrm{p}} \cap \mathrm{P} \cdot \mathrm{H}\left[\Omega ; \phi^{\alpha}\right]^{q}$ in the denominator by its closure in $H\left[\Omega ; \phi^{\alpha}\right]^{p}$. Hence the left hand side of (4.3) is a Hausdorff space; its elements can be described as follows: for $\left.\vec{f}^{\alpha} \in H_{[\Omega ;}^{\alpha}\right]^{p}$ let $\left[\vec{f}{ }^{\alpha}\right]$
denote the equivalence class of $\overrightarrow{\mathrm{f}}^{\alpha}$, where $\overrightarrow{\mathrm{f}}^{\alpha} \sim \overrightarrow{\mathrm{h}}^{\alpha}$ if $\overrightarrow{\mathrm{f}}^{\alpha}-\overrightarrow{\mathrm{h}}^{\alpha}=\mathrm{p} \cdot \vec{g}^{\alpha}$ for some ${ }_{\mathrm{g}}{ }^{\alpha} \epsilon \mathrm{H}\left[\Omega ; \phi^{\alpha}\right]^{q}$; then the elements of the space on the left hand side of (4.31) can be identified with such nets $\left\{\left[\vec{f}^{\alpha}\right]\right\}_{\alpha \in A}$ of equivalence classes, where $\vec{f}^{+\alpha} \in H\left[\Omega ; \phi^{\alpha}\right]^{p}$ for every $\alpha \in A$, that for every $\alpha$ and $\beta$ in $A$ with $\beta \geq \alpha$ there is a $\vec{g}^{\alpha, \beta} \in \mathrm{H}\left[\Omega ; \phi^{\alpha}\right]^{q}$ with

$$
\overrightarrow{\mathrm{f}}^{\alpha}-\overrightarrow{\mathrm{f}}^{\beta}=\mathrm{p} \cdot \vec{g}^{\alpha, \beta} \text {. }
$$

If $\Omega_{k}=\Omega$ for every $k$, we define a space $H$ with the only requirement that for every $N \geq 0$ H can be written as

Finally, if $\left\{\Omega_{\ell}\right\}_{\ell=1}^{\infty}$ is a decreasing sequence of pseudoconvex domains and if $\left\{\phi^{\alpha}\right\}$ is a decreasing net of plurisubharmonic functions in $\Omega_{1}$, it is possible to consider the following space $H$, which for every $N \geq 0$ by assumption can be written as
where $\phi_{N}^{\alpha}$ is defined by (4.26) with $\Omega$ replaced by $\Omega_{1}$. Also here the spaces (4.32) and (4.33) are independent of $p \in\{1,2, \ldots, \infty\}$, provided that in the last case

$$
\begin{equation*}
\forall \ell, \exists k>\ell, \exists \delta>0: \forall z \in \Omega_{k} \&\left\|_{z-z}\right\|^{\prime} \leq \min \left\{1, \delta d\left(z, \Omega_{1}^{c}\right)\right\} \Rightarrow z^{\prime} \in \Omega_{\ell} \tag{4.34}
\end{equation*}
$$

For the spaces $H$ given by (4.32) or (4.33) the fundamental principle yields the isomorphisms $\rho^{L}$
(4.35)
and

$$
\xrightarrow{\rho^{L}} \text { ind } \lim _{\ell \rightarrow \infty} \underset{\alpha \in A}{ } \lim _{\infty}\left(\vec{W} \cap \Omega ; \phi^{\alpha}\right),
$$

respectively.

THEOREM 4.6 (fundamental principle). Let $\Omega$ be a pseudoconvex domain and let $\left\{\phi^{\alpha}\right\}$ be a decreasing net of plurisubharmonic functions in $\Omega$. To any $p \times q-$ matrix P of polynomials there are associated a polynomial vector multiplicity variety $\vec{W}$ and a restriction map $\rho^{L}$, such that (4.35) is a topological isomorphism between linear spaces, provided that condition (4.32) is satisfied. If moreover, $\Omega=\bigcup_{k}^{\infty} \bigcup_{1} \Omega_{k}$ satisfies (4.21) and (4.22), the map $\rho^{L}$ in (4.31) is a topological isomorphism provided that (4.29) holds. Finally, if $\left\{\Omega_{\ell}\right\}_{\ell=1}^{\infty}$ is a decreasing sequence of pseudoconvex domains satisfying (4.34) and if $\left\{\phi^{\alpha}\right\}$ is a decreasing net of plurisubharmonic functions in $\Omega_{1}$, the map $\rho^{\text {L }}$ in (4.36) is a toplogical isomorphism, provided that (4.33) is valid.

In chapter VII, cor. 7.4 , we will supplement this theorem.

PROOF. That $\rho^{L}$ in (4.36) is an isomorphism follows from (4.33), (4.34) and the fact that $\rho^{L}$ in (4.35) is an isomorphism. The remaining two sections of this chapter, as well as chapter VI, will be devoted to the proof of the assertion that the maps (4.31) and (4.35) are topological isomorphisms.

REMARK. Let $W^{\prime}$ be a locally convex space whose Fourier transform is topologically isomorphic to one of the spaces $H$ given by (4.29), (4.32) or (4.33) and let $W$ be the dual of $W^{\prime}$. Then, as in $[16]$, in view of theorem 4.6 we might call $W$ localizable. In most examples it is obvious how the Fourier transformation $F$ is defined. In general, since the $\delta$-functions in the points $z_{0} \in \Omega$ belong to $H^{\prime}$, their Fourier transforms $e^{i<\cdot}, z_{0}^{>}$belong to $W$. Then we can define the Fourier transform $f \in H$ of $\phi \in W^{\prime}$ by

$$
f(z)=(F \phi)(z) \stackrel{\text { def }}{=}\left\langle e^{i\langle\zeta, z\rangle}, \phi_{\zeta}\right\rangle
$$

cf. (2.46). Here $\zeta$ varies in a certain set $\Omega^{*}$ in $\mathbb{C}_{n}$ and $W$ consists of objects (such as functions or distributions) in $\Omega^{*}$. From the requirement that $F$ is a topological isomorphism from $W^{\prime}$ onto $H$ it follows that the set $\left\{e^{\left.i<\zeta, z_{0}\right\rangle} \mid z_{0} \in \Omega\right\}$ of functions of $\zeta$ must at least be weakly ${ }^{*}$ dense in $W$. Furthermore, if besides this set $W$ contains all other holomorphic functions
of $\zeta \in \Omega^{*}$ which are bounded in absolute value by $\left|\exp i<\zeta, z_{0}>\right|$ with $z_{0} \in \Omega$, it follows from the fact, that the geometric mean is smaller than the arithmetic mean, that for $z_{1}, z_{2} \in \Omega$ and $0 \leq t \leq 1$ also

$$
\exp i<\zeta, t z_{1}+(1-t) z_{2}>\in W
$$

Hence then the set $\Omega$ would be convex. On the other hand, it may happen that the set $\left\{\left.e^{i\left\langle\zeta_{0}, z>\right.}\right|_{0} \in \Omega^{*}\right\}$ of functions of $z$ is contained in $H$, ff. the $A-$ and Exp-spaces of chapter III. Then $\Omega^{*}$ is convex, too and the set $\left\{e^{i<\zeta_{0}, z>} \mid\right.$ $\left.\mid \zeta_{0} \in \Omega^{*}\right\}$ is dense in H. However, all these properties will not be used to derive the fundamental principle of theorem 4.6 , as they are only needed when Fourier transformation comes in.
IV.5. SEMILOCAL THEORY.

In this section we shall mention the semilocal theory of $[16]$ and we shall indicate the differences with the theory we need.

Let $U=\left\{U_{i}\right\}_{i=1}^{\infty}$ be a certain open covering of $\Omega$ with $U_{i}$ cc $\Omega$ and let $u^{(1)}$ p. 104] shows that any $f \in \underset{\alpha}{\operatorname{proj}} \lim _{A} H_{\infty}\left[\vec{w} \cap \Omega ; \phi^{\alpha}\right]$ can be extended to a collection of functions $c_{i}$ holomorphic in $U_{i}$ and satisfying good bounds. In fact, a method similar to theorem 3.1 can be applied, see [2]. Only now one has to take into account coinciding roots of a polynomial. The procedure followed in [16], [56] or [2] uses the Weierstraß division theorem and the Lagrange interpolation formula, $C f$. [2, IV lemma's 1-4].

Define $C^{p}\left[U, F, \phi^{\alpha}\right]$ as the Hilbert space of all alternating p-cochains $c$ on the covering $U$ with values in the analytic sheaf $F$ that satisfy for every $k$

$$
\begin{equation*}
\left\|_{c}\right\|_{\alpha, k} \stackrel{\text { def }}{=}\left\{\sum_{|s|=p+1} \int_{U_{S} \Omega_{k}}\left\|_{c_{s}}(z)\right\|^{2} \exp -2 \phi^{\alpha}(z) d \lambda(z)\right\}^{\frac{1}{2}}<\infty, \tag{4.37}
\end{equation*}
$$

where $\left\|_{f(z)}\right\|^{2} \xlongequal{\text { def }}\left|f_{1}(z)\right|^{2}+\ldots+\left|f_{q}(z)\right|^{2}$ if $f=\left(f_{1}, \ldots, f_{q}\right)$ is a vectorfunction. The coverings $U$ and $U^{(1)}$ have to satisfy certain properties listed in chapter VI, section 1, in order that the estimates can be carried over to globally defined functions and conversely.

Let $A$ be the sheaf in $\Omega$ of germs of holomorphic functions and let $F$
be the image under $P$ of the sheaf $A^{q}$, thus $F=P \cdot A^{q} \subset A^{p}$. Finally, let $C^{t}\left[U, A^{p}, \phi ; P\right]$ be the set of $t$-cochains $c \in C^{t}\left[U, A^{p}, \phi\right]$ with

$$
\delta c \in C^{t+1}(U, F)
$$

where $\delta$ is the coboundary operator.
LEMMA 4.7. For any p $\times q$-matrix $P$ of polynomials and associated polynomial vector multiplicity variety $W$ the map

given by lemma 4.3 is a topological isomorphism.

PROOF. We shall not give all the details, because these can be found in [16]. There a function $f \in \operatorname{proj} \lim _{\alpha} H_{\infty}\left[\vec{W} \cap \Omega ; \phi^{\alpha}\right]$ has been extended to a collection of functions $\left\{c_{s}\right\}_{S=1}^{\infty}$ with $c_{S}$ holomorphic in $U_{S}$. Firstly, in [16, proof of c, p. 104] for each $s$ if extended to a finite collection of functions holomorphic in finitely many very small sets covering $U_{S}$, whose differences in the overlaps are sections in F. Then one has to apply a piecing together process of this collection of functions to one function $c_{s}$ in $U_{S}$. As is remarked in [16] this process follows the same lines as the proof of the similar statements for the map $\lambda$ we will define in the next section and even it is simpler, because $U_{S}$ is a bounded set so that no convergence factors such as $\phi$ arising in condition (4.18) are needed. We have not assumed this condition, so that the proof of [16] is valid here, too. Of course, one can also follow the piecing together process we will perform in chapter VI.

Let us briefly mention the differences with [16] arising from the sizes of the sets of the covering of $\Omega$ we have here. In [16] all the sets of the covering of $\mathbb{C}^{n}$ have the same size. There each set $U_{S}$ is covered in such a way that the bounds for $c_{s}$ depend on the bounds for $f$ on $V_{s} \cap \mathcal{W}$, where $V_{S}$ is the enlargement by a factor 2 of $U_{S}$ the center $z_{S}$ kept fixed.

Furthermore, the minimal size of the sets that cover $U_{S}$ is proportional to a power of $\left(1+\left\|_{z_{S}}\right\|\right)^{-1}$ and to a power of the size $\beta_{S}$ of $U_{S}$. Also, the maximal number of sets covering $U_{S}$ is proportional to a power of $1+\left\|_{z_{S}}\right\|$ and to $\beta_{S}^{-1}$. However, these powers do not depend on $s$, see [16, ch. III]. It follows from the piecing together process of chapter VI or of [16] that $c_{s}$ satisfies for some $N$ and $K$ independent of $s$
where $\|f(z)\|$ here denotes the maximum of $f_{j}^{\ell}(z)$ for $\ell=1, \ldots, p, j=1, \ldots, r_{\ell}$ if $f^{\ell}=\left(f_{1}^{\ell}, \ldots, f_{r \ell}^{\ell}\right)$ is the section on $W^{\ell}$ determined by $f$. Actually, in [16] ce is bounded in sup-norm, but [73, cond. HS ${ }_{1}$, p. 15] shows that this implies the estimate we have here, because the sizes of the sets $U_{S}$ will be bounded.

The sets $U_{S}$ will be such that they have a fixed size if they are far enough from $\partial \Omega$ or that the size is proportional to $d_{s}$, where $d_{s}$ is the distance from $U_{S}$ to $\partial \Omega$. Therefore, since by (4.24) for sufficiently large $N$ we have $z_{S} \in S(z ; N)$ if $z \in U_{S}$ and $V_{S} C S\left(z_{S} ; N\right)$, for every $\alpha \in N$ we get

$$
\left\{\int_{U_{S}}\left\|c_{S}(z)\right\|^{2} \exp -2 \phi_{N}^{\alpha}(z) d \lambda(z)\right\}^{\frac{3}{2}} \leq K \sup _{z \in V_{S} n W}\|f(z)\| \exp -\phi^{\alpha^{\prime}}(z)
$$

where $\alpha^{\prime}$ is determined by (4.28). Since the sets $U_{S}$ will be chosen such that every $z \in \Omega$ is contained is not more than $L$ different sets $V_{s}$ and since $V_{s}$ will be contained in $\Omega_{\ell}$ if $U_{S} \cap \Omega_{k} \neq \emptyset$ for some $l>k$, in virtue of (4.29) for every $k$ and $\alpha \in A$ we get

$$
\begin{equation*}
\|c\|_{\alpha, k} \leq L K \sup _{z \in \Omega_{\ell} \cap \vec{W}}\|f(z)\| \exp -\phi^{\alpha '}(z) . \tag{4.38}
\end{equation*}
$$

A similar procedure, now with respect to the covering $U^{(1)}$, shows that the map of the lemma is injective. Finally, (4.38) implies that its inverse is continuous.

If we want to derive the strong version of the fundamental principle (i.e., all the bounds are satisfied simultaneously) as in chapter VII, we should apply this lemma together with the strong versions of theorems 4.11 and 4.12 below, cf. corollary 7.4. But for the weak form treated in this
chapter it is convenient to have the following isomorphism.

LEMMA 4.8. Let E denote the space on the left hand side of the isomorphism of lemma 4.7 and let

$$
F^{\alpha} \stackrel{\text { def }}{=} C^{0}\left[U^{(1)}, A^{p}, \phi^{\alpha} ; P\right]
$$

and

$$
M^{\alpha} \stackrel{\text { def }}{=} F^{\alpha} \cap P \cdot C^{0}\left(U^{(1)}, A^{q}\right)
$$

Then there is a topological isomorphism between

$$
E \rightarrow \operatorname{proj}_{\alpha \in A} \lim _{A}\left(F^{\alpha} / M^{\alpha}\right)
$$

PROOF. We define the map by restriction. That it is injective can be seen as follows: any $c \in \underset{\alpha}{\operatorname{proj}} \epsilon^{\operatorname{limm}} C^{0}\left[U, A^{p}, \phi^{\alpha} ; P\right]$ that can be written as $c=p \cdot g$ with $g \in C^{0}\left(U^{(1)}, A^{q}\right)$ vanishes on $\Omega \cap \vec{W}$, because also $U^{(1)}$ is a covering of $\Omega$, so that by lemma 4.7 c can be written as $\mathrm{c}=\mathrm{P} \cdot \mathrm{g}$ with $\mathrm{g} \epsilon \operatorname{proj}_{\alpha} \lim _{\mathrm{A}}$ $C^{0}\left[U^{(1)}, A^{q}, \phi^{\alpha}\right]$. Similarly, it follows that $M^{\alpha}$ is a closed subspace of $F^{\alpha}$. Hence the space $F^{\alpha} / M^{\alpha}$ is a Frechet space, thus bornologic. In order to conclude the continuity of the inverse of the map we need to know that the bounded sets in $F^{\alpha} / M^{\alpha}$ arise from bounded sets in $F^{\alpha}$. Let us assume this for the moment. Then the method (as in the proof of lemma 4.7) of proving that the map of the lemma is surjective shows that its inverse is continuous (here each set $U_{S} \in U$ is covered by finitely many sets from $U^{(1)}$, the number and size depending only on the size of $U_{S}$ ).

It remains to prove the following lemma.
LEMMA 4.9. Let $\mathrm{F}^{\alpha}$ and $\mathrm{M}^{\alpha}$ be as in lemma 4.8. Then the bounded sets in $\mathrm{F}^{\alpha} / \mathrm{M}^{\alpha}$ arise from bounded sets in $F^{\alpha}$.

PROOF. Let a bounded set $B$ in $F^{\alpha} / M^{\alpha}$ be determined by cochains $f \in F^{\alpha}$ which for all k satisfy

$$
\inf _{p \cdot g \in M^{\alpha}}\|f+P \cdot g\|_{\alpha, k} \leq K_{k}
$$

This means that for arbitrary $k_{1}$ there are functions $g_{s}^{1} \in A\left(U_{S}\right)^{q}$ for every $U_{s} \in U^{(1)}$ with $U_{s} \cap \Omega_{k_{1}} \neq \varnothing$ such that

$$
\left\|f+p \cdot g^{1}\right\|_{\alpha, k_{1}} \leq k_{k_{1}}+1
$$

Let $k_{1}$ be so large that each set $U_{S} \in U^{(1)}$ with $U_{S_{1}} \cap \Omega_{1} \neq \emptyset$ is contained in $\Omega_{k_{1}}$, define $g_{s}^{0} \in A\left(U_{S}\right)^{q}$ if $U_{s} \cap \Omega_{1} \neq \emptyset$ by $g_{s}^{0} \xlongequal{\mathbf{d e f}} \mathrm{~g}_{\mathrm{s}}^{1}$ and set $\mathrm{k}_{-1}=\mathrm{k}_{0}=1$. Assume that a cochain $g^{m}$ has been defined on the union of all sets $\mathrm{U}_{\mathrm{s}} \in U^{(1)}$ with $\mathrm{U}_{\mathrm{S}} \cap \Omega_{\mathrm{k}_{\mathrm{m}}} \neq \emptyset$ satisfying

$$
\| f+p \cdot g^{m_{\|}}{ }_{\alpha, k_{m}} \leq c_{m}
$$

for some positive $C_{m}$ and that $g_{s}^{m}=g_{s}^{m-1}$ if $U_{s} \cap \Omega_{k_{m-2}} \neq \emptyset$. Let $k_{m+1}>k_{m}$ be so large that each set $U_{s} \in U^{(1)}$ with $U_{s} \cap \Omega_{\mathrm{k}_{\mathrm{p}}} \neq \emptyset$ is contained in $\Omega_{\mathrm{k}_{\mathrm{m}+1}}$,
 satisfy

$$
\left\|f+p \cdot \tilde{g}^{m+1}\right\|_{\alpha, k}{ }_{m+1} \leq K_{k_{m+1}}+1
$$

Now we define $g_{s}^{m+1}$ def $g_{s}^{m}$ if $U_{s} \subset \Omega_{k_{m}}$ and $g_{s}^{m+1} \xlongequal{\text { def }} \sim_{s}^{m+1}$ for the remaining $s$. Then $g^{m+1}$ is defined on the union of all sets $U_{s} \in U^{(1)}$ with $\mathrm{U}_{\mathrm{s}} \cap \Omega_{\mathrm{k}_{\mathrm{m}+1}} \neq \varnothing, \mathrm{g}_{\mathrm{s}}^{\mathrm{m}+1}=\mathrm{g}_{\mathrm{s}}^{\mathrm{m}}$ if $\mathrm{U}_{\mathrm{s}} \cap \Omega_{\mathrm{k}_{\mathrm{m}-1}} \neq \varnothing$, and

$$
\left\|f+p \cdot g^{m+1}\right\|_{\alpha, k_{m+1}} \leq c_{m}+K_{k_{m+1}}+1
$$

So we obtain a cochain $g \in C^{0}\left(U^{(1)}, A^{q}\right)$ with for all $m=0,1,2, \ldots$

$$
\|f+p \cdot g\|_{\alpha, k_{m}} \leq \sum_{j=1}^{m+2} K_{k_{j}}+m+2
$$

This determines a bounded set in $F^{\alpha}$ whose image in $F^{\alpha} / M^{\alpha}$ contains B. $\quad \square$
In case $\Omega_{k}=\Omega$ for every $k$, as in lemma's 4.7 and 4.8 there is a topological isomorphism between

$$
\begin{align*}
& \underset{\alpha \in A}{\operatorname{proj} \lim \left\{C^{0}\left(U^{(1)}, A^{p}, \phi^{\alpha} ; P\right)\right.}  \tag{4.39}\\
& \left.\xrightarrow\left[C^{0}\left(U^{(1)}, A^{p}, \phi^{\alpha} ; P\right) \cap P \cdot C^{0}\left(U^{(1)}, A^{q}\right)\right\} \longrightarrow\right]{\longrightarrow} \underset{\alpha \in A}{\operatorname{proj} \lim _{\infty}\left(\vec{W} \cap \Omega ; \phi^{\alpha}\right),}
\end{align*}
$$

where $C^{0}\left(U^{(1)}, A^{P}, \phi^{\alpha} ; P\right)$ denotes the space of those $c \in F^{\alpha}$ with the norms (4.37) bounded by a constant independent of $k$, i.e., instead of (4.37) we have

$$
\begin{equation*}
\|c\| \alpha \stackrel{\text { def }}{=}\left\{\sum_{S} \int_{U_{S}}\left\|c_{S}(z)\right\|^{2} \exp -2 \phi^{\alpha}(z) d \lambda(z)\right\}^{\frac{1}{2}}<\infty . \tag{4.40}
\end{equation*}
$$

IV.6. TRANSITION FROM SEMILOCAL TO GLOBAL RESULTS.

In this section we will formulate the two theorems which together with lemma's 4.7 and 4.8 and formula (4.39) imply theorem 4.6. Besides, these theorems, especially the second whose formulation is not concerned with cochains, may be of interest by themselves, cf. chapter V.4. The main problem is to extend the semilocally defined functions to a globally defined function.

LEMMA 4.10. Let the conditions of theorem 4.6 be satisfied and let $F^{\alpha}$ and $\mathrm{M}^{\alpha}$ be as in lemma 4.8. Then there is a topological isomorphism $\lambda$ :


A similar isomorphism exists if $\Omega_{\mathrm{k}}=\Omega$ for every k .

Let us decompose the map $\lambda$ into a collection of continuous restriction maps $\lambda_{\alpha}$. Then denoting

$$
\mathrm{H}^{\alpha} \xlongequal{\text { def }} \mathrm{H}\left[\Omega ; \phi^{\alpha}\right]^{\mathrm{p}}
$$

and

$$
T^{\alpha} \xlongequal{\text { def }} H^{\alpha} \cap P \cdot H\left[\Omega ; \phi^{\alpha}\right]^{q}
$$

we have to show for each $\beta$ there is an $\alpha \geq \beta$ and a continuous map $\mu_{\alpha, \beta}$ such that the following diagram is commutative:

where the maps $I_{\alpha, \beta}$ and $I_{\alpha, \beta}^{\prime}$ are determined by the identity maps. We will define the maps $\mu_{\alpha, \beta}$ by means of the following theorems.

For a positive number $N$ and a function $\phi^{\alpha}$ in $\Omega$ let $\tilde{\phi}_{N}^{\alpha}$ be a plurisubharmonic function in $\Omega$ such that for some positive $C_{N}$

$$
\begin{equation*}
\phi_{N}^{\alpha} \leq \tilde{\phi}_{N}^{\alpha}+C_{N} \tag{4.42}
\end{equation*}
$$

where $\phi_{N}=\phi_{N, N, N}$ is defined by (4.26), cf. (3.40). This might not be possible for an arbitrary function $\phi^{\alpha}$, but if we refer to (4.22) we will always mean that $\phi^{\alpha}$ is such that there exists a plurisubharmonic function $\tilde{\phi}_{N}^{\alpha}$ satisfying (4.42) (for example, by (4.28) this is true if $\phi^{\alpha}$ belongs to the net $\left\{\phi^{\alpha}\right\}_{\alpha \in A}$ in the conditions of theorem 4.6).

THEOREM 4.11. Let $\Omega={ }_{k} \bigcup_{1}^{\infty} \Omega_{k}$ be a pseudoconvex domain satisfying (4.21) and (4.22), let the covering $U(1)$ of $\Omega$ be given as in section VI.1 and let $\phi^{\alpha}$ be a function on $\Omega$ such that (4.42) can be satisfied for every $N$. Then for any $\mathrm{p} \times \mathrm{q}$-matrix P of polynomials there is a positive number N and moreover for each sequence $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ of positive numbers there is another sequence $\left\{M_{k}\right\}_{k=1}^{\infty}$ of positive numbers, such that for every $h \in C^{0}\left[U^{(1)}, A^{p}, \phi^{\alpha} ; P\right]$ with $\|h\|_{\alpha, k} \leq K_{k}, k=1,2, \ldots$, there is a function $v \in A(\Omega)^{p}$ and $a g \in C^{0}\left(U^{(1)}, A^{q}\right)$ with

$$
\begin{equation*}
\left.v\right|_{U_{S}}-h_{S}=p \cdot g_{S}, \quad U_{S} \in U^{(1)} \tag{4.43}
\end{equation*}
$$

and with

$$
\left\{\int_{\Omega_{k}}\|v(z)\|^{2} \exp -2 \phi^{\beta}(z) d \lambda(z)\right\}^{\frac{1}{2}} \leq M_{k}, \quad k=1,2, \ldots,
$$

where the plurisubharmonic function $\phi^{\beta}$ is given by

$$
\phi^{\beta} \stackrel{\operatorname{def}}{=} \tilde{\phi}_{N}^{\alpha}+N \log \left(1+\|z\|^{2}\right)+\log \left(1+\alpha\left(z, \Omega^{c}\right)^{-N}\right)
$$

for $\tilde{\phi}_{N}^{\alpha}$ determined by (4.42); thus $v \in H\left[\Omega ; \phi^{\beta}\right]^{p}$. If $h \in C^{0}\left(U^{(1)}, A^{p}, \phi^{\alpha} ; P\right)$, i.e., if $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, (4.21) and (4.22) need not be satisfied and $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded, too, i.e., $v \in H\left(\Omega ; \phi^{\beta}\right)^{p}$.

THEOREM 4.12. Let $\Omega$ and $\phi^{\alpha}$ be as in theorem 4.11. Then for any $p \times q-m a t r i x ~ p$ of polynomials there is a positive number N and moreover for each sequence $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ of positive numbers there is another sequence $\left\{\mathrm{M}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ of positive numbers, such that every $f \in H\left[\Omega ; \phi^{\alpha}\right]^{p}$ with $\left\|_{f}\right\|_{\alpha, k} \leq K_{k}, k=1,2, \ldots$, which can locally be written as $f=P \cdot g^{\omega}, g^{\omega} \in A(\omega)^{q}, \omega \subset \subset \Omega, U \omega=\Omega$, can be written globally as $\mathrm{f}=\mathrm{p} \cdot$ for some $\mathrm{v} \in \mathrm{H}\left[\Omega ; \phi^{\beta}\right]^{q}$ with $\left\|_{\mathrm{v}}\right\|_{\beta, k} \leq \mathrm{M}_{\mathrm{k}}, \mathrm{k}=1,2, \ldots$, where $\phi^{\beta}$ is determined by $\phi^{\alpha}$ and N as in theorem 4.11. Moreover, if $\mathrm{h} \epsilon$ $\mathrm{H}\left(\Omega ; \phi^{\alpha}\right)^{\mathrm{p}}$ i.e., if $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, then (4.21) and (4.22) need not be satisfied and $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded, i.e., $v \in H\left(\Omega ; \phi^{\beta}\right)^{q}$.

In chapter VI we will give the covering $U^{(1)}$ and we will prove these theorems (if $\Omega=\mathbb{C}^{n}$, theorem 4.12 follows from [30, th. 7.6.11]). It is clear from (3.40) and (3.41) that problem 3.2 follows from theorem 4.12 and problem 3.3 from theorem 4.11. The map $\mu_{\alpha, \beta}$ can now be defined by means of theorems 4.11 and 4.12.

PROOF OF LEMMA 4.10. According to (4.28) for each $\beta \in A$ and $N \geq 0$ there is a $\alpha \in A$ with $\alpha \geq \beta$ such that in (4.42) we can choose $\tilde{\phi}_{N}^{\alpha}=\phi^{\beta}$; hence for each $\beta \in A$ there is a $\alpha \in A, \alpha \geq \beta$, such that theorems 4.11 and 4.12 hold with the functions $\phi^{\alpha}$ and $\phi^{\beta}$ belonging to the net $\left\{\phi^{\alpha}\right\}_{\alpha \in A}$. Now for each $\beta \in A$ let $\gamma \in A, \gamma \geq \beta$, be such that theorem 4.12 holds if $\phi^{\alpha}$ is replaced by $\phi^{\gamma}$ there, and let $\alpha \in A, \alpha \geq \gamma$, be such that theorem 4.11 holds if $\phi^{D}$ is replaced by $\phi^{\gamma}$ there. Then for $h \in F^{\alpha}$ we define

$$
\mu_{\alpha, \beta}(h)=I_{\gamma, \beta} v
$$

where $v \in H^{\gamma}$ is determined by $h$ according to theorem 4.11. If $h \in M^{\alpha}$ then by (4.43) $\left.v\right|_{U_{S}}=P \cdot g_{S}$ for some $g_{S} \in A\left(U_{S}\right)^{q}, U_{S} \in U^{(1)}$, hence according to theorem 4.12 v is mapped by $I_{\gamma, \beta}$ into $T^{\beta}$. Thus $\mu_{\alpha, \beta}$ is well defined.

Moreover, it follows from lemma 4.9 and from theorem 4.11 that $\mu_{\alpha, \beta}$
is a bounded, hence continuous, map. Furthermore, that $I_{\alpha, \beta}=\mu_{\alpha, \beta}{ }^{\circ} \lambda_{\alpha}$ follows from (4.43) and theorem 4.12, whereas (4.43) alone implies that $I_{\alpha, \beta}^{\prime}=$ $=\lambda_{\beta}{ }^{\circ} \mu_{\alpha, \beta}$. Hence the diagram is commutative, so that the maps $\left\{\lambda_{\alpha}\right\}_{\alpha \in A}$ determine the map $\lambda$ and the maps $\mu_{\alpha, \beta}$ its inverse.

Finally, we show that the space on the left hand side of (4.41) is well behaved. Let $\left\{f_{m}\right\}_{m=1}^{\infty} \subset T^{\alpha}$ be a Cauchy sequence which converges in $H^{\alpha}$ to a function $f$. Then $f$ vanishes on $W \cap \Omega$, hence satisfies the conditions of theorem 4.12. Therefore $f$ can be written as $f=P \cdot g$ with $g \in H^{\beta}$. Thus for each $\beta \in A$ there is $\alpha \in A$ with $\alpha \geq \beta$ such that the following diagram is commutative:


Therefore, the space on the left hand side of (4.41), or (4.31), is a Hausdorff space and equals (cf. (3.28))

$$
\begin{equation*}
\underset{\alpha \in A}{\operatorname{proj} \lim H^{\alpha} / T^{\alpha}=\underset{\alpha \in A}{\operatorname{proj} \lim H^{\alpha} / \overline{T^{\alpha}}} . . . . . . . ~} \tag{4.44}
\end{equation*}
$$

REMARK. In our notation Ehrenpreis formulation of the fundamental principle has the form


Thus a function on $\vec{W}$ satisfying the bounds is extended to one global function satisfying all the bounds simultaneously. In this chapter there is no problem in the semilocal extension, but the transition from semilocal results to global results yields different global functions for the different bounds. Ehrenpreis requires more conditions and, in fact, his result is too strong, as the weaker fundamental principle, formulated here and in [56],


#### Abstract

satisfies quite as well, i.e., it implies the Fourier representation of all solutions of homogeneous systems of differential equations, see chapter V.3. For example, in our formulation and in that of Palamodov the example given in section IV. 3 presents no problems, since the weightfunctions are of the required type. Also, this example exposes the impossibility of getting global extensions satisfying all the bounds simultaneously without further conditions. ${ }^{1)}$ In chapter VII, corollary 7.4, we will give such conditions for spaces of non-entire functions. There we will improve theorems 4.11 and 4.12 so that they hold for functions $v$ satisfying all the bounds. Then it follows from lemma 4.7 that we would get a strong fundamental principle like (4.45). However, in that case we will not get uniform bounds as in theorems 4.11 and 4.12. Therefore, we will have to use the open mapping theorem for the conclusion that the inverse of the map (4.41) is continuous.
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## CHAPTER V

## EXAMPLES AND APPLICATIONS


#### Abstract

In chapter III we have introduced certain spaces of analytic functions in pseudoconvex domains. In this chapter we will show that these spaces $W$ are localizable. This means that they are duals of spaces $W^{\prime}$ whose Fourier transforms H satisfy theorem 4.6. Here the Fourier transformation $F$ has been given in chapter III as a generalization of the Ehrenpreis-Martineau theorem. In the proof we have used theorem 4.6. So the fundamental principle helps us to find new examples of localizable spaces $W$ such that $H=F W '$ consists of non-entire functions. We will show that in such spaces the fourier representation of all weak solutions of a homogeneous system of partial differential equations, mentioned in the last chapter, is valid. This representation is sometimes called the fundamental principle, too. For applications of this principle we refer the reader to [16]. Furthermore, we will give the Fredholm alternative for non-homogeneous systems in localizable spaces. In particular these theorems are valid in spaces of (ultra) distributions which are the boundary values of functions of exponential type, holomorphic in tubular cones. Finally, we will indicate how the theorems of chapter III can be used to derive the Newton interpolation series for nonentire functions of several complex variables.


V.1. TWO LEMMA'S ON PSEUDOCONVEX DOMAINS AND PLURISUBHARMONIC FUNCTIONS.

In chapter II we have considered spaces of holomorphic functions in $\varepsilon$-neighborhoods in $\mathbb{C}^{n}$ of closed sets $S$ in $\mathbb{R}^{n}$. In lemma 5.1 we will show that such sets have a neighborhood base of pseudoconvex sets equivalent to the neighborhood base of $\varepsilon$-neighborhoods, a result which we have used in lemma 2.1. In chapter II and III we had weight functions of the form $\exp M(t\|x\|)$, which are not plurisubharmonic. In lemma 5.2 it will be shown that these weight functions can be changed into plurisubharmonic functions
without damaging the spaces they define. This is needed in order to satisfy the conditions of theorem 4.6.

Two systems $\left\{\Omega_{k}\right\}$ and $\left\{\Omega_{k}^{\prime}\right\}$ of neighborhoods are said to be equivalent if for each $k$ there is an $l$ such that $\Omega_{k} \subset \Omega_{l}^{\prime}$ and $\Omega_{k}^{\prime} \subset \Omega_{\ell}$. Then both systems determine the same spaces $A(2.4)$ or (2.5) and the same space $H$ (4.29).

LEMMA 5.1. Let $S$ be a closed set in $\mathbb{R}^{n}$ and let $\Omega_{1}$ be an $\varepsilon$-neighborhood of S in $\mathbb{C}^{\mathrm{n}}$. Then there is an open pseudoconvex set $\Omega$ with $\Omega_{2} \subset \Omega \subset \Omega_{1}$, where $\Omega_{2}$ is the $\frac{1}{2} \varepsilon$-neighborhood of $S$ in $\mathbb{C}^{n}$.

PROOF. Define $\Omega$ as the holomorphic envelope of

$$
\Omega_{2}^{\prime} \stackrel{\text { def }}{=} U_{x \in S}\left\{z \mid\left\|_{x}-x^{0}\right\|+\left\|_{Y}\right\|<\varepsilon / \sqrt{2}\right\}
$$

It is clear that $\Omega_{2} \subset \Omega$. If we show that

$$
\Omega \subset \bigcup_{x^{0} \in S}\left\{z \mid\left\|x-x^{0}\right\|<\varepsilon / \sqrt{2},\left\|_{\mathrm{Y}}\right\|<\varepsilon / \sqrt{2}\right\}
$$

it follows that $\Omega \subset \Omega_{1}$.
$\Omega$ is contained in the $\varepsilon / \sqrt{2}$-neighborhood in $\mathbb{C}^{n}$ of $\mathbb{R}^{n}$ because this is pseudoconvex. Furthermore, let $\tilde{z}=\tilde{x}+i \tilde{y}$ with $\tilde{x} \notin \Omega_{2}^{\prime} \cap \mathbb{R}^{n}$. Then the function

$$
F(z) \stackrel{\text { def }}{=} \exp -(z-\tilde{x}) \cdot(z-\tilde{x})
$$

is holomorphic in $\Omega_{2}$ and satisfies $|F(\tilde{z})| \geq 1$ and $|F(z)|<1$ for $z \in \Omega_{2}^{\prime}$. Hence $\tilde{z} \notin \Omega$, because every holomorphic function in $\Omega_{2}^{\prime}$ attains the same values in its holomorphic envelope $\Omega$, see $[68, \$ 20.3]$.

In order to show that the spaces of chapters II and III do not alter by a change of the weight functions into a sequence of plurisubharmonic functions we define the equivalence of two sequences of weight functions, cf. (2.7). Two increasing or decreasing sequences $\left\{\phi_{j}\right\}$ and $\left\{\psi_{j}\right\}$ of weight functions on the set $\Omega$ are equivalent if for each $j$ there is an $m$, or for each $m$ an index $j$, depending on whether the sequences are increasing or decreasing, respectively, and a positive number $C$ such that

$$
\phi_{j}(z) \leq \psi_{m}(z)+C \quad \text { and } \quad \psi_{j}(z) \leq \phi_{m}(z)+C, \quad z \in \Omega .
$$

It is clear that the spaces (2.4) and (2.5) are the same if they are defined by $\left\{\phi_{j}\right\}$ or by $\left\{\psi_{j}\right\}$.

LEMMA 5.2. The sequences $\{-j \log (1+\|x\|)\},\{-1 / j\|x\|\},\{-M(1 / j\|x\|)\}$ and $\{-M(j\|x\|)\}$ in an $\varepsilon$-neighborhood $\Omega$ of $\mathbb{R}^{n}$ in $\mathbb{C}^{n}$ are equivalent to sequences of plurisubharmonic functions, where $M$ is a function as in section II.2.iii.

PROOF. It is clear that the sequence $\{-j \log (1+\|x\|)\}_{j=1}^{\infty}$ in $\Omega$ is equivalent to $\left\{\log \left|\alpha^{2}+z \cdot z\right|^{-j}\right\}_{j=1}^{\infty}$ if $\alpha>\varepsilon$, and the sequence $\{-1 / j\|x\|\}_{j=1}^{\infty}$ to $\{\log$ $\left.\left|\exp -1 / j \sqrt{\alpha^{2}+z \cdot z}\right|\right\}_{j=1}^{\infty}$. These sequences consist of plurisubharmonic functions, because $\log |f|$ is plurisubharmonic if $f$ is holomorphic, see [30, cor. 1.6.6].

In case we deal with $\{-M(1 / j\|x\|)\}_{j=1}^{\infty}$ or $\{-M(j\|x\|)\}_{j=1}^{\infty}$ we replace $-M(t\|x\|)$ by the function

$$
g_{t}(z) \stackrel{\text { def }}{=} \sum_{k=1}^{n} h_{t}\left(z_{k}\right)
$$

where

$$
h_{t}(w) \stackrel{\text { def }}{=} \max \left\{\log \left|\exp -\sqrt{\alpha^{2}+w^{2}}\right|+C,-M(t|u|)\right\}
$$

for $\alpha>\varepsilon$ and for $c$ so large that $\log \left|\exp -\sqrt{\alpha^{2}+w^{2}}\right|+C>-M(t|u|)$ in an open neighborhood in $\mathbb{C}^{1}$ of $\{w|w=u+i v, u=0,|v|<\alpha\}$. Since $-M(t|u|)$ is a convex function in the sets $\left\{w||v|<\varepsilon, \pm u>0\}\right.$, the function $h_{t}$ is plurisubharmonic in the $\operatorname{strip}\left\{w||v|<\varepsilon\}\right.$. Hence the function $g_{t}$ is plurisubharmonic in $\Omega$.

Furthermore, the properties of $M$ imply that

$$
M(\|x\|) \leq M\left(\left|x_{1}\right|+\ldots+\left|x_{n}\right|\right) \leq M\left(\left|x_{1}\right|\right)+\ldots+M\left(\left|x_{n}\right|\right) \leq n M(\|x\|) .
$$

An $n$ times repeated application of property (2:21) yields that the last inequality can be further estimated by

$$
2^{n} M(\|x\|) \leq M\left(\tau^{n}\|x\|\right)+\left(2^{n}-1\right) K
$$

Finally, this together with the fact, that $-M(t p)$ dominates $-\rho$ by (2.32), yields that the sequences $\left\{g_{1 / j}(z)\right\}_{j=1}^{\infty}$ and $\left\{g_{j}(z)\right\}_{j=1}^{\infty}$ are equivalent to $\{-M(1 / j\|x\|)\}_{j=1}^{\infty}$ and to $\{-M(j\|x\|)\}_{j=1}^{\infty}$ in $\Omega$, respectively.

For spaces $H$ of holomorphic functions defined in tubular cones $T^{C}$ and bounded with respect to sup-norms with densities exp-M* $\left(t\left\|_{y}\right\|\right), t>0$, cf. chapter III, we can harmless change these densities into $\exp -\mathrm{M}^{*}\left(\mathrm{t}\left\langle\xi_{0}, \mathrm{y}\right\rangle\right)$ for some fixed $\xi_{0} \in C^{*}$ with $\left\|\xi_{0}\right\|=1$, because there is a $\delta>0$ such that

$$
\delta\|y\| \leq\left\langle\xi_{0}, y>\leq\|y\| .\right.
$$

Now the functions $M^{*}\left(t<\xi_{0}, Y>\right)$ are convex in $T^{C}$, hence plurisubharmonic. In case the topology of H is given by an inductive limit, $\mathrm{H}=\underset{\mathrm{m}}{\mathrm{ind}} \lim _{\infty} \mathrm{H}_{\infty}\left[\Omega ; \phi_{\mathrm{m}}\right]$, as in [16] this can be changed into a projective limit, $\mathrm{H}=\mathrm{proj}_{\alpha}$ lim $H_{\infty}\left[\Omega ; \phi^{\alpha}\right]$, where $\left\{\phi^{\alpha}\right\}$ is the collection of convex functions dominating every $\phi_{m}, m=1,2, \ldots$.

Finally, let us make some remarks concerning condition (4.22) in the space $H$ given by (4.29). In particular this condition implies that each set int $\Omega_{k}$ is pseudoconvex, see $[68,12.9]$. So not all the Exp-spaces
 given by (3.39) does not satisfy it. In the other cases it is not difficult to see that a plurisubharmonic, even convex function $\sigma$ exists such that the sets $\left\{\Omega_{k}\right\}$ determined by condition (4.22) are equivalent to the sets in the definition of the Exp- and A-spaces of chapter III.

## V.2. EXAMPLES OF LOCALIZABLE SPACES.

We say that a space $W$ is localizable if it is the dual of a space $W^{\prime}$ whose Fourier transform H can be written as (4.29), (4.32) or (4.33), where the conditions of theorem 4.6 are satisfied and where moreover $H$ is dense in each $H\left[\Omega ; \phi^{\alpha}\right]$ or in $H\left(\Omega ; \phi^{\alpha}\right)$, or $\underset{\alpha}{\operatorname{proj}} \underset{A}{\lim } H\left(\Omega_{\ell} ; \phi^{\alpha}\right)$ in each $H\left(\Omega_{\ell} ; \phi^{\alpha}\right)$, respectively. Some spaces $W$ such that $H=\stackrel{\alpha}{F_{W}} \underset{ }{\prime} \underset{\sim}{A}$ consists of entire functions are localizable here, but not in the sense of [16], cf. example 4, while others, such as $\mathcal{D}^{\prime}$, are localizable in [16] but not here. That $D^{\prime}$ is not localizable here is due to the fact that $-\log \left(1+\|\zeta\|^{2}\right)$ is not plurisubharmonic in $\mathbb{C}_{\mathrm{n}}$. Below we will see that there are subsets of $D^{\prime}$ (with a finer topology than the one induced by $D^{\prime}$ ) which are localizable in our sense. These are the spaces of distributions in $D^{\prime}$ whose inverse Fourier transforms have , their carrier contained in some unbounded, convex, open set.

EXAMPLE 1. Spaces of Fourier hyperfunctions, ultradistributions of Roumieu type and of Beurling type, and distributions, which are the boundary values of functions of exponential type, holomorphic in tubular radial domains $T^{C}$.

These are precisely the Exp-spaces of chapter III defined in (3.33), (3.34), (3.35), (3.39), (3.44), (3.51) and (3.56). The spaces $H$ are given by the corresponding A-spaces. Also the Exp-spaces (3.2.i \& ii), (3.45), (3.50) and (3.55) are examples of localizable spaces.

EXAMPLE 2. Spaces of analytic functions in convex sets decreasing at infinity. These are exactly the A-spaces of chapter III defined in (3.5), (3.33), (3.34), (3.35), (3.39) for $\alpha=c$, (3.45) for $\alpha=c$, (3.50), (3.51), (3.55) and (3.56). The spaces $H$ are given by the corresponding Exp-spaces.

EXAMPLE 3. Spaces of $C \stackrel{\infty}{-}$ functions in convex sets decreasing at infinity. These are essentially the s-spaces of lemma 2.27. Precisely, they are the spaces of $C \stackrel{\infty}{ }$ functions which are the duals of the spaces of distributions $\underset{k}{\operatorname{proj}} \lim _{\infty} \underset{m \rightarrow \infty}{\operatorname{ind}} \lim _{\mathrm{m}} \mathrm{S}_{\mathrm{C}}(\mathrm{m}, \mathrm{k}, \mathrm{k})^{\prime}, \mathrm{S}_{\mathrm{C}}(\mathrm{k}, \mathrm{m})^{\prime}$ and $\mathrm{S}_{\alpha}(\mathrm{m}, \mathrm{k})^{\prime}$. The spaces H are determined by lemma 2.27. Also spaces of $C \underline{( }$ functions in a fixed, open, convex set decreasing at infinity can be localizable. For example, the spaces $\operatorname{proj}_{m} \lim _{\infty} W_{2}^{m}\left(\Omega\left(a_{m}, r^{m}\right) ;-M(m\|\zeta\|)\right)$ and $\operatorname{proj}_{m} \lim _{\infty} W_{2}^{m}\left(\Omega\left(a_{m}, r^{m}\right) ;-m \log (1+\|\zeta\|)\right)$, cf. (3.50) and (3.55) are localizable. The spaces $H$ are determined as in lemma 2.27.

EXAMPLE 4. The spaces of $C \cong$ functions in an open, convex set $U$. The space $H$ is given by $H=\underset{k \rightarrow \infty}{i n d} \lim _{\infty} H_{\infty}\left(\mathbb{C}^{n} ; k \log \left(1+\|z\|^{2}\right)+\sup \left\{-\langle\xi, y\rangle \mid \xi \in U_{k}\right\}\right)$, where $\left\{U_{k}\right\}$ is an increasing sequence of compact, convex subsets of $U$ exhausting $U$. If $W$ is the space of $C=$ functions in the compact set $\bar{U}$, in the above we set $U_{k}=\bar{U}$ for every $k$. Cf. the remark in the next section.
V.3. REPRESENTATIONS OF SOLUTIONS OF HOMOGENEOUS SYSTEMS OF PARTIAL DIFFERENTIAL EQUATIONS WITH CONSTANT COEFFICIENTS.

In this section we will show that the exponential representation of [16, th. 7.1], [56, VI §4] or [2, (9), p. 93] of all solutions of a homogeneous system of partial differantial equations with constant coefficients remains valid in localizable spaces $W$ as defined in the last section. This representation follows immediately from theorem 4.6 and therefore it is also called the fundamental principle.

THEOREM 5.3. Let $T \in W$ be a weak solution of the system
(5.1)

$$
\vec{P}(\mathrm{D}) \mathrm{T}=\overrightarrow{0}
$$

in the localizable space W , where $\overrightarrow{\mathrm{P}}=\left(\mathrm{P}_{1}, \ldots, \mathrm{P}_{\mathrm{q}}\right)$ is a vector of complex polynomials and

$$
\mathrm{D}=\left(-i \frac{\partial}{\partial \xi_{1}}, \ldots,-i \frac{\partial}{\partial \xi_{\mathrm{n}}}\right) .
$$

Let $W=\left(V_{1}, \partial_{1} ;, \ldots ; V_{r}, \partial_{r}\right)$ be a polynomial multiplicity variety associated to the vector of polynomials $\overrightarrow{\mathrm{P}}(\mathrm{z})$ according to lemma 4.1 and let W be the dual of ${ }^{\prime}$ ' whose Fourier transform $H$ is given by (4.29). Then there are an index $k$, an index $\alpha_{0} \in A$ and bounded measures $\mu_{j}$ on $V_{j} \cap \Omega_{k}, j=1, \ldots, r$, such that symbolically

$$
\begin{equation*}
T(\xi)=\sum_{j=1}^{r} \int_{V_{j} n \Omega_{k}}\left\{\partial_{j} \exp i<\xi, z>\right\} \exp -\phi^{\alpha} 0^{(z) d \mu_{j}(z),} \tag{5.2}
\end{equation*}
$$

i.e., for $\psi \in W^{\prime}$

$$
\begin{equation*}
\langle T, \psi\rangle=\sum_{j=1}^{r} \int_{V_{j} \cap \Omega_{k}} e^{-\phi{ }^{\alpha} 0(z)}\left(\partial_{j} F \psi\right)(z) d \mu_{j}(z) . \tag{5.3}
\end{equation*}
$$

Conversely, if $\mathrm{T} \in \mathrm{W}$ is determined by (5.3) then it satisfies (5.1). If H is given by (4.32) we just set $\Omega_{k}=\Omega$ in (5.2) and (5.3), and if H is given by (4.33), for every $\ell=1,2, \ldots$ there are an index $\alpha, \ell \in A$ and bounded measures $\left(\mu^{\ell}\right)_{j}$ on $V_{j} n \cdot \Omega_{\ell^{\prime}} j=1, \ldots, r$, such that any weak solution of (5.1) in W can be represented symbolically as

$$
T(\xi)=\sum_{j=1}^{r} \int_{V_{j}{ }^{n} \Omega_{\ell}}\left\{\partial_{j} \exp i<\xi, z>\right\} \exp -\phi^{\alpha} \ell(z) d\left(\mu^{\ell}\right)_{j}(z)
$$

for every $\ell=1,2, \ldots$, and conversely as above.
PROOF. As in section IV. 6 we denote

$$
H^{\alpha} \xlongequal{\text { def }} H\left[\Omega ; \phi^{\alpha}\right]
$$

and

$$
T^{\alpha} \xlongequal{\text { def }} H^{\alpha} \cap \overrightarrow{\mathrm{P}} \cdot \overrightarrow{\mathrm{H}}^{\alpha}
$$

If $H$ is given by (4.29) each $T \in W$ can be written as $T=F \mu$ for some $\mu \in\left(H^{\beta}\right)$ ' for a certain $\beta \in A$. That $T$ satisfies (5.1) means that for all $\vec{\phi} \in\left(W^{\prime}\right)^{q}$

$$
\begin{equation*}
\langle T, \vec{P}(-D) \cdot \vec{\phi}\rangle=0, \tag{5.4}
\end{equation*}
$$

and moreover this holds for all $\vec{\phi}$ such that $\vec{\phi} \vec{\phi} \in \vec{H}^{\alpha} 0$, because $H$ is dense in $H^{\alpha} 0$ and $\vec{P}: \vec{H}^{\alpha} 0 \rightarrow H^{\beta}$ is continuous for some $\alpha_{0} \geq \beta$.

Let $f^{\alpha_{0}} \in H^{\alpha_{0}}$ be such that $f^{\alpha} 0(z)=\vec{P}(z) \cdot{ }_{g}^{\alpha} \alpha^{\alpha}(z)$ for some $\vec{g}^{\alpha_{0}} \in \vec{H}^{\alpha} 0$. Then

$$
\begin{aligned}
\langle\mu, f & { }^{\alpha} O_{>}
\end{aligned}=\left\langle\mu, \vec{P}(z) \cdot \vec{g}^{\alpha} 0(z)\right\rangle=\left\langle T, \vec{P}(-D) \cdot F^{-1 \vec{g}^{\alpha} 0}\right\rangle=, ~=\left\langle\vec{P}(D) T, F^{-1 \vec{g}^{\alpha} 0}\right\rangle=0 . ~ l
$$

Hence in fact

$$
\begin{equation*}
\mu \in\left\{\mathrm{H}^{\alpha_{0}}, \overline{T T}, \bar{\alpha}^{\alpha_{0}}\right. \tag{5.5}
\end{equation*}
$$

Conversely, if (5.5) holds, then

$$
\left\langle\overrightarrow{\mathrm{P}}(\mathrm{D}) \mathrm{T}, \mathrm{~F}^{-1{\underset{g}{g}}^{\alpha} 0^{\prime}}=\left\langle\mu, \mathrm{f}^{\alpha} 0_{>}=0\right.\right.
$$

for all $\vec{g}^{\alpha} 0 \in \vec{H}^{\alpha} 0$ with $f^{\alpha} 0$ def $\vec{p}_{\mathrm{p}}^{\mathrm{g}} \vec{g}^{\alpha} 0 \in \overrightarrow{\mathrm{H}}^{\alpha} 0$, so certainly for all $\vec{g} \in \overrightarrow{\mathrm{H}}$. Hence (5.4) holds.

Now the representation (5.3) follows from (4.44), the isomorphism (4.31) and the Riesz representation theorem, where property (4.30) and the fact that $\Omega_{k}$ is relatively closed in $\Omega$ are used.

The case where $H$ is given by (4.32) is similar and if $H$ is given by (4.33) for $T \in W$ we have $T=F \mu$ with $\mu \in H\left(\Omega_{\ell} ; \phi^{\alpha} \ell\right.$ )' for every $\ell=1,2, \ldots$ and a certain sequence $\left\{\alpha_{\ell}\right\}_{\ell=1}^{\infty} \subset A$. Then similarly to above we find that for every $\ell$

and the theorem follows from the isomorphism (4.36).

For a system of differential equations we use the local restriction map $\rho^{I}$ determined by lemma's 4.2 and 4.3 and similarly to above we get the following theorem, cf. [16, th. 7.3].

THEOREM 5.4. For a q×p-matrix $P$ of polynomials let $\vec{T} \in W^{p}$ be a weak solution of

$$
P(D) \cdot \vec{T}=\overrightarrow{0}
$$

in the localizable space $W$. Let $\vec{W}$ be a vector of polynomial multiplicity varieties $w^{m}=\left(V_{1}^{m}, \partial_{1}^{m} ; \ldots ; V_{r_{m}}^{m}, \partial_{r_{m}}^{m}\right), m=1, \ldots, p$, with the local restriction $\operatorname{map} \rho^{L}$ associated to the $p \times q-m a t r i x ~ t^{\mathrm{L}}(\mathrm{z})$ of polynomials according to lemma's 4.2 and 4.3, and let H be given by (4.29). Then there are an index k , an index $\alpha_{0} \in A$ and bounded measures $\mu_{j}^{m}$ on $V_{j}^{m} \cap \Omega_{k}, m=1, \ldots, p, j=1, \ldots$, $r_{m}$, such that for $\vec{\psi} \in\left(W^{\prime}\right)^{p}$

$$
\begin{equation*}
\langle\vec{T}, \vec{\psi}\rangle=\sum_{m=1}^{p} \sum_{j=1}^{r_{m}} \int_{V_{j}^{m} \cap \Omega_{k}} \exp -\phi^{\alpha_{0}}(z) \partial_{j}^{m}\left(\rho_{z} F \vec{\psi}_{m}(z) d \mu_{j}^{m}(z)\right. \tag{5.6}
\end{equation*}
$$

Conversely, if $\vec{T}$ is determined by (5.6), it satisfies $\vec{P}(D) \cdot \vec{T}=\overrightarrow{0}$. If H is given by (4.32) we just set $\Omega_{k}=\Omega$ in (5.6), and if H is given by (4.33), for every $\ell$ there are an index $\alpha_{\ell} \in A$ and bounded measures $\left(\mu^{\ell}\right)_{j}^{m}$ on $V_{j}^{m} \cap \Omega_{\ell}$ such that (5.6) becomes

$$
\langle\vec{T}, \vec{\psi}\rangle=\sum_{m=1}^{p} \sum_{j=1}^{r_{m}} \int_{V_{j}^{m}{ }_{n \Omega \ell}} \exp -\phi^{\alpha} \ell(z) \partial_{j}^{m}\left(\rho_{z} \vec{F}\right)_{m}(z) d\left(\mu^{\ell}\right)_{j}^{m}(z)
$$

for every $\ell=1,2, \ldots$, and conversely as above.

Note that, by construction of the map $\rho_{z}$, there is no $1-1$ correspondence between $T^{m} \in W$ and the measure $\mu^{m}$ on $W^{m}$, but $T^{m}$ is determined by all the measures $\mu^{k}$ on $W^{k}$ for $k=m, m+1, \ldots, p$.

REMARK. In [16] W is provided with the strong dual topology and there it is shown that the integrals in (5.3) and (5.6) converge in this topology. Here we have considered $W$ with its weak* topology. Moreover, our condition that $H$ is dense in each $H^{\alpha}$ is not required in [16]. This condition restricts the possible AU-structures. For example, the $A U$-structure $K$ of the example in section IV. 3 does not satisfy it. It should be remarked that this condition is only required if the topology of $H$ is written as a projective limit. In some of the examples of the last section $H$ has been given as an inductive limit. It is true that in these cases $H$ can be written as a projective limit such that $H$ is dense in each $H^{\alpha}$. For instance, in example 4 this follows roughly from the fact that the intersection of all classes of ultradistributions with compact support is the set of distributions with compact support (because any $C \propto \subseteq$ function is ultradifferentiable of some type in a compact set) and from the fact that the space of distributions with compact support is dense in any space of ultradistributions with compact support (which on its turn follows from the injectivity of the embedding of the space of ultradifferentiable functions into the space of $\mathrm{C}^{\infty}$ functions). However, in these cases theorems 5.3 and 5.4 can be proved for spaces $H$ which are inductive limits directly along the same lines as the proof of theorem $5.3, \mathrm{cf} .[56$, VI. §4]. So it was right to give $H$ as an inductive limit in example 4. The only reason for writing $H$ as a projective limit is to give a uniform treatment of all the examples of section 2 .

## V.4. INHOMOGENEOUS SYSTEMS.

In the last section we have studied the kernel of the map

$$
W^{p} \xrightarrow{P(D)} W^{q} .
$$

here we will discuss its image. We will show that for certain spaces $W$ the obviously necessary - so called compatibility - conditions are also sufficient. For LAU-spaces $W$ this result has been shown by Ehrenpreis in [16, th. 6.1]; similar results have been obtained by Malgrange, Hörmander in [30, th. 7.6.13] and Komatsu in [41], cf. also [1, ch. 3]. Our spaces $W$ are duals of spaces the Fourier transforms of which consist of non-entire functions, such as the examples of section 2. In particular, we get the result for spaces of analytic functions in convex sets satisfying certain growth conditions, whereas in [41, th. 2] it has been shown without growth conditions.

The following theorem is valid for all the examples of section 2. It can be seen as the Fredholm alternative for systems $P$ of partial differential equations with constant coefficients: $P \cdot \vec{u}=\vec{v}$ has a solution $\vec{u}$ if and only if $v$ is "orthogonal" to the null space of the adjoint of $P$.

THEOREM 5.5. Let $W$ be a localizable space, let $P$ be a $q \times p$-matrix of polynomials and let $\mathrm{D}=-\mathrm{i} \partial / \partial \xi$. Then for $\overrightarrow{\mathrm{v}} \in \mathbb{W}^{\mathrm{q}}$ the equation

$$
P(D) \cdot \vec{u}=\vec{v}
$$

has a weak solution $\vec{u} \in W^{p}$ if and only if $\vec{v}$ satisfies

$$
\vec{Q}(D) \cdot \vec{v}=0
$$

weakly for all polynomials q-vectors $\vec{Q}$ with

$$
t_{P(z)} \cdot \vec{Q}(z)=\overrightarrow{0}
$$

$\xrightarrow[\text { PROOF. }]{\vec{v}}$. It is clear that the condition $\vec{Q}(D) \cdot \vec{v}=0$ is necessary. Now let $\overrightarrow{\mathrm{v}} \in \mathrm{W}^{\mathrm{q}}$ satisfy this condition. We want to solve $P(D) \cdot \vec{u}=\vec{v}$ weakly, i.e., for all $\vec{\psi} \in\left(W^{\prime}\right)^{q}$

$$
\left\langle\vec{u}, t_{P(-D)} \vec{\psi}\right\rangle=\langle\vec{v}, \vec{\psi}\rangle
$$

Let $\vec{u}=\vec{F}$ and $\vec{v}=\vec{F}$ for some $\vec{\mu} \in\left(H^{\prime}\right)^{p}$ and $\vec{\sigma} \epsilon\left(H^{\prime}\right)^{q}$ with $\vec{Q}(z) \cdot \vec{\sigma}_{z}=0$ weakly. Let $H$ be given by (4.29). Since $H$ is dense in $H^{\gamma}$, we may assume that $\vec{\sigma} \in\left(\vec{H}^{\gamma}\right)$ ' for some $\gamma \in A$ and, as in the proof of theorem 5.3, that $\vec{\sigma}$ vanishes on $\vec{H}^{\gamma} \cap \overrightarrow{Q H}^{\gamma}$. We want to find an index $\alpha \geq \gamma$ and $\vec{\mu} \in\left(\vec{H}^{\alpha}\right)$ ' such that for all $\vec{g} \in \vec{H}$

$$
\begin{equation*}
\left\langle\vec{\mu}_{z}, t_{P}(z) \cdot \vec{g}_{g}(z)\right\rangle=\left\langle\vec{\sigma}_{z}, \vec{g}(z)\right\rangle \tag{5.8}
\end{equation*}
$$

Thus $\vec{\mu}$ is already defined on the subspace $M$ of $\vec{H} \alpha$ consisting of all $\vec{f}$ for which there is $a \vec{g} \in \vec{H}^{\beta}$ with $t_{P(z)} \cdot \vec{g}(z)=\vec{f}(z)$, where $\alpha \geq \beta \geq \gamma$ are sufficiently large. If we show that $\vec{\mu}$ is continuous on $M$, then by the HahnBanach theorem we can extend $\vec{\mu}$ to all of $\vec{H}$ and $\vec{u}=\vec{F} \vec{\mu}$ is the required solution.

It is clear that an arbitrary element of the kernel of $t_{P}$ may be added to $\vec{g}$ without changing $\vec{f}$. By $[30$, lemma 7.6 .3$]$ this kernel is generated by finitely many (say r) polynomial q-vectors. So there is a r×q-matrix $Q$ of polynomials such that in the following sequences, where the matrices $t_{P}$ and ${ }^{t} Q$ determine densely defined closed operators,

$$
\begin{aligned}
& \left(\vec{H}^{\alpha}\right), \xrightarrow{P(z)}\left(\vec{H}^{\beta}\right), \xrightarrow{Q(z)}\left(\vec{H}^{\gamma}\right)^{\prime} \\
& \left(H^{\alpha}\right) P_{i}^{+} \stackrel{t_{P(z)}^{\longleftrightarrow}}{\longleftrightarrow}\left(H^{\beta}\right)^{q} \stackrel{{ }^{t} Q(z)}{\longleftrightarrow}\left(H^{\gamma}\right)^{r}
\end{aligned}
$$

the image of one map is contained in the kernel of the other. Here the first sequence is dual to the second and we have to show that it is exact. Theorem 4.12 implies that $\operatorname{Ker}{ }^{t_{P}}=R\left({ }^{t} Q\right)$ if $\beta \geq \gamma$ is sufficiently large, i.e., the second sequence is exact. Denoting the range $R\left({ }^{t} P\right)$ of $t_{P}$ by $M$ we get the following inverse map

$$
\begin{equation*}
M \xrightarrow{\left(t_{P}\right)^{-1}}\left(H^{B}\right)^{q} / R\left({ }^{t}{ }_{Q}\right) . \tag{5.9}
\end{equation*}
$$

We have to show that the map (5.9) is continuous and because M, as a subspace of a Frechet space, is bornologic, it is sufficient to show that $\left({ }^{t_{P}}\right)^{-1}$ is a bounded map. So let $\vec{f} \in \vec{H}^{\alpha}$ with $\vec{f}=t_{P} \cdot \vec{g}$ for some $\vec{g} \in \vec{H}^{\beta}$ satisfy $\|\vec{f}\| \|_{\alpha, k} \leq K_{k}$, where this norm is defined in (4.20). According to theorem 4.12 there is $a \vec{g}^{\prime} \in \vec{H}^{\beta}$ with $t_{P} \cdot \vec{g}^{\prime}=\vec{f}$ and with $\left\|_{\vec{g}}^{\prime}\right\|_{\beta, k} \leq M_{k}, k=1,2, \ldots$, where $\left\{M_{k}\right\}$ depends on $\left\{K_{k}\right\}$ but not on $\vec{f}$, if $\alpha \geq \beta$ is sufficiently large. Hence the map (5.9) is continuous.

Finally, since $\vec{\sigma}$ vanishes on $\vec{H}^{\gamma} \cap{ }^{t}{ }_{Q} \cdot \vec{H}^{\gamma}$, it certainly vanishes on $R\left({ }^{t} Q\right) \subset \vec{H}^{\beta}$. Therefore, we may consider $\vec{\sigma}^{\text {as }}$ an element of $\left\{\left(H^{\beta}\right)^{q} / R\left({ }^{t} Q\right)\right\}^{\prime}$. Thus the functional $\vec{\mu}$ on $M$ satisfying (5.8) is given by

$$
\langle\vec{\mu}, \vec{f}\rangle=\left\langle\vec{\sigma},\left({ }^{t} P\right)^{-1} \cdot \vec{f}\right\rangle, \quad \vec{f} \in M
$$

and this determines a continuous linear functional on M. Therefore, $\vec{\mu}$ can be extended to an element of ( $\overrightarrow{\mathrm{H}}^{\alpha}$ )'.

If $H$ is given by (4.32) or (4.33) the proof is similar. In the last case $M$ is also bornologic, because an inspection of a 0 -neighborhood base (cf. $[20, \S 23.3 .14])$ shows that $\underset{\ell \rightarrow \infty}{\operatorname{ind}} \lim _{\infty} H\left(\Omega_{\ell} ; \phi^{\alpha} \ell\right)$ induces on its subspace M an inductive limit topology.

It follows from the proof that there are only finitely many conditions on $\vec{v}$.

REMARK. The condition that $H$ is dense in $H^{\alpha}$ is not required for a strong fundamental principle as (4.45) of [16]. In chapter VII a similar strong isomorphism will be derived. Therefore theorems 5.3, 5.4 and 5.5 are also valid in spaces $W$ such that $H$ satisfies the conditions of corollary 7.4.
V.5. THE NEWTON INTERPOLATION SERIES.

In [39] Kioustelidis has derived the Newton interpolation series for entire functions of exponential type in $\mathbb{C}^{n}$. This generalizes the one dimentional case only partially, because in one dimension the Newton series also holds for functions holomorphic in a half-plane, see [55]. Kioustelidis used the Ehrenpreis-Martineau theorem for entire functions. As we have generalized this theorem in chapter III, we are able to derive the Newton series in several variables also for non-entire functions of exponential type. In this section we will mention the results, where for the details we refer to [59].

Let $f$ be an entire function. For $h \in \mathbb{C}^{n}$ define the operator

$$
\Delta_{i h} f(z) \stackrel{\text { def }}{=} f(z+i h)-f(z),
$$

so that

$$
\Delta_{i h}^{k} f(z)=\sum_{m=0}^{k}\left(\begin{array}{l}
k \\
m
\end{array}(-1)^{k-m_{f}(z+i m h)}\right.
$$

The Newton series expresses the value of $f$ in an arbitrary point in terms of the values of $f$ at equidistant points. Precisely, for $s \in \mathbb{C}$

$$
\begin{equation*}
f(z+i s h)=\sum_{k=0}^{\infty}\binom{s}{k} \Delta_{i h}^{k} f(z) \tag{5.10}
\end{equation*}
$$

The polynomials $\binom{s}{k}=s(s-1) \ldots(s-k+1) / k$ ! are the Newton polynomials $p_{k}(s)$. Usually, the factor i is omitted, but here it will appear to be convenient to use formula (5.10) for the Newton interpolation series.

Inverse Fourier transformation of (5.10) yields formally

$$
\begin{equation*}
\mathrm{e}^{-s\langle\zeta, h\rangle} \hat{\mathrm{f}}_{\zeta}=\hat{\mathrm{f}}_{\zeta} \sum_{\mathrm{k}=0}^{\infty}\binom{\mathrm{s}}{\mathrm{k}}\left(\mathrm{e}^{-\langle\zeta, \mathrm{h}\rangle}-1\right)^{\mathrm{k}} \tag{5.11}
\end{equation*}
$$

It is clear that (5.11) can only hold if $\hat{\mathbf{f}}$ is concentrated in the set where the series converges. Denoting $-\langle\zeta, h\rangle=u+i v \in \mathbb{C}$ for this set we find the condition (cf. [39] or [59, section 9])

$$
u<\log (2 \cos v)
$$

The component of this set containing the origin is a unbounded, convex set in $\mathbb{C}$ which is bounded in the imaginary directions. Hence the domain of convergence of (5.11) is an unbounded, convex set $\Omega$ in $\mathbb{C}_{n}$ depending on the region in which $h$ may vary. In chapter III we have seen that functions $f$, which are the Fourier transforms of analytic functionals carried by unbounded subsets of $\Omega$, are functions of exponential type holomorphic in cones in $\mathbb{C}^{\mathbf{n}}$. In [39] only those f have been considered which are the Fourier transforms of analytic functionals with bounded carrier in $\Omega$. So in [39] the functions $f$ for which the series (5.10) is valid are entire, while here we get the result for non-entire functions.

In [59, section 9] it has been shown that (5.10) can be generalized to non-entire functions only if $h$ varies in a subset of $\mathbb{C}^{n}$ of real dimension $n$. So we may take $h$ real and in particular we will require that

$$
h \in \bar{C}_{b}=\{h \mid h \in \bar{C},\|h\| \leq b\}
$$

where $b>0$ and $C$ is an open, convex cone in $\mathbb{R}^{n}$. Let $\Omega$ be the component containing the origin of the set

$$
\left\{\zeta\left|\left|e^{-\langle\zeta, h\rangle}-1\right|<1, h \in \overline{\mathrm{C}}_{\mathrm{b}}\right\} \subset \mathbb{C}_{\mathrm{n}} .\right.
$$

The other components will not give a series (5.10) for non-entire functions, cf. [59]. Since $\Omega$ is a convex set in $\mathbb{C}_{n}$ which is bounded in the imaginary directions, a function $a-\eta$ on $T^{C}$ can be defined by

$$
\begin{equation*}
\therefore(a-n)(z) \stackrel{\text { def }}{=} \sup _{\zeta \in \Omega}\{-\operatorname{Im}\langle\zeta, z>\}-n\|z\| \tag{5.12}
\end{equation*}
$$

where $\eta>0$ is small. The Newton series will be valid for functions $f$ of exponential type $a-\eta$ and holomorphic in $T$. Moreover in [59, section 9] it has been shown that if Res $>\mathrm{p} \geq 0$ the series (5.10) does not depend on the values of $f$ at the points $z+i m h$, where $m=0,1, \ldots$, . Hence the series will be valid also for certain points $z$ not in $T^{C}$.

According to [59, lemma 9.1 and p. 78], for $h \in \bar{C}_{b}$ and for $s \in \mathbb{C}$ and - $z \in \mathbb{C}^{n}$ such that $z+i s h \in T^{C}$, the series

$$
e^{i\langle\zeta, z\rangle} \sum_{k=0}^{N} *\binom{s}{k}\left(e^{-\langle\zeta, h\rangle}-1\right)^{k} \rightarrow e^{i\langle\zeta, z+i s h\rangle}
$$

converges for $N \rightarrow \infty$ in the space $A_{\varepsilon}\left(a-\eta, T T^{C}\right)$ given by (3.33), where $\eta>0$ is so small that this space is defined and where $\Sigma^{*}$ means that the terms with $e^{-m<\zeta, h\rangle}$ for $m=0,1, \ldots, p$ should be taken zero if Re $s>p \geq 0$. Hence the following theorem can be derived, see [59, th. 9.1 \& 9.1*].

THEOREM 5.6. Let C be an open, convex cone in $\mathbb{R}^{n}$, let $\mathrm{b}>0$ and let $\mathrm{a}-\mathrm{n}$ be given by (5.12) for $\eta>0$ so small that the spaces $\operatorname{Exp}_{\varepsilon}\left[a-\eta, T{ }^{C}\right]$ and $A\left(a-n, T^{C}\right)$ can be defined by (3.33). Then for any $h \in \bar{C}_{b}, s \in \mathbb{C}$ and $z \in \mathbb{C}^{n}$ such that $z+i s h \in T^{C}$ the series (5.10) is valid for functions $f \in \operatorname{Exp} \in[a-\eta$, $\mathrm{T}^{\mathrm{C}}$ ], where-if Res $>\mathrm{p} \geq 0$-in the points $\{\mathrm{z}+\mathrm{imh} \mid \mathrm{m}=0,1, \ldots, \mathrm{p}\}$, at which f is singular or undefined, we take zero instead of $\mathrm{f}(\mathrm{z}+\mathrm{imh})$.

The series (5.10) converges uniformly for $z$ in a compact set $K \subset \mathbb{c}^{n}$ such that $K+i s h \subset T^{C}$, and even in [59] a more precise result on the convergence has been given. The series remains valid for functions in the other Exp-spaces of chapter III, but since this would mainly change the rate of convergence, we will not state the precise results here.

In [55, p. 237, first example 123] the Newton series (without the factor i) in one variable has been given for the function $f(z)=1 / z$ and for $h=1$. It has been shown there that (in our notation) (5.10) converges if $z+$ is $\epsilon \mathbb{C}^{+}$, where $\mathbb{C}^{+}$is the open upper half-plane. So obviously theorem 5.6 is the generalization to several dimensions of this one dimensional case.

The above formalism has the disadvantage that one cannot see directly what the type of $f$ should be in order that the series (5.10) is valid if $h$ varies in a given domain (for a detailed study of the correspondence between $h$ and the type in case of entire functions $f$ and complex $h$, see [39]).

Another approach would be to start with an $f \in \operatorname{Exp}\left[a, T^{C}\right]$ for a given type $a$ and to find out what the domain of $h$ is such that (5.10) is valid. Then it turns out that the bounds for $\|h\|$ will not be the same in every direction in $\bar{C}$. For a precise result, which is however not as best as possible, see
 for a positive number $a>0$. Then (5.10) holds for $f \in \operatorname{Exp}_{\varepsilon}\left[a-n, T^{C}\right]$ if $z+i s h \in T^{C}$ and if

$$
h \in \bar{C},\|h\| \leq \frac{\log 2}{a}
$$

For $n=1$ this condition for $\|h\|$ is exactly the one given in [55, p. 237 ].

## CHAPTER VI

## PROOFS OF THEOREMS 4.11 AND 4.12

In this chapter we shall prove theorems 4.11 and 4.12. Since problems 3.2 and 3.3 follow immediately from these theorems, in this chapter the proofs of theorem 2.20 and of the theorems in chapter III are completed. Our method uses the $L^{2}$-estimates for the Cauchy-Riemann operator given by Hörmander in [30]. In [30, ch. 7.6] cohomology with bounds in $\mathbb{C}^{n}$ has been derived. Along the same lines we shall derive cohomology with bounds in an arbitrary, open, pseudoconvex set $\Omega$. It relies on appropriate coverings of $\Omega$ which will be constructed in section 1. In [54] cohomology with bounds in a bounded, pseudoconvex set $\Omega$ has been treated also based on the method of [30]. There the same growth conditions at the boundary of $\Omega$ appear as we will get here.

## VI.1. COVERINGS

We construct open coverings $U^{(\lambda)}=\left\{U_{i}^{(\lambda)}\right\}_{i \in I_{\lambda}}, \lambda=0,1,2, \ldots$ of the pseudoconvex open set $\Omega$ that satisfy the following properties:
(6.1) (i) every $U_{i}^{(\lambda)}$ is pseudoconvex and $U_{i}^{(\lambda)} \subset \subset \Omega$;
(ii) there is a positive integer $L$ such that more than $L$ distinct sets in $U^{(\lambda)}$ have empty intersection;
(iii) the size of $U_{i}^{(\lambda)}$ satisfies

$$
\operatorname{diam} U_{i}^{(\lambda)} \leq \min \left[b 4^{-\lambda} d_{i}, B 4^{-\lambda}\right]
$$

where $d_{i}$ is the distance from $U_{i}^{(\lambda)}$ to $\partial \Omega$, and $U_{i}^{(\lambda)}$ contains a cube whose side for any $\left.z \in U_{i}^{( }{ }^{( }\right)$satisfies

$$
\text { side } \geq \min \left[a 4^{-\lambda} d\left(z, \Omega^{c}\right), A 4^{-\lambda}\right],
$$

for some constants $\mathrm{a}<\mathrm{b}$ and $\mathrm{A}<\mathrm{B}$;
(iv) for each $\mu U^{(\mu+1)}$ is a refinement of $U^{(\mu)}$ and, moreover, each
$U_{i}^{(\mu)} \in U^{(\mu)}$ enlarged $2^{\mu-\lambda}$ times with respect to some center in
$U_{i}^{(\mu)}$ is contained in some $U_{j_{i}}^{(\lambda)} \in U^{(\lambda)}$ for every $\lambda=0,1, \ldots, \mu-1$; denote the map $\rho$ between $I_{\mu}$ and $I_{\lambda}$ with $\rho(i)=j_{i}$ by $\rho_{\lambda, \mu}$;
(v) there are positive integers $L_{\lambda, \mu}$ depending on $\lambda$ and $\mu(\mu>\lambda)$ such that for each $j \in I_{\lambda}$ there are at most $L_{\lambda, \mu}$ indices $i_{k} \in I_{\mu}$ with $\rho_{\lambda, \mu}\left(i_{k}\right)=j, k=1,2, \ldots, L_{\lambda, \mu}$.
When $\Omega={ }_{k=1}{ }_{\mathrm{O}}^{1} \Omega_{k}$ satisfies (4.21) it follows from property (iii) that
(vi) every set in $U^{(\lambda)}$ that intersects $\Omega_{k}$ is contained in some $\Omega_{\ell^{\prime}}$ where $\ell=\ell(k)>k$ depends on $k$.

The essential idea for the construction of $U^{(0)}$ has already been used in [70], and it can be found in [29] too.

Divide $\mathbb{C}^{\mathrm{n}}$ into a collection of closed cubes with side 1 (such that the vertices form a retangular lattice), select those cubes in $\Omega$ whose distances to $\Omega^{C}$ are larger than the length $\sqrt{2 n}$ of their diagonal and call this collection $U_{0}$. Divide the remaining cubes into a collection of cubes of side $\frac{1}{2}$, select those cubes in $\Omega$ whose distances to $\Omega^{C}$ are larger than $\frac{1}{2} \sqrt{2 n}$ and call this collection $U_{1}$. Generally, when the collections $U_{0}, U_{1}, \ldots, U_{k-1}$ have been defined let $U_{k}$ consist of those closed cubes with side $\frac{j}{2}^{k}$ that are not contained in the union of the cubes of ${ }_{\ell=0}^{k}{ }_{0}^{1} U_{\ell}$, but that are contained in $\Omega$ and whose distances to $\Omega^{c}$ are larger than $\sqrt{2 n} / 2^{k}$. Then $U_{0}^{\prime} \xlongequal{\text { def }}{ }_{k}{ }_{0}^{\infty} U_{k}$ covers $\Omega$ and a cube in $U_{k}$ can intersect cubes of $U_{\ell}$ only if $\ell=k-1, k$ or $k+1$. Hence $U_{0}$ satisfies property (ii) (with $L=2{ }^{2 n}$ ) and property (iii) (with $\lambda=0, \mathrm{~A}=1$, $B=\sqrt{2 n}, a=1 /(4 \sqrt{2 n})$ and $b=1)$.

Define a map $\alpha$ on $U_{0}^{\prime}$ by mapping $U_{i}^{\prime} \in U_{0}^{\prime}$ to the enlargement of the interior of $U_{i}^{\prime}$ with a factor $3 / 2$, the center kept fixed. Finally, define

$$
u^{(0)} \stackrel{\text { def }}{=}\left\{U_{i}^{(0)} \mid U_{i}^{(0)}=\alpha U_{i}^{\prime}, U_{i}^{\prime} \in U_{0}^{\prime}\right\}
$$

It is still true that $U_{i}^{(0)} \cap U_{j}^{(0)} \neq \varnothing$ if and only if $\alpha^{-1} U_{i}^{(0)} \cap \alpha^{-1} U_{j}^{(0)} \neq \varnothing$. Hence, the open covering $u^{(0)}$ of $\Omega$ satisfies properties (i), (ii) (with $\mathrm{L}=2^{2 \mathrm{n}}$ ) and (iii) (with $\mathrm{A}=3 / 2, \mathrm{~B}=\sqrt{2 \mathrm{n}} 3 / 2, \mathrm{a}=1 /(3 \sqrt{2 \mathrm{n}}$ ) and $\mathrm{b}=2$ ) for $\lambda=0$.

Now let $u^{(0)}, \ldots, u^{(\lambda-1)}$ be defined with the properties (i), (ii), (iii), (iv) and (v) satisfied and let each $U^{(\mu)}$ consist of open cubes $U_{i}^{(\mu)}$, such that the collection $U_{\mu}^{\prime}$ of the closed cubes $\alpha^{-1} U_{i}^{(\mu)}$ covers $\Omega, \mu={ }^{1} 0,1, \ldots, \lambda-1$.

Define $U_{\lambda}^{\prime}$ as the collection of all closed cubes obtained by dividing each cube in $U_{\lambda-1}$ into $4^{2 n}$ closed cubes. Then define

$$
u^{(\lambda)} \underset{=}{\operatorname{def}}\left\{U_{i}^{(\lambda)} \mid U_{i}^{(\lambda)}=\alpha U_{i}^{\prime}, U_{i}^{\prime} \in U_{\lambda}^{\prime}\right\}
$$

It is clear that $U^{(\lambda)}$ satisfies properties (i), (ii) and (iii) and it satisfies (iv), since 2 times a cube $U_{i}^{(\lambda)} \epsilon U^{(\lambda)}$ is contained in the cube $U_{j}^{(\lambda-1)} \epsilon$ $u^{(\lambda-1)}$, when $\alpha^{-1} U_{i}^{(\lambda)}$ is one of the $4^{2 n}$ cubes $\alpha^{-1} U_{j}^{(\lambda-1)}$ had been divided in. Hence $(v)$ is satisfied with $L_{\lambda, \lambda-1}=4^{2 n}$, so that $L_{\lambda_{h^{\mu}}}=\left(4^{2 n}\right)^{\mu-\lambda}$.

If $\Omega=\mathbb{C}^{n}$ we just get the usual coverings of $\mathbb{C}^{h^{\mu}}$ given in $[30$, p. 188].
VI.2. COHOMOLOGY WITH BOUNDS IN AN OPEN, PSEUDOCONVEX SET.

In this section we will prove a theorem B with bounds in an open, pseudoconvex set $\Omega$, just as [30, th. 7.6.10] for $\Omega=\mathbb{C}^{n}$. The following lemma is an extension of [30, th. 4.4.2].

LEMMA 6.1. Let $\Omega$ be an open pseudoconvex set, let $\left\{\Omega_{k}\right\}_{k=1}^{\infty}$ be an increasing sequence of subsets of $\Omega$ satisfying (4.22) and let $\phi$ be a plurisubharmonic function on $\Omega$. For any sequence $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ there is a sequence $\left\{\mathrm{M}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ such that for every $(0, q+1)$-form $g$ with locally square integrable coefficients and with $\bar{\partial} g=0$ there is a $(0, q)$-form $u$ in $\Omega$ with locally square integrable coefficients, so that $\bar{\partial} u=g$ and for every $k=1,2, \ldots$

$$
\int_{\Omega_{k}}\|u(z)\|^{2} \frac{\exp -2 \phi(z)}{\left(1+\|z\|^{2}\right)^{2}} d \lambda(z) \leq M_{k}^{2}
$$

provided that for each k

$$
\int_{\Omega_{k}}\|g(z)\|^{2} \exp -2 \phi(z) \quad d \lambda(z) \leq \mathrm{K}_{\mathrm{k}}^{2} .
$$

Here $\bar{\partial}$ acts in distributional sense. We remark that $u$ will depend on the sequence $\left\{K_{k}\right\}_{k=1}^{\infty}$, too. In the above formulation [30, th. 4.4.2] says that $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded when $\left\{K_{k}\right\}_{k=1}^{\infty}$ is bounded, while (4.22) need not be satisfied (in fact, if $K_{k}=K$, then $M_{k}=K$ for $k=1,2, \ldots$ ).

PROOF. Let $\chi$ be a convex majorant of the nonnegative function $\tilde{x}$

$$
\tilde{x}(t) \stackrel{\text { def }}{=} \begin{cases}0 & \text { for } t<1 \\ \max \left[0, \log \left(2^{k+1} K_{k+1}^{2}\right)\right] & \text { for } k \leq t<k+1, k=1,2, \ldots\end{cases}
$$

Then $\psi(z) \stackrel{\text { def }}{=} \chi(\sigma(z)) \geq 0$ is plurisubharmonic in $\Omega$, so that we may apply [30, th. 4.4.2] in the domain $\Omega$ with the plurisubharmonic function $2 \phi+\psi$. This yields a $(0, q)$-form $u$ in $\Omega$ with $\bar{\partial} u=g$ and with for each $k$

$$
\begin{aligned}
& \int_{\Omega_{k}}\|u(z)\|^{2} \frac{\exp -2 \phi(z)}{\left(1+\|z\|^{2}\right)^{2}} d \lambda(z) \leq \\
& \leq e^{\chi(k)} \int_{\Omega_{k}}\|u(z)\|^{2} \frac{\exp \{-2 \phi(z)-\psi(z)\}}{\left(1+\left\|_{z}\right\|^{2}\right)^{2}} d \lambda(z) \leq \\
& \leq e^{x(k)} \int_{\Omega}\|u(z)\|^{2} \frac{\exp \{-2 \phi(z)-\psi(z)\}}{\left(1+\left\|_{z}\right\|^{2}\right)^{2}} d \lambda(z) \leq \\
& \leq e^{x(k)} \int_{\Omega}\|g(z)\|^{2} \exp \{-2 \phi(z)-\psi(z)\} d \lambda(z) \leq \\
& \leq e^{x(k)}\left\{\int_{\Omega_{m}}+\sum_{l=m}^{\infty} \int_{\ell+1} \sum_{\ell}\right\}\|g(z)\|^{2} \exp \{-2 \phi(z)-\psi(z)\} d \lambda(z) \leq \\
& \leq e^{x(k)}\left\{K_{m}^{2}+\sum_{\ell=m}^{\infty} 1 / 2^{\ell+1}\right\}=e^{\chi(k)}\left\{K_{m}^{2}+1 / 2^{m}\right\}
\end{aligned}
$$

for arbitrary $m \in\{1,2, \ldots\}$. So we may take $M_{k}=\left[e^{X(k)}\left(K_{1}^{2}+1 / 2\right)\right]^{\frac{1}{2}}$.
It also follows that, if $\left\{g_{n}\right\}_{n=1}^{\infty}$ is a sequence converging in every norm $\|\cdot\|_{k}$ to zero, $\left\{u_{n}\right\}_{n=1}^{\infty}$ converges in every norm to zero. This follows from the continuity of a bounded map from a bornological space (here a Fréchet space) into another locally convex space, too.

REMARK. If $g$ is such that every $L^{2}$-norm on $\Omega_{k}$ with respect to a different density exp $-2 \phi^{k}$ is finite and if the $u$ of lemma 6.1 would have the same property (cf. chapter VII), then the following lemma's and theorems could be changed in such a way that theorems 4.11 and 4.12 would hold with one
global function $v$ satisfying all these bounds.

The following lemma is an extension of [30, prop. 7.6.1]. The proof follows the same lines, only here one has to look more carefully to the estimates near the boundary of $\Omega$.

LEMMA 6.2. For every $\lambda$ and for each sequence $\left\{K_{k}\right\}_{k=1}^{\infty}$ there is a sequence $\left\{M_{k}\right\}_{k=1}^{\infty}$ such that every cocykel $c \in C^{p}\left[U^{(\lambda)}, A, \phi^{\alpha}\right], p \geq 1$, with $\|c\| \|_{\alpha, k} \leq K_{k}$ can be written as $c=\delta c^{\prime}$ for some $c^{\prime} \in C^{p-1}\left[U^{(\lambda)}, A, \phi_{N, M, 0}\right]$ with $\left\|C^{\prime}\right\|_{\alpha, k}^{N, M} \leq M_{k}$ for every $k$, when $\|\cdot\|^{N}, \mathrm{M}, \mathrm{O}$ denotes the $\mathrm{L}^{2}$-norm with respect to the density $\exp -2 \phi_{N, M, 0}^{\alpha}$ with

$$
\phi_{N, M, 0}^{\alpha}(z) \stackrel{\text { def. }}{=} \phi^{\alpha}(z)+N \log \left(1+\|z\|^{2}\right)+\log \left(1+\alpha\left(z, \Omega^{C}\right)^{-M}\right)
$$

where $\mathrm{N}=\mathrm{M}=\min [\mathrm{p}, \mathrm{n}]$, when the pseudoconvex open set $\Omega=\bigcup_{\mathrm{k}}^{\mathrm{U}}{ }_{1}^{\infty} \Omega_{\mathrm{k}}$ satisfies (4.21) and (4.22) and when the function $\phi^{\alpha}$ is plurisubharmonic in $\Omega$, Moreover, when $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, (4.21) and (4.22) need not be satisfied and $\left\{\mathrm{M}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded.

PROOF. Let $L_{q}$ be the sheaf of germs of $(0, q)$-forms with locally square integrable coefficients and let $Z_{q}$ be the subsheaf of $\bar{\partial}$-closed forms of type ( $0, q$ ). Here $\bar{\partial}$ acts in distributional sense. By [30, th. 4.2.5] and the Sobolev embedding theorem $\bar{\partial} c=0$, weakly, for an $L_{l o c}^{2}$-function $c$ implies that $c$ is a $c^{1}$-function, hence a holomorphic function. Thus a section $c \in \Gamma\left(\Omega, Z_{0}\right)$ is a holomorphic function $c \in A(\Omega)$. For $c \in C^{p^{2}}\left[U^{(\lambda)}, Z_{q}, \phi^{\alpha}\right]$ with $\delta c=0$ and $\|c\|_{\alpha, k} \leq$ $\leq K_{k}$ we want to find a $c^{\prime} \in C^{p-1}\left[U^{(\lambda)}, Z_{q}, \phi_{N, M, O}^{\alpha}\right]$ such that $\delta c^{\prime}=c$ and $\left\|_{C}^{\prime}\right\|_{\alpha, k}^{N, M, O} \leq M_{k}$, when $q=0$. Assume that this has already been proved for smaller values of $p$ and all $q$, when $p>1, N=M=p$ and when $\left\{M_{k}\right\}_{k=1}^{\infty}$ depends moreover on p .

We construct a partition $\left\{\phi_{i}\right\}_{i \in I_{\lambda}}$ of unity subordinate to the covering $u^{(\lambda)}$ of $\Omega$ satisfying for some constant $C_{\lambda}$

$$
\begin{equation*}
\left\|\bar{\partial} \sqrt{\phi_{i}(z)}\right\|^{2} \leq \frac{c_{\lambda}^{2}}{\min \left[1, d\left(z, \Omega^{c}\right)^{2}\right]} \tag{6.2}
\end{equation*}
$$

where

$$
\|\bar{\partial} \phi(z)\|^{2} \stackrel{\text { def }}{=} \sum_{j=1}^{n}\left|\partial / \partial \bar{z}_{j} \phi(z)\right|^{2}
$$

For example, let $\chi$ be a nonnegative $C^{\infty}$ function on $\mathbb{C}^{n} \cong \mathbb{R}^{2 n}$ equal to 1 in the closed cube with center 0 and sides 1 and with its support contained in the open concentric cube with sides $3 / 2$. Let the length of the side of $U_{i}^{(\lambda)} \epsilon U^{(\lambda)}$ be $3 / 2 \beta_{i}$ and let the center of $U_{i}^{(\lambda)}$ be $z_{i}$, then define

$$
x_{i}(z) \stackrel{\text { def }}{=} x\left(\frac{z-z_{i}}{\beta_{i}}\right)
$$

and let

$$
\phi_{i}(z) \stackrel{\text { def }}{=} \frac{x_{i}(z)^{2}}{\sum_{j \in I_{\lambda}} x_{j}(z)^{2}}
$$

By property (6.1) (ii) for each $z$ not more than $L$ terms in the denominator differ from zero and since $U_{\lambda}^{\prime}$ covers $\Omega$ at least one term equals 1 . Hence, (6.2) follows from this and from property (6.1) (iii). Furthermore, $\phi_{i}$ has its support contained in $U_{i}^{(\lambda)}$.

$$
\begin{aligned}
& \text { For } s \in I_{\lambda}^{p} \text { we set } \\
& g_{s} \stackrel{\text { def }}{=} \sum_{i \in I_{\lambda}} \phi_{i} c_{i s}
\end{aligned}
$$

when $c \in C^{p}\left[u^{(\lambda)}, z_{q}, \phi^{\alpha}\right]$. Using $\Sigma_{i} \phi_{i}=1$, by computing we find $\delta g=c$, if $\delta c=0$. Furthermore, writing $\phi_{i}=\sqrt{\phi_{i}} \sqrt{\phi_{i}}$ and using Cauchy-Schwartz and $\operatorname{again} \Sigma_{i} \phi_{i}=1$, for any function $\psi$ we find

$$
\begin{aligned}
& \left(\left\|g_{S}\right\| \psi_{, k}\right)^{2} \xlongequal{\text { def }} \int_{U_{S}}(\lambda) \int_{\cap \Omega_{k}}\left\|g_{S}(z)\right\|^{2} \exp -2 \psi(z) d \lambda(z) \leq \\
& \leq \sum_{i \in I_{\lambda} U_{S}}(\lambda) \int_{\cap \Omega_{k}} \phi_{i}(z)\left\|c_{i s}(z)\right\|^{2} \exp -2 \psi(z) d \lambda(z) \leq \\
& \leq \sum_{i \in I_{\lambda}}\left\|c_{i s}\right\|_{\psi, k}^{2} .
\end{aligned}
$$

By summing up for each $k$ we get
(6.3) $\quad\|g\|_{\psi, k} \leq\|c\|_{\psi, k}$
for $\psi$ such that the right hand side is finite, hence $g \in C^{p-1}\left[U^{(\lambda)}, L_{q}, \psi\right]$. Let $\bar{\partial} g=f$ be defined by

$$
f_{s} \stackrel{\text { def }}{\bar{\partial}} g_{s}=\sum_{i \in I_{\lambda}}{\bar{\partial} \phi_{i}} c_{i s}=2 \sum_{i \in I_{\lambda}} \sqrt{\phi_{i}}\left(\bar{\partial} \sqrt{\phi_{i}} \wedge c_{i s}\right), \quad s \in I_{\lambda}^{p} .
$$

This yields

$$
\left\|f_{s}\right\|_{\alpha, k}^{0,1,0} \leq 2\left\{\sum_{i \in I_{\lambda}}\left(\left\|\bar{\partial} \sqrt{\phi_{i}} \wedge c_{i s}\right\|_{\alpha, k}^{0,1,0}\right)^{2}\right\}^{\frac{1}{2}}
$$

and by summing up, in virtue of (6.2) for every $k$ we find

$$
\|f\|_{\alpha, k}^{0,1,0} \leq 2 C_{\lambda} \|_{c \|}^{\alpha, k} \mid
$$

so that $f \in C^{p-1}\left[U^{(\lambda)}, Z_{q+1}, \phi_{0,1,0}^{\alpha}\right]$.
Now $\delta f=\bar{\partial} \delta g=\bar{\partial}_{c}=0$. If $p>1$, by the inductive hypothesis (note, that $\phi_{N, M, O}^{\alpha}$ is plurisubharmonic because $\Omega$ is pseudoconvex) there is a cochain $f^{\prime} \in C^{p^{-2}}\left[U^{(\lambda)}, Z_{q+1}, \phi_{p-1, p, 0}^{\alpha}\right]$ with $\delta f '=f$ and with for every $k$

$$
\left\|_{f}\right\|_{\alpha, k}^{p-1, p, 0} \leq M_{k}^{\prime}
$$

where the sequence $\left\{M_{k}^{\prime}\right\}_{k=1}^{\infty}$ depends on $\left\{2 C_{\lambda} K_{k}\right\}_{k=1}^{\infty}$, hence on $\left\{K_{k}\right\}_{k=1}^{\infty}$. By lemma 6.1 second part (actually [30, th. 4.4.2]) and by property (6.1) (i) for every


$$
\begin{equation*}
\left\|\left(g^{\prime}\right)_{s}\right\|_{\alpha}^{p, p, 0} \leq \|\left(f^{\prime}\right){ }_{s}^{\|} \alpha_{\alpha}^{p-1, p, 0} \tag{6.4}
\end{equation*}
$$

By summing up by property (6.1) (vi) we get

$$
\left\|_{g}\right\|_{\alpha, k}^{p, p, 0} \leq\|f \cdot\| \frac{p-1, p, 0}{\alpha, \ell(k)} \leq M_{\ell(k)^{\prime}}^{\prime}
$$

so that $g^{\prime} \in C^{p-2}\left[U^{(\lambda)}, z_{q}, \phi_{p, p, 0}^{\alpha}\right]$.
Finally, set $c^{\prime} \xlongequal{\text { def }} g-\delta g^{\prime}$, then for every $k=1,2, \ldots$ (6.3), property (6.1) (ii) and the above estimate yield

$$
\begin{aligned}
& \|c \cdot\|_{\alpha, k}^{p, p, 0} \leq\|c\|\left\|_{\alpha, k}^{p, p, 0}+p \sqrt{L-p+1}\right\| g^{\prime} \|_{\alpha, k}^{p, p, 0} \leq \\
& \leq M_{k} \frac{\text { def }}{=} k_{k}+p \sqrt{L-p+1} M^{\prime} \dot{l}_{(k)} .
\end{aligned}
$$

Furthermore, $\delta c^{\prime}=\delta g=c$ and $\bar{\partial} c^{\prime}=f-\delta \bar{\partial} g^{\prime}=f-\delta f f^{\prime}=f-f=0$, hence $c^{\prime} \in c^{p-1}\left[u^{(\lambda)}, z_{q}, \phi_{p, p, 0}^{\alpha}\right]$.

It remains to consider the case $p=1$. The fact that $\delta f=0$ then means that $f$ defines uniquely a $(0, q+1)$-form $f$ in $\Omega$ with $\bar{\partial}_{f}=0$. By lemma 6.1 there is a $\tilde{g} \in \Gamma\left(\Omega, L_{q}\right)$ with $\bar{\partial} \tilde{g}=f$ and a sequence $\left\{M_{k}^{1}\right\}_{k=1}^{\infty}$ depending on $\{2 \mathrm{C} \mathrm{K}\}_{k=1}^{\infty}$ with

$$
\int_{\Omega_{k}}\|\tilde{g}(z)\|^{2} \frac{\exp -2 \phi(z)}{\left(1+\|z\|^{2}\right)^{2}\left(1+d\left(z, \Omega^{c}\right)^{-2}\right)} d \lambda(z) \leq m_{k}^{2}, \quad k=1,2, \ldots .
$$

Setting $\left(c^{\prime}\right){ }_{i} \xlongequal{\text { def }} g_{i}-\left.\tilde{g}\right|_{U_{i}}(\lambda)$ we obtain a cochain with the required properties (using property (6.1) (ii) in the estimate for the cochain $\left\{\left.\tilde{g}\right|_{U_{i}} ^{(\lambda)}{ }_{i \in I_{\lambda}}\right.$ ).

In fact, there are not more than $n$ induction steps, because all $(0, n)$-forms $g$ satisfy $\bar{\partial} g=0$. Therefore, the estimates hold already when $p$ is replaced by $\min [p, n]$ and the sequence $\left\{M_{k}\right\}_{k=1}^{\infty}$ may be taken independent of $p$.

The second part follows from the second part of lemma 6.1 in case $\mathrm{p}=1 . \quad \square$

The following lemma is a rewriting of [30, prop. 7.6.5] with $\mathrm{L}^{2}$-norms instead of sup-norms

LEMMA 6.3. Let $P$ be a matrix of polynomials, $\phi$ a weight function, for some $\lambda$ let $V_{i} \in U^{(\lambda)}$ and let $u \in A\left(\mathrm{~V}_{\mathrm{i}}\right)^{q}$. Then there are $\mu>\lambda$ and positive numbers $N$ and $C(\lambda)$ such that for $U_{j} \in U^{(\mu)}$ with $\rho_{\lambda, \mu}(j)=i$ there is a $v \in A\left(U_{j}\right)^{q}$ with

$$
P(w) v(w)=P(w) u(w), \quad w \in U_{j}
$$

and with

$$
\int_{U_{j}}\|v(w)\|^{2} \exp -2 \phi_{N}(w) d \lambda(w) \leq c(\lambda) \int_{v_{i}}\|P(w) u(w)\|^{2} \exp -2 \phi(w) d \lambda(w),
$$

where $\phi_{\mathrm{N}}$ is determined by $\phi$ according to (4.26).
PROOF. In [30, prop. 7.6.5] (or [16, th. III. 3.4. (3) when $p=q=1$, cf. also th. 1.4, and the general case is contained in th. III. 3.6]) it is shown that for each pxq-matrix $P$ with polynomial entries there are a number $0<\delta<1$ and constants $C, \tilde{N}$ and $N^{\prime}$ such that, when $S$ denotes the unit cube (actually in [30] the unit ball is used, but this only changes the constants), for every $0<\varepsilon \leq 3 / 2$ and for every $u \in A(S+z / \varepsilon)^{q}$ there is a $v \in A(\delta S+z / \varepsilon)^{q}$ with

$$
P(\varepsilon w) v(w)=P(\varepsilon w) u(w), \quad w \in \delta S+z / \varepsilon,
$$

and with

$$
\sup _{w \in \delta S+z / \varepsilon}\|v(w)\| \leq C \varepsilon^{-N^{\prime}}\left(1+\left\|_{z / \varepsilon \|)^{2}}^{\tilde{N}} \sup _{w \in S+z / \varepsilon}\right\| P(\varepsilon w) u(w) \|\right.
$$

In fact this is [30, formula (7.6.5)] and it follows from the proof given in [30], that the constants $\delta, C, N^{\prime}$ and $\tilde{N}$ can be taken independent of $\varepsilon$, if we write $C \varepsilon^{-N}$ in the above estimate. Therefore, by shrinking the variable $w$ with a factor $\varepsilon$, we find again constants $C, t>1, \tilde{M}$ and $\tilde{N}$ such that for $0<\eta<3 / 2 t^{-1}$ and for every $u \in A(t \eta S+z)^{q}$ there is a $v \in A(\eta S+z)^{q}$ with

$$
P(w) v(w)=P(w) u(w), \quad w \in \eta S+z
$$

and with

$$
\sup _{w \in \eta S+z}\|v(w)\| \leq c \eta^{-\tilde{M}}(1+\|z\|)^{\tilde{N}} \sup _{w \in \operatorname{tn} S+z}\|P(w) u(w)\|
$$

Now we change this estimate into one with $L^{2}$-norms. Let $v_{i} \in U^{(\lambda)}$, choose $\mu>\lambda$ so that $2^{\mu-\lambda} \geq t+1$ and let $U_{j} \in U^{(\mu)}$ be such that $\rho_{\lambda, \mu}(j)=i$. We write $U_{j}$ with center $z_{j}$ and sides $\eta_{j}$ as $U_{j}=\eta_{j} S+z_{j}$. Since by the construction of $U^{(\mu)} \alpha^{-1} U_{j} \subset \alpha^{-1} V_{i}$ we have $t U_{j}=t \eta_{j} S+z_{j} \subset\left\{z \mid\left\|z-z^{\prime}\right\| \leq\right.$ $\left.\leq \frac{1}{4} d i a m \alpha^{-1} V_{i}+d i a m U_{j}\right\}$ for any $z^{\prime} \in U_{j}$ and by property (6.1) (iii) $t U_{j} c$ $\left.c\left\{z \left\lvert\,\left\|_{z-z}\right\|_{i \leq\left(\frac{1}{4}\right.}{ }^{\lambda+1}+\frac{1}{4} \mu\right.\right) \min \left[b a\left(z^{\prime}, \Omega^{c}\right), B\right]\right\}$. Therefore, in view of $(4.23), b=2$, $B=\sqrt{2 n} 3 / 2, \lambda \geq 0$ and $\mu \geq 2$ we take $\tilde{K} \xlongequal{\operatorname{def}} \max [\log 8 / 3,15 / 32 \sqrt{2 n}]$ obtaining

$$
t U_{j} \subset\left\{z \mid z \in S\left(z^{\prime} ; \tilde{K}\right)\right\}, \quad z^{\prime} \in U_{j}
$$

where $S(z ; K)$ is given by (4.24). Also, for $z \epsilon(t+1) U_{j}$ there is a $z^{\prime} \epsilon U_{j}$ with $\left\|_{z-z}\right\| \leq \operatorname{diam} U_{j}$, hence similarly to above

$$
(t+1) U_{j} \subset \underbrace{U}_{z^{\prime} \in t U_{j}} S\left(z^{\prime}, \bar{K}\right)
$$

with $\bar{K}=\max [\log 8 / 7,3 / 32 \sqrt{2 n}]$. Now for a weight function $\phi$ and for $N \underline{\underline{d e f}}$ $\Rightarrow \max \{\tilde{N} / 2+(n+1) / 4, \tilde{M}+n, \tilde{K}+\bar{K}\}$ define the plurisubharmonic function $\phi_{N}$ by (4.26). In virtue of [73, conditions $\mathrm{HS}_{1}$ and $\mathrm{HS}_{2}$, p. 15] property (6.1) (iii) and (4.27) we get

$$
\begin{aligned}
& {\left[\int_{U_{j}}\|v(w)\|^{2} \exp -2 \phi_{N}(w) d \lambda(w)\right]^{\frac{1}{2}} \leq} \\
& \leq C_{1}\left(\frac{4^{\mu^{\eta_{j}}}}{a}\right) \sup _{w \in U_{j}}\|v(w)\| \exp -\phi_{N}^{\sim} / 2,0, \tilde{K}+\bar{K}(w) \leq \\
& \leq c_{2}(\lambda) \eta_{j}^{n} \sup _{w \in \eta_{j} S+z_{j}}\left(\frac{1+\left\|z_{j}\right\|}{1+\|w\|}\right)^{\tilde{N}} \sup _{w \in t \eta_{j} S+z_{j}}\|P(w) u(w)\| \exp -\phi_{0,0, \bar{K}}(w) \leq \\
& \leq C(\lambda)\left[\int_{V_{i}}\|P(w) u(w)\|^{2} \exp -2 \phi(w) d \lambda(w)\right]^{\frac{1 / 2}{2}},
\end{aligned}
$$

where in [73, cond. $\mathrm{HS}_{2}$, p. 15] the radius $d_{z}$ of the polydisc $D\left(z, d_{z}\right)$ is taken $d_{z}=\eta_{j}$ for every $z \in t \eta_{j} S+z_{j}$, so that the constant there depends on $\eta_{j}^{-n}$ and where

$$
\left\{w \mid w \in D\left(z, \eta_{j}\right), z \in t \eta_{j} S+z_{j}\right\} \subset(t+1) \eta_{j} S+z_{j} \subset v_{i}
$$

The next theorem is Cartan's theorem B with bounds in an open, pseudoconvex set $\Omega$. It is an extension of [30, th. 7.6.10]. Let $F$ be either the sheaf of relations of $P$ on $\Omega$, thus $F=R_{P}$ or the image under $P$ of the sheaf $A^{q}$, thus $F=P A^{q}$.

THEOREM 6.4. For all polynomial matrices $P$ there is a positive $N$, for all nonnegative integers $\lambda$ there is $a \mu>\lambda$ (depending moreover on $P$ ) and for
each sequence $\left\{K_{k}\right\}_{k=1}^{\infty}$ a sequence $\left\{M_{k}\right\}_{k=1}^{\infty}$ (depending moreover on $\lambda$ and $P$ ), such that every cocykel $f \in C^{p}\left[U^{(\lambda)}, F, \phi^{\alpha}\right], p \geq 1$, with $\|f\|_{\alpha, k} \leq K_{k}$ can be written as $\delta f^{\prime}=\rho_{\lambda, \mu}^{*} f_{(\mu)}$ (i.e., $\left(\delta f^{\prime}\right)_{s}=f_{s}$, with $s^{\prime}=\rho_{\lambda, \mu}(\mathrm{s})$ for $\mathrm{s} \in \mathrm{I}_{\mu}^{\mathrm{p}+1}$ ) for some $f^{\prime} \in C^{p-1}\left[U^{(\mu)}, F, \phi^{\beta}\right]$ with $\left\|_{f}\right\|^{s} \|_{\beta, k} \leq M_{k}$, when the pseudoconvex open set $\Omega={ }_{k} \stackrel{\infty}{0}_{1} \Omega_{k}$ satisfies (4.21) and (4.22) and when $\phi^{\beta}$ if the plurisubharmonic function determined by $\phi^{\alpha}$ and $N$ as in theorem 4.11. Moreover, when $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, (4.21) and (4.22) need not be satisfied and $\left\{\mathrm{M}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded.

PROOF. Conversely to lemma 6.2 this theorem is proved by induction for decreasing $p$, since the theorem is true for $p \geq L$ (see property (6.1) (ii)), because there are no non-zero cochains $f \in C^{L}\left[U^{(\lambda)}, F, \phi^{\alpha}\right]$. Thus assume that the theorem has been proved for all matrices $P$, when $p$ is replaced by $p+1$ and when the constants $N, \mu$ and $\left\{M_{k}\right\}_{k=1}^{\infty}$ depend moreover on $p$.

In case $F=R_{P}$ there is a polynomial matrix $Q$, such that $F=Q A^{r}$ in virtue of [30, lemma 7.6.3] and we can write $f \in C^{p}\left[U^{(\lambda)}, F, \phi^{\alpha}\right]$ as $f_{s}=Q g_{s}$ where $g \in C^{p}\left(U^{(\lambda)}, A^{r}\right)$, cf. [30, lemma 7.6.4] or (4.14) where the fact, that every $U_{i}^{(\lambda)} \in U^{(\lambda)}$ is pseudoconvex, has been used. In case $F=P A^{q}$ we write $Q=P$ and $r=q$, then also $f=Q g$ with $g \in C^{p}\left(U^{(\lambda)}, A^{r}\right)$, cf. [30, th. 7.2.9] or again (4.14). According to lemma 6.3 there are $\nu>\lambda, N_{1}>0$ and a cochain $\tilde{g} \in C^{p}\left[u^{(\nu)}, A^{r}, \phi_{N_{1}}^{\alpha}\right]$ with $Q \tilde{g}_{s}=Q g_{s^{\prime}}=f_{s^{\prime}}$, where $s^{\prime}=\rho_{\lambda, \nu}(s)$, hence $\rho_{\lambda, \nu}^{*} f^{f}=$ $=Q \tilde{g}$ and with

$$
\left\|\tilde{g}_{s}\right\|_{\beta}^{N_{1}} \leq C(\lambda)\left\|f_{s},\right\|_{\alpha} .
$$

Since (4.21) holds property (6.1) (vi) is satisfied and it follows from this property and from property (6.1) (v) that for every $k$ there is an $\ell(k)>k$ with

$$
\|\widetilde{g}\|_{\alpha, k}^{N_{1}} \leq K_{k}, \stackrel{\text { def }}{=}\left(L_{\lambda, \nu}\right)^{p+1} C(\lambda)\left\|_{f_{s}},\right\|_{\alpha, \ell(k)} .
$$

When $\delta f=0, \delta Q \tilde{g}=Q \delta \tilde{g}=0$, whence $\delta \tilde{g}=c$ is a cocykel in $c^{p+1}\left[u^{(\nu)}, R_{Q}, \phi_{N_{1}}^{\alpha}\right]$. In view of (4.27) for $N^{\prime} \geq 0$ we have $\left(\phi_{N_{1}}^{\alpha}\right)_{N^{\prime}} \leq \phi_{N_{1}+N^{\prime}}^{\alpha}$.

By the inductive hypothesis we can find $\mu>\nu$, a positive $N^{\prime}$, a sequence $\left\{M_{k}^{\prime}\right\}_{k=1}^{\infty}$ (belonging to $\left\{(p+2) \sqrt{L-p-1} K_{k}^{\prime}\right\}_{k=1}^{\infty}$ ) and a cochain $c^{\prime} \in C^{p}\left[U^{(\mu)}, R_{Q}\right.$, $\left.\phi_{N}^{\alpha}, N, 0\right]$ with $\delta c^{\prime}=\rho_{V, \mu^{C}}$ and $\left\|C^{\prime}\right\|_{\beta}^{\prime}{ }^{\prime}, N_{k}^{\prime}, 0 \leq M_{k}^{\prime}$, where the plurisubharmonic function $\phi^{\beta}$ is determined by (4.42): $\phi^{\beta} \xlongequal{\text { def }} \tilde{\phi}_{N_{1}+N}^{\alpha}$.

We set $g_{0} \xlongequal{\text { def }} \rho_{\nu, \mu}^{*} \tilde{g}-c^{\prime} \in C^{p}\left[U^{(\mu)}, A^{r}, \phi_{N^{\prime}, N^{\prime}, 0^{\prime}}^{\beta}\right]$ so that $\delta g_{0}=$
$=\rho_{\nu, \mu^{c-}}^{*} \rho_{\nu, \mu^{c}}^{*}=0$. According to lemma 6.2 there is a sequence $\left\{M_{k}^{\prime \prime}\right\}_{k=1}^{\infty}$ belonging to $\left\{\left(L_{\nu, \mu}\right) p+1 K_{k}^{\prime}+M_{k}^{\prime}\right\}_{k=1}^{\infty}$ and a cochain $g^{\prime} \in C^{p-1}\left[U^{(\mu)}, A^{r}, \phi_{N_{2}, N_{2}, 0}^{\beta}\right]$ with


Finally define $f$ def $Q g^{\prime} \in C^{p-1}\left[U^{(\mu)}, F, \phi_{N_{2}}^{\beta}+N_{3}, N_{2}, 0\right]$, where $N_{3}$ depends
on $Q$. Then $\delta f^{\prime}=Q \delta g^{\prime}=Q g_{0}=\rho_{\nu, \mu}^{*} \mathcal{Q}^{\tilde{g}}=\rho_{\nu, \mu}^{*} \rho_{\lambda, \mu^{*}}^{f}=\rho{ }_{\lambda}^{\star}, \mu^{f}$. Furthermore, let $N$ denote $N_{2}+N_{3}$, then for every $k$ and some $C '$ depending on $Q$ we get

$$
\|f \cdot\|_{\beta, k}^{N, N, 0} \leq C^{\prime}\left\|_{g} \cdot\right\|_{\beta, k}^{N_{2}, N_{2}, 0} \leq M_{k} \stackrel{\text { def }}{=} C^{\prime} M_{k}^{\prime \prime}
$$

Here $\left\{M_{k}\right\}_{k=1}^{\infty}$ depends on $Q, \lambda, \nu, \mu, p$ and $\left\{K_{k}\right\}_{k=1}^{\infty}$, but $\nu$ depends on $\lambda$ and $P$ (since $t$ in the proof of lemma 6.3 depends on $P$ ) and $\mu$ on $\nu ; N_{3}$ depends on $2 ; N_{2}$ depends on $p$ by the inductive hypothesis and on $P$, since the constants $\tilde{N}$ and $\tilde{M}$ in the proof of lemma 6.3 depend on $P ; Q$ depends on $P ; C^{\prime}$ depends on $Q$; and finally $\left\{K_{k}^{\prime}\right\}_{k=1}^{\infty}$ depends on $P$ and on $\left\{\left\|_{f}\right\|_{\alpha, \ell(k)}\right\}_{k=1}^{\infty}$. However, there are only finitely many induction steps, so that we can take the largest of all the constants. Therefore, the theorem is true for all p with constants $\left\{M_{k}\right\}_{k=1}^{\infty}$ depending on $P, \lambda$ and $\left\{K_{k}\right\}_{k=1}^{\infty} ; N$ depending on $P ; \mu$ depending on $\lambda$ and $P$.

Moreover, when $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, so that in the above proof we do not use (4.21) and $\left\{\mathrm{K}_{\mathrm{k}}^{\prime}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, it follows that $\left\{\mathrm{M}_{\mathrm{k}}^{\prime}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded and by lemma 6.2 (4.21) and (4.22) need not be satisfied and $\left\{M_{k}^{\prime \prime}\right\}_{k=1}^{\infty}$ is bounded. Hence (4.21) and (4.22) need not be satisfied and $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded. $\square$
VI.3. PROOF OF THEOREM 4.11.

Let $F$ be the sheaf $P A^{q}$. We can estimate the cocykel $f=\delta h$ in terms of $h$, then $\|f\|_{\alpha, k} \leq \sqrt{L-1} K_{\ell(k)}$ and $f \in C^{1}\left[U(1), F, \phi^{\alpha}\right]$. According to theorem 6.4 there is a cochain $f^{\prime} \in C^{0}\left[U(\mu), F, \phi^{\beta}\right]$ with $\delta f^{\prime}=\rho_{1, \mu^{*}}^{f}$ and a sequence $\left\{M_{k}\right\}_{k=1}^{\infty}$ with $\|f\|_{\beta, k} \leq M_{k}^{\prime}$ for some $\mu$ and for some plurisubharmonic function $\phi^{\beta}$ determined by $\phi^{\alpha}$ and by a positive integer $N$ as in theorem 4.11.

$$
\text { For every } i \in I_{\mu} \text { and } z \in U_{i}^{(\mu)} \text { let }
$$

$$
v_{i}(z) \stackrel{\text { def }}{=}_{h_{j}}(z)-f_{i}^{\prime}(z)
$$

 determines a function $v \in A(\Omega) P$. Furthermore, using property (6.1) (v) for
every $k$ we obtain

$$
\begin{aligned}
& {\left[\int_{\Omega_{k}}\|v(z)\|^{2} \exp -2 \phi^{\beta}(z) d \lambda(z)\right]^{\frac{1}{2}} \leq} \\
& \leq\left\|_{v}\right\|_{\beta, k} \leq L_{1, \mu}\|h\|_{\beta, k}+M_{k}^{\prime} \leq M_{k} \xlongequal{\text { def }} L_{1, \mu} K_{k}+M_{k}^{\prime}
\end{aligned}
$$

Moreover, if $\left\{\mathrm{K}_{\mathrm{k}}\right\}_{\mathrm{k}=1}^{\infty}$ is bounded, (4.21) and (4.22) need not be satisfied and $\left\{M_{k}^{\prime}\right\}_{k=1}^{\infty}$ is bounded, so that $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded, too.

For $s \in I_{1}$, let $I^{\prime}(s) \in I_{\mu}$ be the set of those $i \in I_{\mu}$ with $V_{i} \xlongequal{\text { def }} U_{i}^{(\mu)} \cap$ $\cap U_{S}^{(1)} \neq \emptyset$. For each $i \in I^{\prime}(s)$ and $z \in V_{i}$ we have

$$
v(z)-h_{s}(z)=h_{j}(z)-f_{i}^{\prime}(z)-h_{s}(z), \quad j=\rho_{1, \mu}(i)
$$

This is a holomorphic function in $U_{S}^{(1)}$ and since $h_{j}-h_{S} \in \Gamma\left(U_{j}^{(1)} \cap U_{S}^{(1)}, F\right)$ and also $f_{i}^{\prime} \in \Gamma\left(U_{i}^{(\mu)}, F\right)$, we obtain

$$
\left.v\right|_{U}(1)-h_{s} \in \Gamma\left(U_{S}^{(1)}, F\right)
$$

Since the sets $V_{i}$ and $U_{S}^{(1)}$ are pseudoconvex (property (6.1) (i)), Cartan's theorem B yi.elds, cf. (4.14),

$$
\left.v\right|_{U_{S}}(1)^{-h_{S} \in P \cdot \Gamma\left(U_{S}^{(1)}, A^{q}\right), ~}
$$

that is $\left.v\right|_{U_{S}}(1)-h_{S}=p \cdot g_{S}$ for some $g \in c^{0}\left(U^{(1)}, A^{q}\right)$.
VI.4. PROOF OF THEOREM 4.12.

From Cartan's theorem, namely from (4.14), it follows that for every $i \in I_{0} f=P_{i}$ in $U_{i}^{(0)} \in U^{(0)}$ with $g \in C^{0}\left(U^{(0)}, A^{q}\right)$. According to lemma 6.3 there are positive integers $\nu$ and $N_{1}$ and a cochain $\tilde{g} \in C^{0}\left[U^{(\nu)}, A^{q}, \phi_{N_{1}}^{\alpha}\right]$ with $P \tilde{g}_{j}=f$ in $U_{j}^{(V)}$ for each $j \in I_{\nu}$ and with

$$
\left\|\tilde{g}_{j}\right\|_{\alpha}^{N_{1}} \leq c(0)\left\|_{\rho_{0, v}}(j)\right\|_{\alpha^{\prime}}
$$

where $f$ is regarded as a cocykel in $C^{0}\left[U^{(0)}, A^{p}, \phi^{\alpha}\right]$. Summing over $j$ and using properties (6.1) (ii) and (vi) for each $k$ we get an $\ell(k)>k$ with

Consider the differences $c$ of the functions $\tilde{g}_{j}$ in the overlaps of the sets $U_{j}^{(\nu)}$ for $j \in I_{\nu}$ i.e., $c=\delta \tilde{g}$. Then

$$
\|c\|_{\alpha, k}^{N_{1}} \leq 2 \sqrt{L-1} K_{k}^{\prime}
$$

and $P c=P \delta \tilde{g}=\delta f=0$ and also $\delta c=0$, hence $c$ is a cocykel in
$C^{1}\left[U^{(\nu)}, R_{P}, \phi_{N_{1}}^{\alpha}\right]$.
According to theorem 6.4 and (4.27) there are $\mu>\nu$, a sequence $\left\{M_{k}^{\prime}\right\}_{k=1}^{\infty}$ (depending on $\left\{2 \sqrt{L-1} K_{k}^{\prime}\right\}_{k=1}^{\infty}$ ), a plurisubharmonic function $\phi^{\beta}$, which satisfies the condition of theorem 4.11 for some $N>N_{1}$, and a cochain $c^{\prime} \in c^{0}\left[U^{(\mu)}\right.$, $\left.R_{P^{\prime}} \phi^{\beta}\right]$ with $\delta c^{\prime}=\rho_{\nu, \mu} c$ and with

$$
\left\|c^{\prime}\right\|_{\beta, k} \leq M_{k}^{\prime} .
$$

Finally, for every $s \in I_{\mu}$ we set $v_{S}(z) \xlongequal{\text { def }} \tilde{g}_{S},(z)-c_{S}^{\prime}(z)$ for $z \in U_{S}^{(\mu)}$, where $s^{\prime}=\rho_{\nu, \mu}(s)$, which defines a function $v \in A(\Omega)^{q}$, because $\delta v=\rho_{\nu, \mu}^{*} \delta \tilde{g}-\rho_{\nu, \mu}^{*} c=0$, that satisfies for every $k$

$$
\begin{aligned}
& {\left[\int_{\Omega_{k}}\|v(z)\|^{2} \exp -2 \phi^{\beta}(z) d \lambda(z)\right]^{\frac{1}{2}} \leq\|v\|_{\beta, k} \leq L_{v, \mu} \| \tilde{g}_{\beta, k}+M_{k}^{\prime} \leq} \\
& \leq M_{k} \stackrel{\text { def }}{=} L_{v, \mu} K_{k}^{\prime}+M_{k}^{\prime} .
\end{aligned}
$$

If $\left\{K_{k}\right\}_{k=1}^{\infty}$ is bounded, (4.21) need not be satisfied and $\left\{K_{k}^{\prime}\right\}_{k=1}^{\infty}$ is bounded, hence also (4.22) need not be satisfied and $\left\{M_{k}^{\prime}\right\}_{k=1}^{\infty}$ is bounded, so that $\left\{M_{k}\right\}_{k=1}^{\infty}$ is bounded.

Furthermore, for every $s \in I_{\mu}$ in $U_{S}^{(\mu)}$ we have

$$
P v=P v_{S}=P \tilde{g}_{S^{\prime}}-P C_{S}^{\prime}=f .
$$

## CHAPTER VII

## A COHOMOLOGY VANISHING THEOREM

In chapter II we had assumed that the map (2.12) was surjective. In fact, this expresses the triviality of the first Cech-cohomology group of a covering consisting of two open, pseudoconvex sets with values in the sheaf of germs of holomorphic functions satisfying countably many bounds. Explicitely, let $\Omega=\Omega^{1}$ u $\Omega^{2}$, where $\Omega, \Omega^{1}$ and $\Omega^{2}$ are open, pseudoconvex sets in $\mathbb{C}^{n}$, let a set of countably many growth conditions in $\Omega$ be given and let $f$ be a holomorphic function in $\Omega^{1} \cap \Omega^{2}$ satisfying these growth conditions there. Then the question is whether there exist holomorphic functions $f_{1}$ and $f_{2}$ in $\Omega^{1}$ and $\Omega^{2}$ satisfying the growth conditions in $\Omega^{1}$ and $\Omega^{2}$, respectively, such that $f=f_{2}-f_{1}$ in $\Omega^{1} \cap \Omega^{2}$. We will solve this problem with functions bounded with respect to countably many, weighted $L^{2}$-norms instead of sup-norms. However, the conditions imposed in chapter II are such that this makes no essential difference. In chapter II the above mentioned result was also needed for functions satisfying only one growth condition and, actually, this is lemma 6.2. As is noticed in the remark after lemma 6.1 , lemma 6.2 holds with functions satisfying countably many bounds if lemma 6.1 does. Then a theorem B with functions satisfying countably many bounds can be derived and the stronger version of the fundamental principle can be given. In this chapter we will improve lemma 6.1 by functional analytic methods

Let $\Omega={ }_{k} \bigcup_{1}^{\infty} \Omega_{k}$ be an open, pseudoconvex domain in $\mathbb{C}^{n}$ with $\Omega_{k} \subset \Omega_{k+1} \subset \Omega$. Furthermore, let for some integer $q$ with $0 \leq q \leq n-1$ and for $j=1,2 H_{j}^{k}\left(\Omega_{m}\right)$ be the Hilbert space of ( $0, q+j-1$ )-forms in $\Omega_{m}$ with square integrable coefficients with respect to the density

$$
\begin{equation*}
\exp -2\left\{\phi^{k}(z)+(2-j) \log \left(1+\|z\|^{2}\right)\right\}, \tag{7.1}
\end{equation*}
$$

where $\left\{\phi^{k}\right\}_{k=1}^{\infty}$ is a decreasing sequence of plurisubharmonic functions with $\phi^{k}$ defined on $\Omega$. Then the restriction map $\pi_{k+1, k}^{j}$ from $H_{j}^{k+1}\left(\Omega_{k+1}\right)$ into $H_{j}^{k}\left(\Omega_{k}\right)$ is continuous, so that the projective limits can be defined
(7.2) $\quad H_{j} \stackrel{\text { def }}{=} \underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{j}^{k}\left(\Omega_{k}\right), \quad j=1,2, \ldots$

Often we shall write $H_{j}^{k}$ instead of $H_{j}^{k}\left(\Omega_{k}\right)$.
Let $f \in H_{1}^{k}$ be such that $\bar{\partial}_{f} \in H_{2}^{k}$, where $\bar{\partial}$ is defined in distributional sense. We denote the operator which assigns to such $f$ the ( $0, q+1$ )-form $\bar{\partial} f$ by $T_{k}$. Then $T_{k}$ is a closed, densely defined operator

$$
T_{k}: H_{1}^{k} \rightarrow H_{2}^{k}, \quad k=1,2, \ldots
$$

That $T_{k}$ is closed follows from the continuity of $\bar{\partial}$ in distribution theory. This also implies that the sets

$$
\begin{aligned}
& F \xlongequal{\text { def }}\left\{g \in H_{2} \mid \bar{\partial} g=0 \text { in distributional sense }\right\} \\
& F_{k} \xlongequal{\text { def }}\left\{g \in H_{2}^{k} \mid \bar{\partial} g=0 \text { in distributional sense }\right\}
\end{aligned}
$$

are closed subspaces of $H_{2}$ and $H_{2}^{k}$, respectively. For $p>k$ we have

$$
\pi_{p, k}^{2} T_{p}=T_{k} \pi_{p, k}^{1}
$$

so that $\left\{T_{k}\right\}$ determines a closed, densely defined operator $T$ from $H_{1}$ into $H_{2}$. That $T$ is densely defined follows from the fact that the space of ( $0, q$ ) -forms with $C \stackrel{\infty}{-}$ coefficients with compact support in $\Omega$ lies in $D_{T}$ and is dense in $\mathrm{H}_{1}$ by Lebesgue's theorem. The following diagram is commutative


Since also

$$
F=\left\{g \in H_{2} \mid \pi_{k}^{2} g \in F_{k}, k=1,2, \ldots\right\}
$$

we have $R(T) \subset F$. We want that $R(T)=F$, but by [30, th. 4.4.2] (lemma 6.1) we only know that $R\left(T_{k}\right)=F_{k}$ for every $k$. In particular, $R\left(T_{k}\right)$ is closed in $\mathrm{H}_{2}^{\mathrm{k}}$.

We will use that the range $R(T)$ of a closed, densely defined operator $T: E \rightarrow F$ is closed if and only if $R\left(T^{*}\right)$ is weakly* closed ${ }^{1)}$ in $E$ provided that $E$ and $F$ are Frechet spaces. This follows from [61, IV 7.3], cf, also [65, lemma 37.4], [61, IV 7.4] or [65, lemma 37.6] and the open mapping theorem for closed operators [61, IV 8.4], see also [40, th. 19(i)]. If moreover $E$ is reflexive the weak *topology on E' equals the weak topology and accordingly [65, prop. 35.2] in that case $R\left(T^{*}\right)$ is closed in the strong topology of $E$ ', because $R\left(T^{*}\right)$ is convex.

LEMMA 7.1. Let $\mathrm{T}: \mathrm{E} \rightarrow \mathrm{F}$ be a closed, densely defined operator from the reflexive Frechet space E into the Frechet space $F$, then the following three statements are equivalent:
(1) $R(T)$ is closed in $F$
(2) $R\left(T^{*}\right)$ is weakly* closed in $\mathrm{E}^{\prime}$
(3) $R\left(T^{*}\right)$ is strongly closed in $E^{\prime}$.

For the improvement of lemma 6.1 we will apply a similar trick as Kawai has done in [38, lemma 2.1.2]. Besides condition (4.22) on the domains $\left\{\Omega_{k}\right\}$ we impose the following condition on the weight functions $\left\{\phi^{k}\right\}$ in $\Omega$ : for every k and every $\mathrm{p}>\mathrm{k}$ there exists a holomorphic function $\psi^{\mathrm{k}, \mathrm{p}}$ in $\Omega$ and moreover for every $m=1,2, \ldots$ a positive number $k(k, p, m)$ such that

$$
\begin{equation*}
0<\left|\psi^{k, p}(z)\right| \leq K(k, p, m) \exp -m\left\{\phi^{k}(z)-\phi^{p}(z)\right\}, \quad z \in \Omega, m=1,2, \ldots \tag{7.3}
\end{equation*}
$$

and such that $\log \psi^{k, p}$ is holomorphic in $\Omega$. Since $\phi^{k} \geq \phi^{p}$ for $p \geq k$ it follows that this condition cannot be satisfied if $\Omega=\mathbb{C}^{n}$, unless all the functions $\left\{\phi^{k}\right\}$ are equal. Hence (7.3) is a condition on the domain $\Omega$, too.

Our stronger version of lemma 6.1 is based on the following lemma, cf. [38, lemma 2.1.2].

1) The weak *topology on the dual $H^{\prime}$ of a locally convex space $H$, sometimes denoted by the $\sigma\left(H^{\prime}, H\right)$-topology, is the one induced by the polars of finite subsets of $H$. The weak topology on $H^{\prime}$, sometimes denoted by $\sigma\left(\mathrm{H}^{\prime}, \mathrm{H}^{\prime \prime}\right)$, is induced by the sets in $H^{\prime}$ on which a finite number of strongly continuous functionals are bounded. If $H$ is reflexive the weak * and weak toplogies on H' coincide.

LEMMA 7.2. Let $\Omega$ be a pseudoconvex domain and $\left\{\phi^{k}\right\}$ be a decreasing sequence of plurisubharmonic functions in $\Omega$ satisfying condition (7.3). Furthermore, let $H_{j}$ be given by (7.2) with $\Omega_{k}=\Omega$ for $j=1$, 2 . If for $f \in D_{T^{*}} \subset H_{2}^{\prime}$ we have $\mathrm{T}^{*} \mathrm{f} \in \pi_{k}^{1 *}\left(\mathrm{H}_{1}^{\mathrm{k}}\right)^{\prime}$, then there is an $\mathrm{f}_{\mathrm{k}} \in \mathrm{D}_{\mathrm{T}_{\mathrm{k}}}^{*} \mathrm{C}\left(\mathrm{H}_{2}{ }^{\mathrm{k}}\right)^{\prime}$ with

$$
\pi_{k}^{1 *} T_{k}^{*} f_{k}=T^{*} f
$$

PROOF. Let $H_{j}^{k}=H_{j}^{k}(\Omega)$. If $p>k$, let $\psi_{m}(z) \stackrel{\text { def }}{=}\left(\psi^{k, p}(z)\right)^{1 / m}$; by (7.3) these functions satisfy

$$
\left|\psi_{m}(z)\right| \leq K(k, p, m)^{1 / m} \exp -\left\{\phi^{k}(z)-\phi^{p}(z)\right\}, \quad z \in \Omega, m=1,2, \ldots .
$$

Hence multiplication of each coefficient of a ( $0, q+j-1$ )-form in $\Omega$ by $\psi_{m}$ defines a continuous map from $H_{j}^{k}$ into $H_{j}^{p}$; we denote these map by $\psi_{m}^{j}$. Its adjoint (multiplication by $\bar{\psi}_{m}$ ) is a continuous map from ( $\mathrm{H}_{j}^{\mathrm{P}}$ )' into ( $\mathrm{H}_{j}^{\mathrm{k}}$ )' which we denote by $\bar{\psi}_{\mathrm{m}}^{j}$. We have the following diagram


Here all maps $\pi$ and $\pi^{*}$ are identity maps, because $\Omega_{k}=\Omega$ for every $k$. Since $\psi_{m}$ is holomorphic in $\Omega$, for all $u \in D_{T_{k}}$ we have in distributional sense

$$
\bar{\partial} \psi_{\mathrm{m}} u=\psi_{\mathrm{m}} \bar{\partial}^{u}=\psi_{\mathrm{m}}^{2} T_{k} u \in H_{2}^{p} .
$$

Thus $\psi_{m}^{1} u \in D_{T_{p}}$ and $\psi_{m}^{2} T_{k} u=T_{p} \psi_{m}^{1} u$. Therefore, if $g \in D_{T_{p}}^{*}$ we get

$$
\left\langle\bar{\psi}_{\mathrm{m}}^{2} \mathrm{~g}, \mathrm{~T}_{\mathrm{k}} \mathrm{u}\right\rangle=\left\langle\mathrm{g}, \psi_{\mathrm{m}}^{2} \mathrm{~T}_{\mathrm{k}} \mathrm{u}\right\rangle=\left\langle\mathrm{g}, \mathrm{~T}_{\mathrm{p}} \psi_{\mathrm{m}}^{1} \mathrm{u}\right\rangle=\left\langle\mathrm{T}_{\mathrm{p}}^{*}{\mathrm{~g}, \psi_{\mathrm{m}}}_{1}^{\mathrm{u}}{ }^{\prime}=\left\langle\bar{\psi}_{\mathrm{m}}^{1} \mathrm{~T}_{\mathrm{p}}^{\star} \mathrm{g}, \mathrm{u}\right\rangle .\right.
$$

This means that $\bar{\psi}_{m}^{2} g \in D_{T_{k}^{*}}^{*}$ and that

$$
\mathrm{T}_{\mathrm{k}}^{*} \bar{\psi}_{\mathrm{m}}^{2}=\bar{\psi}_{\mathrm{m}}^{1} \mathrm{~T}_{\mathrm{p}}^{*} \quad \text { on } \mathrm{D}_{\mathrm{T}}^{*}
$$

Now let $p>k$ and $f_{p} \in D_{T_{p}} *$ be such that $f=\pi_{p}^{2}{ }^{*} f_{p}$, and let $T_{p}{ }^{*} f_{p}=\pi_{p, k}^{1}{ }^{*} h$ for some $h \in\left(H_{1}^{k}\right)$ '. Then in the above we take this $p$ and we find

$$
\mathrm{T}_{\mathrm{k}}^{*} \bar{\psi}_{\mathrm{m}}^{2} \mathrm{f}_{\mathrm{p}}=\bar{\psi}_{\mathrm{m}}^{1} \mathrm{~T}_{\mathrm{p}}^{*} \mathrm{f}_{\mathrm{p}}=\bar{\psi}_{\mathrm{m}}^{1} \pi_{\mathrm{p}, \mathrm{k}}^{1}{ }^{*} \mathrm{~h}
$$

Furthermore, by Lebesgue's theorem $\bar{\psi}_{m}^{1} \pi^{1}{ }^{1}{ }^{*} h \rightarrow h$ as $m \rightarrow \infty$ in $\left(H_{1}^{k}\right)$ '. Since by lemma $7.1 T_{k}^{*}$ has closed range in $\left(H_{1}^{k}\right)_{1}^{p}$, , it follows that there exists an $f_{k} \in D_{T_{k}}^{*}$ with $T_{k}^{*} f_{k}=h$. Hence

$$
\pi_{k}^{1 *} T_{k}^{*} f_{k}=\pi_{k}^{1 *} h=\pi_{p}^{1 *} \pi_{p, k}^{*} h=\pi_{p}^{1 *} T_{p}^{*} f_{p}=T^{*} \pi_{p}^{2} f_{p}=T^{*} f
$$

Now using lemma 6.1 we can easily prove its following extension, cf. [38, lemma 2.1.1].

THEOREM 7.3. Let $\Omega=\bigcup_{k} \bigcup_{1}^{\infty} \Omega_{k}$ satisfy (4.22) for a plurisubharmonic function $\sigma$ in the pseudoconvex domain $\Omega$, let $\left\{\phi^{k}\right\}$ be a decreasing sequence of plurisubharmonic functions in $\Omega$ satisfying condition (7.3) and let $H_{j}$ be given by (7.2) for $j=1,2$. Then for each $g \in H_{2}$ with $\bar{\partial} g=0$ there is an $u \in H_{1}$ with $\bar{\partial} \mathrm{u}=\mathrm{g}$ in distributional sense.

PROOF. Let $g \in F$ be fixed. Then there are positive numbers $K_{k}$ with

$$
\int_{\Omega_{k}}\|g(z)\|^{2} \exp -2 \phi^{k}(z) d \lambda(z) \leq K_{k^{\prime}}, \quad k=1,2, \ldots
$$

As in the proof of lemma 6.1 the function $\sigma$ and the numbers $\left\{\mathrm{K}_{\mathrm{k}}\right\}$ determine a plurisubharmonic function $\psi$. For $g$ we get the estimates

$$
\begin{aligned}
& \int_{\Omega}\|g(z)\|^{2} \exp \left\{-2 \phi^{\mathrm{k}}(z)-\psi(z)\right\} d \lambda(z) \leq \\
& \leq\left\{\int_{\Omega_{k}}+\sum_{\ell=\mathrm{k}}^{\infty} \int_{\Omega_{\ell+1} \backslash \Omega_{\ell}}\right\}_{\|g(z)\|^{2} \exp \left\{-2 \phi^{\mathrm{k}}(z)-\psi(z)\right\} d \lambda(z) \leq}
\end{aligned}
$$

$$
\leq \mathrm{K}_{\mathrm{k}}^{2}+\sum_{\ell=\mathrm{k}}^{\infty}\left(2^{\ell+1} \mathrm{~K}_{\ell+1}^{2}\right)^{-1} \int_{\Omega_{\ell+1}}\|g(z)\|^{2} \exp -2 \phi^{\mathrm{k}}(z) \mathrm{d} \lambda(z) \leq \mathrm{K}_{\mathrm{k}}^{2}+2^{-\mathrm{k}}<\infty,
$$

because $\left\{\phi^{\mathrm{k}}\right\}$ is decreasing so that

$$
\int_{\Omega_{\ell+1}}\|g(z)\|^{2} \exp -2 \phi^{k}(z) \mathrm{d} \lambda(z) \leq \int_{\Omega_{\ell+1}}\|g(z)\|^{2} \exp -2 \phi^{\ell+1}(z) \mathrm{d} \lambda(z) .
$$

For $j=1,2$, let now $H_{j}$ be the space (7.2) with $\Omega_{k}=\Omega$ and with in (7.1) $\phi^{k}$ replaced by $\phi^{k}+1 / 2 \psi, k=1,2, \ldots$. The above estimates show that $g$ belongs to this space $\mathrm{H}_{2}$. Assume that the theorem has been proved for spaces (7.2) with $\Omega_{k}=\Omega$ for every $k$. This would yield an $u$ in the above given $H_{1}$ with $\bar{\partial} u=g$ and so (cf. the proof of lemma 6.1)

$$
\begin{aligned}
& \int_{\Omega_{k}}\|u(z)\|^{2} \frac{\exp -2 \phi^{k}(z)}{\left(1+\|z\|^{2}\right)^{2}} d \lambda(z) \leq e^{\chi(k)} \int_{\Omega}\|u(z)\|^{2} \\
& \frac{\exp \left\{-2 \phi^{k}(z)-\psi(z)\right\}}{\left(1+\|z\|^{2}\right)^{2}} d \lambda(z)<\infty
\end{aligned}
$$

for every $k$. Thus $u$ would satisfy the conclusion of the theorem. It remains to prove the theorem for spaces $H_{j}$ with $\Omega_{k_{k}}=\Omega$ for every $k$.

So in the remaining we assume that $\mathrm{H}_{\mathrm{j}}=\mathrm{H}_{\mathrm{j}}^{\mathrm{k}}(\Omega)$.
(i) $R(T)$ is dense in $F$.

Let $f \in H_{2}^{\prime}$ with $\langle f, T u\rangle=0$ for all $u \in D_{T} \subset H_{1}$, hence $f \in D_{T^{*}}$ and $\left\langle T^{*} f, u\right\rangle=0$. Since $D_{T}$ is dense in $H_{1}$, we get $T^{*} f=0$. There are $k$ and $f_{k} \in D_{T_{k}}^{*}$ with $f=\pi_{k}^{2 *} f_{k}^{T}$ and $T_{k}^{*} f_{k}=0$. Now let $g \in F$, then $\pi_{k}^{2} g \in F_{k}$. According to [30, th. 4.4.2] (lemma 6.1) $\pi_{k}^{2} g=T_{k} u_{k}$ for some $u_{k} \in D_{T_{k}}$. So we have

$$
\langle f, g\rangle=\left\langle\pi_{k}^{2 *_{f_{k}}}, g\right\rangle=\left\langle f_{k}, \pi_{k}^{2} g\right\rangle=\left\langle f_{k}, T_{k} u_{k}\right\rangle=\left\langle T_{k}^{*} f_{k}, u_{k}\right\rangle=0 .
$$

This implies that $R(T)$ is dense in $F$.
(ii) $R(T)$ is closed in $H_{2}$.

The spaces $H_{1}$ and $H_{2}$ are reflexive Frechet spaces, namely they are FS*spaces see [40]. Therefore, by lemma 7.1 it is sufficient to show that $R\left(T^{*}\right)$ is weakly ${ }^{*}$ closed in $H_{1}^{\prime}$. According to the theorem of Banach-Dieudonné [65, th. 37.1$],[45, \S 21,10(5)]$ or $[61$, IV. 6.4 , where it is called the Krein-Šmulian theorem] it suffices to prove that $R\left(T^{*}\right) \cap B$ is weakly
closed in $H_{1}^{\prime}$ for every bounded, convex, weakly* closed subset $B$ of $H_{1}^{\prime}$. Bearing in mind that $H_{1}^{\prime}$ is a DFS*-space, hence reflexive so that the weak* and weak topologies on $H_{1}^{\prime}$ coincide, by $[40$, th. 6] there is a $k$ such that $B$ is weakly homeomorphic with a bounded, convex, weakly closed set in ( $\mathrm{H}_{1}^{\mathrm{k}}$ )'. Thus there is a bounded set $B_{k} \subset\left(H_{1}^{k}\right)$ ' with $\pi_{k}^{1 *} B_{k}=R\left(T^{*}\right) \cap B$, where $\pi_{k}^{1 *}$ is a weak homeomorphism. Since $B_{k}$ is convex its weak closure equals its strong closure in $\left(H_{1}^{k}\right)$ '. Thus we have to show that $B_{k}$ is closed in $\left(H_{1}^{k}\right)$ '.

Let $h^{m} \rightarrow h$ as $m \rightarrow \infty$ in $\left(H_{1}^{k}\right)$, with $h^{m} \in B_{k}$. Thus for each $m$ there is an $f^{m} \in D_{T} * \subset H_{2}^{\prime}$ with $\pi_{k}^{1 *} h^{m}=T^{*} f^{m}$. According to lemma 7.2 for each $m$ there is a $f_{k}^{m} \in D_{T_{k}}^{*} \quad c\left(H_{2}^{k}\right)^{\prime}$ with $T_{k}^{*} f_{k}^{m}=h^{m}$. Since by lemma $7.1 R\left(T_{k}^{*}\right)$ is closed in $\left(H_{1}^{k}\right)$ ', there is an $f_{k} \in D_{T}^{*}{ }_{k}^{*}$ with $T_{k}^{*} f_{k}=h$. Hence $\pi_{k}^{1 *} h \in R\left(T^{*}\right)$ and thus $B_{k}$ is closed in $\left(H_{1}{ }^{k}\right)$ '. This implies that $R\left(T^{*}\right) \cap B$ is weakly ${ }^{*}$ closed in $H_{1}^{\prime}$ for every bounded, convex, weakly* closed subset $B$ of $H_{1}^{\prime}$. Therefore $R(T)$ is closed in $H_{2}$.

REMARK. Unlike lemma 6.1 theorem 7.3 does not give uniform bounds. The only thing which can be said is that, in virtue of the open mapping theorem, $T$ is an open map, i.e.,

$$
T^{-1}: F \rightarrow H_{1} / \operatorname{Ker} T \quad \text { is continuous. }
$$

As is remarked after lemma 6.1 using theorem 7.3 instead of leamm 6.1 one could obtain a theorem $B$ with countably many bounds. However, there remains one difficulty. Since theorem 7.3 does not give uniform bounds, in the proof of lemma 6.2 formula (6.4) becomes

$$
\left\|\left(g^{\prime}\right)\right\|_{\mathrm{s}}^{\mathrm{p}, \mathrm{p}, 0}<\infty, \quad \mathrm{k}=1,2, \ldots
$$

only, and we cannot sum over $s$ for getting $\|g\|_{k, k}^{p, p, 0}<\infty, k=1,2, \ldots$. We solve this problem by a direct proof of the existence of $u \in \underset{k}{p r o j} \lim _{\infty}$ $C^{p}\left[U^{(\lambda)}, L_{q}, \phi_{1,0,0}^{k}\right]$ with $\bar{\partial} u=g$ for a given $\left.g \in \underset{k \rightarrow \infty}{\operatorname{proj}} \lim _{C} p^{[ } U^{(\lambda)^{k}}, Z_{q+1}, \phi^{k}\right]$. The proof is exactly that of theorem 7.3; we only have to take for $H_{2}^{k}$ the Hilbert space of cochains $c$ with norm $\left\|_{c}\right\|_{k, k}$ given by (4.37). In lemma 7.2, which is needed in this proof, $H_{2}^{k}$ should be the Hilbert space of cochains $c$ with norm $\|c\|_{k}$ given by (4.40). In both cases, the replacement of $\phi^{k}$ by $\phi_{1,0,0}^{k}$ yields the space $H_{1}^{k}$.

Thus if condition (7.3) holds, theorems 3.1, 4.11 and 4.12 could be derived for functions satisfying countably many bounds and we get the
strong version of the fundamental principle. The continuity of ( $\left.\rho^{L}\right)^{-1}$ in this case follows from the open mapping theorem, because we deal with Frechet spaces.

COROLLARY 7.4. Let $\Omega=\bigcup_{\mathrm{k}=1}^{\infty} \Omega_{\mathrm{k}}$ be a pseudoconvex domain satisfying (4.21) and (4.22) and let $\left\{\phi^{k}\right\}_{k=1}^{\infty}$ be a decreasing sequence of plurisubharmonic functions in $\Omega$ satisfying condition (7.3). Furthermore, for every k and $\mathrm{N} \geq 0$ let there be a $\mathrm{p} \geq \mathrm{k}$ and a $\mathrm{C}_{\mathrm{k}, \mathrm{N}} \geq 0$ with

$$
\phi_{N}^{p}(z) \leq \phi^{k}(z)+C_{k, N^{\prime}} \quad z \in \Omega_{k}
$$

Then for each $p \times q$-matrix P with polynomial entries and associated vector multiplicity variety $\vec{d}$ the map $\rho^{\mathrm{L}}$, defined by lemma 4.3,

is a topological isomorphism between linear spaces.

For the spaces in chapter II and III in condition (7.3) we may choose

$$
\psi^{k, p}(z)=\exp -z^{2}
$$

because $\Omega$ is bounded in the imaginary directions or $\Omega$ is a conic neighborhood in $\mathbb{C}^{n}$ of a real domain, and $\phi^{k}=-M(k\|x\|)$. Here $M$ satisfies (2.32) so that for some $K \geq 0$ and $\varepsilon>0$ we have

$$
-\varepsilon\|x\| \leq-\left\{\phi^{k}(z)-\phi^{p}(z)\right\}+K .
$$

Moreover, lemma 5.2 shows how the difficulty that $-M(\|x\|)$ is not plurisubharmonic can be overcome. For example, the A-apaces in (3.51) or (3.56) satisfy the conditions of corollary 7.4, because for $\sigma$ we can even find a convex function.

In chapter II the domains $\dot{\Omega}$ were bounded in the imaginary directions, so that any holomorphic function $g_{p, m}$ satisfying (2.11) is such that $\log g_{p, m}$ is holomorphic in $\Omega$. In lemma's 2.3.i and 2.3.ii we have used the following
corollary, which solves the problem discussed at the beginning of this chapter.

COROLLARY 7.5. Let $\Omega=\bigcup_{k} \bigcup_{1}^{\infty} \Omega_{k}$ be a pseudoconvex domain satisfying (4.22) and let $\left\{\phi^{k}\right\}_{k=1}^{\infty}$ be a decreasing sequence of plurisubharmonic functions in $\Omega$ satisfying condition (7.3). Let moreover $\Omega^{1}$ and $\Omega^{2}$ be pseudoconvex open sets with $\Omega=\Omega^{1} \cup \Omega^{2}$ such that for some positive $\varepsilon$ with $\varepsilon<1$ and for each $z \in \Omega^{1} \cap \Omega^{2}$ there is a $z^{\prime} \in \Omega^{1} \cap \Omega^{2}$ with $\left\|_{z-z}\right\|^{\prime}<\varepsilon\left(z^{\prime}\right) \xlongequal{\text { def }} \varepsilon \min \left\{1, d\left(z^{\prime}, \Omega^{c}\right)\right\}$ and with

$$
\begin{equation*}
\left\|z^{\prime}-w\right\|<\varepsilon\left(z^{\prime}\right) \Rightarrow w \in \Omega^{1} \cap \Omega^{2} . \tag{7.4}
\end{equation*}
$$

Then for every holomorphic function $f \in \underset{k}{\operatorname{proj}} \lim _{\mathrm{k}} \mathrm{H}\left(\Omega^{1} \cap \Omega^{2} \cap \Omega_{\mathrm{k}} ; \phi^{\mathrm{k}}\right.$ ) there are holomorphic functions $f_{j} \in \underset{k}{\operatorname{proj}} \lim _{\mathrm{k}} \mathrm{H}\left(\Omega_{\mathrm{j}} \mathrm{n}_{\Omega_{k}} ; \phi_{1,1,0}^{\mathrm{k}}\right)$ for $\mathrm{j}=1,2$ with $f(z)=f_{2}(z)-f_{1}(z)$ for $z \in \Omega^{1} \rightarrow \Omega^{2}$, where

$$
\phi_{1,1,0}^{k}(z) \stackrel{\text { def }}{=} \phi^{k}(z)+\log \left(1+\|z\|^{2}\right)+\log \left(1+d\left(z_{1} \Omega^{c}\right)^{-1}\right)
$$

PROOF. The proof will be that of lemma 6.2. Let for $j=1,2$

$$
u_{j} \stackrel{\text { def }}{ }\left\{U_{S}^{j} \mid U_{S}^{j} \stackrel{\text { def }}{=} U_{S} \cap \Omega^{j}, U_{S} \in U^{(\lambda)}\right\}
$$

for some $\lambda$ and let $U \stackrel{\text { def }}{=} U_{1} \cup U_{2}$ be a covering of $\Omega$, where $U^{(\lambda)}$ is the covering constructed in section VI.1. Due to (7.4) for $\lambda$ sufficiently large there is an embedding $\tau$ of $U^{(\lambda)}$ into $U$ given by $\tau U_{S}=U_{S}^{1}$ if $U_{S} \subset \Omega^{1}$ and $\tau U_{S}=U_{S}^{2}$ for the remaining $U_{S} \in U^{(\lambda)}$. Hence the partition of unity subordinate to the covering $U^{(\lambda)}$, constructed in the proof of lemma 6.2 , induces a partition of unity subordinate to the covering $U$ of $\Omega$. We let $c$ be the 1 cocykel defined by $c=0$ on every set $U_{S}^{j} \cap U_{t}^{j}$ for $j=1,2$ and $c=f$ on every set $U_{s}^{1} \cap U_{t}^{2}$ for all $s, t \in I_{\lambda}$. In the proof of lemma 6.2 with $p=1$ and with $U$ as the covering of $\Omega$, we take the above given partition of unity and we apply theorem 7.3 instead of lemma 6.1. So we find a 0 -cochain $c^{\prime}$ satisfying good bounds (note that for $p=1$ property (4.21) is not necessary) with $\delta c^{\prime}=c . T h i s$ means that on $U_{s}^{j} \cap U_{t}^{j}$ we have $c^{\prime}\left(U_{s}^{j}\right)=c^{\prime}\left(U_{t}^{j}\right)$ for $j=1,2$ so that $c^{\prime}$ determines two holomorphic functions $f_{j}$ in $\Omega_{j}, j=1,2$, with $f_{2}-f_{1}=$ $=c^{\prime}\left(U_{t}^{2}\right)-c^{\prime}\left(U_{s}^{1}\right)=f$ on $U_{s}^{1} \cap U_{t}^{2}$ for all $s, t \in I_{\lambda}$. Hence $f_{2}-f_{1}=f$ in $\Omega^{1} \cap \Omega^{\frac{1}{2}}$
and the bounds of $c^{\prime}$ imply that $f\left(\underset{j}{\operatorname{proj}} \lim _{\mathrm{j}} \mathrm{H}\left(\Omega^{j} \cap \Omega_{k} ; \phi^{k}\right)\right.$ for $j=1,2$. $\square$
This corollary concludes all the promised proofs of the assertions in chapter II.
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[^0]:    1) For some fields this would be desirable, but unfortunately a strictly localizable field (as defined by more axioms than the above) is, in general, not positive, see [18].
[^1]:    1) Actually, here we have the restriction of a distribution (hyperfunction) to an analytic curve defined by the restriction of its defining function, here $G$, see $[31$, lemina 2.1 p. 50].
[^2]:    1) Indeed, if the support is a convex cone it is easy to see that the fact, that a distribution is the sum of derivatives of measures on the cone, implies that it is also the derivative of a continuous function with support in the cone. The particularity lies in the fact that it only applies to some particular, unbounded sets and not to general, regular sets.
    2) 

    On the other hand, with the aid of this lemma it can be shown that indeed the restriction map from $C_{M}^{\infty}(L)$ into $C_{M}^{\infty}(K)$ is surjective in both cases (M) and \{M\}, if $K c i n t ~ L i s ~ c l o s e d ~ a n d ~ s a t i s f i e s ~ s o m e ~ c o n d i t i o n s, ~ n o t ~ a s ~ g e n e r a l ~$ as regular, but more general than convex.

[^3]:    1) If we do not assume that problem 3.1 has been solved, it still might happen that I is surjective without its injectivity being established and this is actually the case here. Indeed, in section III. 1 we have shown that for any $f \in \underset{k}{\operatorname{proj}} \lim _{\alpha}\left(H_{\alpha}^{k} \mid V_{\alpha}^{k}\right)$ there is a $\mu \in A_{\alpha}^{\prime}$ with $F(\mu)=J f$, where $F$ is given by (3.7). But if we apply the maps $F$ and $I$ in (3.30) successively, we get $f=I \bullet F \mu \in R(I)$. Hence $I$ is surjective. This means that for any sequence $\left\{\tilde{F}^{k}\right\}$ with $\tilde{F}^{k} \in H_{\alpha}^{k}$ and $\tilde{F}^{p}-\tilde{F}^{k}=0$ on $V_{\alpha}^{k}$ for all $k$ and $p \geq k$, there exists another sequence $\left\{\mathrm{F}^{\mathrm{k}}\right\}$ with $\mathrm{F}^{\mathrm{k}} \in \mathrm{H}_{\alpha}^{\mathrm{k}}$ satisfying (3.29) and with $\mathrm{F}^{\mathrm{k}}-\widetilde{\mathrm{F}}^{\mathrm{k}}=0$ on $V_{\alpha}^{k}$. However, here we are not interested in the surjectivity of $I, i . e .$, in the above solved statement, but in the injectivity of $I$, i.e., in problem 3.1.
[^4]:    1) This example leads to a family of majorants with non-trivial cohomology which seems to fit a similar condition to that discussed in [56, p. 121] for the case where the bounds must be satisfied only separately.
