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PREFACE 

There exist four standard text-books on Riesz spaces, viz., the books 
written by Fremlin, Luxemburg-Zaanen, Schaefer and Vulikh. (They are the 
items [6],[10],[12] and [15] in our bibliography). In each one of them, 
several aspects of the theory are chosen and treated in considerable detail, 
the results being somewhat discouraging to the beginner. Fremlin and 
Schaefer deal mainly with specialised subjects (topological Riesz spaces 
and operator theory, respectively), while the other two books are encyclo­
pedic in character, containing details and generalisations that are of in­
terest to the expert but not to the amateur. 

In the present work, which reflects a course given in 1975 at the 
Catholic University at Nijmegen, we address ourselves to the beginners. We 
want to give them an idea of what Riesz spaces are and how they occur "in 
nature". 

Trying to steer a course between the Scylla of specialisation and the 
Charybdis of generality we have come to a compromise that seems to be very 
reasonable. The book consists of three parts. The first (Chapters I, II 
and III) is an introduction to the basic concepts of Riesz spaces, ideals, 
bands and conjugate spaces. Secondly, Ch.apter IV contains various repre­
sentation theorems, entailing digressions on Riesz spaces of continuous 
functions. There are also some applications to Riesz spaces and to other 
fields of Functional Analysis. (The feed-back to Riesz space theory is 
sadly missing in [10] and [15]). In the third part (Chapter V) we consider 
normed Riesz spaces consisting of functions on a measure space, such as 
Orlicz spaces. (For other topological Riesz spaces, see [6],[15]). 

In accordance with our intention of not writing an encyclopedia but 
only preparing the reader for further study we have kept our bibliography 
as short as possible. Our book essentially does not contain new results: 
practically everything in it can be found in one of the four books we have 
mentioned. There seemed to be no point in giving all the references. The 
interested reader will find everything he wants in the extensive biblio­
graphies of [10] and [12]. 





I NTROVUCTI ON 

The reader is assumed to be familiar with the notions of a partially 
ordered set and a lattice. (We view lattices as special cases of ordered 
sets). Furthermore, we presuppose some knowledge of topology and functional 
analysis. To give an idea of the extent of this knowledge we present a short 
list of terms and theorems which we shall use without definition or proof. 

From topology: Hausdorff space, compactness, the Urysohn Lemma. 
From Banach space theory: the Hahn-Banach Theorem, Alaoglu's Theorem, 

inner product space, Schwarz' Inequality. 
From integration theory: a-finite measure, LP-space (at least for 

p=l,2,oo), Holder's inequality. 
We assume the Axiom of Choice. 

Among the theorems we prove with the aid of Riesz space theory are the 
Riesz Representation Theorem, The Spectral Theorem for Hermitian operators 
in a real Hilbert space, the reflexivity of L -spaces (l<p<oo). 

p 

In several sections blanket assumptions are made, such as "X is a 
compact Hausdorff space" or "(x,r,µ) is a a-finite measure space". We have 
tried to indicate .these assumptions very distinctly. With two exceptions 
(pages 7 and 89) each assumption is dropped at the end of the section in 

which it is made, 

Within each section the definitions, theorems and corollaries are num­
bered consecutively. There are also a considerable number of examples and 
exercises (called A,B,C, ••• ). Some of these are meant to illustrate the 
preceding theory, others are essential parts of the theory itself and will 
be referred to in the sequel. 

A few standard notations if A and B are subsets of a set x, we 
put 

Ac= {xEX xiA}, 

A\B AnBc, 

Ai\.B (A \B) U (B\A), 

XA is the characteristic function of A. 

Instead of Xx (which is the constant function on X Whose value is 1) 

we often write 1. 





CHAPTER I. RIESZ SPACES 





In this chapter we present a survey of several definitions. Further­

more, a variety of elementary properties of Riesz spaces will be derived. 

1. PRELIMINARIES 

Partial orderings will always be denoted as ~(~).Furthermore, x<y 

will mean xsy and x~y (> is defined similarly). If X is a lattice 

with respect to ~, then the greatest lower bound (infimum) of the subset 

{x1 ,x2 } of X will be denoted by inf(x1 ,x2 ) or by x 1Ax 2 , and the least 

upper bound of the subset {x1 ,x2 } of X by sup(x1 ,x2 ) or by .x 1vx2 • 

1.1. DEFINITION. A lattice X is said to be a Boolean algebra if 

(i) X is a distributive lattice, i.e., XA(y1Vy2)=(xAy1)V(xAy2) for 

all x,y1,Y2EX, 

(ii) X has a infimum 0 and a supremum 1, 

(iii) any XEX has a complement x' in X , i.e., for any XEX there 

exists an element x'EX such that xAx'=0, xVx'=1. 
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1,A. Exercise. (i) Show that in a lattice X we have distributivity if and 

only if xV(y1Ay2 )=(xvy1)A(xvy2 ) for all x,y1 ,y2EX. 

(ii) Show that in a Boolean algebra X every XEX has a unique comple-

ment x'. 

(iii) Show that in a Boolean algebra X we have (xAy)'=x'Vy' for all 

x,yEX. 

1.B. Example. Let S be a point set and let X be a nonempty collection 

of subsets of s such that A,BEX implies AuB, AnB, AcEX. If X is part­

ially ordered by inclusion, then X is a Boolean algebra. (Thus P(S) , the 



6 

collection of all subsets of S, is a Boolean algebra). 

Remark. It can be shown that any Boolean algebra can be represented in the 

above manner. 

1.2. DEFINITION. (i) A real linear space L is called an ordered vector 

space, if L is partially ordered in such a manner that the partial order­

ing is compatible with the algebraic structure, i.e., if f,gEL, then f~g 

implies f+h~g+h for all hEL, and f~0 implies af~0 for all aER, a~0. 

(ii) A real linear space L is called a Riesz space if L is partially 

ordered in such a manner that 

(a) L is a lattice, 

(b) L is an ordered vector space. 

We present several examples of Riesz spaces. It is left to the reader to 

prove that all presented examples are indeed Riesz spaces. Also, some ter­

minology and some notations will be standarised. 

1.c. The Cartesian space Rn, the partial ordering being coordinatewise,is 

a Riesz space. 

1.D. The Cartesian space R2 , partially ordered by (x1 ,x2)~(y1,y2) if 

or if and is a Riesz space. This space is called the 

lexicographically ordered plane. 

1.E. Let (X,r) be a measurable space, i.e., let X be a point set and r 

a a-algebra of subsets of X. Define M to be the collection of all real­

valued r-measurable functions on X and define f~g for f,gEM if 

f(x)~g(x) for all XEX, Then M is a Riesz space. 

1.F. Let .(x,r,µ) be a measure space and let M be as above. The functions 

f,gEM are said to be equivalent (f--g) whenever f=g µ-almost everywhere on 
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x. Next, let M be the real linear space consisting of all equivalence 

classes of functions in M (with respect to~). Elements in M will be de­

noted by [f], [g], •••• Define [f]S[g] whenever fSg µ-almost every-

where on X. Then M is a Riesz space. 

1.G. Let (X,T) be a topological space and let C(X) be the collection of 

all continuous real-valued functions on X. Define fSg (in C(X) ) when­

ever f(x)Sg(x) for every XEX. Then C(X) is a Riesz space. 

1.H. Let (X,r) be a measurable space and let B be the collection of all 

finitely additive bounded measures on r, i.e., the collection of all real­

valued functions µ on r such that 

{i) µ(A 1uA2)=µ(A 1)+µ(A2 ) if A1nA2=¢, 

(ii) there exists a constant K such that lµ(A) !SK for all AEI'. 

Define µ1sµ 2 (in B) whenever µ1 (A)Sµ 2 (A) for all AEI'. Then B is a 

Riesz space. (Hint: to show that B is a lattice prove that 

(µ 1vµ 2) (A)=sup {µl (B)+µ 2 {A\B): BcA, BEI'} 

for all AEf). 

Remark. We note that in examples 1.E, 1.F and 1.G the formula f>O means 

f~O for all XEX and f~O. However, there may exist many points XEX such 

that f(x)=O. Thus f does not have to be strictly positive. 

The reader will now be convinced that Riesz spaces occur in a natural way 

in many places in analysis. 

FROM NOW ON L WILL ALWAYS DENOTE A RIESZ SPACE. 

When studying Riesz spaces, it will turn out that most of the important 

results can be presented in terms of elements greater than 0. Therefore, we 
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introduce 

1.3.DEFINITION. The collection of all UEL satisfying u~O is called the 

positive cone of L. Elements in the positive cone are called positive e­

lements. Notation 

Furthermore, for arbitrary fEL, we define 

In the sequel we shall often use without reference ~ne of the following 

rules. 

1.4. THEOREM. Let f,g,hEL and u,V,WEL+ 

(i) f=O if and only if f,-fEL+. 

(ii) (f+h)V(g+h)=(fVg)+h (f+h)A(g+h)=(fAg)+h. 

(iii) (af)V(ag)=a(fvg) for all + 
a E IR • Similar rules hold for the in-

fimum of f and g and for negative real a. 

(iv) ((fVg)Vh)=(fV(gVh)). (Consequently, any finite subset of L has 

a supremum, and similarly also an infimum). 

(vi) - + 
-f $f$f ; lfl=O if and only if f=O. 

(vii) fVg+fAg=f+g; fVg-fAg=lf-gl. 

(viii) 2(lflvlgl)=if+gl+lf-gj; 2(lf1Algl)=I lf+gl-lf-gl I. (Therefore, 

lfiAlgl=O if and only if lf+gl=lf-gj). 

(xi) (uAw)+(vAw)-w $ (u+v)Aw $ (uAw)+(vAw) $ (uAv)+w; 

uvv $ (uvw) +.(vvw}-w $ (u+v) vw $ (uvw) + (vvw) , 



if vAw=O, then (u+v)Aw = uAw, 

±f uAv=O, then (u+v)Aw = (uAw)+(vAw). 

We give some of the proofs, leaving the rest as exercise to the reader. 

(ii) Note that f+h$fVg+h and that g+h$fVg+h, so 

(f+h)V(g+h)$fVg+h. 
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To obtain the converse inequality, let kEL be such that f+h$k and 

g+h$k. Then f$k-h and g$k-h, so fVg$k-h or k~fvg+h which is the de-

sired result. 

(vii) Since + fVg=(f-g)vO+g=(f-g) +g and since 

+ -fAg=f+OA(g-f)=f-(f-g) =-(f-g) +g, 

we have fvg+fAg=f+g and fvg-fAg=lf-gl. 

(viii) By (vii) we have 2(fVg)=f+g+lf-gl , so 

2(lflVlgl)=2(fV(-f)VgV(-g))=(2(fV(-g)))V(2(gV(-f)))= 

(f-g+ I f+gl l v (g-f+ I f+g I>= (f-g) v (g-f)+ I f+g I= I f-g I+ I f+g 1. 

Next, write p=½(f+g) and q=½(f-g) , so f=p+q and g=p-q. Using (vii) 

and the above formula we obtain 

2(lf!Algl)=2lfl+2lgf-2(lf!Vlgl)=2lfl+2lgl-lf+gl-lf-gl= 

2 lp+q 1+2 lp-q 1-2 Ip 1-2 lq 1=4 ( Ip Iv lq l}-2 IP 1-2 lq I= 

2 ( lpl+ lql+ I lpl-lql I l-2 lpl-2 lqi=2 I IP 1- lql I= 

I I 2p I - I 2q I I= I I f+g I- I f-g I I • 

1.5. THEOREM. Let D be a nonempty subset of L and assume that f 0=sup D 

exists. If gEL, then f 0Ag=sup {fAg: fED}. Similarly, if f 1=inf D exists, 

then f1Vg=inf {fvg: fED} for all gEL. 

Proof. Note that f 0~f for all fED, so f 0Ag~fAg for all fED. Hence, 

f 0Ag is an upper bound of {fAg: fED}. Next, let mEL be any upper bound 
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of {fAg: fED}. Then m ~ fAg f+g-(fVg) ~ f+g-(f0vg) for all fED, so 

for all fED, Whence 

m-g+(f0Vg) ~ f 0 • 

Equivalently, m ~ f 0+g-(f0Vg) = f 0Ag. Thus f 0Ag is the least upper bound 

of {fAg: fED}. 

The second statement is proved similarly. 

The following statement is now an immediate consequence. 

1.6. COROLLARY. Any Riesz space is a distributive lattice. 

+ 
1.7. THEOREM. (Riesz decomposition property). Let u,z 1 ,z2EL be such that 

u ~ z 1+z2 • Then there exist 

and O ~ u2 ~ z 2 • 

satisfying u = u 1+u2 , 0 ~ u1 ~ z 1 

Proof. Define u 1 = uAz 1 and u2 = u-u1• Obviously we have O ~ u 1 ~ z 1 

and u it is clear that 

It will turn out that the preceding theorem plays an important role in the 

investigation of the order dual of a Riesz space (chapter 2). To show that 

not only Riesz spaces have the Riesz decomposition property we present the 

following exercise. 

1.I. Exercise. Let c1 ([0,1]) denote the real vector space consisting of 

the real-valued continuously differentiable functions on the closed inter-

val [0,1]. Set f ~ g for f,gEC 1 ([0,1]) if f(x) ~ g(x) for all x. 
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(i) Show that c 1 ([0,1]) is an ordered vector space but not a Riesz 

space. 

(ii) Show that c 1 ([0,1]) has the Riesz decomposition property. Hint: 

if f,g1 ,g2Ec1 ([0,1]) are such that g1 ,g2 z O and O ~ f ~ g 1+g2 , then 

show that the functions fi (i=l,2) defined by 

f. (x) 
l. 

g. (x) f (x) 
l. 

satisfy the stated conditions. 

2. RIESZ SUBSPACES AND RIESZ HOMOMORPHISMS 

f. (x) 
l. 

0 otherwise 

In linear analysis an important role is played by linear subspaces of 

a linear space. It will be clear that in our investigations those linear 

subspaces of L are important which are Riesz spaces in their own right. 

The following definition distinguishes between three types of such subspaces. 

2.1. DEFINITION. (i) A linear subspace V of L is called a Riesz sub­

space if f,gEV implies fVgEV (and hence also fAgEV by l.4(vii)). 

(ii) A linear subspace A of L is called an order ideal (or ideal) if 

fEA, gEL and lgl ~ lfl implies gEA. 

(iii) An ideal B of L is called a band if it follows from DcB, D~¢ 

and f 0 = sup D existing in L that f 0EB. 

It is obvious that a band is an ideal and that an ideal is a Riesz subspace. 

However the converses of these statements do not hold as we shall see in 

example 2.B. First we observe that Riesz subspaces (and hence also ideals 

and bands) are Riesz spaces in their own right, so that it makes sense to 

talk about the positive cone of a Riesz subspace (ideal, band). 
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2.A. Exercise. (i) Let A be a Riesz subspace of L. Show that A is an 

ideal if and only if it follows from 
+ 

fEA, 
+ 

gEL and g :<::: f that + gEA. 

(ii) Let B be an ideal of L. Show that B is a band if and only if 

it follows from 
+ 

DCB' and fO = sup D existing in 

2.B. Examples. Let L be the Riesz space C([0,1]) (see 1.G). 

that 

(i) Let V be the linear subspace of L consisting of all constant 

functions on [0,1]. Then V is a Riesz subspace but not an ideal of L. 

(ii) Let A be the linear subspace of L consisting of all functions 

f satisfying f(½) = 0. Then A is an ideal but not a band of L. To show 

that A is not a band observe that the functions fn' defined by 

are 

in 

f (x) 
n 

1 for xdO .!. - .!.Ju[.!.+.!. 1]· 
'2 n 2 n ' ' 

-nx+½n for 

f (x) = nx-½n 
n 

for (n+2,3, •••• ) 

all members of A. Furthermore, if fo(x) = 1 for all 

fo = sup {f 
n 

: n=2, 3, •••• } 

the partial ordering of L and f 0/.A. Thus A is not 

(iii) Let B be the linear subspace of L consisting 

fying f = 0 on [O,½]. Then B is a band in L. 

x, then 

a band. 

of all f satis-

(iv) Let V be the linear subspace of L consisting of all polynomials 

on [0,1]. Then V is not even a Riesz subspace of L. However, V is an 

ordered linear space and V has the Riesz decomposition property (see 1.7). 

(v) Let V be the linear subspace of L consisting of all polynomials 

on [0,1] of degree less or equal than one. Then V is not a Riesz sub­

space of L. However, V considered in its own right is an ordered vector 

space, and, with this partial ordering V is even a Riesz space. 

We leave the simple verifications of the above statements to the reader. 
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2.2. THEOREM. (i) {0} and .L are bands in L. 

(ii) Intersections of Riesz subspaces (ideals, bands) are Riesz subspaces 

(ideals, bands) in L. (Thus, it makes sense to talk about the Riesz sub­

space (ideal, band) generated by a subset of L). 

(iii) Let Al and A2 be ideals in L. Then the algebraic sum Al+A2 

is an ideal in L. Moreover, if 
+ 

f€(A 1+A2) , then there exist 
+ 

f 1EAl and 

+ 
f 2EA2 such that f fl+f2. In particular, if Al nA2 = {O} and if 

+ 
fE (A1+A2) , then f f1+f2, 

+ f 1EA1 , + f 2EA2 . 

Proof. (i) and (ii) are obvious. 

(iii) Note that A1+A2 is a linear subspace of L. Next, let fEA 1+A2 , 

gEL be such that lgl s lfl. Then f = f 1+f2 , f 1EA1 , f 2EA2 • Hence, since 

g+ s lgl s lfl s lf1 1+1f2 I 

it follows from theorem 1. 7 that there exist g' , g" in L such that 

+ g = g'+g", 0 $ g' $ lf1 I, 0 S g" $ lf2 I.Now, as A1 and A2 are ideals 

it follows that g'EA1 , + g EA1+A2 . Similarly it follows that 

g EA1+A2• Thus A1+A2 is an ideal. 

+ Finally, let fE(A 1+A2 ) be given. Take g = f in the above proof 

and it follows that f = f 1+f2 , 

now obvious. 

+ f 2EA2 • The rest of the theorem is 

In the preceding theorem the reader will miss the statements that the al­

gebraic sum of two Riesz subspaces is a Riesz subspace, and that the alge­

braic sum of two bands is a band. However, this is not an omission since 

these statements are false in general. It is left to the reader to find a 

counterexample for the first statement, and we present a counterexample for 

the second one. Consider C([0,1]) as in example 2.B. Define the bands B1 

and in C([0,1] by 
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Bl {fEC([0,1]): f - 0 on [O,~]} 

B2 {fEC([0,1]): f - 0 on [~, 1]}. 

Then 

a1+B2 = {fEC([0,1]): f(~) = O}, 

which is not a band (although it is an ideal) according to 2.B (ii). 

In theorem 2.2 (ii) it was observed that it makes sense to talk about 

ideals and bands spanned by a subset of L. In the following exercises we 

give characterizations for two cases. 

2.C. Exercise. Let UEL+. The smallest ideal in L containing u is de-

noted by (u) and is called the principal ideal spanned by u. Show that 

(u) = {fEL: lfl :,; nu for some nEN}. 

2.D. Exercise. Let A be an ideal of L and denote by [A] the smallest 

band in L containing A. Show that 

[A]+= {fEL+: 

{fEL+: 

f 

f 

sup D 

sup {g: 

for some 

+ gEA, 

DcA} = 

g .:,_ f}}. 

In the remaining part of this section we shall study linear maps from 

a Riesz space L into a Riesz space M, and in connection with this, 

quotients of a Riesz space L relative to an ideal A. 

THEREFORE, LET FOR THE REST OF THIS SECTION M BE A RIESZ SPACE. 

It will be clear that only those linear maps from L into M are interest­

ing which preserve not only the addition and the scalar multiplication but 

also the order structure of L. To this end, we define the following 

2.3. DEFINITION. (i) A linear map ~:L + M is called positive (notation 



+ CM 

(ii) A linear map ¢: L + M is called a Riesz homomorphism if f,gEL+ 

and fAg = 0 implies ¢(f)/\¢(g) = 0. 
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2.4. THEOREM. Let ¢: L ➔ M be a linear map. Then the following statements 

are equivalent. 

(a) ¢ is a Riesz homomorphism. 

(b) ¢ (fVg) 

(c) ¢(fAg) 

¢(f)V¢(g) for all f,gEL. 

¢(f)/\¢(g) for all f,gEL. 

Proof. It is clear that (c) implies (a) and that (b) and (c) are equivalent 

(since f+g = fvg + fAg). To show that (a) implies (c), let ¢ be a Riesz 

homomorphism and let f,gEL be given. Setting h = fAg we have 

(f-h)A(g-h) O, 

so (¢(f)-¢(h))A(¢(g)-¢(h)) O. Equivalently, ¢(f)A¢(g) ¢(h) ¢(fAg). 

2.5. THEOREM. Let ¢: L + M be a Riesz homomorphism and let f,gEL be 

given. 

(i) f 2 g implies ¢(f) 2 ¢(g), so ¢ 2 0. 

(ii) ¢Cf+l = <¢<fl)+; ¢Cf->= <¢Cf)) ¢Clfll = l¢Cfll. 

(iii) If A¢= {fEL: ¢(f) = O}, then A¢ is an ideal in L. 

Proof. (i) Assume that f 2 g. Then f = fVg, so ¢(f) = ¢(f)V¢(g) 2 ¢(g). 

(ii) ¢(f+) = ¢(fv0) = ¢(f)v¢(0) = ¢(f)v0 = (¢(f))+. The rest follows 

similarly. 

(iii) It is clear that A¢ is a linear subspace of L. Furthermore, 

¢(If!)= 1¢(f) I for all fEL, so fEA¢ if and only if lflEA¢. Hence, 

if fEA¢' gEL and if lgl:;; lfl, then O:;; ¢(lgl):;; ¢(1fl) = O, so lgJEA¢. 
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Thus so is an ideal. 

From the preceding theorems we infer that Riesz homomorphisms preserve all 

relevant structures of L. Also, Riesz homomorphisms turn out to be positive. 

The reader will not find it hard to prove that a positive linear map from 

L into M is not necessarily a Riesz homomorphism (see also 2.E). 

2.6. DEFINITION. (i) A bijective Riesz homomorphism is called a Riesz iso-

morphism. 

(ii) The Riesz spaces L and M are called Riesz isomorphic (notation 

'I, 
L = M) if there exists a Riesz isomorphism ¢: L + M. 

It is obvious that if ¢: L + M is a Riesz isomorphism, then 
-1 ¢ : M + L 

is a Riesz isomorphism as well. 

2.7. THEOREM. Let ¢: L + M be a positive linear bijective map. Then ¢ 

is a Riesz isomorphism if and only if 
-1 

¢ is positive. 

Proof. (i) If ¢ is a Riesz isomorphism then 

-1 

-1 
¢ is a Riesz isomorphism, 

so ¢ ;;: o. 

(ii) Assume that 
-1 

¢ ;;: 0. Let f,gEL be given. Since fvg;;: f 

fVg;;: g it follows that ¢(fvg) ;;: ¢(fl and ¢(fvg) ;;: ¢(g). Hence 

¢ {fVg) ;;: ¢ (f) V¢ (g) • 

and 

Using 
-1 

¢ ;;: 0 and using ¢(f)V¢{g) ;;: ¢(fl, ¢(f)v¢(g) ;;: ¢(g), we obtain 

-1 
¢ (¢{f)V¢(g));;: fVg, 

so ¢(f)V¢(g) ;;: ¢(fVg) which shows that ¢ is a Riesz homomorphism and 

hence a Riesz isomorphism. 
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2.E. Exercise. Let L be the coordinatewise ordered plane and let M be 

the lexicographically ordered plane (1.C and 1.D). Show that there exists 

a positive bijective linear map from L onto M but that L and M are 

not Riesz isomorphic. 

Next, we consider factor_spaces. To this end, 

FOR THE REMAINING PART OF THIS SECTION LET A BE AN IDEAL OF L. 

Consider the factor space L/A. As usual elements of L/A will be denoted 

by [£], where f€L. Also, we shall frequently use the notation g€[f] mean­

ing g€L and [g] = [£] in L/A. We now give L/A the structure of a Riesz 

space. 

2.8. DEFINITION. Let [f],[g]€L/A. Then we·write [£] $ [g] whenever there 

exist elements £1€[f] and g1€[g] such that £1 $ g1• 

2.F. Exercise. Show that for [f],[g]€L/A the following statements are 

equivalent. 

(a) [£] $ [g]. 

(b) For all £1€[£] there exists a g1€[g] satisfying £1 $ g1• 

(c) For all £1€[£] and for all g1€[g] there exists a 4€A satisfy­

ing gl-£1 ~ 4· 

We shall show now that $ is a partial ordering on L/A. It is clear that 

[£] $ [£] for all [f]€L/A. To derive transitivity, let [£],[g],[h]€L/A 

be such that [£] $ [g] and [g] $ [h]. By 2.F there exist 41 ,42€A such 

that g-f ~ 4 1, h-g ~ 42• Hence h-f ~ 41+42, so [£] S [h]. Finally, let 

[f],[g]€L/A be such that [£] $ [g] and [g] $[£].Again by 2.F 

g-f ~ 41 , f-g ~ 42 
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for certain ql ,q2EA. This is equivalent to f-g s -ql' g-f s -q2. Letting 

q = (-ql)V(-q2) , we have qEA and lf-gl s q, so f-gEA. Thus [f] = [g]. 

Thus s is symmetric on L/A and therefore L/A is partially ordered by 

2.9. THEOREM. L/A endowed with the partial ordering s is a Riesz space. 

In particular, 

[f]V[g] [fVg] and [f]A[g] [fAg] 

for all f,gEL. 

Proof. It is easy to show that L/A is an ordered vector space with respect 

to s, so that part of the proof is left to the reader. It remains to show 

that L/A is a lattice. To this end, let [f],[g]EL/A be given. Then ob-

viously 

[fvg] ~ [f] and [fVg] ~ [g] 

so [fvg] is an upper bound of {[f],[g]}. Let [h]EL/A be any upper bound 

of {[f],[g]}. Then there exist q 1 ,q2EA such that h-f ~ q 1 and h-g ~ 

q 2 • Setting q = q 1Aq2 it follows that qEA and that 

h-f ~ q, h-g ~ q. 

Hence h ~ (f+q)V(g+q) = (fVg)+q. Equivalently h-(fVg) ~ q. Hence, by 2.F, 

[h] ~ [fVg] which implies [fVg] [f]V[g]. 

Using now f+g = (fVg)+(fAg) it is clear that [fAg] 

all f,gEL, which completes the proof. 

[f]A[g] holds for 

From the previous results it is now clear that the operator ¢: L ➔ L/A 

defined by ¢(fl= [f] for all fEL is a Riesz homomorphism with kernel 

A. Thus analogously to the theory of rings, we have shown that any ideal of 

L is the kernel of a Riesz homomorphism on L, and conversely (theorem 2.5 
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(iii)). It is clear as well, that if ¢: L ➔ M is a Riesz homomorphism 

with kernel (note that is a Riesz subspace 

of M). 

2.G. Example. Let (X,f,µ) be a measure space. Consider the Riesz space M 

defined in example 1.E. Next, define 

N = {fEM: f=0 µ-almost everywhere on X}. 

It is clear that N is an ideal in M. Thus M/N is a Riesz space in view 

of theorem 2.9. If M is the Riesz space defined in example 1.F, it is easy 

to see that M ~ M/N. 

Finally we present a useful extension lemma for linear operators. 

2.10. LEMMA. Let ¢: L+ ➔ M be such that ¢(u+v) = ¢(u)+¢(v) for all u,vE 

+ L+ and ¢(au)= a¢(u) for all aE R+ and all UEL. Then ¢ has a unique 

linear extension ~ to the whole of L. Moreover, if ¢(u) ~ 0 for all 

+ UEL, then ~ ~ o. 

Proof. For any fEL, define + -~(fl = ¢(f )-¢(f ). Then + on L and 

~ is linear. It remains to show that ~ is unique. To this end, assume 

that ~1 : L ➔ M is a linear operator such that ~l = ¢ 

fEL be given. Then 

Thus ~ is unique. The rest is obvious. 

3. DISJOINTNESS 

+ on L , and let 

Beside the concept of taking suprema and infima in L, there is an-
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other important concept. In fact, 

3.1. DEFINITION. Let f,gEL be given. Then f and g are said to be dis­

joint (notation f.Lg) whenever \f\A\g\ = 0. Furthermore, if D is any sub­

set of L, then the disjoint complement Dd of D is defined by 

Dd {fEL: f.Ld for all dED}. 

Two subsets D1 and D2 of L are said to be disjoint (D1.102 ) whenever 

d 1.1d2 for all d 1EDl and for all d2ED2 • 

3.2. LEMMA. (i) If f.Lg and \h\ $ \f\, then h.Lg. 

(ii) f.Lg, aER implies af.Lg. 

(iv) f.Lg if and only if 

+ -
(v) f H 

+ f .Lg and f .Lg. 

(vi) If o1,o2cL satisfy 01.102 , then o1no2c{O}. In particular f.Lf 

implies f = O. 

(vii) Let D be a subset of L such that f 0 

Then f.Lg for all fED implies f 0.Lg. 

Proof. (i) 0 s \h\A\g\ s \f\A\g\ = o. 

sup D exists in L. 

(ii) Let and b > 0 in R be given. Assume that u.Lv. Then 

buibv. Furthermore, note that f.Lg if and only if \f\.L\g\. Hence 

( lal+1l lf\.1( lal+ll lg\. 

From \af\ = \al \fl $ (lal+l) \f\ it follows that af.L(\a\+1) \g\, and from 

\g\ $ (\a\+1) \g\ it follows now that af.1g. 

(iii) 0 $ \fl+f2\A\g\ $ (\f1 \+\f2 \)A\g\ $ \f 1 \A\g\+\f2 \A\g\ = o. 

(iv) If+\ f+ \fl \f 
-

I = If I, so 
+ 

$ and f $ f.Lg implies f .Lg and 

f .Lg. Conversely, if f+.Lg and f .Lg, then 
+ -

If I .1g, (f +f ).Lg, so or f.Lg. 
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(v) Obvious. 

(vii) We have f+.Lg and f .Lg for all fED. By theorem 1.5 

f+ {f+: fED}; f- = inf{f - fED}, 
0 

sup 
0 

so f~Algl sup {f+Algl: fED} = 0 and 0 '., f~Algl '., f-Algl 0 for all 

fED. Thus + 
fo.1g and f;.Lg and hence fo.1g. 

3.3. THEOREM. Let D be a subset of L. Then 

(i) Dd is a band, 

(ii) 
dd d d DCD (=(D ) ) , 

(iii) Dd = Dddd, 

(iv) DdnDdd = {O}. 

Proof. (i) Immediate from lemma 3.2. 

(ii) Obvious. 

(iii) From (ii) it follows that 
d ddd 

Den • Furthermore, if n 1cn2 

then 
d d 

n 1~n2 • Hence, again by (ii), we have 
d ddd 

D ~D • 

(iv) It is clear that Dd.LDdd and that OEDdnDdd (by (i)). Thus 

d dd D nD = {O} 

by lemma 3.2 (vi). 

(in L) 

3.4. LEMMA. Let A and B be ideals in L. Then A.LB if and only if 

AnB = {O}. 

Proof. (i) If A.LB, then AnB {O} by lemma 3.2 (vi) and the fact that 

(ii) Assume that AnB 
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we note that if A and B are Riesz subspaces of L such that AnB = {0}, 

then we do not necessarily have AiB. The reader will not find it hard to 

give counterexamples. 

3.A. Example. Let (x,r,µ) be a measure space and let M be the Riesz 

space defined in example 1.F, with elements [f],[g], •••• , where f,g, .•• 

are elements of M (see 1.E and 2.G). Let f,gEM be such that [f]i[g] in 

M. Then 

[lflAlglJ = l[f]IAl[gJI = o, 

so lflAlglEN (see 2.G). This shows tha~ f(x) 0 for µ-almost every x 

in X for which g(x) ~ 0 and conversely. Thus, if AEf is any measurab­

le set and if we define 

then 

BA= {[f]EM: f = 0 µ-almost everywhere on Ac}, 

is a band in M and moreover, 

f = 0 µ-almost everywhere on A}= B 
Ac 

Hence, since it follows that B 
A 

is also a band in M. In sec-

tion 4 we shall see that, for a-finite measure µ, we can obtain every band 

in M in the above described way (example 4.I). 

4. ARCHIMEDEAN AND DEDEKIND COMPLETE RIESZ SPACES 

Although it follows from the previous sections that a Riesz space L 

has an extremely rich structure, far more can be proved if we require more 

about the partial ordering in L. Therefore, we introduce 



4.1. DEFINITION. A Riesz space L is called Archimedean if for all 

-1 
inf {n u: n=l,2, ••. } = O. 

+ 
UEL 
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4.2. DEFINITION. A Riesz space L is called Dedekind complete if every non-

empty subset of L that is bounded from above has a supremum. 

Before presenting examples, we derive some properties of Archimedean Riesz 

spaces and of Dedekind complete Riesz spaces. 

4.A. Exercise. Show that the following statements are equivalent. 

(a) L is Dedekind complete. 

(b) Every nonempty subset of L that is bounded from below has an in­

fimum. 

(c) Every nonempty subset of L+ that is bounded from above has a supremum. 

(d) Every nonempty subset D of L+ that is bounded from above and 

for which implies 

Next, as before, let L be a Riesz space. Let A be an ideal in L. 

Then Add is a band in L and obviously AcAdd_ Thus it is clear that 

Add {O} if and only if A= {O}.Now, assume that A~ {O}, so Add~ {O} 

and let UEAdd be given such that u > 0. Then there exists an element V 

in A such that O < v < u (so O ~ v ~ u and v ~ O, v ~ u). Indeed, 

note that 
d 

uiA, so there exists an element WEA such that uA lwl > O. 

Take v ~(uAlwl). Then VEA since A is an ideal and O < v = ~(uAlwll ~ 

~u < u. We are now ready to prove the following important theorem. 

4.3. THEOREM. The following statements are equivalent. 

(a) L is Archimedean. 
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(b) 
+ 

and u,ve:L 0 ~ nv ~ u for n=l ,2, •.. implies V = o. 

(c) If 
+ 

ve:L I V ;c o, then { nv: n=1,2, .• .} is not bounded from above. 

(d) A= Add for every band A in L. 

Proof. (i) It is routine to show that (a), (b) and (c) are equivalent. 

(ii) To derive (b) => (d), assume that L is Archimedean and let A be 

a band in L. We argue by contradiction, so assume that A ;r, Add Let 

be such that u > 0 and uiA, and consider the set Mu, defined by 

dd 
UEA 

M { ve:A: 0 < v < u} . 
u 

As shown above, Mu is not empty. Moreover, Mu is bounded from above by u. 

Now note that u cannot be the supremum of M 
u 

since M cA 
u 

and since A 

is a band (since u/A). Hence, there exists a w'EL such that w' is an 

upper bound of M and such that u 
u 

::;; w' does not hold. Letting w = u11w' 

it follows that is an upper bound of M and that 0 < w < u. So Add w WE 
u 

and u-w > o. By the same argument as before, there exists a zEA such that 

0 < z < u-w. Next, for all vEM we have (z+v) EA 
u 

and 

0 < z+v ~ z+w < u, 

so (z+v) E.Mu. In particular, since z EM it follows that 
u 

0 < nz < u holds 

for n=1,2, ••••• This contradicts (b), so A= Add. 

(iii) To show that (d) implies (a), assume that A Add for every band 

A in L 

such that 

and suppose that L is not Archimedean. Then there exist + u,vEL 

v ;ze O, 0 ~ nv :s.. u for n=1,2, •.•• Let (v) be the principal 

ideal generated by v (see 2.C) and consider the ideal A of L defined by 

A (v)+(v}d. 

(A is an ideal according to 2.2(iii) and 3.3(i)). Then 

Ad ((v)+(v)d)d c (v)dn(v)dd = {o}, 
d 

so A {O} and equivalently 
dd 

A = L. Next, let be the smallest 

band of L containing A (see 2.D). Then also [A]dd = L, so [A]= L by 
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assumption. Once more, define 

M {WEA: 0 < W < u}. 
u 

If and 

(theorem 2.2(iii)). Since (v) consists of all fEL satisfying lfl S nv 

for some nEN (2 .C) 1 we have wl S nv for some integer n. Hence 

w1+v $ (n+l)v $ u and (w 1 +v) E (v) • 

Also, we have wl $ w $ w2.1(w1+v), d 
u and w2E (v) . 

so w w1+w2 s u-v < u. This shows that w $ u-v 

that u-v is an upperbound of M. Recalling that 
u 

u 

Therefore 

for all WEM. It follows 
u 

uE[A]= L, we have 

in view of 2.D, so u S u-v. This contradicts v > 0, so L is Archimedean. 

4.4. THEOREM. Any Dedekind complete Riesz space is Archimedean. 

Proof, Let L be a Dedekind complete Riesz space, and let 
+ u,VEL be such 

that OS nu Sv for n=l,2, •••.• Then u0 = sup {nu: n=l,2, ••• } exists 

in 

so 

+ 
L • Now note that 

0 

2u0 = sup {2nu: n=l,2, ••• } u0 , 

and hence u = O. 

The following exercise shows that Dedekind completeness and the Archimedean 

property are inherited by suitable subspaces. 

4.B. Exercise. (i) Let L be Archimedean. Then any Riesz subspace of L 

is Archimedean. 

(ii) Let L be Dedekind complete. Then any ideal of L is Dedekind 

complete. 
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In section 1 we have presented several important Riesz spaces. We 

shall show now which of these examples are Archimedean and which are even 

Dedekind complete (the examples carry the same letter as in section 1). 

Examples. 

4.C. The Cartesian space Rn ordered coordinatewise is clearly Dedekind 

complete (since R is Dedekind complete) and hence also Archimedean. 

4.D. The lexicographically ordered plane 

fore not Dedekind complete. Indeed, if u 

0 ~ nv ~ u for all n. 

is not Archimedean and there-

(1,0) and v = (0,1), then 

4.E. Let (X,f) be a measurable space and consider the Riesz space M of 

example 1.E. It is clear that M is Archimedean. However, in general M 

is not Dedekind complete. Indeed, if there exists a subset Acx such that 

Aif, and if r contains all single points of X, then M is not Dedekind 

complete because the set D of M defined by 

is bounded from above in M by Xx• but D does not have a supremum in 

M. (XB denotes the characteristic function of the subset B of X). 

4.F. Let (X,f,µ) be a measure space, and consider the Riesz space M=M/N 

(see 1.F and 2.G). Again it is clear that M is Archimedean, but in the 

present case we can prove more. 

4.F.1. THEOREM. If µ is a-finite, then M is Dedekind complete. 

Proof. We divide the proof into three steps. 
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(a) Assume that µ(X) < 00. Let DcM+ be a nonempty subset such that D 

+ is bounded from above by VEM and assume that v is bounded (i.e., if we 

choose a function f in the class of v, then f is always essentially 

bounded and this means that 

inf {aER+: µ{xEX: lf(x) I > a} =O} < 00). 

To show that sup D exists in 
+ M, we may assume that D 

taking suprema of finite subsets (see 4.A). Now note that 

0 ~Judµ~ fv dµ < 00 

is closed under 

holds for all uED (integration of an equivalence class means integration 

of one of its members). Letting 

p = sup {Judµ: UED} 

it follows that P < 00. Furthermore, there exists a sequence u 1 ,u2 , ..•• 

in D such that u 1 ~ u2 ~ •••• 

in each class u and define 
n 

and fundµ+ P. Next, pick a function f 
n 

for all XEX. After that, define u 0 to be the member of M generated by 

f 0€M. (note that u 0 does not depend on the special choice of the functions 

f ). It is clear that 
n 

p for all UED. 

Finally, it is routine to show that u 0 = sup D. 

(b) Assume that µ(X) < 00. Let DcM+ be a nonempty subset such that D 

is bounded from above by VEM+. Define for all UED and for all nEN 

u 
n 

D = {u: UED} 
n n 

where is the class of nxx• From (a) it follows that each D 
n 

has 

a supremum vn (n=1,2, ••• ). Letting u = sup {v: 
0 n 

n=1,2, ••• } it is clear 

that u0 = sup D (using the fact that V 
n 

~ v for all n). 

(c) The general case. Let again 

ed from above by + V€M. Let 

+ DCM be a nonempty subset that is bound-

µ(X) < 00 for all 
n 

n, and define 
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D = {uxx : UED}. 
n 

n 
M+ Then u sup D exists in for all n by (b). Letting u = sup {u : 

n n 0 n 

n=l,2, •.. } it is clear that uo = sup D which proves that M is Dedekind 

complete. 

Remark. Note that we have proved something more than the Dedekind complete­

ness of M. Indeed, we have shown that if + DcM is a nonempty subset that 

is bounded from above, then D contains a countable subset D1 such that 

sup D1 = sup D exists in + M. Riesz spaces having the property stated above 

are sometimes called super-Dedekind complete Riesz spaces. 

4.G. Let (X,T) be a topological space and consider the Riesz space C(X). 

It is clear that C(X) is Archimedean. However C(X) is not necessarily 

Dedekind complete. For instance the Riesz space C([0,1]) is not Dedekind 

complete. Indeed, for n=2,3, ...• , define f EC ( [O, 1]) 
n 

f (x) 0 if 0 $ X $ ½; f (x) = nx-½n if ½ $ 
n n 

f (x) 1 if ½+n 
-1 

$ X $ 1. 
n 

by 

$ ½+n 
-1 

X ; 

Then DCC ( [O, 1 ]) defined by D = {f 
n 

n=2,3 I•••} is bounded from above 

but D does not have a supremum in C([0,1]). 

In section 12 we shall return to the question for which topological 

spaces (X,T) the space C(X) is Dedekind complete. 

4.H. Let (x,r) be a measurable space and let B the Riesz space consist­

ing of all finitely additive bounded measures on r. Then B is Dedekind 

complete. Since the proof of this statement is similar to the proof of 

theorem 5.6, we shall omit the proof here. 

As noted in section 2 after theorem 2.2 the algebraic sum of two dis-
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joint bands of L is not necessarily a band. This situation improves if we 

assume L to be Dedekind complete. In fact, it follows from the next theo­

rem that in a Dedekind complete Riesz space any band is a so-called projec­

tion band, i.e., if B is a band in a Dedekind complete Riesz space L, 

then L = B+Bd, so there exists a positive projection P: L + B. 

4.5. THEOREM. Let L be Dedekind complete. 

(i) If Al ,A2 are bands in L such that Al.LA2, then Al+A2 is a band. 

(ii) L = B+Bd for any band B in L. 

Proof. (i) According to theorem 2.2(iii) AtA2 is an ideal. Now, let D 

be a nonempty subset of (Al+A2) 
+ 

such that fo = sup D exists in L 
+ 

For all fED f certain determined + we have = fl+f2 for uniquely fl EAl, 

+ 
f 2EA2 • Furthermore, 0 :,; f. :,; 

J. 

f' = sup {f1 : fED} 

f :,; 

and 

fo (i=l,2) for 

f" = sup {f: 
2 

all fED, so 

fED} 

exist in L+ since L is Dedekind complete. Since A1 and A2 are bands, 

we have f' EA; and f" E~;. Now note that 

f'+f" 

and since is an ideal. This shows 

that A1+A2 is a band. 

(ii) Let BCL be a band. Then by the above B+Bd is a band. Since 

(B+Bd)d c BdnBdd = {0} 

it follows that (B+Bd)d {0}. Hence by the theorems 4.3 and 4.4, 

As an application of the preceding theorem we shall compute all bands in the 

Riesz space M, defined in example 1.F. 
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4.I. Example. Let (X,f,µ) be a a-finite measure space and let M be the 

Riesz space defined in 1.F (see also 2.G, 3.A and 4.F). In 3.A we have 

shown that if AEf, then BA, defined by 

B = {[f]EM: fEM, f=O µ-almost everywhere on Ac} 
A 

is a band in M. We shall show now that each band in M can be obtained 

in this way. To this end, let B be a band in M. Since M is Dedekind 

complete (4.F.1) we have M B+Bd (theorem 4.S(ii)). In particular, if 

e = [xx]EM+, then e has a unique decomposition e = e 1+e2 , where e 1EB, 

d 
e 2 EB ( and e 1~e2 ). Hence, Xx has a decomposition Xx= f 1+f2 forcer-

tain f 1 ,f2EM+ satisfying [f1] = e 1 , [f2 J = e 2 . Since e 1~e 2 it follows 

that 

so there exists a set AEf such that f 1 

where on X, so 

el = [xAJ, e2 = [xAcJ 

for this set A. We shall show now that 

+ 

B 

Since fAe 2 = 0 it follows that fEB 
A' so 

d 

XA_c µ-almost every-

= B A. First, let fEB+ be given. 

d 
BCBA. Similarly, if fEB , then 

d 
This implies that Bdd 

fEBAc' so B cBAc• B :::, BAc BA, so B B . 
A 

Finally we observe that if A1 ,A2Er, then 

BAl BA2 if and only if µ(A 1i:iA2 ) = O. 

Thus we have a one-one correspondence between the collection B of all 

bands in M and the collection [r] consisting of all equivalence classes 

By th. 4.5 any Dedekind complete Riesz space has the projection 

property. Also, it can be shown that any Riesz space that has the projection 

property is Archimedean. The converses of this two statements are false in 

general. To this end, we present the following exercise. 
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4.J. Exercise. (i) Show that any Riesz space that has the projection proper-

ty is Archimedean. 

(ii) Consider the Riesz space C([0,1]) (see 1.G and 4.G). Show that 

C([0,1]) is Archimedean but that it does not have the projection property. 

(iii) Let L be the space consisting of all sequences (x 1 ,x2 , .... ) 

(Xi€R) such that for any sequence (x 1,x2 , .... ) in L there exists a num-

ber N0 such that X 
ll 

for all n ~ N0 (N0 depends on the choice 

of the sequence). The space L is ordered coordinatewise. Show that L is 

a Riesz space that has the projection property, but that L is not Dedekind 

complete. 

Next, by way of an exercise, we show that if L is Archimedean and if 

A is an ideal in L, then L/A is not necessarily Archimedean. However, 

if A is not only an ideal, but even a band, this situation improves. 

4.K. Exercise. (i) Let L be the Riesz space C([0,1]) (see 1.G, 4.G and 

4.J(ii)). Let A be the subset of L consisting of all f€C([0,1]) for 

which there exists an Ef > 0 (in R) such that f = 0 on [0,Ef]. Show 

that A is an ideal in L and that L/A is not Archimedean. 

(ii) Let L be an Archimedean Riesz space and let B be a band in L. 

Show that L/B is Archimedean. 

Hint: Let 4> be the canonical Riesz homomorphism from L into L/B and 

let u,vEL 
+ 

be such that n<f> (v) $ 4> (u) for n=l,2, ••• Then 

+ + 
0 = (n<f> (v)-4> (u)) = 4> ( (nv-u) ) 

for all n, so (nv-u)+EB for all n. Observe that 

0 $ v-(v-n -1 u)+ = Jv+-(v-n -1 u>+I $ 

Jv-(v-n 
-1 

ul I 
-1 = n u 

For all Letting (v-n -1 u)+ show that 0 $ $ w2 $ •••• $ V and n. w = wl n 
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that sup {w: 
n 

n=l,2, •..• } =V. Also show that 

that vE:B and that L/B is Archimedean. 

w E:B 
n 

for all n. Conclude 

Finally, we construct a Boolean algebra B using an Archimedean Riesz 

space L. First, let L be any Riesz space and define 

B[L] = {BcL: B is a band} (=B} 

Then B is partially ordered by inclusion, i.e., whenever 

is contained in B2 . Moreover B has an infimum (viz. {0}) and a supremum 

(viz. L). Also, for any pair B1,B2EB the infimum B1AB2 exists in B, 

since is a band in L. 

4.6. THEOREM. If L is Archimedean, then B is a Boolean algebra. 

Proof. (a) First we show that B is a lattice. As noted above, B1AB2 

exists in B for any pair B1,B2E:B. Defining for B1 ,B2E:B 

(see 2.D) it is immediate that B1vB2 is the supremum of B1 and B2 

with respect to the partial ordering in B. We note that (A+B)d = AdnBd 

for A,BE:B and therefore 

B1vB2 = [Bl+B2] = [Bl+B2]dd 

for B1,B2E:B since L is Archimedean. 

(b) Next we show that B is distributive. To this end, let A,B1 ,B2E:B 

be given. Since B is a lattice it is clear that 

For the converse direction, let 



(AAB 1)V(AAB2). 

This shows that B is distributive. 

(c) Finally, we show that each element of B has a complement. Let 

BEB be given. We assert that Bd is a complement of B. Indeed, 

BABd = BnBd = {0} 

L. 
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Remark. Note that the only place where we actually need that L is Archi­

medean is in part (c) of the proof. 

4.7. DEFINITION. A Boolean algebra X is called Dedekind complete if every 

nonempty subset has a supremum. 

4.L. Exercise. Show that a Boolean algebra X is Dedekind complete if and 

only if every nonempty subset of X has an infimum. 

4.M. Exercise. Show that the Boolean Algebra B of theorem 4.6 is Dedekind 

complete. 

Hint: Use theorem 2.2(ii). 





CHAPTER II. THE ORVER VUAL 
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As before, let L be any Riesz space. By a linear functional on L 

we shall always mean a linear map from L into R. Also, a linear function­

al ¢ on L is said to be positive ($ ~ 0) if ¢(L+) c R+ (compare def-

inition 2.3(i)). The collection of all linear functionals on 

the algebraic dual of L and is denoted by L#. We note that 

L is called 

L# contains 

at least one positive linear functional (viz. the null functional). In this 

chapter we shall study the linear subspace L of L# spanned by the pos-

itive linear functionals. It will turn out that L 

(even Dedekind complete) Riesz space. 

is in a natural way an 

5. ORDER BOUNDED LINEAR FUNCTIONALS 

We begin with a definition. 

5.1. DEFINITION. An element is called order bounded if for all 

sup { I ¢ ( f) I : f EL , I f I S u} 

is finite. The collection of all order bounded linear functionals on L 

will be denoted by L. 

+ 
UEL 

It is clear that for a $EL# we have ¢ ~ 0 if and only if f s g in L 

implies $(f) S $(g) in R. Moreover, if ¢ ~ O, then· $EL since for 

uEL+ and for any fEL satisfying lfl Su, we have f+ s u and f s u, 

so 

This implies that positive linear functionals on L are order bounded. 

Finally, it is clear that L is a linear subspace of L#. 

5.2. DEFINITION. The space L is called the order dual of L. 
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In the remaining part of this section we shall show that L is a Dedekind 

complete Riesz space. It will turn out that the positive cone of L is 

precisely the collection of all positive linear functionals on L. A first 

step in this direction is the following theorem, which for obvious reasons 

is called the Jordan decomposition theorem. 

5.3. THEOREM. Let ¢EL# be given. Then ¢EL if and only if ¢ 

Proof. (i) If ¢ = ¢+-¢- where both ¢+ and ¢ are positive, then 

and ¢ are in L , so ¢EL 

~ (ii) For the converse direction, assume that ¢EL Define 

¢~(u) = sup {¢ (v): 0 s V $ u} 

+ 
for all UEL . Clearly ¢~(u) ;;;: 0 for all + 

UEL • It is also clear that 

+ + 
¢~(au) = a¢~(u) for all UEL and for all aER. Next we show 

additive 
+ u,u'EL+ be given'. on L . To this end, let Then 

¢~ (u+u') = sup {¢ (w): 0 s w s u+u'} 

sup {¢{v)+¢(v'): 0 s v+v' s u+u', 

w = v+v', 0 s V ~ u, 0 s v' s u'} 

sup {¢ (v)+¢ (v'): 0 s V $ U, 0 s v' s u'} = 

by theorem 1.7. Conversely, we have 

¢~(u) + ¢~(11') = 

sup {¢(v): 0 s vs u}+sup {¢(v'): 0 s v' s u'} 

sup {¢(v+v'): 0 s vs u, 0 s v' s u'} s 

sup {¢(w): 0 s w s u+u'} = ¢~(u+u'), 

s 

¢ I that 
+ 

¢+ 

is 

so ¢~(u+u') = ¢~(u)+¢~(u') for all u,u'EL+ Thus, by lemma 2.10, ¢~ has 

a unique extension ¢+ to the whole of L. It is obvious that ¢+ ~ 0. More-
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over, ¢+(u} = ¢:(u} ~ ¢(u} for all uEL+ and hence, defining ¢ ¢+-¢' 

it follows that 
# 

$_EL, ¢_ ~ 0, which is the desired result 

The positive linear functionals ¢+ and ¢ , occuring in the preceding 

proof are called the positive variation and the negative variation of ¢ 

respectively. Moreover,¢++¢_ is called the total variation of ¢. It is 

clear that for any $EL, we have ¢+ 1 ¢_ ~ O, so ¢,¢EL. Also, if 
+ -

¢ ~ o, 

¢ and ¢_ 0. Finally, we note for use in the sequel, that if 

$,$'EL are such that ¢-¢' ~ 0, then ¢+-¢: ~ O. 

Next, we define a partial ordering on L 

ever ¢2-¢ 1 ~ 0. It is routine to show that L 

by setting ¢1 S ¢2 when­

thus becomes a partially 

ordered linear space. Moreover, in the next theorem, we prove that L is 

even a Riesz space and that ¢+ and ¢_ coincide with the positive and the 

negative part of ¢ respecticely. 

5.4. THEOREM. (i) L is a Riesz space with respect to s. 

(ii) ¢+ = ¢VO, ¢ = (-¢}VO for all ¢EL • (So 
+ 

¢+ = ¢ and ¢ ¢ 

in the Riesz space structure of L }. 

Proof. (i) We have to show that any pair ¢,¢'EL 

To this end, let ¢,¢'EL~ and define 

has a supremum in L. 

*' (u} = sup {¢(f}+¢' (u-f}: 0 sf s u} 

for all 
+ 

UEL. Then clearly ¢ (u} s *' (u} and ¢' (u} s *' (u) for all + UEL 

(take f = u and f = 0 respectively). Furthermore, we have *' (au}=a*'(u} 

for all + 
UEL and for all 

+ 
aER. Now note that 

sup {¢(f}+¢' (u-f): 0 ~ f s u} 

sup { (¢-¢'} (f}: 0 sf s u} + ¢' (u) = 
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so ,p' is additive on + . L. Again by lemma 2.10 it follows that has a 

unique extension # ,PEL. It is easy to see that ,j;EL and that cp $ ,p and 

cp' $ ,P. Finally, let ,P 1EL be such that cp $ ,p 1 , cp' $ ,p 1 • If u,fEL+ are 

such that OS f Su, then 

,j>(f)+cp' (u-f) s ,p 1 (f)+,P 1 (u-f) 

Hence ,P(u) S ,p 1 (u) for all uEL+, so ,P $ ,p 1 in L This shows that ,P 

is the supremum of cp and cp'. The existence of the infimum of cp and cp' 

in L is shown similarly. 

(ii) Using part (i), we obtain 

for all 

(cj>VO) (u) = sup {cp (v): 0 S v Su}= cp (u) 
+ 

+ + 
uEL, so cp+= cpVO = cp. It is clear now that 

cp_ = cp+-cp = cp+-cp = cp- = (-cp)VO. 

From now on, the positive and the negative variation of an element q>EL 

will be denoted by cp+ and cp respectively. Since L is a Riesz space, 

it follows that for any q>EL the absolute value 1$1 = cj>V(-cp) exists in 

L. Moreover, from the preceding results, we find that lcJ>I is exactly the 

total variation cp++cp_ of cp. 

5.5. LEMMA. Let q>EL be given. Then 

0 s vs u} for all + UEL • 

(ii) lcJ>l(u) = sup {cp(f}: !fl Su}= sup {jcp(f)j: !fl Su} for all 

+ UEL. 

(iii) icJ>(f) I s lcJ>I (if!) for all fEL. 

Proof. (i) Has already been proved. 

(ii) Let + 
UEL be given. Then 

- + 
cp (u) = cp (u)-cp(u) = sup {cp(v-u): 0 s vs u} 



sup {cj>(w): -us w s O}. 

Hence, 

Now, let f v 1+v2 where -u S v2 s 0. Then 

-f = -v1-v2 S -v2 s u, so !fl s u. Thus we obtain 

lcJ>l(u) s sup {cj>(f): lfl s u}. 

On the other hand, if fEL is such that [fl Su, then f 

that OS f+ Su, -us -f S 0. Hence 

The rest of the proof is now easy and left to the reader. 

(iii) Obvious from part (ii). 

5.6. THEOREM. L is Dedekind complete. 

Proof. Let ~ be a nonempty subset of L 
~+ such that 

and such that there exists a 

~+ 
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and 

implies 

for all cpE~. 

By 4.A it suffices to show that sup~ exists in L • To this end, define 

for all + UEL 

1/l(u) = sup {cp(u): cj>d}. 

Then Os 1/J(u) s cp 0 (u) < 00 for all 

a1jl(u) for all + UEL and for all 

+ UEL and it is obvious that 

+ aER. Also, 

1/J(u+v) = sup {cj>(u+v): cpE~} s 1/l(u)+l/l(v) 

1/J(au) 

for all + u,vEL. On the other hand, if + u,vEL and E > 0 (in R) are given, 

then there exist cp 1 ,cp 2E~ such that 

cp 1 (u) s 1/J(u) s cp 1 (u)+½E; cp 2 (v) s 1/J(v) s $2 (v)+½E. 

Hence, defining cj>EE~ by cpE = cp 1vcp 2 , then 

cp 1 (u) S cj>E(u) s 1/J(u) s $1 (u)+½E s cpE(u)+½E, 
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Hence 

This holds for all e: > o, so w(u+v) = w(u)+w(v) for all + u,vEL Extend-

ing, as before by lemma 2.10, w to the whole of L, it is clear that 

0 s w s ¢0 , so WEL. Finally, it is obvious that w = sup 4l holds, so L 

is Dedekind complete. 

Finally, by way of an example, we show that even if L is Dedekind 

complete it can happen that L = {O} (so the only positive linear function­

al on L is the null functional). 

5.A. Example and exercise. (i) Consider the Riesz space M (defined in 1.F) 

consisting of the equivalence classes of measurable real-valued functions, 

defined on the measure space [0,1] (provided with Lebesgue measure). As 

shown in 4.F.1, M is a Dedekind complete Riesz space. In this case we have 

M {O}. We shall not give a detailed proof of this statement, but we do 

give some hints. 

Argue by contradiction, so suppose that M contains a non-trivial 

element. In view of theorem 5.3 there exist ¢EM,¢~ 0 and fEM+ such 

that ¢(fl > 0. Show that there exist measurable sets A1 ~ A2 ~ •.... such 

that for every n 

that -an¢(fXA) 
n 

µ(A) s 2-n, 
n 

1. Now Ea fx 
n An 

¢(fx~l > o. For nEli! let + a ER be such 
n 

converges almost everywhere, so there 

exists a gEM, g = Ea fx almost everywhere. For every N we have 
n An 

so 

g ~ r. a fx , 
n~ n An 

¢(g)~ 1. a ¢(fx ) N. 
n~ n An 

This is the desired contradiction. 
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(ii) The situation changes if we consider the Riesz space C([0,1]) (see 

1.E). Indeed, let aE[0,1] and define 

for all 

cpa (f) f(a) 

fEC([0,1]). Then cj> E (C([0,1])) 
a 

cp ~ 0. Thus, for 
a 

this Riesz space (which is not Dedekind complete), there exist many non­

trivial order bounded linear functionals. 

6. EXTENSION THEOREMS 

In this section we show that under some additional conditions order 

bounded linear functionals that are defined on a Riesz subspace of L can 

be extended to the whole of L. First, we state without proof the classical 

Hahn-Banach theorems. For a proof we refer the reader to 2 , 5, 14 or 16. 

6.1. THEOREM. (Hahn-Banach). Let V be any linear space and let v 1 be a 

linear subspace of V. Furthermore, let p be a sub-linear functional on 

V (i.e., p(V)ER for all VEV, p(v1+v2 ) ~ p(v1)+p(v2) for all v 1 ,v2EV and 

p(av) = ap(v) for all VEV and for all aER+J. If cp is a linear function­

al on v1 such that cj>(v) ~ p(v) for all VEV1, then there exists a linear 

functional ~ on V such that ~(v) = cj>(v) for all VEV1 and such that 

~(v) ~ p(v) for all VEV. 

6.2. THEOREM. Let V be any normed linear space and let v1 be a linear 

* subspace of v. By V we denote the conjugate space (norm dual, Banach 

* * dual) of V. If cj>EV 1 , then there exists a ~EV such that ~(v) = cj>(v) 

for all VEV1 and such that 11~11 = ll<PII 

Especially the second Hahn-Banach theorem has important consequences 



44 

in functional analysis. For instance, if V is a normed linear space, it 

* follows that V contains many non-trivial elements. In fact, the elements 

* of V separate the elements of V. Another important consequence is stated 

in the next corollary. For a proof we refer the reader to 16. 

** 6.3. COROLLARY. Let V be a normed linear space and let V be its bidual 

* ( the conjugate space of V ). Then V can be imbedded isometrically in 

** ** V , i.e., there exists a linear norm preserving map J from V into V 

** For use in the sequel, we present the map J: V +-v To this end, let VEV 

be given and define for all ¢EV 

v(¢) = ¢(v). 

** 

* 

It turns out that VEV and that J is defined by J(v) = v for all VEV. 

** The map J is called the canonical map from V into V • We note that 

** normed linear spaces V for which J(V) = V (so J is surjective) are 

called reflexive. Since the norm dual of a linear space is always a Banach 

space, it follows that reflexive spaces are Banach spaces. The converse does 

not hold. 

We return to the Riesz space theory. As before, let L be a Riesz 

space and let L be its order dual. 

6.4. DEFINITION. Let p be a function from L into + 
R satisfying 

(a) p(O) = O, p(f+g) $ p(f)+p(g), p(af) = lalp(f) for all f,gEL and 

for all aER. 

(b) f,gEL and !fl $ lgl implies p(f) $ p(g). 

Then pis called a Riesz semi-norm on L. 
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Now, assume that p is a function from L+ into R+ satisfying p(O) = O, 

p(au) = ap(u) for all aER+ and for all UEL+, p(u+v) s p(u)+p(v) for all 

u,vEL+, and p(u) s p(v) if Os us v in L+ If we define p(f) P ( If I> 

for all fEL it is clear that p is a Riesz semi-norm on L. Hence, since 

any Riesz semi-norm p on L satisfies p(f) = p(lfi) for all fEL, it 

follows that Riesz semi-norms on L are completely determined by their va­

lues on the positive cone L+ of L. 

First we show that the existence of a Riesz semi-norm on L is equi­

valent to the existence of a non-trivial positive linear functional on L. 

6.5. THEOREM. The following statements are equivalent. 

(a) L ;< {O}. 

(b) There exists a non-trivial positive linear functional on L. 

(c) There exists a non-trivial Riesz semi-norm p on L (i.e., there 

exists an such that 

Proof. (i) (a)~ (b) is obvious from theorem 5.3. 

(ii) (b) • (c). Let ~ be a non-trivial positive linear functional on 

L. Hence, there exists an such that 

p(f) = ~(lfl) 

for all fEL, it is clear that p is a non-trivial Riesz semi-norm on L. 

(iii) (c) • (a). Let p be a non-trivial Riesz semi-norm on L and let 

+ 
u 0EL be such that p(u0 ) > O. Let [u0 J be the linear subspace of L 

spanned by u 0 and define $ on [u0 ] by 

$ (auo) = ap (uo) 

for all aER. It is clear that $ is linear on [u0 J and that $(u) s p(u) 

for all uE[u0 J. Since a semi-norm is a sub-linear functional it follows by 

theorem 6.1 that there exists a linear functional ~ on L such that 
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¢ = $ on [u0 J and such that 1¢(f) I s p(f) for all fEL. Note that ¢ 

is non-trivial since ¢(u0 ) = $(u0 ) = p(u0 ) > O. Also $EL since 

sup {!¢(f) J: Jfl $ u} $ sup {p(f): Jfl $ u} = p(u) < 00 

for all + 
UEL. 

Next, we present the announced extension theorems. 

6.6. THEOREM. Let p be a Riesz semi-norm on L and let K be a Riesz 

subspace of L (so K is a Riesz space in its own right). Furthermore, let 

$EK,¢ 2 0 such that 1¢(f) I $ p(f) for all fEK. Then there exists a 

$EL,$ 2 0 such that $ = ¢ on K and such that l$(f) I $ p(f) for all 

Proof. By theorem 6.1 it is clear that ¢ can be extended to the whole of 

L. However, the positivity of this extension is not assured in that case. 

Therefore, we introduce the sub-linear functional p on L as follows. For 

all fEL, define p(f) = p(f+). Then obviously p is sub-linear. Further-

more, 

+ + ¢(f) $ ¢(f) $ p(f) = p(f) 

holds for all fEK since ¢ 2 0. Using theorem 6.1 it follows that there 

exists a linear functional $ on L such that $ = ¢ on K and such that 

$(f) $ p(f) for all 

$(-u) $ p(-u) 

fEL. Let + 
UEL be given. Then 

so $(u) 2 0, hence $ 2 0. Using lemma 5.5 and the positivity of $, we 

obtain 

l$(fll s l$l(ifll = $(lfll sp(Jfll P ( if I l p (f) 

for all fEL, which completes the proof. 
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We note that in view of theorem 6.5, it is natural to require the existence 

of a Riesz semi-norm on L in theorem 6.6. 

6.7. COROLLARY. Let K be a Riesz subspace of L. Furthermore, let (K) 

denote the smallest ideal in L containing K. If ~ is a positive linear 

functional on K, then there exists a positive linear functional t on (K) 

such that t = ~ on K. 

Proof. It is easy to see that for all f€(K)+ there exists an f'EK+ such 

that f sf' (see also 2.C). Thus we are allowed to-define 

p(f) = inf {<j>(f'): f 1 €K, f';,:: f} 

for all f€(K)+. Defining p(f) = p(jfl) for arbitrary fE(K) it is im­

mediate that p is a Riesz semi-norm on (K) and that l$(f) Is p(f) for 

all f€K. Hence, the existence of t follows from theorem 6.6. 

Finally, we consider normed Riesz spaces. To this end, we restrict our-

selves to appropriate norms. 

6.8. DEFINITION. A norm p on L is called a Riesz norm if p is a norm 

as well as a Riesz semi-norm. A normed Riesz space is always a Riesz space 

provided with a Riesz norm. 

* If L is a normed Riesz space with Riesz norm p, then L will denote 

* * its conjugate space. The norm in L will be denoted by p • Although it 

is not clear on this moment that there exist non-trivial positive normbound­

ed linear functionals on a normed Riesz space, we do state and prove the 

following theorem. In chapter 3 we shall show that there are indeed many 

non- trivial positive normbounded linear functionals on any normed Riesz 
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space. 

6.9. THEOREM. Let L be a normed Riesz space with Riesz norm p and let 

K be a Riesz subspace of L. Let • be a positive normbounded linear 

* functional on K. Then there exists a •EL such that • = • on K, 

* * 
• ~ 0 and p (•) = p (.). 

* Proof. Define pl (f) = p (.)p (f) for all fEL. Then is a Riesz semi-

norm on L and for all fEK we have •(f) $ l•(f) I $ p 1 (f). According to 

theorem 6.6, there exists a .EL such that • = • on K and such that 

* * . ~ 0. Moreover I• lfl I $ pl (f) holds for all fEL. Hence p ,., $ p <•>, 
* * and therefore p <•> = p <•> since • extends •• 

6.A. Example. Let L be the Riesz space M of example 1.F, where the meas­

ure space is taken the interval [0,1] with Lebesgue measure. In 5.A we 

have shown that there do not exist non-trivial positive linear functionals 

on L, i.e., L = {0}. Next, let K be the Riesz space C([0,1]). After 

obvious identifications we can think of K as a Riesz subspace of L. Also 

in 5.A we showed that K ~ {0}. Thus, if •EK~+,•~ 0, it is impossible 

to extend • to the whole of L. 

Next, we study some important subspaces of L. 

7. INTEGRALS AND SINGULAR FUNCTIONALS 

As before, L will be an arbitrary Riesz space and L 

order dual. Before we continue with the investigation of L 

will be its 

we introduce 

a notation. Let f 1,f2 , •••• be a sequence in L and let fEL. If we have 



f = sup {f : 
n 

n=1,2, ••• } we shall write from now 

on fn + f. Similarly we define f + f. 
n 
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In general there is a large class of functionals in L 

a useful continuity property. In this connection, we define 

that satisfy 

7.1. DEFINITION. A functional is called an integral if u + 0 im­
n 

plies lim ~(u) 
n 

0 (as n +co). The collection of all integrals on L 

will be denoted by Lc. 

7.A. Example. Let (x,r,µ) be a measure space and ~et L1 (µ) denote the 

collection of all real-valued µ-integrable functions on x. It is clear 

that L1 (µ) is an ideal of the Riesz space M defined in 1.E. Next, for 

all f€L 1 (µ) define 

~(f) = /f dµ. 
X 

Obviously ~ is a positive linear functional on 

Also, by Lebesgue's theorem on dominated convergence of integrals it follows 

that ~ is an integral on L1 (µ). 

We shall show that L is a band in L 
C 

result. 

but first we present an auxiliary 

7.2. LEMMA. Let ~€L be given. Then the following statements are equi-

valent. 

(a) ~€LC. 

+ - ~ (b) ~ ,~ €LC. 

(c) 1~1€L~. 
C 

Proof. (i) (a),. (b). Let u + 0 (in L+) and choose V€L such that 
n 
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0 $ v $ u 1. Then 

v-(vAun) = vAu1 - vAun $ vA(u1-un) $ u 1-un. 

Since $+ ~ $ we obtain 

$(v- (vAun)) $ $+(v-(vAun)) $ $+(u1-un), 

so 

Since u + 0, also vAu + 0. Hence, $EL implies 
n n c 

. + + 
0 $ lfi~$ (un) $ $ (u1)-$(v). 

This holds for all + VEL 

0 $ lim $+ (u ) 
n->"' n 

+ + 
$ (u1 )-$ (u1) 

such that v $ u1, so 

+ 
$ $ (u 1)-sup {$(v): 

= o. 

Therefore $+EL~. Since L is obviously a linear subspace of L we also 
C C 

have 

EL. 
C 

(ii) (b) ,. (a) and (b) ,. (c) are obvious. 

(iii) (c),. (b). Let tEL~+ be such that O $ t $ !$!. Then 

implies WELc by definition, so 

and O $ $ 

L 
C 

is an ideal in L. Observing that 

it is clear that I $ I EL~ implies 
C 

We have already observed that L 
C 

is an ideal in L (part (iii) of the pre-

preceding proof), but we can prove more. 

7.3. THEOREM. L is a band in L. 
C 

Proof. It suffices to show that any nonempty subset of 
~+ 

L 
C 

supremum in L assumes this supremum in L. Therefore, let 
C 

that has a 

~+ 
<!>cL 

C 
be 

such that $0 = sup <I> exists in L. As before (theorem 5.6) we may assume 

that <I> is closed under the operation of taking suprema of finite sets, i.e. 
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we may assume that ¢1,¢2Ew implies ¢1v¢ 2Ew. As shown in the proof of 5.6 

¢0 satisfies 

¢0 (u) = sup {~(u): ¢Ew} 

for all + UEL. Now, let E > O (in R) be given and let 

Then there exists a ¢EW such that 

and hence 

ul. Since 

This holds 

0 s (¢0-¢) (ul) 

0 s (¢0-¢) (un) 

~+ 
¢EW C L it 

C 

o s 1~~¢ 0 (un) 

for 

L 
C 

all E > 0 

is a band. 

< E. 

< E for all n, since 

that lim ¢(u ) follows 
n 

< E. 

and for all sequences 

¢0 ~ ¢ 

= O. Thus 

u f 0 
n 

and 

in 

Next, we define another type of linear functionals on L. 

7.4. DEFINITION. A functional is called singular if 

since u s 
n 

+ 
L Hence 

(so 

l¢1Al~I = 0 for all ~ELc). The collection of all singular functionals on 

L will be denoted by L • 
s 

Combining the results of 3.3(i), 4.5(ii), 5.6 and 2.2(iii), we obtain im­

mediately the following results. 

7.5. THEOREM. (i) L is a band in L. 
s 

(ii) L = Lc+Ls, i.e., if ¢EL, then there exists a unique decomposition 

¢c.~ 0 and 

The functionals ¢c and ¢s occuring in the preceding theorem are called 

the integral part and the singular part of ¢. Our next step will be to 

compute the integral part of a given element ¢EL. Before doing so, we 
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first observe that integrals are not only additive but even a-additive. To 

this end we introduce the following notation. Let u 1 ,u2 , .... be a sequence 

+ + 
in L and let UEL. If we have 

k 
n~lun tu (as k+ oo), 

then we shall write u =Eu (= ! u ). 
n n=1 n 

7.6. LEMMA. Let ~+ 
</>EL • Then </>EL 

C 

in L+ for which E u 
n 

exists in + L • 

Proof. (i) Assume that </>ELc' and let u 1 ,u2 , •..• in L+ be such that 

u =Eu exists in L+. Defining 
n 

k 
sk =n~lun 

it follows that sk tu, so u-sk + 0. Hence </>(u-sk) + 0 (in R+) and 

therefore 
k 

</> (u) = lim </> (sk) = lim n~l (un) = E </> (un) (k + 00), 

which shows that </> is a-additive on L+ 

(ii) Assume that </> is a-additive on + L. In order to show that 

in L+ be such that f + 0. Defining 
n 

for n=l,2, .•.• , we have + 
U EL 

n 
for all n. Moreover, if we set 

for 

k 
sk =n~lun = f1-fk+1 

k=l,2, .••. , it follows that sk t f 1, so Eun= f 1• Hence, 

k-1 
</>(f 1) =</>(Eun)= lim n~l</>(un) </>(f1)-lim </>(fk), 

so lim </>(fk) = O. Thus </>EL • 
C 

</> 

for 

is 

To compute the integral part </>c of </>EL we introduce a functional 

</>L follows. </>EL 
~+ be given and define for all 

+ as Let UEL 

</>L(u) = inf {lim </>(u ) : 0 ~ u t u}. 
n n 



By the proof of lemma 7.6 (part (ii)) we have 

for all 

¢ (u) = inf { E¢(v ): 
L n 

UEL+. Next, we extend ~ 'l'L 

for all fEL. 

7.7. LEMMA. Let 

+ 
V EL 

n 
E V 

n 
u } 

to the whole of L by setting 
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Proof. It suffices to prove that for all + u,VEL. To 

this end, let u,vEL+ be given. Now, let £ > 0 be given (in R) and let 

and be sequences in satisfying u t u, 
n 

v tv and 
n 

Obviously we have 0 ~ (u +v) t (u+v), so since 
n n 

lim ¢(un+vn) s ¢L(u)+¢L(v)+E 

we have ¢L(u+v) S ¢L(u)+¢L(v). Conversely, since 

0 S w t u+v} 
n 

there exists a sequence w1 ,w2 , •••• in L+ such that 

Defining u 
n 

W Au 
n 

and v = w -u, we have 
n n n 

0 s w t u+v 
n 

and 

and 

(since un+l-un = wn+lAu - wnAu s (wn+l-wn)Au s wn+l-wn' so vn+l ~ vn for 

all n) • Hence 

¢L(u)+¢L(v) Slim ¢(un)+lim ¢(vn) = lim ¢(wn) < ¢L(u+v)+£. 

This holds for all £ > 0, so we obtain ¢L(u+v) = ¢L(u)+¢L(v) which is 

the desired result. 

We are now ready to prove the main result of this section. 
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~+ 
7.8. THEOREM. Let $EL Then $c ¢L• 

+ + Proof. Let UEL and e: > 0 (in R) be given. Furthermore, let V EL (n= 
n 

1,2, •••. ) be such that u =Ev. For any natural number n 
n 

there exists a 

such that E V 
k nk 

V 
n 

and such that 

n n 
Defining wn =j~i k~ivjk for n=1,2, •••. , it follows that O $ w tu and 

n 

that 

This holds for all n, so ¢ (u) $ E ¢ (v.)+e:, and since this holds for all 
L L J 

e: > 0, we obtain ¢L(u) $ E ¢ (v.). On the other hand, from the positivity 
L J 

of ¢L it is clear that 

is an integral. 

Next, since 

¢ (u) ~ E ¢ (v.). Thus 
L L J 

is a-additive, so ¢L 

observe that any 

¢, we obtain 

1/IEL + 
C 

satisfies 1/IL = ijJ. Using this fact and using 

¢c (¢c)L $ $L, 

so $c ¢L. 

As an immediate consequence we obtain the following characterization of sin­

gular functionals. 

7.8. COROLLARY. Let 

for all e: > 0 (in 

satisfying u t u 
n 

~+ 
$EL be given. Then 

R) and for all 

and for all 

Proof. This is an immediate consequence of 

0 $ u tu} 
n 

if and only if there exists 

in 

n. 

+ 
L 



for all 
+ 

UEL and for all q>EL 
~+ 

and the fact that 

we leave the straightforward proof to the reader. 

0 for any 
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q>EL • 
s 

7.B. Example. Consider the Riesz space C([0,1]) (1.G). Define the positive 

linear functional cp on C([0,1]) by setting 

cp (f) = f (0) 

for all fEC([0,1]) (see 5.A(ii)). Then cp is singular on C([0,1]). Indeed 

l.'f UEC([0,1])+ ' ' d f' f 1 2 is given, e i.ne or n=, , ••.. 

for all 

u (x) = min (nx, u(x)) 
n 

xE[0,1]. Then clearly u t u 
n 

cp is singular. 

and for all n. Hence 

We note that it can be proved that any order bounded linear functional 

on C([0,1]) is singular. However, we omit the rather technical proof. In 

particular it follows that the Riemann integral (or the Lebesgue integral) 

on C([0,1]) is singular. 

8. ANNIHILATORS AND ABSOLUTELY CONTINUOUS ELEMENTS 

Let L and L be as before. 

0 

8.1. DEFINITION. Let A be a subset of L. The annihilator A of A is 

the subset of L defined by 

Conversely, if B is a subset of L, then the inverse annihilator 

B is the subset of L defined by 

0 B = {fEL: cp(f) = 0 for all q>EB}. 

0 0 

0 

B of 

The sets A and B are linear subspaces of L and L respectively. 
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The proofs of these facts are so simple that they can be left confidently 

to the reader. 

0 

8.2. THEOREM. (i) If A is an ideal in L, then A is a band in L. 

0 

(ii) If B is an ideal in L, then B is an ideal in L. 

0 + If I Proof. (i) Let $EA and UEA be given. If fEL is such that $ u, 

then fEA so $ (f) 0. Hence 

I$ I (ul sup { I $ ( f) I : If I $ u} = 0 

l$IEA 0
• Next, 

0 

11/il by lemma 5.S(ii), so let 1/iEL , $eA be such that $ 

1$1. Since l$1EA 0 it is clear that 11/ilEA0
• Therefore, 

o:;; 11/i(ull:;; 11/il<ul = o 

holds for all 
+ 0 0 

UEA, so ljiEA. This shows that A is an ideal in L The 

0 

proof that A is even a band is similar to the proof of theorem 7.3 and 

therefore it is left to the reader. 

is such that 11/il $ 1$1, 

then ljiEB, so lji(f) = O. Now observe that analogously to lemma 5.S(ii), we 

have 

$(lfll = sup {11/i(fll: 11/il:;; ¢}, 

so fE 0 B implies !f!E 0 B. Finally, if gEL, 
0 

fE B are such that lg! :;; !fl, 

then !f!E 0 B, so clearly .fg!E 0 B. Since !¢(g) I $ ¢(lg!) holds for all $ 

in ~+ 
L it follows that $(g) 0 for all 

0 

B is 

an ideal. 

We note that although the annihilator of an ideal in L is always a band 

in L 

in L 

it is not true in general that the inverse annihilator of an ideal 

is a band in L. Even the inverse annihilator of a band in L 

(which is an ideal in L by 8.2(ii)) is not necessarily a band in L. This 



will become clear from the remaining part of this section. 

In the preceding section we have introduced the bands L 
C 

and 

L. It would be interesting to know what the inverse annihilators of 

L 
s 

L 
C 

and L look like in L. It turns out that not much can be said about 
s 

0 
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of 

0 (L l",J). However 
C 

(L ) 
s 

can be nicely represented in L. To this end, we de-

fine the following. 

8.3. DEFINITION. An element fEL is called absolutely continuous if for any 

in L+ satisfying lfl ~ u - for all n and u +O 
n n 

(from now on denoted by lfl ~ u + 0) we have lim ~(u) = 0 for all ~ 
n n 

in L. The collection of all absolutely continuous elements in L is de­

noted by La. 

To give the reader an idea what La looks like, we present the following 

exercise. 

8.A. Exercise. (i) Let L = C([0,1]). Show that La = {O}. 

(ii) Let L be R, 
00 

(the collection of all sequences (xl ,x2, ••••• ), 

X ER for all n, such that sup Ix I < oo, the partial ordering being coor-n n 

dinatewise) . Show that La= co (the set of all null-sequences). 

(iii) Let L be i 1 (the collection of all sequences (x 1 ,x2 , ..... ), 

x ER for all n, such that r Ix I < oo, the partial ordering being coor-
n n 

dinate wise). Show that La= L. 

8.4. THEOREM. La 
0 

(L ) • 
s 

Proof. First, let and ~+ ~EL be given. If o ::; u + lfl 
n 

in + 
L ' 
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then lfl-u -1- O. Hence ¢(u) t ¢(!fl) since fELa. In view of theorem 7.8 
n n 

we have 

¢ (lfll = inf {lim ¢(u l: o !, u t lfl} = ¢Clfll, 
c n n 

so ¢ (lfl) = O. This holds for all fELa and for all ¢EL~+. Especially, 
s 

~+ 
if $ELS 

lflE 0 (L~) 
s 

we have ¢ = ¢ s, so ¢ ( I f I ) = 0 

and therefore fE 0 (L) since 
s 

for all fELa. This shows that 

(L) is an ideal. Thus La is 
s 

a subset of 
0 ~ 

(L ) • 
s 

Conversely, let fE 0 (L) 
s 

be given. Then lflE 0 (L~), so 
s 

¢(If I l = o 

for all $ELS. In particular 0 for all $EL~+. 
s 

Let now 

be a sequence in such that 

and for all 
~+ 

$ELS. Thus, if 

lfl ~ u + 0. Then 
n 

¢(u) = 0 
n 

It follows that fELa, so 0 (L~) c La. This completes the proof. 
s 

The following corollaries are now obvious. 

8.5. COROLLARY. La is an ideal in L. 

8.6. COROLLARY. The following assertions are equivalent. 

(b) L L • 
C 

for all n 

Finally we note that it is now clear that the inverse annihilator of a band 

in L is not necessarily a band in L. Indeed, let L be i 00 (see 8.A). 

Then L is a band in L but 0 (L~) = La - c It is clear that c is s ' s - o· o 
an ideal in i 00, but c0 is not a band in i . 

00 



CHAPTER III. NORMEV RIESZ SPACES 
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In section 6 we have already presented a theorem in which a normed 

Riesz space played a role. In this chapter we shall study normed Riesz 

spaces and their duals. We recall that a norm p on Lis called a Riesz 

norm whenever lfl ~ lgl in L implies that p(f) ~ p(g), and that a norm­

ed Riesz space is always a Riesz space provided with a Riesz norm (see def­

inition 6.8). If a normed Riesz space is normcomplete we shall call it a 

Banach lattice. 

9. NORMED RIESZ SPACES 

First we present some examples of normed Riesz spaces. 

Examples. 

9.A. Let 1 ~ p <""·By tp we denote the collection of all sequences (x1 , 

with x ER for all n and such that 
n 

The partial ordering on 

nach lattice. 

t is defined coordinatewise. Then 
p 

t is a Ba­
P 

9.B. Consider to:, (see 8.A(ii)). For all (x1 ,x2, •.•• )Etco we define 

llcx1 ,x2 , ••••• )II = sup Ix I-
co n n 

Then to:, is a Banach lattice. It is easy to see that c 0 is a normcomplete 

ideal of tco, so c0 is a Banach lattice in its own right. 

9.c. Denote by c00 the collection of all sequences 

for all n, such that for each sequence (xl ,x2, ••• •) of 

a natural number N such that x = 0 for all n ~ N. If 
n 

coordinatewise it becomes a Riesz space. Next, define 

X ER 
n 

there exists 

is ordered 
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ll<x1,x2 , ..... )i100 = max{lxil: i=1,2, •••. }. 

Then II.II is a Riesz norm on c , so c O is a normed Riesz space. It 
00 00 0 

is obvious that is a normed ideal of c 0 (and of R, ) and that 
00 

is not a Banach lattice. 

9.D. Let (X,T) be a topological Hausdorff space. Denote by BC(X) the 

collection of all bounded continuous real-valued functions on X. If the 

elements of BC(X) are partially ordered by setting f ~ g if f(x) ~ g(x) 

for all XEX, then BC(X) becomes a Riesz space. Moreover, if for all 

fEBC(X), we define 

p(f) = sup {if(x) I: xEX}, 

then BC(X) is a Banach lattice. 

We note that if X is compact, then BC(X) = C(X), so C(X) provided 

with the above sup-norm is a Banach lattice whenever X is compact. 

THROUGHOUT THIS CHAPTER L WILL BE A NORMED RIESZ SPACE. THE NORM ON L 

WILL BE DENOTED BY p • 

We collect some simple properties of Riesz norms in an exercise. 

9.E. Exercise. (i) Any normed Riesz space is Archimedean. 

(ii) f~g in L implies p(f+g) = p(f-g) (hint: use 1.4(viii)). 

(iii) For all f,g,f',g'EL we have 

p(fVg - f'Vg') ~ p(f-f')+p(g-g'). 

(iv) V and A are continuous maps from LXL into L. The maps 

f * f+; f * f; f * !fl 

are continuous from L into + 
L • 

(v) Each band in L is closed. In particular, if DcL then Dd is 



closed. (Note that ideals are not necessarily closed. For instance, 

an ideal in t which is not closed}, 
00 

Finally, we observe that we have to distinguish between "normcompleteness" 

and "Dedekind completeness". Indeed, 

9.F. Example. (i) The Riesz space C([0,1]) provided with the sup-norm is 

a Banach lattice but it is not Dedekind complete. 

(ii) The normed Riesz space c 00 of 9.C is Dedekind complete but not 

normcomplete. 

We leave the straightforward verifications to the reader. 

10. DUAL SPACES 
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is 

First we observe that L now has two dual spaces, viz. L, its order 

* * * dual and L, its norm dual. The norm in L will be denoted by p • It 

* follows from the next theorem that L and L are closely related. 

* 10.1. THEOREM. (i) L is an ideal of L. (In particular, it follows that 

L""'+ separates the points of L). 

* (ii) L is a Dedekind complete Banach lattice. 

* (iii) If L is a Banach lattice, then L = L. 

* + Proof. (i) Let ~EL be given. For all UEL we have 

* * sup {l~(f) I: lfl s u} s sup {p (~)p(f): lfl Su} p (~}p(u), 

* so ~ is order bounded. Hence L is a linear subspace of L. Furthermore 

* 
if ~EL , ij,EL are such that lijil s l~I, then for all fEL we have 
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* * sup {p (<j>)p (g): lgl ~ If I} p (<j>)p (f)' 

* * * * so 1/JEL It also follows that p (1/J) ~ p (<j>) I SO p is a Riesz norm on 

* * L and L is an ideal of L 

(ii) By theorem 5.6 L is Dedekind complete, so by 4.B(ii) any ideal 

* of L is Dedekind complete. In particular this implies that L is Dede-

kind complete (by part (i)). The rest is obvious. 

* (iii) Assume that L is a Banach lattice. To show that L 

argue by contradiction. Therefore assume that there exists a 

* 

L we 

such 

that <j>/L. Then there exists a sequence f 1 ,f2 , •••. in L such that 

p(f) ~ 1, but 
n 

for all n. Since 

and since L is normcomplete, it follows that f 

For all n we now have f ~ 2-nlf I, so 
n 

<J>(fl ~ 2-n<P(lf ll ~ 2-nl<P(f ll ~ 2n, 
n n 

which is the desired contradiction. 

L2-nlf I exists in L. 
n 

* ** We have shown that L is a Banach lattice. Hence, the norm bidual L 

of L is a Banach lattice as well. From corollary 6.3 it follows that L 

** can be considered as a linear subspace of L (and hence also as a linear 

*~ subspace of L ** ** L ) under the canonical map J: L ➔ L • The following 

theorem gives more information. 

10.2. THEOREM. The map J is an isometrical Riesz isomorphism from L onto 

** a Riesz subspace of L (Thus any normed Riesz space can be considered as 

a Riesz subspace of a Dedekind complete Banach lattice). 
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Proof. It is clear that J is injective. Hence, it suffices to show that 

J(fVg) = (Jf)V(Jg) 

** 
holds for all f,gEL (since in that case J(L) is a Riesz subspace of L 

and J becomes a Riesz isomorphism from L onto J(L)). Since 

fVg = f+ (g-f) + 

for all f,gEL ff . ' h h J(f+) -- (Jf)+ it is already su icient to sow tat 

for all fEL. Therefore, let fEL be given. For all ¢EL*+ we have 

so 

so 

J(f+) ~ 0. Also, for all 

(J(f+-f)) (¢) = ¢(f+)-¢(f) ~ o, 

J(f+)-J(f) ~ 0. This shows that 

J(f+) ~ (Jf)VO = (Jf)+. 

holds 

For the converse inequality, let fEL. and be given. Define 

Then K is a Riesz subspace of L. Furthermore, set 

a(g) = w(lgl) 

for all gEL. Then cr is a Riesz semi-norm on L. Applying theorem 6.6 it 

follows that there exists a WEL"'+ such that 

w(af++bf-) = w(af+) 

for all a,bER and such that lw(g) I ~ a(g) = w(lgl) for all gEL. Hence 

(J(f+)) (w) = w(f+) 

(Jf) + (w) ~ (Jf) + (w) • 

This holds for all WEL*+, so J(f+) ~ (Jf)+. Thus the proof is complete. 

The following exercise shows that L is in general not a "very nice" Riesz 

** subspace of L 

10.A. Exercise. Let L be C([0,1]) provided with the sup-norm. Show that 
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L has a subset {f: 
n 

n=l, 2, ••.• } such that f = sup {f: 
n 

n=l,2, •.... } 

exists in L and such that 6 = sup {Jf n 
** n=l,2, .... } exists in L 

but Jf ~ 6 (in fact Jf > 6). 

Hint: Let f (x) = xl/n for all xE[0,1] (n=l,2, ••.. ). Then f 
n 

* Next, define for all ¢EL 

6 (¢) = lim ¢ (fn). 

** ** Show that BEL , that 8 = sup {Jf: n=l,2, .••. } (in L ) and that 0 < 
n 

Jf. 

Remark. In particular it follows that a Banach lattice L is in general 

** not an ideal in L (after identification). 

Next we state in an exercise an important property for the norm of a 

positive bounded linear functional on L. 

*+ 
10.B. Exercise. Let ¢EL be given. Show that 

/(¢)=sup {¢(f): fEL+, p(f) :s; 1}. 

(Hence, the norm of ¢ is completely determined by the behavior of ¢ on 

the positive cone L+). 

Finally we consider the case that a Banach lattice carries several 

Riesz norms. 

10.3. THEOREM. (i) Let X be a subset of L+ Then X is normbounded if 

* * and only if every element of L is bounded on X (i.e., for every ¢EL 

there exists a number M such that 1¢(f) l:s; M for all fEX). 

<ii) Let and be Riesz norms on L and assume that L 

complete. Then there exists a number C such that p 1 (f) :s; cp 2 (f) for all 

fEL. If L is both p 1-complete and p2-complete, then and are 
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equivalent norms. 

Proof. (i) If X is normbounded there exists a number K such that p(f) $ 

* * K for all fEX. For every ¢EL we have l¢(f) I $ p (¢)K (fEX). Thus every 

* element of L is bounded on X. 

* Conversely, suppose X .is not normbounded: We construct a ¢EL that 

is unbounded on X. There exist f 1 ,f2 , ••• EX for which p(f) ~ 4n (n=1,2, 
n 

•.•• ). By theorem 6.9, for each n there exists a such that 

¢ (f ) 
n n 

* -1 -n 
1 l p (¢ ) = (p (f ) ) $ 4 • 

n n 
* 

Then the series r 2nl¢ I is normconvergent in 
n 

L ~ Let be its sum. For 

each nEN, 

Thus ¢ is not bounded on X. 

(ii) For i = 1,2 we denote by L, 
l. 

the Riesz space L under the norm 

* * pi. Both dual spaces L1 and L2 are subsets of L (theorem 10.l(ii)), 

* * * and even L2 = L (theorem 10.l(iii)). Thus L1 c L2 • By part (i) it follows 

that the p2-bounded set {fEL+: p2 (f) :;; 1} is p 1-bounded. This means 

that there exists a number C such that p 1 (f) $ C for every 
+ 

fEL for 

which p2 (f):;; 1. As pi(lgl) = pi(g) (gEL, i=l,2) it follows easily that 

The second part of (ii) is a consequence of the first part. 

11. BOUNDED INTEGRALS AND BOUNDED SINGULAR FUNCTIONALS 

As shown in section 7, the order dual L of L can be decomposed in-

to the band of integrals 

ting 

* L 
C 

* L nL 
C 

* L 
s 

L 
C 

and the band of singular functionals 

* L nL 
s 

L. Set­
s 
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* it follows from the fact that L is an ideal of L * that L 
s 

* and L 
C 

* are now ideals in L and bands in L Furthermore, it is trivial to see, 

but important to observe that * L 
C 

* and L 
s 

* lattices in their own right and that L 

are Dedekind complete Banach 

* * L +L. 
C S 

We recall that La is the ideal of L consisting of all absolutely 

continuous elements and that 

0 

La = o (L ) 
s 

* 

(theorem 8.4). We shall compute 

* * ... 
now the inverse annihilator (L ) of 

s 
Ls. Note already that since Ls c L 

s 

* it follows that (L ) ::, 
s 

(L) 
s 

= La. 

11.1. DEFINITION. An element fEL is said to have an absolutely continuous 

norm if lfl ~ u + 0 implies lim p(u) = O. The collection of all elements 
n n 

of L having an absolutely continuous norm is denoted by La. If La= L, 

then p is said to be an absolutely continuous norm. 

The following theorem shows that there exists a characterization of elements 

in 
a 

L similar to the definition of elements in 

11.2. THEOREM. Let fEL be given. Then 

* implies lim ~(un) = 0 for all ~EL. 

Proof. (a) Assume that fELa. Let If I 

Then 

* l~(un) I 5: p (~)p(un), 

so lim ~(un) = 0. 

~ u + 0 
n 

if and only if 

and let 

If I ~ u + 0 
n 

be given. 

(b) Consider the Banach lattice R,00 (provided with the sup-norm II. t>. 
Let c be the Riesz subspace of R,00 consisting of all convergent sequences. 

Next, define 
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w' { (x1 ,x2 , •.••• )} = lim xn 

for all (x1,x2 , ••••. )Ec. It is clear that 
*+ 

w'Ec and that llw•II = 1. It 

follows now by theorem 6.9 that there exists an element such that 

llwll = 1 and such that w = w' on c. 

Next, let fEL be such that lfl ~ u + 0 implies $(u) + 0 for 
n n 

* all $EL. Suppose that fiLa. Then there exists a sequence u 1 ,u2 , ..•... 

in L+ such that 

lfl ~ u + 0; p(u) ~ s > 0 (n=l,2, •••• ). 
n n 

Now, there exist such that and such that ¢ (u ) = 
n n 

p(un) for all n. Note that if gEL, then l¢n(gH :5 p(g) for all n, 

hence, we are allowed to define 

for all gEL, since (¢ 1 (g),¢2 (g), ••••• )d,00• It is clear that 

over, 

1¢Cgll = lw(¢ 1 Cgl,¢ 2 (gJ, .•••• JI,,:; 

w<l¢ 1 Cgll,1¢ 2 (gll, .••.• l:;; wCp(gl,pCg), ••••• l = p(gl, 

*+ * 
so $EL and p ($) ,,:; 1. Next, fix kEN. If n ~ k, then 

since un + 0 and since ¢n ~ 0. Thus we obtain 

¢(uk) = w(¢1 (uk),¢2(uk), •••.. ) ~ 

w (¢1 (uk) ' •.•. '¢k (uk) ,¢k+1 (uk+l) ' •• • •• ) 

w(¢1(uk), .••• ,p(uk),p(uk+1), ••••• ) ~ 

w(¢ 1 (uk), •••. ,s,s, •.••• ) = s. 

~+ $EL • More-

Hence lim ¢(uk) ~ s > 0, which is a contradiction. Hence fELa. 

Remark. Using a well-known theorem of S. Mazur it is possible to give a 

shorter proof of the preceding theorem. However, it seems better to us to 

present a proof based on the Riesz space theory we have already developed. 
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As an immediate corollary of the preceding theorem we obtain 

11.3. COROLLARY. (i) Lac La. 

(ii) I£ L is a Banach lattice, then La 
a 

L • 

Next, we state a theorem that is the norm analogon of theorem 8.4. Us­

ing theorem 11.2 the proof of this theorem is similar to the proof of theo-

rem 8.4 as well, so the proof is omitted. 

11.4. THEOREM. La 

* Observing that L 
s 

* follows that L is 
s 

* (L ) • 
s 

is a band 

an ideal 

in 

in 

* L and that L 

L Also, since 

* is an ideal in L it 

0 

obviously A is a norm 

* closed linear subspace of L for every subset A of L, we obtain immed-

iately 

11.5. COROLLARY. La is a norm closed ideal of L. 

11.6. COROLLARY. The following assertions are equivalent. 

(a) 
a 

L L. 

* * (b) L L • 
C 

* (c) L {O}. 
s 

Proof. Obvious. 

We note that there exist normed Riesz spaces for which 
a a 

L L >' L 

(so La is a proper subset of La). An example will be presented in chapter 

5 (example 25.F). However, although L is a Banach lattice implies La=La, 



71 

it is not true that La La implies that L is a Banach lattice. Indeed, 

11.A. Example. Consider the normed Riesz space c00 as defined in example 

9.c. Then coo is~ a Banach lattice but we have 
a a c00 = c00 • This can be 

seen as follows. Since 
a c 0 = c0 (see 8.A(ii)) we also have 

a c00 = c00 • Thus 

a c a 
coo coo implies a a 

coo= coo= coo· 

** *"' Next, we consider again the embedding of L under J into L (=L ). 

** As shown in theorem 10.2 L can be considered as a Riesz subspace of L 

There can be proved more. 

* * 11.7. LEMMA. J(L) c (L) (so L can be considered as a Riesz subspace of 
C 

Proof. Let be given and define u ** ** J(U)EL Furthermore, let 

* ** ~2 , •••• in L be such that ~n ~ 0. We have to show that lim u (~n) = 0, 

or equivalently, by the definition of J, that lim ~n(u) = 0. This is how­

ever clear from the fact that ~n ~ 0. 

In e~ercise 10.A we have already observed that suprema (or infima) of count­

able subsets of L are not necessarily preserved under the embedding J. 

We pr~sent a result dealing with this problem. 

11.8. THEOREM. The following assertions are equivalent. 

(a) Suprema and infima of countable systems in L are preserved under J. 

(b) L = La. 

* * (c) L L. 
C 
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Proof. (i) (b) ~ (c) is shown in corollary 11.6. 

* * 
(ii) (a) .,. (c). Let u + 0 in L. Then 

n 
J(u) + 0 in (L ) , so 

n C 

lim ~(un) = 0 

* * * * * 
for all ~E:L • This shows that L C L 

c' so L L • 
C 

(iii) (c) .,. (b). Let first u t u in L. Then J(u1) $ J(u2) $ •••• $ J(u) 
n 

** ** 
in L I so J(u) 

n 
t u" for some u"E:L by the Dedekind completeness of 

** *+ 
L • It follows that ~(un) tu"(~) for all ~E:L . On the other hand, by 

*+ 
assumption, we have ~(un) t ~(u) for all ~E:L , so u"(~) = ~(u) for all 

* ~E:L. This shows that u" = J(u), i.e. J(u) t J(u) 
n 

** 
in L • The same holds 

for decreasing sequences. Now, if u 1 ,u2 , .•.• is ·a not necessarily monotone 

sequence in L with u = sup u 
n 

in L and if we set v = sup {u1 , .•• ,u} 
n n 

then J(v) t J(u). Hence 
n 

J(u) = sup J(v) 
n n 

sup {J(u1)v .••• VJ(un)} 
n 

sup J(u ). 
n n 

Finally we derive some properties of reflexive Riesz spaces. 

** 11.9. LEMMA. Assume that L is reflexive, i.e., J(L) L Then 

La= L * * 
(i) (equivalently L L ) , 

C 

* * * * ** ** * * (ii) (L )a = L (equivalently (L ) L and even L (L ) 
C C C 

(i)), 

by 

(iii) if D is a non-empty subset of L+ such that u 1 ,u2E:D implies 

u 1vu2E:D and such that sup {p(u): UE:D} <=,then sup D exists in L+ 

(In particular, if O $ u 1 $ u2 $ ••••• in L+ is such that sup p(un) < ao, 

then for some 

** Proof. (i) Since J(L) = L J preserves suprema and infima of arbitrary 

subsets of L, so La= L by theorem 11.8. 

* (ii) This follows from (i) since L is reflexive as well. 



{iii) Set D" 

sup {p{u): U€D} 

{J{u): U€D}. Then ui ,u2€D" implies u1vu2€D" and 

** sup {p (u"): u"€D"} <co.For brevity, define 

a= sup {p{u): U€D}. 

* *+ Clearly we have sup {~(u): U€D}~ ap {~) for all ~€L , thus, defining 

u3<~) = sup {~{u): U€D} 

* 
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for all 
*+ 

~€L and for arbitrary ~€L, it follows 

**+ by similar methods to that used in the proof of theorem 5.6 that u0€L 

and that u0 = sup D". Hence, if 

u0 = sup D. 

is such that u" = 
0 

It can be shown that the conditions (i), (ii) and (iii) of lemma 11.9 are 

not only necessary but also sufficient for L to be reflexive. However, 

the rather involved proof of this theorem.is far beyond the scope of this 

book. 





CHAPTER IV. REPRESENTATION THEOREMS 
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In the theory of Riesz spaces there are several theorems stating that 

Riesz spaces or Banach lattices of certain types are isomorphic to spaces 

of functions •. A fundamental result in this direction is Yosida's Represen­

tation Theorem 13.11. We shall prove some of these theorems and give a few 

applications, both to the general Riesz space theory and, in Section 17, 

to the theory of Hermitian operators in a Hilbert space. 

12. THE RIESZ SPACE C(X) 

THROUGHOUT THIS.SECTION, X IS A COMPACT HAUSDORFF SPACE. 

C(X) denotes the vector space of all continuous real-valued 

functions on X. Under pointwise ordering, 

f ~ g if f(x) ~ g(x) for all XEX, 

C(X) is an Archimedean Riesz space. (See Ex.1.G). We have 

(fVg) (x) 

(fAg) (x) 

f(x)Vg(x) 

f(x)Ag(x) 

lfl (x> = lf(x> I 

(f,gEC(X) 1 XEX) 

C (X) also carries a natural norm, the supremum-norm 11.11 a,' defined by 

!lfllo:, = sup If (x) I 
XEX 

Under this norm, C(X) is a Banach lattice. (See 9.D). 

We shall frequently use the following topological theorem. 

12.1. URYSOHN'S LEMMA. If A and B are closed disjoint subsets of x, 

then there exists a continuous f:X ➔ [0,1] such that f:O on A while 

f:1 on B. 

For a proof we refer the reader to [9]. 
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12.2. THEOREM. For every aEX define ¢a:C(X) ➔ R by 

(fEC (X)) 

Then ¢a is a Riesz homomorphism and ¢a(l)=1. Conversely, for every Riesz 

homomorphism ¢:C(X) ➔ R with ¢(!)=1 there exists a unique aEX such 

Proof. The first part of the theorem is obvious. Now let ¢ be a Riesz 

homomorphism C(X) ➔ R and ¢(!)=1. Suppose that for every aEX there 

For each a, set g = If -~(f )11. Then 
a a 't' a - g (a)= 1¢ (f )-¢(f )I> 0 while 

a a a a 

¢(g) = 1¢(f )-¢(f )¢(1) I= O. Because X is compact and each ga is con-
a a a -

tinuous, there exist a 1 , ••• ,amEX such that 

X = U {xi::X 
i 

g (x) > O}. 
ai 

Now let g g v ••• vg Then g(x)>O for all XEX. As g is continuous 
al am 

and X is compact, there must exist a a>O such that g(x)~a for all 

xi::X. Then ¢(g) ~¢(a!)= a> 0. On the other hand, 

and we have a contradiction. 

Thus~ there must indeed exist an aEX such that ¢=¢a• The unique­

ness of a follows from Urysohn's Lemma: if x,yEX and x-/y, then there 

exists an fi::C(X) such that f(x)=O and f(y)=l, i.e. ¢ (f)=O, ¢ (f)=l. 
X y 

If ¢ is a continuous map of a compact Hausdorff space Y into a 

compact Hausdorff space X, then ~:f >+ fo¢ is a Riesz homomorphism of 

C(X) into C(Y) with ~(l)=l• Conversely, we have the following. 



12.3. COROLLARY. Let X and Y be compact Hausdorff spaces and ~ a 

Riesz homomorphism of C(X) into C(Y) such that ~(!l=l• Then there 

exists a unique continuous map $:Y + X such that 

~f = fo¢ (fEC(X)). 

Proof. For every yEY, by applying the preceding theorem to the map 

ff-+ ( ~fl (yl (fEC(X)) we see that there exists a unique element ¢(y) 

of X such that (~fl (y) = f(¢(y)) for every fEC(X). Thus we obtain a 

¢:Y + X with the property 

(fEC(X)) 

It remains to prove that ¢ is continuous. Let Uc X be open and let 
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b E ¢- 1 (u) c Y. By Urysohn's Lemma (12.1) there exists an fEC(X) such that 

f(¢(b))=1 while f vanishes on X\U. Setting g=~f we have gEC(Y), 

g(b)=f(¢(b))=1 and g vanishes on 
-1 

Y\¢ (U). Now {yEY: g(y)>O} is 

open in y and 
-1 -1 

b E {yEY : g (y) >O} c ¢ (U). Hence, ¢ (U) is open in 

and therefore ¢ is continuous. 

12.4. COROLLARY. (Banach-Stone). Let X and Y be compact Hausdorff 

spaces. If C(X) and C(Y) are Riesz isomorphic, then X and Y are 

homeomorphic. 

X 

Proof. Let ~ be a Riesz isomorphism of C(X) onto C(Y), let u = ~1 

and take VEC(X) such that ~v = 1. There exists a positive number c for 

which v ~cl.Then 1 

formula 

('!'fl (y) = (H) (y) 
u(y) 

cu, so u(y)>O for every yEY. The 

(fEC(X), yEY) 

can be used to define a Riesz isomorphism 'I' of C(X) onto C(Y) such 

that 'I'.!_=.!_. By the above corollary there exist continuous ¢ 1 :Y + X and 
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cj>2:X ➔ y with the properties 

'l'f = focj> 1 (fEC(X)) 

and 

-1 
'I' g = gocj>2 (gEC(Y). 

If XEX, then for every fEC(X), f(x) = ('l'- 1'1'f) (x) 

(by Urysohn's Lemma) X = (cj>l ocj>2) (x) • Similarly, y 

(fo (cj>l ocp 2)) (x), so 

(cj> 2 ocp 1) (y) for each 

yEY. Thus, cp 1 and cp 2 are each other's inverses. Then X and Y are 

homeomorphic. 

This corollary is the key to several other theorems stating that two 

compact Hausdorff spaces X and Y are homeomorphic as soon as C(X) and 

C(Y) are in some sense isomorphic. 

12.5. DEFINITION. An algebra (over R) is a vector space V provided with 

a multiplication vxv ➔ V (which we denote by juxtaposition) such that 

for every fEV the maps g H- fg and g H- gf are linear. 

For every topological space z, C(Z) is an algebra under pointwise 

operations. 

Two algebras, V and W, are said to be isomorphic if there exists a 

linear bijection W:V-+ W such that W(fg)=(Wf) (wg) for all f,gEV. 

12.6. COROLLARY. Let X and Y be compact Hausdorff spaces. 

(i) If C(X) and C(Y) are isomorphic algebras, then X and Y are 

homeomorphic. 

(ii) If C(X) and C(Y) are isomorphic as Banach spaces, then X and Y 

are homeomorphic. 
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Proof. (i) Let w be a linear bijection C(X) + C(Y) that preserves the 

multiplication. An element of C(X) or of C(Y) is ~O if and only if it 

is a square. Hence, for f€C(X) we have f~O if and only if Wf~O. Now 

apply Cor.12.4. 

(ii) Let w be a linear bijection C(X) + C(Y) that preserves the norm. 

We first make a linear isometry ~ of C(X) onto C(Y) for which ~1=1. 

Let u = wl. Then llull =1, so -lSuSl. 
00 - -

u+h = ~(u+_!.>2-.!., whence llu+hllwS 1 and 

Similarly, u-h = .!_-~(u-.!_) 2 , llu-hll00 S 1 

11.!.H-1hlL s 1 and ll.!.-w- 1hi100 s 1, then 

2 Set h = ~(u -.!_). Then we have 

ll1H-1hll = llw- 1 (u+hl II s 1. 
- 00 00 

and 111-w-1hll s 1. However, if 
- . 00 

-1 2 w h=O, so h=O, u =1 and the 

only values taken by u are 1 and -1. Then we can define a linear iso-

metry ~ of C(X) onto C(Y) by 

(U) (y) = (wf) (y) (f€C(X), y€Y) 
u(y) 

and we obtain ~1 = 1. 

For f€C(X) or f€C(Y) one has f~O if and only if 

llf - llfll 1 II s llfll ex,- CO 00 

Hence, for f€C(X) one has f~O if and only if ~f~O. Apparently,~ is 

a Riesz isomorphism and again we can apply 12.4. 

12.7. Take f,g€C(X). We have fig if and only if for every X€X either 

f(x)=O or g(x)=O, i.e. if and only if g:O on {x€X f(x);tO}. 

Let D c C(X) and set U = {x€X: there is an f€D with f(x);tO}. 

Then clearly Dd = {g€C(X) g:O on U}. Since C(X) is Archimedean, 

every band of C(X) is of the form Dd (Th.4.3). Thus, for every band A 

of C(X) there exists an open U ex with A = {g€C(X) : g=O on u}. 

Conversely, every open subset of X determines a band: 
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12.A. Exercise. For every open subset U of X, {gEC(X) 

a band in C(X). 

g::0 on U} is 

However, in general the above does not give us a one-to-one corres­

pondence between the open subsets of X and the bands of C(X). In fact, 

it is clear that any two open subsets of X that have the same closure 

determine the same band. (E.g., the open subsets [0,½)u(½,1] and [0,1] 

of [0,1]). 

In the following exercise we shall see that for every open U ~ X 

there exists a largest open subset of X that has the same closure as U. 

12.B. Exercise. For every open subset U of X let u0 denote the inter­

ior of U. For every open Uc X the following is true. 

(i) u0 is an open set whose closure is u. 

(ii) u0 contains every open subset of X that is contained in U. 

(iii) u00 = u0 • 

12.8. DEFINITION. An open subset u of X is called regular if □ u 
□ 

= u. 

By Ex.12.B(iii), for every open u C X the open set u is regular. 

In fact, u □ is the smallest regular open set containing u. (If w is a 

regular open set and if w:::, u, then □ :::, U□). w = w 

An example of a non-regular open subset of [0,1] is [0,½)u(½,1]. 

Since [0,½) and (½,1] are regular, we see that a union of two regular 

open sets may fail to be regular. 
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12.C. Exercise. The regular open subsets of X, ordered by inclusion, form 

a complete Boolean algebra A. For u1 ,U2 iA we have 

u I 

1 
U C 

1 

It can now be proved that the formula u 1-+ {gEC(X) : g:O on U} 

yields a one-to-one correspondence between the regular open sets in X and 

the bands of C(X). Now both the regular open sets and the bands form 

Boolean algebras (12.C and 4.6). Unfortunately, the correspondence we have 

just mentioned reverses the ordering: large open ~ets will yield small 

bands. In order to obtain an isomorphism of Boolean algebras we introduce 

a complementation in the following way. 

12.9. THEOREM. Let X be a compact Hausdorff space. Let A be the Boolean 

algebra of all regular open subsets of X and let B[C(X}] be the Boolean 

algebra of all bands of C(X). (See Th.4.6). The formula 

u 1-+ { gEC (X) : g=O on X\U} 

defines a bijection A+ B[c(X)] which is a lattice isomorphism. 

Proof. For UEA let ~(U) = {gEC(X) : g:O on X\U}: then ~(U) € B[C(X)]. 

(See Ex.12.A). For every A E B[C(X)], as we already know, there exists 

a regular open W c X such that A= {gEC(X): g:0 on W} = ~(We). Thus, 

~ is surjective A+ B[c(X)]. 

Trivially, if o 1 ,o2EA and u1 c o 2 , then ~(o 1 ) c ~(u2 ). On the 

other hand, if ol,02EA and 01 ¢ 02, then 01 ¢ 02 (12.B(ii)), so 

X\02 ¢ X\0 1• By Orysohn's Lemma there exists an fEC(X) that vanishes on 

X\Ol but not on X\02 • Then fE~(o 1 ), fi~(o2 ), so ~(01 ) ¢ ~(02 ). 
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Thus, for u1,u2EA we have u1 c u2 if and only if ¢(U1) c ¢(U2). 

consequently,¢ is injective and a lattice isomorphism. 

Now assume that C(X) is Dedekind complete. 

Let u be a regular open subset of X and let A be the correspon-

ding band of C(X), i.e. A= {gEC(X) : g:O on uc}. By the above theorem, 

Ad= {gEC(X) : g:O on 0cc} = {gEC(X) g:O on u}. The Dedekind com-

pleteness of C(X) implies (Th.4.S(ii)) that 1 E A+Ad. It follows that 

X = Ucuu = (X\U)uU. But then U=U, so u is not only open but also closed. 

12.10. DEFINITION. A subset of X is said to be clopen if it is both open 

and closed. 

Clearly every clopen set is a regular open set. 

12.11. DEFINITION. X is called extremally disconnected if every regular 

open subset of X is clopen. 

We have just proved that if C(X) is Dedekind complete, then X is 

extremally disconnected. In Theorem 12.16 we shall see that the converse is 

also true. For that we need more knowledge about extremally disconnected 

spaces. 

Let X be extremally disconnected. If a,b are points of X and 

a~b, there exist open sets U,V c X such that aEU, bEV and unv = ¢. 

Setting W = u0 (see 12.B) we see: if X is extremally disconnected, then 

for any two distinct points, a and b, of X there exists a clopen set 

W c X such that aEW, biW. 

In particular, X does not contain any connected subset that consists 

of more than one element. This observation may serve as a partial explana-
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tion of the term "extremally disconnected". 

We can, in fact, prove more. Let X be any compact Hausdorff space. 

Let aEX and let s be a neighbourhood of a. There exists an open set u 

such that a E U CU C 8. consequently, a E Uc C 8. Thus, the regular open 

sets form a base for the topology of x. In the terminology of 12.12, if 

is extremally disconnected, then it is zerodimensional. 

12.12. DEFINITION. X is called zerodimensional if the clopen subsets of 

X form a base for the topology of x. 

12.D. Exercise. Let X be the subset {O}u{n-l : nEN} of R. Under the 

usual topology, X is zerodimensional but not extremally disconnected. 

X 

12.E. Exercise. (Unpleasant behaviour of extremally disconnected spaces). 

If X is extremally disconnected and metrizable, then X is a finite set. 

(Hint. Take aEX: it suffices to prove that {a} is open. If {a} is not 

open, there exist clopen sets w1 ~ w2 ~ 

u = U{w : n 
n 

a contradiction). 

whose intersection is {a} 

is even}. Then U = uu{a}. Derive 

12.F. Exercise. The following conditions are equivalent. 

(a) X is extremally disconnected. 

(b) If U,V are mutually disjoint open subsets of x, then unv = ¢. 

(c) Every open subset of X has clopen closure. (In the literature this 

property is usually chosen to define extremal disconnectedness). 
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12.13. DEFINITION. A real-valued function f on X is said to be lower 

semicontinuous if for every SER the set {xEX: f(x)>s} is open: f is 

called upper semicontinuous if for every s the set {xEX: f(x}<s} is 

open. Instead of "semicontinuous" we often use the abbreviation "s.c.". 

Clearly, a function is continuous if and only if it is both lower and 

upper semicontinuous. 

12.G. Exercise. (i) The characteristic function of a subset V of X is 

lower s.c. if and only if V is open. 

(ii) The sum of two lower s.c. functions is lower s.c. 

(iii) Every lower s.c. function on X is bounded from below. 

(iv) Let F be a set of lower s.c. functions on X such that for every 

XEX, sup{f(x) : fEF} is finite. Then the function x >-+ sup{f(x) : fEF} is 

lower s.c. 

(v) Every lower s.c. function f 0 on X is pointwise supremum of a set F 

of continuous functions. (For F one may take { fEC (X) : f $ f 0 }). 

12.14. DEFINITION. For any function f:X ➔ R that is bounded from below 

and for any aEX we define 

sup { inf f (x) : U is a neighbourhood of a 1 
XEU 

Note that (inf f) $ f+(a) $ f(a), so that f+(a)ER. Thus, we have made a 

function f+,x ➔ R. Similarly, we define ft if f is bounded from above. 

12.H. Exercise. Let f and g be functions X ➔ R that are bounded from 

below. Then 

(ii) f+ is bounded from below; if fact, inf f+(x) 
XEX 

inf f(x). 
XEX 
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(iii) if f s g, then f+ s g+ 

(iv) f+ is lower s.c. It is the largest lower s.c. function that is Sf. 

(v) f is lower s.c. if and only if f+ = f. 

(vi) fH = f+. 

12.15. LEMMA. Let X be extremally disconnected and let f:X ➔ R be boun­

ded and lower s.c. Then ft is continuous. 

Proof. By Ex.12.H(iv), ft is upper s.c. In order to prove that it is also 

lower s.c., take SER and W {x: ft(x)>s}: we show W to be open. 

For every let V 
E 

be the set {x: f(x) > s+E}. This V 
E 

is open: 

then so is VE ,since X is extremally disconnected. (See Ex.12.F). We 

prove that w = Uv 
E>O E 

then W must be open. 

If aEW, there is an E>O for which ft(a) > s+E. By the definition 

of 
t 

f (a), every neighborhood of a contains a point x with f(x) > s+E, 

i.e. a€V • Thus, W c UV. 
E E>O E 

Conversely, let E>O, a€VE. Then, by the definition of ft(a) we have 

ft(a) ~ s+E and aEW. Hence, UV cw. 
E>O E 

Now we can prove a result announced above. 

12.16. THEOREM. (H.Nakano). C(X) is Dedekind complete if and only if X 

is extremally disconnected. 

Proof. We already have the "only if": see the lines following Def.12.11. 

Now assume that X is extremally disconnected. Let F be a non-empty sub­

set of C(X)+ having an upper bound in C(X). Then we can define a bounded 

lower s.c. function f 0 on X by setting f 0 (x) = sup{f(x) : fEF}. (See 
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Ex.12.G(iv)). Then 
t 

f 0 EC(X), according to Lemma 12.15. It is now easy to 

see that, in the sense of the Riesz space sup F. By Ex.4.A(c), 

C(X) is Dedekind complete. 

12.I. Exercise. (An infinite extremally disconnected space). We make a com-

pact Hausdorff space X such that C(X) is Riesz isomorphic to t . Then 
00 

by Nakano's Theorem 12.16, X is extremally disconnected. 

Let A= [O,l]N, B = [O,l]A. Under the product topology, B is a com­

pact Hausdorff space. Define b:N + B by 

b(n) (a) = a(n) (aEA; nEN) 

The closure of b(N) is a compact Hausdorff space X. 

Every fEC(X) determines an element ~f of t 00 by 

In this way one obtains a Riesz isomorphism ~ of C(X) onto t00• (To 

prove surjectivity, take aEA and define fEC(X) by f(x)=x(a) 

then ~f=a. Thus, the range space of ~ contains A). 

(XEX): 

(For a more direct proof of the extremal disconnectedness of X, take 

a regular open subset U of X. Let u be the characteristic function 

of {nEN: b(n)EU}. Then UEA. Put y {XEX: u(x)=1}. As 

b(N) c {xEB : x(u)=l or x(u)=O}, 

it follows that for every xEX we either have x(u)=l or x(u)=O, so that 

Y is clopen in X. Now both Y and U are regular open subsets of X, 

b(N) is dense in X and Ynb(N) = unb(N). Consequently, u = Y ) • 
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13. THE YOSIDA REPRESENTATION THEOREM 

IN THE REST OF THIS BOOK L IS AN ARCHIMEDEAN RIESZ SPACE. 

13.1. LEMMA. If L~{O} while {O} and L are the only ideals of L, then 

L is Riesz isorrorphic to R. 

Proof. All we really have to prove is that L is one-dimensional. We are 

done if for any + f 1 ,f2EL we can show and to be linearly 

dependent. 

Let f,gEL+, O<f$g: it suffices to prove that f=ag for some aER. 

Let A = {)..ER : ).g$f}. Observe that DEA and that AEA as soon as A$A I 

for some A1 €A. As L is Archimedean there is a AEF. such that .A/.A. 

Then A C (--00,).). we can define 
+ 

by A. Now aER a = sup For every mEN, 

1 
€ A, so that f $ 1 hence, ag-f $ 0 and f-ag € L 

+ 
The a-- ag - iii9 : 

m 

principal ideal generated by f-ag is either {O} or L. In the first 

case, f-ag = O, i.e. f ag. In the second case, by 2.C there must exist 

an nEN such that g $ n(f-ag), whence 

definition of A. Therefore, f=ag. 

a+!€ A 
n which contradicts the 

13.2. DEFINITION. An ideal I in L is said to be proper if I~L. 

A maximal ideal is a proper ideal that is maximal among the proper ideals. 

If M is a maximal ideal in L, then L/M is a Riesz space L0 • Let 

~ denote the natural surjection L + L0 . For any ideal I of L0 , ~-l(I) 

is an ideal in L that contains M. Then ~-l(I) is either M or L; 

so that I is either {O} or 
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Before we can apply the above lemma to L0 we have to show that L0 

is Archimedean. This is not hard to do. Let + f,g€L0 be such that mf $ g 

for all mdJ. Set J = {h€L0 : lmhl $ g for all m€N}. Then J is an 

ideal in L0 , so either J={01 or J=L0 • In the first case, trivially 

f=O; in the second case g€J, hence, g=O and f=O. 

We have proved: 

13.3. LEMMA. If M is a maximal ideal in L, then L/M is Riesz isomor-

phic to R. 

13.A. Exercise. (i) The kernel of any non-zero Riesz homomorphism L ➔ R 

is a maximal ideal. 

(ii) Every maximal .ideal of L is the kernel of a non-zero Riesz homomor­

phism L ➔ R. 

(iii) If ~ and ~ are non-zero Riesz homomorphisms L ➔ R with the 

same kernel, then they are scalar multiples of each other. 

13.B. Example. Let X be a compact Hausdorff space. For a€X define 

M = {f€C(X) 
a 

f(a)=O}. Every M is a maximal ideal in C(X). By the 
a 

above and by Th.12.2, every maximal ideal is an M . 
a 

13.4. Let M denote the set of all maximal ideals of L. For any subset 

A of L+ put 

Then 

(i) 

(ii) 

A/). = {M€M A C M} 

+ /). /). ¢ = (L) , M = ¢. 

If is any family of subsets of L+, then 
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(iii) If A and B are subsets of L+ and if C = {fAg: fEA, gEB}, 

then A6 uB6 = c6 • In fact, the inclusion A6 uB6 c c6 is perfectly clear. 

Now take an such that M/.A6 and 6 M/.B: we prove that 
6 

M,fC. There 

must exist fEA and gEB with f/.M, g/.M. By 13.A, M is the kernel of 

a Riesz homomorphism ~:L ➔ R. Then ~(f)~O and ~(g)~O, and therefore 

~(fAg) = ~(f)A~(g) ~ 0 and fAg /_ M. But fAg EC. Consequently, C ¢ M, 

i.e. M/.C6 • 

By (i),(ii) and (iii) there exists a topology on M such that the 

sets are just the closed subsets of M. 

13.5. DEFINITION. This topology is known as the hull-kernel topology. The 

topological space we have just made is called the maximal ideal space 

of L. We denote it by M(L) or by M. 

13.6. LEMMA. M(L) is a Hausdorff space. 

Proof. Let M,NEM, M~N. There exist f E M+\N and g E N+\M. Put 

f' = f - fAg, g' = g - fAg. 

As fAg E MnN, we have f' E M+\N and g' E N+\M. In particular we obtain 

N /. {f' }6 and M /.{g'}6. Furthermore, (see (iii), above). 

{f 1 } 6 u{g 1 } 6 = {f'Ag 1 } 6 = {0}6 M 

Thus, M\{f 1 }
6 and M\{g 1 }

6 are disjoint open sets containing N and M, 

respectively. 

13.C. Exercise.Let X be a compact Hausdorff space. For aEX, define 

Ma= {fEC(X) : f(a)=O}. Then a,....M 
a 

is a homeomorphism X ➔ M(C(X)). 
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13.D. Example. In Ex. 5.A(i) we have found a non-trivial Archimedean Riesz 

space M for which M = {O}. It is clear that the maximal ideal space of 

such an M is empty. 

13.E Example. ( M(L) is not always locally compact). 

The theory of maximal ideals in Riesz spaces closely resembles the one 

of maximal ideals in commutative Banach algebras over c. There too one has 

the connection between maximal ideals and scalar-valued homomorphisms, and 

there exists a topologized maximal ideal space. For Banach algebras these 

maximal ideal spaces are always locally compact. This example is intended 

to show that in this respect our theory is different. 

Let X be any subset of R and let C(X) be the Riesz space of all 

continuous functions X + R. We show M(C(X)) to be homeomorphic to X 

itself. Every element a of X 

M = {fEC(X) f(a)=O}. 
a 

determines an M EM(C(X)) 
a 

by 

Then a>-+ Ma is an injective map X + M (C (X)) which is easily seen to be 

a homeomorphism if only it is surjective. Therefore, take an MEM(C(X)) 

we shall find an a EX for which M = M. 
a 

M is the kernel of a Riesz homomorphism ~:C(X) + R. There exists an 

h € C(X)+ with ~(h) > O. For all XEX, set 

h* (x) h(x)+l 
= ~ (h+_!) 

Then h*EC(X), ~(h*) = 1 and h*(x)>O for all XEX. Define w:C(X) + R 

by (fEC(X)). Then w is a Riesz homomorphism, its kernel 

is M, and W(.!_l = 1. The identity map X +·R is an element j of C(X). 

Let a= w(j). We prove that aEX and that w(f)=f(a) for all fEC(X) : 

then the kernel of 

If gEC(X)+ 

we have 

w will be Ma' i.e. M = M • 
a 

and g(x)>O for all XEX, then .!_ E C (X). For all 
g nEIN 



.L 1 1 
1 = $(.!) s $( ng v ng) = n$(g) v ~(g), 

so $(g)>O. In other words, if g€C(X)+ and $(g)=O, then g must take 

the value O somewhere. 

Now let fEC(X). Set g = Jj-a _ _!_lvJf-$(f).!_I. Then and 

$(g) = l$(j)-a$(.!.) lvl$(f)-$(f)$(.!_) I = O, 

so, by the above, there must exist an XEX with g(x)=O. For this x we 

have j(x)=a and f(x)=$(f), so aEX and f(a)=$(f). 
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As in the case of the Banach algebras, we need a unit to guarantee the 

existence of sufficiently many maximal ideals. 

13.7. DEFINITION. A (strong) unit in L is an element e of L+ with the 

property that the principal ideal generated by e is L itself. This is 

the case if and only if for every fEL+ there exists an nEN with fSne. 

L is said to be unitary if it has a unit. 

13.F. Examples. Under coordinatewise ordering, Rn (nEN) is unitary. For a 

compact Hausdorff space x, C(X) is unitary. For a non-compact space x, 

in general C(X) will not be unitary. (If e is a unit in C(X), then 

e 2~e for some nEN, so that e is bounded. Then every element of the 

principal ideal generated by e is bounded). 

is not unitary. (Take any + eEt1 • There exist positive integers 

such tha~ e ~ 4-k for each k~. There exists an 
¾ 

that for each k. Then there is no nEN with as ne ) • 

13.8. THEOREM. Let L be unitary. 

(i) An ideal I of L is proper if and only if it contains no unit of L. 
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(ii) Every proper ideal of L is contained in a maximal ideal. Hence, if 

L~{O}, then there exist maximal ideals. 

(iii) If fEL, f>O, then there exists a Riesz homomorphism $:L +R such 

that $(f)>O. 

(iv) If g,hEL and g~h, there is a Riesz homomorphism $:L + R for which 

(v) M(L) is compact. 

Proof. (i) If I is an ideal containing a unit e, then L = (e) c I, so a 

proper ideal cannot contain units. Conversely,an ideal that contains no unit 

trivially differs from L. 

(ii) Let E be the set of all units of L. If I is a proper ideal of L, 

then I c L\E. By Zorn's Lemma, among the ideals of L that contain I 

and are subsets of L\E there is a maximal one, M, say. Then I c ME M(L). 

(iii) Let fEL, f>O. Let e be a unit of L. As L is Archimedean, there 

exists a positive number s such that ftse, i.e. (f-se)+ ~ 0. If I is 

the principal ideal generated by (f-se)-, then (f-se)+ LI, so I is 

proper. By (ii), I is contained in a maximal ideal M, which is the kernel 

of a Riesz homomorphism $:L + R. Now (f-se) EI c M, so that 

whence $(f) ~ s$(e). But by part (i), eiM, so $(e)>O. It follows that 

$(f)>O. 

(iv) Set f = lg-hi and apply (iii). 

(v) Let (A0 ) 0 EL be a family of subsets of L+ such that (in the termino-

logy of 13.4) the collection {A~ : GEL} of closed subsets of M(L) 
a 

the finite intersection property: we prove that its intersection is not 

has 

empty. To do this we have to make an MEM(L) such that A0 c M for every 

GEL, i.e. we have to prove that the union of all the sets A a is contained 
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in a maximal ideal M of L. Let A be the union of the sets A. Without a 

restriction we suppose that. tfEA for all fEA and tER+. Let I be the 

set of all elements f of L for which there exist nEN and f 1 , .•• ,fnEA 

such that lfl ~ f 1v ••• vfn. Then I is an ideal and Ac I: by (i) and 

(ii) we are done if I contains no units of L. Suppose L has a unit e 

with eEA. Then e ~ f 1v ••• vfn for certain f 1 , ••• ,fnEA. For each i there 

is a O(i) € E 
A A 

such that fiEAa(i)• Now Aa(l) n ••• nAa(n) is not empty, 

so N ~ Aa(l)u ••• uA0 (n)" 

f,EN for each i, so that eEN. By (i) this is impossible. 

L has a maximal ideal N for which 

i 

But then 

13.9. Part (iv) of the above theorem yields a simple technique (due to 

A.I.Yudin) to prove elementary identities in Archimedean Riesz spaces. As 

an example we show that for all f,g,hEL, 

(fAg)V{gAh)V(hAf) (fVg)A(gVh)A(hVf) 

Let f,g,hiL. First, we assume that L is unitary. By (iv) it suffices to 

prove that every Riesz homomorphism L + R assigns the same value to both 

sides of(*). Let ~:L + R be Riesz homomorphism and let a=~(f), B=~(g), 

y=~(h). We are done if 

(aAB)V(BAy)V(yAa) = (aVB)A(BVy)A(yVa) 

But the truth of(**) (for arbitrary a,B,y ER) is easily seen. 

In case L is not unitary, in the above one replaces L by the prin­

cipal ideal L0 generated by lfl+lgl+lhl. This L0 is unitary, since 

is a unit in 

13.10. Let e be a unit in L. For every maximal ideal M of L, by 13.A 

and 13.B(i), M is the kernel of a unique Riesz homomorphism ~M:L + R 

that maps e onto 1. For every fEL, M + ~M(f) is a function f on M(L). 

We have 
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f (M) = <j,M(f) 

Then <j,M(f - f(M)e) O, so f - f(M)e EM. Conversely, 

if SER and f-se EM, then O = <j,M(f-se) = <j,M(f)-s<j,M(e) 

f(M) is the (only) real number s for which f-se EM. 

f(M)-s. Thus, 

The functions f are continuous. In fact, for fEL and SER we have 

(We use 

course, 

{MEM: f(M) ~ s} {M 

{M 

<j,M(f-se) ~ O} 

<j,M((f-se)-) 

as in 10.4). Thus, {M: f(M) ~ s} 

{M: f(M) ~ s} (fEL, SER). 

is closed in M. So is, of 

Now f >-+ f is a map L ➔ C(M). It is easily· seen to be a Riesz homo­

morphism. The image of e is 1. If f,gEL and fzg, then by Th.13.S(iv) 

there is a (non-zero) Riesz homomorphism <j,:L ➔ R with <j,(f)z<j,(g). If M 

is the kernel of qi, then <PM is a non-zero scalar multiple of¢, so that 

<j,M(f)z<j,M(g). This means that f(M)zg(M) and therefore fzg. 

We have now proved the following. 

13.11. REPRESENTATION THEOREM. (K.Yosida, S.Kakutani, M.and S.Krein, 

H.Nakano). Let e be a unit in L. For all fEL and MEM(L) there exists 

a unique real number f(M) such that f - f(M)e EM. For every fEL, f is 

a continuous function on the compact Hausdorff space M = MCL). The map 

f ➔ f 
A 

is a Riesz isomorphism of L onto a Riesz subspace L of c(M) 

and e = 1. 

This theorem is to be continued in 13.13, 13.17, 13.22, 13.23, 13.25, 

13.28 and 13.32. 

13.12. THEOREM. (Stone-Weierstrass). Let X be a compact Hausdorff space 

containing at least two points. Let L be a Riesz subspace of C(X) such 

that for any two points, x and y, of X there exists an fEL for which 



f(x)=O, f(y)~O. Then L is a norm· dense subset of C(X). 

Proof. Let gEC(X) and £>0: we construct an fEL that satisfies the 

inequality g-£.!_ sf s gt£.!_. 

Let a€X. From the given property of L it follows that for every 
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bEX there is an fbEL such that fb(a)=g(a), fb(b)=g(b). By the compact­

ness of X there exist b 1 , ••• ,bnEX for which 

X = U {x : fb (x) - g (x) < d 
i i 

Set fa= fb A •.• Afb. Then faEL, fa(a)=g(a), fas g+£.!_ 
1 n 

For every aEX we can make such an fa. There exist a 1 , •.• ,amEX 

for which 

X 

Now set f 

U {x 
j 

a. 
f J(x) - g(x) > -£} 

al am 
f v ••• Vf Then fEL and g-£.!. sf s g+E.!.· 

In the following we let L be {f: fEL} and we set M = M(L). 

If M,NEM and M~N, then there exists an fEL with fEM, fiN. Then 

f(M)=O, f(N)~O. The Stone-Weierstrass Theorem now yields Cor.13.13. 

13.13. COROLLARY. (Sequel to Th.13.11). L is norm-dense in c(M). 

13.14. COROLLARY. (A.I.Yudin). Let nEN and let L be n-dimensional as a 

vector space over R. Then L is Riesz-isomorphic to Rn (where Rn is 

ordered coordinatewise). 

Proof. Choose a base f 1 , ••• ,fn in L: set e = !f1 !+ ••. +!fn!. Then e is 

a unit in L. (For all s 1 , •. ,snER, !Esifil S (Elsil)e ). Thus, L is iso­

morphic to a norm dense subspace L of C(M). Every finite dimensional 
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normed vector space being complete,£ is closed in C(M) and L = C(M). 

Then c(M) is n-dimensional, so that M contains exactly n elements. 

It follows that C(M) is Riesz isomorphic to Rn. 

(Remark. For n=l,2,3,4,5 the number of isomorphism classes of (not 

necessarily Archimedean) n-dimensional Riesz spaces is 1,2,3,8,18, resp.) 

There is another sense in which L is a dense subset of C(M): 

13.15. DEFINITION. Let Ll be an Archimedean Riesz space, LO a Riesz sub-

space of Ll. We say that LO is order dense in Ll if for every fELl 

with f>O there exists a gEL 
0 

for which O<g;<:;f. 

13.16. LEMMA. Let X be a compact Hausdorff space. Every norm dense Riesz 

subspace of C(X) is order dense. 

Proof. Let LO be a norm dense Riesz subspace of C(X). Let fEC(X), f>O. 

1 
Take £ = 3llfll00- There exists a gELO for which II (f-£_!)-glJOO < £. Then 

f-2£1 ,;; g,;; f. Because 2£ < llflt.,, we have 0 < (f-2£_!) + ,;; g + ,;; f. Now note 

that + g EL0 • 

(Observe that {fEC([0,1]) : f(O)=O} -is an order dense Riesz subspace 

of C([0,1]) that is not norm dense). 

13.17. COROLLARY. (Sequel to 13.11). L is order dense in C(M). 

Before we can go into the consequences of this corollary we have to 

study order denseness. 
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13.18. LEMMA. For an ideal of L the following conditions are 

equivalent. 

(a) LO is order dense in L. 

(b) Every element of 
+ 

is the L supremum of a subset of LO. 

(c) The band of L, generated by LO, is L itself. 

f ( ) . ' 1 t t (Loa,+ -- {O}, hence to L d {O} h' h ' Proo. a is equiva en o O = , w ic, oy 

the implication (a) ~(d) of Th.4.3, is equivalent to (c). Besides, it is 

evident that (bl implies (a), while we know (Ex.2.D) that (bl is implied 

by (c). 

13.19. Let L be the Riesz space of all bounded functions on [0,1]. The 

continuous functions on [0,1] form a Riesz subspace L0 of L. Let F 

be the subset of LO consisting of the functions x....,. lAnx (n\,N). In 

the Riesz space L, this set F has a supremum, viz. the characteristic 

function of (0,1]. In the smaller Riesz space L0 , F also has a supremum, 

but this is 1. We see that in this context the expression "sup F" is 

ambiguous and may lead to confusion. Therefore we shall occasionally use 

notations like "L-sup F" and 11 L0-sup F". The meaning of such a notation 

will always be clear. 

For a Riesz subspace L0 

two facts are obvious. 

(i) If . L-sup F and 

of L and for any F c L0 the following 

both exist, then 

(ii) If L-sup F exists and belongs to L0 , then L-sup F = L0-sup F. 

13.20. DEFINITION. A Riesz subspace LO of L is said to be normal in L 

if for every subset F of for which 

exists. By (i) and (ii) above, every ideal of L is normal in L. 
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13.21. LEMMA. Let LO be an order-dense Riesz subspace of L. 

(i) L0 is normal in L. 

(ii) If L0 is a Dedekind complete Riesz space, then it is an ideal in L. 

(If L = C([0,1]) and if LO is the Riesz subspace of L consisting 

of the constant functions, then L0 is normal but not order-dense in L: 

furthermore, it is normal in L and Dedekind complete but it is not an 

ideal in L). 

Proof. (i) Let F be a non-empty subset of LO and let fo = L0-sup F. 

Of course fo is an upper bound of F in L. Let f 1EL be any upper 

bound of F: we have to prove that fl;,:fO. Suppose f ifo. Then we have 

fO z f 1Af0 , so fO - f 1AfO > 0 and there exists a gELO such that 

0 < g ~ f 0-(f 1Af0 ). But then f 0-g;,: f 1Af0 , so f 0-g (which is an element 

of L0 ) is an upper bound of F. Then f 0-g ~ L0-sup F = f 0 , which is a 

contradiction. 

(ii) Let f 0 EL0 and let f 1EL be such that O~f 1~f0 : it suffices to prove 

that then necessarily f~f 1 }. This F is a non-

empty subset of L0 , having the upper bound f 0 in L0 • By the Dedekind 

completeness of L0 , L0-sup F exists. But according to Lemma 13.18, 

f 1 = L-sup F. Now L0 is normal in L. Consequently, f 1 = L0-sup FE L0 . 

13.22. COROLLARY. (Sequel to 13.11). (i) L is normal in L. 

(ii) If L is Dedekind complete, then L=C(M). In this case, the maximal 

ideal space M of L is extremally disconnected. (See Th.12.16). 

13.G. Exercise on normality. 

is a normal Riesz subspace of L and if is a Riesz sub-



space of L containing L0 , then L 
0 

is normal in L1 . 

(ii) Every ideal in L is normal in L. 
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If A and B are disjoint closed subsets of M, then by Urysohn's 

Lemma there exists a gEC(M) such that g::-1 on A while g::2 on B. 

As L is norm-dense in c(Ml we have an hEL with llg-hll :,; 1. Then 
00 

h:,;Q on A but h2:1 on B. Setting f 1Ah+ we have the first part of 

the following lemma. The second part is an immediate consequence of it. 

13.23. LEMMA. (Sequel to 13.11). (i) If A and B are disjoint closed 

subsets of M, there exists an fEL such that f::O on A, f=l on B. 

(ii) L contains the characteristic functions of all clopen subsets of M. 

13.24. DEFINITION. A function f on a topological space X is said to be 

locally constant if every element of X has a neighbourhood on which f 

is constant. 

13.H. Exercise. Let X be a compact Hausdorff space. 

(i) A function f:X ➔ R is locally constant if and only if it is a linear 

combination of characteristic functions of clopen sets. 

(ii) The locaflY constant functions on X form a Riesz subspace of C(X). 

(iii) If X is zerodimensional, this subspace is order-dense in C(X). 

13.25. FREUDENTHAL SPECTRAL THEOREM. (Sequel to 13.11). Suppose that 

B+Bd = L for every principal band B of L. (See 13.I). Then M is zero­

dimensional and L contains all locally constant functions on M. 
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Proof. Let aEM and let W be an open neighbourhood of a. We construct 

a clopen set U such that a EU c W: then X is zerodimensional and the 

rest of the theorem follows from Ex.13.H(i) and Lemma 13.23(ii). 

There is an open V c M such that a EV c V cw. By Lemma 13.23(i) 

there exist f,gEL+ such that f(a)=l, f=O on M\v, ~=1 on M\w and 

g=O on V. Let B be the principal band generated by f. As B+Bd = L 

there exists a UEB with e-u u.L (e-u), so 

that u is the characteristic function of a subset U of M. Since u is 

continuous, U must be clopen. 
h h A 

We have (e-u).Lf, so (_!__-u) .Lf. Furthermore, f(a)=l. Consequently, 

(.!._-~) (a) = o, which means that u(a)=l and aEU. On the other hand, g.Lf, 

h h 

g=l M\w it follows that ;=O M\w, so g.LB, g.Lu and g.Lu. As on on 

SO U C W. 

The condition" B+Bd = L for all principal bands B" is satisfied 

if L is Dedekind complete. (Th.4.S(ii)). More generally: 

13.I. Exercise. Assume that every countable non-empty bounded subset of L 

has a supremum. (Such an L is called Dedekind a-complete). Then B+Bd = L 

for every principal band B of L. (See also 13.M). 

Our use of the term "Freudenthal Spectral Theorem" to denote Theorem 

13.25 is poetic license. The "classical" formulation of the Freudenthal 

Theorem involves abstract integration theory rather than topology and looks 

quite different. The justification for our unorthodox approach is that our 

version fits better into the given context and has the classical form as an 

immediate corollary. In order to appease the Muse of History we now give 

the better known formulation, leaving its proof to the reader, 



13.26. Let L be as in Th.13.25, let fEL. For every SER let B be 
s 
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the band generated by (se-f)+. For each s there is a unique U EB 
s s 

such 

that e-u 
s 

EB d.If s,tER 
s 

and sst, then usu. Choose 
s t 

a,bER for which 

ae sf s (b-a.)e for some a.>O. Then u =O if ssa while u =e 
s s 

for s:?::b. 

Now 
b 

f = f s du 
a s 

in the following sense. 

(i) For every E>O there exists a o>O with the following property. If 

and if for each i, then 

(ii) For every ~EL the function s + ~(u) is of bounded variation and 
s 

b 
f s d~(u) 

s a 

13.27. DEFINITION. If L is unitary, a unit u in L defines a function 

cru from L into [0,00) by 

cr (f) = inf{sd0,00) : If I :s su} 
u 

It is easy to see that cr is a Riesz norm on L. 
u 

For every E>O, If I :s (cr (f)+E)u, i.e. 
u 

lfl-cr (f)u :s EU. From the fact 
u 

that L is Archimedean it follows that lfl-cr (f)u :s 0. Thus, 
u 

lfl :s cr (f)u 
u 

(fEL; u a unit in L) 

If u and v are units of L, then from this formula we may infer 

for all fEL, i.e. cr :s cr (u)cr Similarly, 
V V U. 

cru :s cru(v)crv. Apparently, the norms cru and crv are equivalent. We see 

that all the norms cru (where u runs through the set of all units of L) 

determine the same topology on L. 

L is said to be uniformly complete if for some unit u every 
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au-Cauchy sequence is au-convergent. Then, of course, for every unit 

all av-Cauchy sequences are av-convergent. 

13.28. THEOREM. (Sequel to 13.11). For every fEL, 

a (fl = lltll e co 

If L is uniformly complete, then L c(MJ. 

13.29. COROLLARY. The following two properties of L are equivalent 

V 

(a) There exists a compact Hausdorff space X such that L is Riesz iso-

morphic to C(X). 

(b) L is unitary and uniformly complete. 

From 13.22 and 13.29 we derive the following result (which is not hard 

to prove directly, either). 

13.30. COROLLARY. Every unitary Dedekind complete Riesz space is uniformly 

complete. 

We have seen (Ex.4.H(i)) that quotients of Archimedean Riesz spaces 

may fail to be Archimedean. The following exercise suggests that unitary 

Riesz spaces all of whose quotients are Archimedean, are rare phenomena. 

13.J. Exercise. Let L be unitary and assume that all quotient Riesz 

spaces of L are Archimedean. 

(i) (In the terminology of our representation theorem). M is zerodimensio­

nal and Lis just the space of all locally constant functions on M. 

(ii) If L is uniformly complete, then L is a finite dimensional vector 

space, hence is Riesz isomorphic to Rn for some neN. 
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(Hint for (i). By 13.H(i) and 13.23(ii), all locally constant functions 

belong to L. For the converse, let fEL, aEM and f(a)=O. Consider now 

the images of 1 and f in the quotient L/J where J is the set of all 

elements of L that vanish identically on some neighbourhood of a). 

13.31. DEFINITION. A Riesz algebra is a Riesz space LO which is also an 

algebra (under the same vector space structure) such that 

if 

A Riesz algebra LO is said to be unitary if it has a two-sided identity 

element (relative to the multiplication) which is also a strong unit in the 

Riesz space. The prime example is, of course, C(X) where X is a compact 

space. 

Two Riesz algebras, L1 and L2 , are called isomorphic if there exists 

a Riesz isomorphism of L1 onto L2 that is an algebra homomorphism. 

13.K. Exercise. Let L be a Riesz algebra. 

+ and gEL, then 

(ii) For all f,gEL we have lfgl s lfl lgl. 

13.32. THEOREM. (Sequel to 13.11). Let L be a unitary Riesz algebra whose 

identity element is e. Then the multiplication of L is commutative. All 

Riesz ideals in L are algebra ideals. The map fo-+ f is an algebra homo­

morphism. 

Proof. Let J be a Riesz ideal in L. Let fEL, gEJ. There is an nEN for 

which lfl s ne. Then lfgl s lfl lgl s nelgl = nlgl, so fg E J. Similarly, 

gf E J. Thus, J is a two-sided ring ideal in L. 

Let MEM, fEL, gEL. Then f-f(M)e EM. By the above, 
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fg - f(M)g (f-f (M)e)g E M. 

This means that 

A A 

0 = (fg - f(M)g) (M) fg(M) - f(M)g(M). 

Apparently, fg = fg for all f,gEL. In other words, the map f ➔ f is an 
,,._ ,.._ 

algebra homomorphism. Then for all f and g we have fg = gf, so the 

multiplication of L is commutative. 

13.L. Example. Let i 00 be as in 8.A(ii) and 9.B. Under coordinatewise 

operations i 00 is a Dedekind complete Riesz algebra. The constant sequence 

(1,1, ••. ), which we call ..!_, is the identity element for the multiplication 

and also a strong unit in the sense of the Riesz theory. Thus, i 00 is a 

unitary Riesz algebra. The norm cr1 induced by 1 is the sup-norm. 

Taking e =..!_.from the preceding theory we obtain a compact Hausdorff 

space M and an isometric multiplicative Riesz isomorphism of i 00 onto 

c(M). According to Cor.12.3, M is homeomorphic to the space X of 12.I. 

f3 In the language of 13.33, M = N. 

13.M. Example. Let (X,r) be a measurable space. Under pointwise operations 

the bounded r-measurable functions on X form a unitary Riesz algebra that 

we call L00(x,r). Its identity element is 1. The norm cr 1 is the sup-norm. 

L00 (X,r) is uniformly complete. Every non-empty countable bounded subset of 

L00 (x,r) has a supremum (see Ex.13.I), but in general L00 (x,r) is not 

Dedekind complete. (E.g., let X be R and let r be the Borel a-algebra). 

Now let µ be a measure on r • By identifying functions that are 

µ-a.e. equal, from L00 (x,r) we obtain the space L00 (µ). This L00 (µ) in a 

natural way becomes a (uniformly complete) unitary Riesz algebra. If µ is 

slightly decent (e.g., if µ is a-finite), L00 (µ) is Dedekind complete. 



13.N. Example. Let X be any topological space. The bounded continuous 

functions on X form an Archimedean Riesz algebra BC(X). The constant 

function 1 is the identity element of the algebra and a strong unit of 

the Riesz space. cr1 is the supremum-norm II !100: 

l1fi100 = sup{ If (x) I : XEX} (fEBC(X)) 

BC(X) is a Banach space relative to this norm, so BC(X) is uniformly 

complete. (Ex.13.L is the special case X=)I). 

This example deserves a little more attention: 
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13.33. DEFINITION. The maximal ideal space of BC(X) is called the Stone­

Cech compactification of X. We denote it by SX or XS. 

In this context, for 

by Sf or fS. 

fe:BC(X) the function f on is indicated 

Every xe:X determines a maximal ideal {fe:BC(X) f(x)=O} in BC(X). 

We denote this maximal ideal by S(xl: thus we obtain a map S:X ➔ XS. 

Using the notations of 13.4, for all subsets A of BC(X)+ we have 

S-1 (AA) = {xe:x : f(x)=O for every fEA}. 

Therefore, S is continuous. 

For fe:BC(X) and xe:X, by the definition of fs, the maximal ideal 

S(x) of BC(X) contains f - fs(S(x))..!_, i.e. f(x) - fs(S(x)) = o. Thus, 

(fEBC(X)) 

But now it is easy to prove that S(X) is a dense subset of xs. In fact, 

if ae:xS and a I. S(X), there exists a ge:C(XS) such that g(a)=l while 

g:O on S (X). This g is fs for some fe:BC(X). But then f = g 0 S, so 

f=O although fs (a) g(a) ,, 0: contradiction. 

Summing up, we have the following theorem. 



108 

13.34. THEOREM. Let X be a topological space, let be the maximal 

ideal space of BC(X). For every XEX let S(x) be the maximal ideal 

{f: f(x)=0} of BC(X). Then S is a continuous map of X onto a dense 

subset of xs. For every fEBC(X) there exists a unique fS E C(XS) with 

f = fS 0 S. The correspondence f + fS is an isometric and multiplicative 

Riesz isomorphism of BC(X) onto 

13.P. Exercise. Let X be a topological space. 

(i) The following properties of X are equivalent. 

(a) S is a homeomorphism of X onto S(X). 

(b) X is homeomorphic to a subset of some compact Hausdorff 

space. 

(c) If A is a closed subset of X and if aEX, aiA, then there 

exists a continuous function f on X for which f(a)=0 while 

f:1 on A. 

(For such an X one usually identifies X with 

extension of f). 

S(X), viewing fs 

(ii) X has the properties (a),(b),(c) if it is metrizable. 

as an 

(iii) If X is discrete, then for every XEX the set {S(x)} is open 

in XS. 
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13.Q. Exercise. Let o be the absolute value topology on [0,1]. 

Then T is a Hausdorff topology that is strictly stronger than o. The 

topologies a and T give us two topological spaces with [0,1] as under­

lying point sets; we call them S and T, respectively. S is compact, 

T is not. 

(i) If f is a T-continuous function on [0,1], then f is a-continuous. 

(Take aE[0,1], E>O: we want to make a WEo with aEW and lf(x)-f(a) I< E 

for all XEW. We may assume aE~. There exists a WEO such that a E Wn~ 

and Jf(x)-f(a) I < ½E for all x E Wn~. Now take x E W\~. There is a VEO 

with xEV and with lf(y)-f(x) I < ½E for all YEE Vn~. Observe that there 

exists a y E vnwn~. Then lf(x)-f(a) I ~ lf(y)-f(x) l+lf(y)-f(a) I < E ) • 

(ii) BC(T) = C(S). 

(iii) The map S:T + TS is bijective but not a homeomorphism. 

13.R. Exercise. (The Stone-Cech compactification of (0,1]). 

Let X be the space (0,1] under the absolute value topology. 

(i) S is a homeomorphism of X onto S (X). 

(ii) XS is not metrizable. (Suppose XS is metrizable. By (i), there is 

s an aEX, a/S(X). There exist x 1 ,x2 , ... EX such that a= lim x and 
n 

xn~xm as soon as n~m. There is a bounded continuous function f on X 

(-l)n for every n). 

(iii) XS is not homeomorphic to [0,1]. 
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14. THE RIESZ SPACE B(X) 

IN THIS SECTION, X IS AGAIN A COMPACT HAUSDORFF SPACE. 

14.1. DEFINITION. A subset A of X is said to be meagre if there exists 

a (countable) sequence A1 ,•A2 , .•. of subsets of 

(i) A C UA ' 

X such that 

n 

(ii) Every A 
n 

is closed and has empty interior. 

Every subset of a meagre set is meagre. A union of countably many meagre 

sets is meagre. 

~n[O,1] is meagre as a subset of [O,1]. So is {O}, although of 

course {O} is not meagre as a subset of {O}. 

14.2. BAIRE'S CATEGORY THEOREM. Let x~¢. 

(i) Every meagre subset of X has empty interionr. 

(ii) A closed subset of X is meagre if and only if its interior is empty. 

(iii) X is not meagre. 

Proof. (ii) and (iii) are immediate consequences of (i). 

To prove (i), assume that X has a non-empty meagre open subset uO• 

There exist closed subsets A1 ,A2 , ••• of X for which uO c UAn while 

each An has empty interior. In particular, uO ¢ A1 , so there exists an 

a 1 E uO\A1 • Then there is an open u 1 c X such that a 1 E u 1 c ~ c uO\A1 • 

Now u 1 ¢ A2 , so there exist an a2 E u 1\A2 and an open set u2 for which 

a2 E u2 c u2 c U1\A2. 

Proceeding in this fashion one obtains a sequence u 1 ,u2 , ••• of non­

empty open sets such that Un c un_ 1\An for every nE'.N. Then u 1 ~ u2 ~ •.. 

so, by the compactness of X, n U contains an element n 
a. Now, on the one 



hand, a€ u1 c u0 c UAn' while ~n the other hand 

contradiction. 

a€ (\u C x\UA 
n n 
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14.3. DEFINITION. If for every XEX there is given a proposition P(x), 

we say that P(x) holds for almost every XEX (or" P holds almost every­

where", " P is true a. e. ") in case the set {xEX : P (x) is false} is 

meagre. 

Thus, because fn[0,1] is meagre in [0,1] we may say that "almost 

every element of [0,1] is irrational". 

This topological "almost everywhere" is very slmilar to the "almost 

everywhere" used in Measure Theory, the meagre sets taking over the role of 

the sets of measure O. 

From 14.2(i) we deduce directly: 

14.4. COROLLARY. If f,gEC(X) and f=g a.e., then f=g. 

For a while we have to return to the semicontinuous functions. (See 

12.13-12.15). 

14.5. LEMMA. If f:X ~ R is bounded and lower s.c., then f=ft a.e. 

Proof. {x: f(x)~ft(x)} = {x: f(x)<ft(x)} = U{s 0 : a,llEll, a<ll} if we a,., 
define s 0 = {x: f(x)Sa<llSft(x)} = {x: f(x)sa}n{x: ft(x)~ll}. Every a,., 

sa,ll is closed. Hence, we are done if we prove that every sa,ll has empty 

interior. Assume that 

is a neighbourhood of 

a is an interior point of some S a• Then a,., 

a and fSa on Sa,a• By the definition of 

it follows that ft(a)Sa. But ft(a)~ 0 because s t d' t' ,., aE a,a= con ra ic ion. 

( 
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14.6. THEOREM. For a bounded real function f on X the following con-

ditions are equivalent. 

(a) There exists a meagre set Ac X such that the restriction of f to 

X\A is continuous. 

(b) There exists an upper s.c. function g:X +R such that f=g a.e. 

(c) There exists a lower s.c. function g:X + R such that f=g a.e. 

(d) There exists a Borel measurable g:X + R such that f=g a.e. 

Proof. We prove the implications (b),.(c), (c),.(b), (b)A(c),.(a), (a),.(d) 

and (d),.(c). 

(b)*(c). If g 

12.H(iv)) and 

is upper s.c. and f=g a.e., then 

,j, 
g =g=f a.e. (14.5). 

(c)*(b) is proved similarly. 

,j, 
g is lower s.c. (see 

(b)A(c),.(a). There exist meagre sets A1 and A2 , an upper s.c. function 

and a lower s.c. function such that off 

The restriction of f to X\(A1uA2) is both upper and lower s.c., hence 

is continuous. 

(a),.(d). Let A be a meagre set for which the restriction of f to X\A 

is continuous. We may assume that A is a union of countably many closed 

sets. Then fxX\A is Borel measurable and fxx\A f a.e. 

(d)*(c). Let r be the collection of all subsets A of X for which 

there exists an open set u c X with xA=xu a.e. If A1,A2 , .•. E r, then 

UA Er. If V is an open subset of X, then V\V is meagre, hence 
n 

a.e. and X\V Er. Therefore, if A E r then X\A Er. Thus, 

r is a a-algebra that contains all open sets. But then it must contain 

all Borel sets. 

Now assume (d). Without restriction we can assume that 0$f$.!_, Q$g$.!.· 

For s E ~n[0,1] let As= {x: g(x)>s}. By the above for each s there 



exists an open set u 
s 

such that 

h(x) = sup {sxu (x) : s E 9,2n[0,1]} 
s 

a.e. Define 

(XEX) 

Then h is lower s.c. (12.G(iv)). For every XEX, 

g(x) = sup {sxA (x) : s E ~n[0,1]} 
s 

Hence, f = g = h a.e. and f has property (c). 
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h:X ➔ [0,1] by 

14.7. DEFINITION. The bounded Borel functions on X form, under pointwise 

operations, an Archimedean Riesz algebra L. In this L, the functions that 

vanish almost everywhere on X form a Riesz ideal -N. 

By B(X) we denote the quotient Riesz space L/N. If f is an element 

of L, we indicate by f the image of f under the quotient map L ➔ B(X). 

Often we identify f with f. 

The pointwise multiplication in L induces a multiplication in B(X). 

In this way, B(X) becomes a unitary Riesz algebra. 

The natural embedding C(X) ➔ L yields an injective (Cor.14.4!) and 

multiplicative Riesz homomorphism of C(X) into B(X). Identifying an ele­

ment f of C(X) with the corresponding element f of B(X), we shall 

view C(X) as a subspace of B(X). 

Now let X be extremally disconnected. Then this map C(X) ➔ B{X) is 

bijective. In fact, let fE B(X) • By Th.14.6there exists a lower s.-c. 

function g on X such that 
t 

f=g a.e. According to Lemma 14.5, f=g 

while 
t 

g is continuous. (Lemma 12.15). We have proved the following. 

a.e. 

14.8. THEOREM. If X is extremally disconnected, then for every bounded 

Borel function f on X there is a continuous function f' on X such 

that f=f' a.e. (Thus, the natural map C(X) ➔ B(X) is bijective). 
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14.A. Exercise. X is extremally disconnected if and only if for every Borel 

subset A of X there exists a clopen subset U of X such that A\U 

and U\A are meagre. 

If X is not extremally disconnected, then the natural map of C(X) 

into B(X) is not surjective. Its range space is still order dense, though, 

as we shall now prove. 

14.9. THEOREM. B(X) is Archimedean. In fact, B(X) is a Dedekind complete 

unitary Riesz algebra, containing C(X) as an order dense Riesz subspace. 

Proof. For f,gEL we have f s g if and only if fsg a.e. It follows 

easily that B(X) is Archimedean.It is practically obvious that B(X) is 

a unitary Riesz algebra whose identity element is 1. 

Next, we prove C(X) to be order dense in B(X). Let fEL, f > 0: we 

construct an hEC(X) such that O < h sf. By Th.14.6, we may assume that 

f is lower s.c. Certainly there is an aEX with f(a) > O. Define 

A= {x: f(x) s ½f(a)}. 

This set A is closed and does not contain a. By Urysohn's Lemma there is 

an hEC(X) for which Os h s ½f(a)..!._, h(a) = ½f(a) and h = 0 on A. 

Then O < h sf. 

It remains to prove the Dedekind completeness. Let F be a non-empty 

bounded subset of B(X)+. Without restriction we may assume that f ~ T 

for all fEF. There exists a subset G of L such that F = {g: gEG} 

and we may assume all elements of G to be lower s.c. For every gEG, gA..!._ 

is lower s.c. and gA..!._ = gA..!._ = g. Thus, we may assume gs_!._ for all gEG. 

Then the formula g 0 (x) = sup{g(x) : gEG}, defines a bounded lower s.c. 

function on x. Clearly, g 0 = sup F. 
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It follows that C(X) is a normal subspace of B(X). In general, how­

ever, c(X) is not normal in the space of all bounded Borel functions on X. 

(A counterexample is easily obtained from 13.19). 

By combining 12.16, 13.22(ii), 14.8 and 14.9 we obtain 

14.10. COROLLARY. The following conditions on L are equivalent. 

(a) L is unitary and Dedekind complete. 

(b} There exists a compact Hausdorff space Y such that L is Riesz iso­

morphic to B(Y}. 

(c) There exists an extremally disconnected compact Hausdorff space Z 

such that L is Riesz isomorphic to C(Z). 

14.11. DEFINITION. A Dedekind completion of an Archimedean Riesz space L 

is a pair (M,~) consisting of a Riesz space M and a Riesz isomorphism 

~ of L onto a Riesz subspace of M, such that 

(i) M is Dedekind complete, 

(ii) ~(L) is a normal subspace of M, 

(iii) M has no Dedekind complete proper Riesz subspace that 

contains ~ (L) • 

(Later on (Cor.15.7, 15.13) we shall prove general existence and uniqueness 

theorems). 

Often we identify an element of L with its image under ~, viewing 

L as a subspace of M. Then we call M itself a Dedekind completion of L. 

14.12. THEOREM. B(X) is a Dedekind completion of C(X). 

Proof. After Th.14.8, this is a direct consequence of Lemma 14.13. 
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14.13. LEMMA. Let M be a Dedekind complete Riesz space containing L as 

an order dense Riesz subspace such that L is not contained in any proper 

ideal of M. Then M is a Dedekind completion of L. 

Proof. By Lemma 13.2l(i), L is a normal subspace of M. Let M' be a Riesz 

subspace of M that is Dedekind complete and contains L: we want to show 

that M'=M. Now L is order dense in M. Then, a fortiori, M' is order 

dense. According to 13.21(ii), M' is an ideal in M. But L is not con­

tained in any proper ideal, so M'=M. 

It is easy to generalize Th.14.12 a little and prove that actually 

B(X) is a Dedekind completion of any order dense Riesz subspace of C(X) 

that contains 1. Then our representation theorem 13.11 yields 14.14. 

14.14. THEOREM. If L is unitary, then B(M) is a Dedekind completion 

of L (where M = M(L) ). 

By applying Th.13.11, Cor.13.22(ii) and Th.13.32 to B(X) one finds: 

14.15. THEOREM. Let Z be the maximal ideal space of B(X). Then Z is an 

extremally disconnected compact Hausdorff space and B(X) is (as a Riesz 

algebra) isomorphic to C(Z). In particular, C(Z) is a Dedekind completion 

of c (X). (See also Th.14.19). 

In order to obtain another description of Z we digress for a moment 

and consider the relation between the Boolean algebras and the zerodimensi­

onal compact Hausdorff spaces, expressed in the beautiful Stone Represen­

tation Theorem. 
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14.16. DEFINITION. If S is a zerodimensional compact Hausdorff space, the 

clopen subsets of S, under inclusion, form a Boolean algebra: we denote 

this Boolean algebra by b(S). For U,V E b(S) we have 

uvv = uuv, UAV = unv, 

If A is a Boolean algebra we call S a Stone space of A if b(S) 

and A are isomorphic lattices. As an example, from Th.12.9 and from the 

definition of extremal disconnectedness, we see that, if X is extremally 

disconnected, then X is a Stone space of B[C(X)]. 

14.B. Exercise. b(X) is complete (as a Boolean algebra) if and only if X 

is extremally disconnected. 

14.C. Exercise. Let S be a discrete topological space. Then the Stone­

Cech compactification of S is a Stone space of the Boolean algebra P(S) 

that consists of all subsets of S. 

14.17. STONE REPRESENTATION THEOREM. Let A be a Boolean algebra. Then A 

has a Stone space. All Stone spaces of A are homeomorphic. 

Proof. Put O = inf A, 1 = sup A. We assume 0~1. For xEA, by x' we de­

note the complement of x. 

A subset J of A is called a filter if 

(i) lEJ, 

(ii) 0¢J, 

(iii) for x,yEA we have xAy E J if and only if XEJ and yEJ. 

Let S be the set of all maximal filters. 

Take JES, xEA, xiJ. Then {zEA: zVx' E J} has properties (i) and 

(iii) of a filter, but it contains Ju{x}. By the maximality of J we must 
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have OE {zEA: zvx' E J}, i.e. x'EJ. Thus, 

(1) if JES, xEA and xiJ, then x'EJ. 

Conversely, for JES and XEA we have xAx' 0 i J, so 

(2) if JES and XEJ, then x'iJ. 

For all XEA let S 
X 

xEJ}. By (iii) we have 

(3) s 
xAy 

s ns 
X y 

From (1) and (2) we infer 

(4) 

so that 

(5) 

Obviously, 

s xVy 
s us 

X y 

(6) s 0 = ¢, s 1 = s. 

(x,yEA) 

(xEA) 

(x,yEA) 

It follows from (3) and (6) that {S : XEA} 
X 

is a base for a topology 

on S. By (4) every s 
X 

is clopen and the topology is zerodimensional. If 

J 1 and J 2 are distinct elements of S, there exists an x E J 1\J2 : then 

J 1Esx, J 2ESx' while Sxnsx' = ¢. (See (2)). Hence, S is a Hausdorff space. 

Next, we show S to be compact. It suffices to prove that every subset 

A1 of A for which S = U{sx: xEA1 } contains a finite set A2 such 

that S U{sx: xEA2}. Thus, let A1 c A be such that S ~ U{sx: xEA2} 

for all finite subsets A2 of A1 we prove s ~ U{sx: xeA1 }. Define 

I= {zEA: there exists a finite A2 c A1 for which z ~ (sup A2)'}. Then 

this I has properties (i) and (iii) of a filter. Furthermore, for every 

finite A2 c A1 by (5) we.have 

ssup A2 = U{sx: xEA2 } ~ s 

so sup A2 ~ 1 and (sup A)'~ 0. Hence, I also has property (ii) of a 
2 

filter. By Zorn's Lemma, I is contained in a maximal filter J. Then JES 

and for every XEA 1 we see that x' EI c J, i.e. JiS. 
X 
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We have now proved that S is a zerodimensional compact Hausdorff 

space. By (3) and (5), xH- Sx is a lattice homomorphism A+ b(S). To show 

that S is a Stone space of A, we prove this homomorphism to be bijective. 

First, let U E b(S). As U is open, there exists an A1 c A such that 

u = U{s 
X 

xEA1}: as U is compact, we may assume that A1 is finite: 

but then U S A. For the injectivity, let x,yEA, x~y. We may sup-
sup 1 

pose xfy. By Zorn's Lemma, the filter {zEA zvy ~ x} is contained in a 

maximal filter J. Then y'EJ and XEJ, so J Es ns , 
X y 

S \S , whence 
X y 

s ~ s . 
X y 

Thus, S is a Stone space of A. 

Now let T be another Stone space of A. Let XH- T be a lattice 
X 

isomorphism of A onto b(T). Then S i-+ T is a lattice isomorphism of 
X X 

b(S) onto b(T). It is now easy to see that there exists a map ~:S + T 

with the property that 

~(S)ETX if and only if SES 
X 

(sES; xEA) 

and that this ~ is actually a homeomorphism of S onto T. 

Theorem 14.17 enables us to speak of "the" Stone space of a Boolean 

algebra. 

14.18. THEOREM. The space Z mentioned in Th.14.15 is the Stone space of 

the Boolean algebra B[C(X)] (and also of B[B(X)] ). 

Proof. By.Th.12.9 and the fact that Z is extremally disconnected, z is 

the Stone space of B[C(Z)], i.e. of B[B(X)]. The theorem follows from 

Lemma 14 .19 and Th.14 .15. 
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14.19. LEMMA. Let L0 be an order dense Riesz subspace of L. 

(i) If B is a band in L, then is a band in 

(ii) The map B ➔ BnL0 (BE B[L]) is a lattice isomorphism of B[L] 

onto B[L0]. 

Proof. (i) Let B be a band in L, let F be a non-empty subset of BnL0 

and let f L0-sup F. We have to prove that f E BnL0 . Now trivially fEL 0 • 

On the other hand, as LO is normal in L (13.21 (i)), f = L-sup F E B. 

(ii) For B E B[L] let S"l (B) = BnL0 • Thus, n is a map of B[L] into 

B[L0]. We prove that n is bijective and an isomorphism of ordered sets. 

Obviously, if Bl s B2 in B[L], then S"l (Bl) s S"l(B2) in B[L0]. 

Conversely, let B1 ,B2 E B[L] and B1 t B2. As (in the language of Boolean 

algebras) we always have 

is order dense, so 

its intersection with any non-zero band (or ideal) can never be {O}. Hence, 

d 
B1nB2 nLO ~ {O}. Then certainly BlnLO ¢ B2nLO' i.e. S"l(Bl) t S"l(B2). 

We see that for B1,B2 E B[L] we have B1 s B2 if and only if 

S"l(B 1) $ S"l(B2). Therefore, S"l is injective. We are done if it is surjective. 

Let C E B[L0]. Let B be the band of L, generated by C. Of course, 

BnL0 :, C. Conversely, take f E + (BnL0) • Then by the definition of B (see 

also Ex.2.D) f = L-sup{gEC+ : gsf}. But fEL0 and, consequently, we also 

have + f = L0-sup{gEC : gsf}. We see that 

and C = BnL0 = S"l(B). Therefore, S"l is surjective. 
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00 

15. THE RIESZ SPACE C (X) 

IN THIS SECTION, X IS AN EXTREMALLY DISCONNECTED COMPACT HAUSDORFF SPACE. 

In the above we have proved that every unitary Riesz space can be em­

bedded in a space of continuous functions on a compact Hausdorff space. We 

are now going to prove a generalization of this result to arbitrary Riesz 

spaces. 

15.1. DEFINITION. We extend ~ to a set R by adjoining to it the symbols 

00 and -co, In R we introduce in the usual way an ordering and a topology. 

The tangent function is an, order isomorphism and also a homeomorphism of 

15.2. DEFINITION. By c00(X) we denote the set of all continuous functions 

f:X + R that are a.e. finite, i.e. for which the closed sets f-l ({co}) 

and f-l ({-co}) have empty interior. (See Th.14.2(ii)). 

15.3. LEMMA. Let A be a meagre closed subset of X and let f be a con­

tinuous function X\A +R. Then f has exactly one extension X +R that 

00 
is an element of C (X). 

Proof. Define g:X + R by 

Then g 

g(x) 

g(x) 

arctg f(x) (x e: X\A), 

(x e: A) 

t is lower semicontinuous. By Lemma 12.15, g is continuous, while 

t * t * g =g a.e. according to Lemma 14.5. Let f (x) = tg g (x) (xe:X). Then f 
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is continuous X ➔ R and f=f * a.e. In particular, * f is a.e. finite, 

* 00 
{x X\A f(x);,!f* (x)} X\A, so f e:C (X) • The set E : is open in hence open 

in x. As f=f * a. e., this set must be empty. Thus, f * is an extension 

of f. 

As X\A is a dense subset of X, f has at most one continuous ex-

tension X ➔ R. 

00 
15.4. Let f,ge:C (X). The set A of all points of X where either f or 

g takes an infinite value is closed and meagre: on its complement, the 

function x ➔ f(x)+g(x) is (well-defined and) continuous. Therefore, there 

exists exactly one element f+g of c"'°cx) such that 

(f+g) (x) = f(x)+g(x) 

for almost every xe:X. Similarly, for all f,ge:C00 (X) there is a unique 

00 
fg e: C (X) for which 

(fg) (x) = f(x)g(x) 

for almost every xe:X. 

15.A. Exercise.With these definitions and with the natural ordering and 

00 
scalar multiplication, C (X) is an Archimedean Riesz space and a commuta-

tive Riesz algebra. C(X) is an order dense Riesz subspace of C00 (X). 

15.B. Exercise. 
00 

C (X) is Dedekind complete. 

(Hint. f ➔ arctg f 
00 

is an order-preserving injection C (X) ➔ C(X)). 

15.C. Exercise. Let S be any set, RS the Riesz algebra of all functions 

S ➔ R. Then there exists an extremally discinnected compact Hausdorff space 

Y such that Rs 
00 

and C (Y) are isomorphic Riesz algebras. (Hint. Give 
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S the discrete topology and let Y=SS. (See Th.13.34). By 13.P(iii), S(S) 

is an open subset of SS whose complement is meagre. The restriction topo-

logy on S(S) is discrete and S is a bijection S + S(S). Now apply 15.3). 

00 
Spaces of the type C (X) are of interest because of the following. 

15.5. THEOREM. (Maeda-Ogasawara). Let X be the Stone space of B[L]. Then 

there exists a Riesz isomorphism W of L onto an order dense Riesz sub-

00 
space of C (X). 

For the proof we need 

15.6. LEMMA. Let L0 be a Riesz subspace of L that is order dense in the 

ideal (L0). (E.g. ,L0 is order dense in L or L0 is an ideal of L). 

Let 0 be a Riesz isomorphism of L0 onto an order dense Riesz subspace 

of C(X)(X). Then 0 can be extended to a Riesz homomorphism W:L ➔ C00 (X) 

whose kernel is 

Proof. Take fEL+ By Th.12.16 and its proof, the set 

+ {arctg (0w) : WEL0 , w~f} 

has a supremum g in C(X) and for almost every XEX we have 

g(x) + 
sup{arctg(~) (x) : wEL0 , w~f}. 

Therefore, there exists a continuous 0f:X + ~ such that 

for almost every XEX. 

Now take + 
UELO such that 0u ~ 0f: we prove u~f. Suppose uif. Then 

u-(uAf) > 0 so that, by the given property of L0 ,there exists a non-zero 

u'EL + for which u-(uAf) ~ u'. Now for almost every XEX, 
0 
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(0u) (x) 
+ sup{(0u) (x)A(0w) (x) : wELO , wsf} = 

+ sup{[0(uAw)](x) : WEL0 , wsf} s [0(u-u')](x) 

Thus, 0u s 0(u-u'), whence us u-u'. But this is impossible since u'>O. 

We can use this observation to prove that 

pose that 0f I c"''tx). Then the closed set {x 

0f E c"''tx). In fact, sup­

(0f) (x) = co} contains a 

non-empty clopen subset W of X. As 0(L0 ) is order dense in C00 (X), 

+ there exists a non-zero UEL0 for which 0u s Xw· For all nEl)I we now 

have 0(nu) = n0(u) s nx s 0f, hence, nus f. But this is contradictory w 

because L is Archimedean and u>O. 

Thus, for every fEL + we obtain 0f E c""(xr. 

Let 

and 

(0w1) + (0w2 ) = 0(w1+w2 ) s 0(f1+f2 ) 

Therefore, (0f1)+(0f2 ) s 0(f1+f2). To prove the converse inequality, take 

WEL0
4 , w s f 1+f2 : it suffices to prove that 0w s (0f 1)+(0f2). Set 

+ w1 = wAf1 , w2 = w-w1: then w1 ,w2EL, w = w1+w2 , w1sf1, w2sf2• By the 

+ assumption on L0 we have w. ={sup u.ELO : u.sw.} (i=l,2) and therefore 
i i i i 

+ w = sup{u1+u2 : u 1,u2ELO : u 1sw1, u2sw2} 

Consequently, 

0w 

0(H) = A0(f) 

00 

+ sup{ 0u1+0u2 : u 1,u2EL0 , u 1sw1, u2sw2 } s 

+ + 
s sup{0u1 : u1ELO , u1sf1} + sup{0u2 : u2ELO , u2sf2 } s 

s 0f1 + 0f2 

for all A~O and 

for all 

+ -fEL, 0 can be extended to a linear map 

~:L ➔ C (X). It is easy to see that 0(f1Af2 ) 

+ 
f 1 ,f2EL. Therefore, ~ is a Riesz homomorphism. Besides, the kernel of ~ 

is L d because { + + d O fEL : 0f = 0} = L nLO . 
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Now we have enough machinery to prove Th.15.5. 

Let E be a maximal subset of L\{O} whose elements are pairwise dis-

joint. Let LO be the smallest ideal of L that contains is the 

algebraic sum of the principal ideals (e) generated by the elements e 

of E ). By the maximality of E we have 
d 

L0 = {o}. 

Under coordinatewise operations the Cartesian product IT (e) is an 
eEE 

Archimedean Riesz space M. Let {gEM g "'0 
e 

for only finitely many 

elements e of E}. The formula 

i:: f 
e 

eEE 

defines a Riesz isomorphism onto 

Now M has a unit, viz. the element eM defined by 

(eEE) 

By Th.13.11 and Th.14.15 there exist an extremally disconnected compact 

Hausdorff space Y and a Riesz isomorphism '!' of M onto an order dense 

Riesz subspace of C(Y) such that '!'(eM) 1. Then '!'rl-1 is a Riesz iso-

morphism 0 of LO into C(Y). Now MO is order dense in M, '!'(M) is 

00 
('!'rl-1) (LO) order dense in C(Y) and C(Y) is order dense in C (Y): thus, 

00 d 
{O} is order dense in C (Y) • By our lemma ( and by the equality LO ) 

there exists a Riesz isomorphism g) of L into C00(Y) that is an exten-

sion of '!'Q-1. 

-1 00 

In particular, <l? (L) ::, ('!'Q ) (LO), so <l? (L) is order dense in C (Y). 

The Boolean algebras b(Y), 8[C(Y)], 8[C00 (Y)], 8[<l?(L)] and B[L] are 

lattice isomorphic (Lemma 14.20), so that Y is a Stone space of B(L). 

15.7. DEFINITION. An element u of L+ is called a weak unit or Freuden-

thal unit of L if the principal band generated by u is L itself. (Cf. 

Def.13.7). Trivially, every strong unit is a weak unit. 
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+ 15.D. Exercise. For every uEL the following properties are equivalent. 

(al u is a weak unit of L. 

(bl {u}d = {O}, i.e. for every non-zero VEL+ we have uAv ~ 0. 

(cl For every fEL+, f sup{fAnu: nEN}. 

15.E. Examples. In the Riesz space L1 (Rl the function x~e -lxl 
is a 

weak unit. More generally, if (Z,f,µl is a a-finite measure space, then 

L1 (µ) has a weak unit. (Take any element e E L1 (µl for which e(zl > 0 

for µ-almost every zEZl. If (Z,f,µl is any measure space and if L is 

the Riesz space of all r-measurable functions modulo µ-negligible sets 

(Example 1.Fl, then 1 is a weak unit of L. 

If S is any topological space, is a weak unit in the Riesz space 

C(Sl 
00 

of all continuous functions on S. In C (X), 1 is a weak unit. 

has no weak unit. 

For a Riesz space with a weak unit we can make our representation 

theorem a little more precise: 

15.8. COROLLARY. (Sequel to Th.15.5l. If u is a weak unit of L, then 

w can be chosen such that w(u) = .!._. 

Proof. In the proof of Th.15.5, choose E {u}. 

15.9. THEOREM. Let L be a Riesz algebra with a weak unit u that is a 

two-sided identity element for the multiplication. If X and w are as 

in Th.75.5 and if W(ul=.!._ (see Cor.15.8), then ~ is multiplicative. 
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Proof. Take W€L, we::u. 

By Ex.13.K, the principal ideal (u) generated by u is a unitary 

Riesz algebra. Let f,f'€(u), fLf'. It follows from Th.13.32 that ff'=0. 

Then by Ex.13.K(ii), ((wf)Af 1 ) 2 ~ (wf)f' = w(ff') = 0, so that (apply 13.32 

once more) wfAf' = 0 and wfLf'. Thus, for any f€(u), wf is an element 

of the band generated by f •. From this it follows that, if f,f'€(u) and 

fLf', then wf i wf'. In particular, for every f€(u) we have wf+ i wf­

As wf+ + wf- = wf and wf+ ~ 0, wf- ~ 0, we see that wf+ = (wf)+ and 

wf (wf) Hence, the map f >+ wf is a Riesz homomorphism (u) + L. 

For every f€(u) with f~0 we have wf ~ uf = f,-so that f >➔ wf really 

is a Riesz isomorphism. Now i!>(w) ~ i!>(u) 

isomorphism 'I': (u) + c00 (X) by 

'l'(f) = i!>(wf) 
il>(w) 

Note that 'l'(u) = .!.· 

(f€ (u)) 

1. Thus, we can define a Riesz 

We proceed to prove that il>='I' on (u). Assume il>t'I'. Then there exist 

f€(u), X€X and S€R such that (i!>f) (x) < s < ('l'f) (x). We may assume s=0. 

(Otherwise replace f by f-su). Let U be a clopen subset of X such 

that il>f < 0 on u, 'l'f > 0 on u, and set B {g€L: il>g = o on u}. 

Then B is a band in L and f+€B. As wf+ is an element of the band 

But we had chosen u such that 'l'f > 0 on u: contradiction. 

Thus, 

Now take v,w€L, v~u and w~u. As the image of (u) under ii> is 

00 
order-dense in C (X) there exists a subset_ F of (u) such that 

r-() = sup il>(f) 
w f€F 

Then we obtain the following identities. (The second one is not trivial 

but it is easily established). 
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.!_ = ~(w)•sup W(f) = sup W(w)W(f) = sup w(wf) 
fEF fEF f€F 

For every fEF we have w(wf) S .!_, hence wf € (u) and (according to (*)) 

W(vwf) = ~(v)W(wf). Therefore, 

w. (v) = w (v) • sup ~ (wf) 
fEF 

sup w (v) W (wf) 
f€F 

sup W(vwf) 
fEF 

sup w (vw) W (f) 
f€F 

1 
w (vw) · w(w) 

and we obtain 

~(v)w(w) w(vwl (V,WEL; v~u, w~u) 

As every element of L is a difference of two elements that are ~u it 

follows that w is multiplicative. 

15.10. COROLLARY. Let L and u be as above. 

(i) The multiplication in L is commutative. 

(ii) For f,gEL one has f~g if and only if fg=0. 

(iii) If f,gEL, then lfgl = lfl lgl. 

+ 
(iv) Let gEL. Then the map f >-+ gf is a Riesz homomorphism. Moreover, if 

g is not a divisor of zero, then f >+ gf is a Riesz isomorphism of L 

onto an order-dense Riesz subspace of L. 

If, in addition, L is Dedekind complete, then 

(v) Every element of L+ has a unique square root in 

(vi) If fEL+ and f~u, then f has an inverse. 

+ 
L • 

15.F, Exercise. (Characterization of Co:,(X) among the Riesz algebras). 

Let L,u be as in Th.15.9. The following conditions are equivalent. 

(a) There exists an extremally disconnected compact Hausdorff space Y 

such that L and C00 (Y) are isomorphic as Riesz algebras. 

(b) L is Dedekind complete and every weak unit of L is invertible. 
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15.G. Exercise. (Application of 15.F). In each of the following cases the 

Riesz algebra L is isomorphic to C00 (Y) where Y is the (extremally 

disconnected) Stone space of B[L]. 

(i) Let S be any set, L the Riesz algebra of all real-valued functions 

on s. (See Ex.15.C). 

(ii) Let (z,r,µ) be a a-finite measure space, L the Riesz algebra of 

all r-measurable functions on z modulo µ-negligible sets. (Ex.1.F). 

(iii) Let z be a compact Hausdorff space, let L0 be the Riesz algebra 

of all Borel measurable functions on Z and let L be the quotient space 

L0/{fEL0 : f=0 a.e.}. (The relation between this L and B(Z) is quite 

similar to the one between C00 (X) and C(X) (X extremally disconnected) 

or between the L of 15.G(ii) and L00 (µ)). 

Let X and ~ be as in Th.15.5. Let M be the ideal of C00 (X) 

00 
generated by ~(L). As C (X) is Dedekind complete, so is M. In view of 

Lemma 14.13, M is a Dedekind completion of L. We have proved: 

15.11. COROLLARY. L has a Dedekind completion. 

Once we know that a Dedekind completion exists, it is not too hard to 

prove its uniqueness. (Cor.15.17). 

15.12. DEFINITION. A Dedekind cut of L is a pair (A:B) of non-empty 

subsets A,B of L such that A= {fEL: f is a lower bound of B} and 

B = {gEL: g is an upper bound of A}. 

We denote by L~ the set of all Dedekind cuts of L. Every element 

f of L determines a Dedekind cut f - + = (f+L :f+L ) . 
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15.13. We shall give L the structure of a Riesz space in such a way that 

L- becomes a Dedekind completion of L. The basic idea is the following. 

We take a Dedekind completion M of L and construct a natural bijection 

L - M. Then we use this bijection to lift the Riesz space operations from 

M to L-, rendering L a Dedekind completion of L. Next, we show that 

these Riesz space operations on L- can be formulated in terms of L 

itself without mention of M. The result will be not only that all Dedekind 

completions of L are isomorphic but also an intrinsic description of the 

Dedekind completion. (In [10] and [15] this description is used for the 

existence proof). 

First we have to introduce some terminology. For subsets A,A1 ,A2 of 

L, for hEL and for SER we define 

-:A= {-f: fEA} 

A1+A2 = {f1+f2 : f 1EA1 , f 2 EA2 } 

h+A = {h+f: fEA} 

SA= {sf: fEA} 

Now let M be any Dedekind complete Riesz space containing L as a 

normal Riesz subspace. (M is not necessarily a Dedekind completion of L). 

Let (A:B)EL- A is a non-empty subset of M, having an upper bound, 

so sup A exists in M. Similarly, inf B exists. Furthermore, it is clear 

that sup A~ inf B. We proceed to prove that actually sup A= inf B. 

First, observe that inf B - sup A 

normality of L we are done if 0 

inf B + inf(-A) = inf(B+(-A)). By the 

L-inf(B+(-A)). Now certainly 0 is a 

lower bound for B+(-A) in L. If h is any lower bound for B+(-A) 

in L, then a-h consists of upper bounds of A, so B-h c B. But then 

B-nh c B for all n6N. Taking fEA and gEB we have nh ~ g-f for all 

nEN, whence h~0 because L is Archimedean. Thus, 0 is the greatest 

lower bound of B+(-A)) in L, and inf B - sup A= 0. 
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We can now define a map n:L + M by 

( 1) n(A:B) = sup A= inf B 

Observe that 

(2) f (fEL) 

For (A:B)EL- and (A':B')EL we have n(A:B) s n(A':B') if and 

only if sup A s inf B', i.e. if and only if all elements of A are lower 

bounds for B'. Thus, 

(3) 

(4) 

n(A:B) s n(A':B') if and only if AC A'. 

In particular, if n(A:B) = n(A':B'), then A=A'. Therefore, 

n is injective. 

If (A:B)EL-, then (-B:-A)EL 

It is easy to see that 

and (sA:sB)EL- for all sE(0,~). 

(5) 

of L 

n(-B:-A) 

n(sA:sB) 

-n(A:B) 

sn(A:B) l 
Now let (A':B')EL- and (A":B")EL-: we construct an element (A:B) 

whose image under n is n(A':B')+n(A":B"). For A we take the 

set of all elements of L that are lower bounds of B'+B": then A~¢ as 

A::, A'+A". Let B be the set of all upper pounds of A in L: then B~¢ 

as B => B'+B". By the latter relation we have A::, {fEL f is a lower 

bound of B}. But the converse inclusion follows immediately from the defi­

nition of B. Hence, (A:B)EL-. The relations A'+A" CA and B'+B" CB 

now imply that n(A':B')+n(A":B") = sup A'+ sup A"= sup(A'+A") s sup A 

= inf B s inf(B'+B") = inf B' + inf B" = n(A' :B' )+n(A":B"). Hence, we have 

n(A:B) n(A' :B' )+n(A":B"). (Moreover, we see that sup(A'+A") = sup A, so 

{gEL: g is an upper bound of A'+A"} = {gEL 

of A} B ) . 

g is an upper bound 

It follows that the range space of n is a linear subspace of M. 
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15.14. If L is an order dense subspace of M, we can do better: in that 

case, Q(L-) is just the ideal (L) of M generated by L. In fact, if 

(A:B)EL-, we can choose f €AC L and g €BC L: then f ~ Q(A:B) ~ g, 

so Q(A:B) € (L). Conversely, if h € (L), choose A= {fEL f~h} and 

B = {g€L g~h}. By the order-denseness of L, A and B are non-empty, 

and sup A= h = inf B. It follows that (A:B)EL- and h Q(A:B). 

For a first application we only observe that there actually exists 

a Dedekind complete Riesz space M containing (a subspace isomorphic to) 

L as a normal Riesz subspace. Construct n as above. Then n is a bijec-

tion of L- onto a Riesz subspace of M. The Riesz space operations on 

Q(L) can be transplanted to L by way of n. We obtain: 

15.15. THEOREM. Introduce an addition, a scalar multiplication and a binary 

relation ~ on L by 

(i) (A':B')+(A":B") = (A:B) where A= {fEL: f is a lower bound 

of B'+B"} and B={gEL: g isanupperboundof A'+A"}. 

(ii) s(A:B) = (sA:sB) if s>0; s(A:B) = (sB:sA) if s<0; while 

s(A:B) = (L-:L+) if s=0. 

(iii) (A':B') ~ (A":B") if A' c A". 

Under these definitions, L- becomes a Riesz space. The map f >+ f- is a 

Riesz isomorphism of L into L-. 

From here on, by L 

duced in 15.15. 

we shall denote the Riesz space that is intro-

Then for any M, the Q constructed in 15.13 is a Riesz isomorphism. 

By the lines leading up to Cor.15.11, L has a Dedekind completion M in 

which L is an order dense ideal. But then Q(L-) is the ideal generated 
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M. Thus: 

= 15.16. COROLLARY. L is a Dedekind completion of L. 

In particular, L- is Dedekind complete. Returning to the above con­

struction (15.13) we let M _be any Dedekind completion of L. Then we see 

that Q(L-), being isomorphic to = L, is Dedekind 

complete. By the definition of "Dedekind completion" (Def.14.11) it follows 

that Q(L=) = M. We have now proved: 

15.17. COROLLARY. Every Dedekind completion of L is isomorphic to L-. 

More precisely, if (M,~) is a Dedekind completion of L, there exists a 

Riesz isomorphism Q of L onto M such that Q(f- = ~(f) for every 

f€L. (The latter condition completely determines Q). 

Every Dedekind complete Riesz space containing L as a normal Riesz 

subspace contains a Dedekind completion of L: 

15.18. THEOREM. Let L be a normal Riesz subspace of a Dedekind complete 

Riesz space M. There exists a unique Riesz homomorphism Q of L- into 

M such that Q(f-) = f for all f€L. This Q is given by the formula 

Q(A:B) sup A= inf B 

Q is actually a Riesz isomorphism of L= onto a normal Riesz subspace 

Q(L-) of M. Q(L=) is a Dedekind completion of L and is the smallest 

Dedekind complete Riesz subspace of M that contains L. we have 

Q(L=) = {M-sup F: F is a non-empty s~set of L 
with an upper bound in L }. 

If L is order dense in M, then Q(L=) is the ideal generated by L. 
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= 
Proof. We already have an injective Riesz homomorphism 51:L ➔ M with 

= 
51 (f ) = f (fEL) 

= 51 (A:B) = sup A = sup B ( (A:B)EL ) 

Let us first prove (*). Take a non-empty subset A' of L such that the 

set B, consisting of all upper bounds of A' in L, is non-empty: then 

= 
A' has a supremum in M and it suffices to prove that M-sup A' E 51 (L ) . 

It follows from the last ten lines of page 130 that 

M-sup A' M-inf B. 

If A is the set of all lower bounds of B in L, then A~¢ because 

A~ A'. We then have (A:B)EL- and M-inf B = 51(A:B) E 51(L-). Therefore, 

M-sup A' E 51(L-). This proves (*). 

Next, we prove the normality of 51(L-) in M. To this end, take a 

non-empty subset F of L that has an L -supremum (A0 :B0). We are done 

if we can show that M-sup 51(F) E 51(L-). For fEF define the subsets Af 

and Bf of L by f=(Af:Bf). Let A' = LJ{Af 

M-sup 51 (F) = M-sup (M-sup A ) = M-sup A' 
fEF f 

fEF}. Then 

Now A' has upper bounds in L, since B0~¢. By (*), M-sup 51(F) E 51(L-). 

To prove the uniqueness of 51, let 51' be any Riesz homomorphism of 

L into M such that 51'(f-) = f for all fEL. Take (A:B)EL-. For all 

fEA we see that (A:B) 2 f-, so 51' (A:B) 2 51' (f-) = f. It follows that 

51' (A:B) 2 M-sup A= 51(A:B). But, similarly, 51'(A:B) ~ inf B = 51(A:B). 

Thus , 51 51' • 

If M' is any Dedekind complete Riesz subspace of M that contains 

L, by 15.13 there exists a Riesz homomorphism 51':L- ➔ M' c M for which 

(fEL). But, as we have just shown, such an 51' must be the 

same as 51. Hence, M' ~ 51' (L- is the smallest Dede-

kind complete Riesz subspace of M that contains L. 
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It is known (s~e, e.g., [4]) that any partially ordered set s has a 

"conditional completion" s-. Here the elements of S- are "Dedekind cuts" 

(A:B), defined in complete analogy to our Def.15.12 and they are ordered by 

(A':B') ~ (A":B") if A' c A". 

Thus, the construction we gave in 15.11 for a Riesz space L amounts to 

introducing a Riesz space structure for the conditional completion of the 

underlying ordered set L. The existence proofs for the Dedekind completion 

of a Riesz space given in [10] and [15] start from the conditional comple­

tion of an ordered set. 

We close this section by giving two characterizations of Riesz spaces 

01> 
that are Riesz isomorphic to spaces of the type C (X). 

15.20. DEFINITION. L is said to be universally complete if every non-empty 

subset of L+ that consists of pairwise disjoint elements has a supremum. 

(An easy example is F.5 for any set S). 

15.21. DEFINITION. L is called inextensible if it has the following prop­

erty. If M0 is an ideal in a Riesz space M such that M0 is Riesz iso­

morphic to L, then M0 is a projection band in M. 

15.22. THEOREM. The following conditions on L are equivalent. 

(a) There exists an extremally disconnected compact Hausdorff space X 

such that L is Riesz isomorphic to 
01> 

C (X). 

(b) L is Dedekind complete and universally complete. 

(c) L is Dedekind complete and inextensible. 

Proof. (a)•(b). Let F be a non-empty collection of pairwise disjoint 
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elements of 
00 + 

C (X) • For every fEF, set 

{xEX O < f (x) < 00 }. 

On the clopen set X\Wf we have f=O. Let W be the closure of the union 

of all sets Wf (fEF) : then W is clopen. There exists a unique contin-

uous function g on the set (X\W)uU{wf: fEF} such that 

g=O on X\W, 

for every fEF, g=f on Wf, 

By Lemma 15.3, g extends uniquely to an element g of C00 (X). For every 

f we have f$g a.e •. Thus, g is an upper bound of F. It clearly is the 

least upper bound of F. 

(b)~(a). By the Maeda-Ogasawara Theorem we may assume that L is an order 

dense Riesz subspace of c00(X) for some extremally disconnected compact 

Hausdorff space X. By Lemma 13.21 (ii),. L is an ideal in C00 (X). Take 

00 
gEC (X): we show that gEL. 

Let U be a collection of clopen subsets of X, maximal relative to 

the following two properties (i) and (ii). 

(i) unv = ¢ if u,v EU and u~v, 

(ii) gxu EL for every UEU. 

Let W be the closure of U{u: UEU} then W is clopen. 

As L 

By the universal completeness, {gxu: UEU} has a supremum 

is order dense in C00 (X), f = c00 (X)-sup {gx : UEU}, i.e. u 

f in L. 

We are done if we can prove that g = gxw' so assume g ~ gxw• Again using 

the order-denseness of L, we find a non-zero element h of L for which 

h $ g - gxw = gxx\w· As g<00 a.e., it follows easily that there exist a 

non-empty clopen set u and real numbers s and t such that 

h <:'. s > 0 on u and g $ t on u. 

-1 00 
Now gxu $ ts h. As hEL and L is an ideal in C (X) , it follows that 

gxu EL. But U C x\w: we have a contradiction with the maximality of u. 



(a)=>(c). Suppose we have an ideal MO in a Riesz space M and a Riesz 

isomorphism 0 of 

homomorphism 'P of 

fEM we have 0-1,pf 

d 
hence, f EMO+ MO. 

MO onto 

M onto 

EMO and 

00 
(X). By Lemma 15.6, 0 extends a Riesz C to 

00 d 
C (X) whose kernel is MO Now for every 

-1 d -1 
f - 0 'Pf E MO (since f = 'P0 Ml : 

(c)=>(a). By the Maeda-Ogasawara Theorem 15.5 and by 13.21(ii), we may as­

sume that L is an order dense ideal in C00 (X) for some extremally dis­

connected compact Hausdorff space X. According to Lemma 13.18 the band 

generated by L is C00 (X). But Condition (cl certainly implies that L 

is a band. Therefore, L = C00 (X). 
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15.H. Exercise. The conditions (a), (b),(c) are equivalent to the following 

condition (d). 

(d) If M0 is an order dense Riesz subspace of a Riesz space M such that 

M0 is Riesz isomorphic to L, then M0 = M. 

15.I. Exercise. The locally constant functions on any infinite zerodimen­

sional compact Hausdorff space form a universally complete Riesz space that 

is not Dedekind complete. 
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16. L-SPACES AND M-SPACES 

We are now going to consider Banach lattices. There are two simple 

special cases, viz. C(X) (where X is a compact Hausdorff space) and 

L1 (µ) (where µ is a measure). We shall obtain characterizations of these 

spaces among the Banach lattices and apply our knowledge to the theory of 

measures on topological spaces. 

UP TO PAGE 149,L IS A BANACH LATTICE WITH NORM p. 

16.1. THEOREM. Let L have a strong unit e. Then the norm p is equiva­

lent to the norm cre induced by e. (See Def.13 27). In the terminology 

of the Representation Theorem 13.11, £ = C(M) and p is equivalent to 

the norm f + lltll . 
00 

Proof. We only have to prove the equivalence of p and cr : the rest is a 
e 

direct consequence of Th.13.28. Now for every fEL we have lfl s cr (f)e 
e 

(definition of cre(f)), so p(f) $ cre(f)p(e). Thus, p $ p(e)cre. On the other 

hand, by Th.10.3(ii) there exists a number C such that cre $ Cp. 

p 

By strengthening the conditions in Th.16.1 we can obtain equality of 

and cr: 
e 

16.2. THEOREM. Let the set {fEL+: p(f)$1} have a supremum e for which 

p(e)fl.Then e is a strong unit, p(e)=1 and p=cre. In the language of 

Th.13.11, the map f >-+ f is an isometric Riesz isomorphism of L onto 

c(M). 
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Proof. Set w = {fEL+: p(f)~l}. Of course, eEL+ and (if L~{0}) e~0. For 

+ -1 -1 
every f EL \{0}, p(f) f E w, so p(f) f ~ e and f ~ p(f)e. It follows 

that e is a strong unit and that cre~p. In particular, 1 = cre(e) ~ p(e), 

so p(e)=l. But for every + fEL we have f ~ 0 (f)e, and therefore 
e 

p(f) ~ cre(f)p(e) = cre(f). Thus, p~cre. This essentially proves the theorem. 

16.A. Examples are BC(X) ( X is a topological space); every norm-closed 

Riesz subspace of such a BC(X); B(X) ( X is a compact Hausdorff space); 

and L (µ) (where µ is a measure). 
00 

For every topological space X we have 

For every measure space (X,r,µ), 

llf+glll = llfll1+llgll1 (f,g E Ll (µ)+) 

where 11-11 1 denotes the natural norm on L1 (µ). 

These formulas lead us to a definition. 

16.3. DEFINITION. L is said to be an (abstract) M-space if 

p(fVg) = p(f)Vp(g) 

L is called an (abstract) L-space if 

p(f+g) = p(f)+p(g) (f,gEL+) 

(In either case one may replace the condition "f,gEL+" by "f,gEL+ and 

f.Lg" without changing the concept of an M-space or an L-space, See [12]). 

16.B. Exercise. Let (X,r) be a measurable space. The bounded additive 

functions r + lR form a Riesz space L. The definition 

p(µ) = JµJ(x) 

renders L an L-space. The a-additive elements of L form a norm-closed 
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band in L which is also an L-space. 

* 16.4. THEOREM. (i) L is an M-space if and only if L is an L-space. 

* (ii) L is an L-space if and only if L is an M-space. 

*+ 
Proof. Part A. Let L be an M-space. Let ¢,1/JEL Of course we have 

* * * * * * p (¢+1/J) s p (¢)+p (1/J). Let E>0. We prove that p (¢+1/J) ~ p (¢)+p (1/J)-2E 

it follows then that L is an L-space. There exist f,gEL such that 

* * p(f)sl, l¢(f) I ~ p (¢)-E, p(g)sl, 11/J(g) I ~ p (1/J)-E. Let h = lflvlgl. As 

L is an M-space, p(h) s p(f)Vp(g) s 1. Therefore, 

* p (¢+1/1) ~ (¢+1/J) (h) = ¢(h)+t/J(h) ~ ¢(ifl)+l/J(lgl) ~ 

* * 
~ l¢(f) l+lt/J(g) I ~ P (¢)+p (t/J)-2E. 

Part B. Let L be an L-space. There exists a unique linear function n 

on L such that n(f) = p(f) for all fEL+. For every gEL we have 

I n < g l I s I n ( g + l I + I n < g - l I = P < g + l +p < g - l 

p(g++g-J = P(lgll = p(gJ. 

* * *+ * + 
Hence, nEL and p (n)sl. If ¢EL and p (¢)s1, then for all gEL we 

* obtain ¢(g) s p (¢)p(g) s p(g) = n(g), so ¢ s n. Apparently, 

*+ * 
n = sup {¢EL p (¢) sl}. 

Applying Th.16.2 we see that there exists a compact Hausdorff space M 

* * such that L is isometrically Riesz isomorphic to C(M). Thus, L is an 

M-space. 

* ** Part C. If L is an L-space, then by Part B of this proof, L is an 

M-space. It follows from Th.10.2 that L is an M-space. 

* ** Part D. If L is an M-space, by part A, L is an L-space, Then so is L. 

(Apply Th.10.2 again). 
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16.5. COROLLARY. Let L be an L-space. There exists an extremally discon­

* nected compact Hausdorff space X such that L is isometrically Riesz 

isomorphic to C(X). 

Proof. Combine Part B of the above proof with Th.10.l(ii) and Th.12.16. 

A direct consequence of 16.5 is one of Kakutani's representation theo­

rems. (The other one is Th.16.8): 

16.6. THEOREM. (S.Kakutani). For every M-space L there exists a compact 

Hausdorff space X such that L is isometrically Riesz isomorphic to a 

(norm closed) Riesz subspace of C(X). (Of course, every norm closed Riesz 

subspace of a C(X) is an M-space). 

** Proof. By 16.4(ii) and 16.5, L is isometrically Riesz isomorphic to 

some C(X). Now apply Th.10.2. 

16.7. Let L = {f E C([0,1]) : f(O) = 2f(1)}. This L is a uniformly com-

plete unitary Riesz space, hence (Th.13.28) Riesz isomorphic to C(X) for 

some compact Hausdorff space X. Indeed, if T = {zEC : lzl = 1}, then 

the formula 

(M) (e211 ix) = (l+x)f(x) (fEL1 xd0,1]) 

establishes a Riesz isomorphism of L onto C(T). 

From this and from Kakutani's Theorem one might conjecture that L 

is isometrically Riesz isomorphic to some C(X). However, this is false, 

because the set {fEL: llfll $ 1} has no supremum in L. 
ex, 

This example raises the question, how to describe all unitary M-spaces. 

Every unitary M-space is a uniformly complete unitary Riesz space and is 
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therefore, by 13.28, Riesz isomorphic to some C(X). Thus, we can formulate 

the question this way: given a compact Hausdorff space X, what norms on 

C(X) turn C(X) into an M-space? We answer this question in Ex.16.C. 

16.c. Exercise. Let X be a compact Hausdorff space. 

(i) Let s be a bounded function X + [O,co) such that {xEX 

is dense in X. Then the formula 

defines a 

T (f) 
s 

Riesz 

(ii) Conversely, 

sup lf(x) ls(x) 
xEX 

norm T on C(X), 
s 

let T be a Riesz 

(fEC(X)) 

rendering C(X) an M-space. 

norm on C(X) under which 

s(x)>O} 

C(X) is 

an M-space. By the Kakutani Theorem 16.6 there exist a compact Hausdorff 

space y and a Riesz isomorphism 

T (f) llfil00 
for all fEC(X). Let 

12.J for every yEYO there exists 

(nf) (y) = h(y)f(w(y)) 

Define s:X ➔ [Q,co) by 

0 if X /_ s(x) 

s(x) sup{h(y) 

Then T = T 
s 

where T is 
s 

w(Y0 ), 

yEYO' 

as in 

Q of C(X) onto C(Y) such 

h = Q..!_, Yo = {yEY : h(y)>O}. 

a unique w(y)EX for which 

(fEC(X)) 

w(y)=x} if XE w(Yo). 

(i). The set {xEX : s(x)>O} 

in x. ( s is upper semicontinuous). 

Now we turn to the L-spaces. 

that 

Then by 

is dense 

16.8. THEOREM. (S.Kakutani). Let L be an L-space. There exists a measure 

space (X,f,µ) such that there is an isometric Riesz isomorphism ~ of L 

onto L 1 (µ). 

(X,f,µ) can be chosen such that X is an extremally disconnected 



compact Hausdorff space, r is the Borel a-algebra of x, and µ is a 

topological measure in the sense of Def.16.9. 

If L has a weak unit u, then, in addition to the above, for µ 

we can take a finite measure and P can be chosen such that PU 1. 

16.9. DEFINITION. Let X be a compact Hausdorff space, r the Borel 

a-algebra of X, µ a measure on r. We say that µ is topological if 

a Borel set A is µ-negligible if and only if it is meagre. 
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Proof of Th.16.8. We first prove L to be Dedekind complete. Let F be 

a non-empty bounded subset of L+ such that fVg E F for all f,gEF. 

(See Ex.4.A(d)). Let s = sup{p(f) : fEF}: then s is finite. There exist 

in F with lim p(hn) = s. Setting f 
n 

(nEN) 

f 1 ,f2 , •.• is a p-Cauchy sequence in L, converging to some element f 

of L. Then p(f) = lim p(fn) = s. If g is any element of F, then we 

have fnVg E F and therefore p(fnVg) ~ s for each n. Thus, 

p(g - fAg) lim p (fn vg f ) 
n 

lim[p(fnVg) - p(fn)] ~ s - s = 0, 

so g = fAg ~ f. Apparently, f is an upper bound of F. On the other hand, 

if h is any upper bound of F, then 

for every nEN. Thus, f = sup F. 

h-f = lim(h-f) EL+ 
n 

as h-f ~ 0 
n 

Therefore, L is Dedekind complete. By the Maeda-Ogasawara Theorem 

(15.5) and by Lemma 13.21(ii) there exist an extremally disconnected com-

pact Hausdorff space X and a Riesz isomorphism P of L onto an order 

dense Riesz ideal of C00 (X). If u is a weak unit in L, then we can 

choose P such that PU= 1. (See 15.8). 
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Let B be the set of all Borel measurable functions X ➔ [0, 00). It 

follows from 14.8 that for every fEB there exists a unique 
00 + 

f' E C (X) 

00 + 
such that f = f' a.e. Conversely, of course, for every f EC (X) there 

is a gEB such that f = g a.e. 

Define J:B ➔ [0, 00] by 

J(f) p(g) if gEL and Wg = f a.e., 

J(f) 00 if there is no g E W{L) with g f a.e. 

Clearly, 

(fEB) 

(i) 

(ii) 

(iii) 

J(f) = 0 if and only if f = 0 a.e. 

J(sf) = sJ{f) {fEB; SE {O,oo)) 

00 

From the facts that L is an L-space and that W(L) is an ideal in C (X) 

it follows easily that 

(iv) J(fl+f2) = J{fl)+J(f2) 

Harder to prove is 

(v) if h,f1 ,f2 , ... EB and h = Lf a.e., then J(h) = L J(f ). 
n n n n 

To show the validity of (v) ' let and h = Lf a.e. For all 
n 

converse inequality we may assume that rJ(fn) is finite. Then for 

we have a 
+ 

with wgn = p(gn) J(fn) and is gnEL f a.e. As L 
n 

complete, the series rgn is norm convergent in L : let g be its 

Then g :c:: g-1 + .•• +gN .for every . NEN, whence h :s; cj, g a. e. • Therefore, 

J(h) :s; p(g) :s; sup p(g1+ ••• +gN) = L p(g) 
NEN nEN n 

which proves (v). 

r J (f l 
n 

nEN 

each 

norm 

sum. 

For a Borel set Ac x, define µ(A)= J(xA). By (ii) and (v), µ is 

a topological a-additive measure on the Borel a-algebra of x. From (iii), 

{iv), (v) it is easy to prove that J(f) = ff dµ for every fEB. It follows 

that a Borel function f on X is µ-integrable if and only if there is 

n 
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a gEL with f = ~g a.e., and for such f and g we have Jlfldµ = p(g). 

Besides, a Borel measurable function is µ-negligible if and only if it 

vanishes almost everywhere. 

Thus,~ induces an isometric Riesz isomorphism of L onto L1 (µ). 

If UEL is a weak unit and ~u =.!_,then of course µ is finite. 

The theorems 16.10 and 16.13 and Ex.16.E are applications of Th.16.8. 

16.10. RIESZ REPRESENTATION THEOREM. (See also Th.16.13). Let Z be a 

compact Hausdorff space and let ¢ E C(Z) , ¢ ~ 0. Then there exists a 

finite measure v on the Borel a-algebra of Z such that 

¢ (f) = J f dv (fEC(Z)) 

(Conversely, if v is a finite measure on the Borel sets of z, then every 

element of c (Z) is v-integrable and f >+ J f dv is an element of C (Z) ) • 

Proof. For all fEC(Z), put ,(f) = ¢(!fl). Thus we have defined a Riesz 

semi-norm ,. The elements f of C(Z) for which ,(f)=O form a Riesz 

ideal N in C(Z). The quotient space C(Z)/N in a natural way (Th.2.9) 

becomes a Riesz space, which we call L0 . Let p be the quotient map of 

C(Z) onto L0 • Define a Riesz norm p0 on L0 by 

T (f) (fEC(Z)). 

If 
+ f,gEL0 , then from the linearity of P one obtains the identity 

Let J denote the natural map of L0 into Lo**. (Th.10,2). This J 

is an isometric Riesz isomorphism. The closure L of J(L0 ) in 

is a Banach lattive, which, by the above, is an L-space. The band generated 

in L ** 
0 

is norm closed, hence contains 

if we set u = JF.!_, then u is a weak unit in L. 

L. It follows that 
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For the L-space L with the weak unit u, let x,r,µ,I be as in 

Kakutani's theorem. (We want lu =_!_).Then we have the following chain of 

Riesz homomorphisms. 

p J 
C(Z) ----<PC(Z)/N = L0---- L 

00 
C (X) 

IJP is a Riesz homomorphism C(Z) ➔ C00(X) mapping 1 into 1 : hence, it 

maps C(Z) into C(X). By Cor.12.3, there exists a continuous w:X ➔ Z 

such that ( IJP) ( f) ·= f 0 w for all fEC (Z) • We can now define a measure v 

on the Borel a-algebra of Z by the formula 

-1 
V(A) = µ(w (A))= f(X ow)dµ 

A 

For fEC(Z)+ we obtain 

f _f av f(fow)dµ = f(IJP) (f)dµ 

p0 (Pf) 

Therefore, ffdv = cp(f) for all fEC(Z). 

!l(IJP)(f)ll1 

¢ (f) 

The measure v of the preceding theorem is, in general, not unique. 

We can, however, artificially create uniqueness by restricting µ to the 

class of the so-called "regular" measures. 

16.11. DEFINITION. Let r be the Borel a-algebra of a compact Hausdorff 

space X. A measure µ on r is said to be regular if 

(i) µ is finite, 

(ii) for every Borel set A and every .£>0 there exists an open subset U 

of X with U ~ A and such that µ(U) ~ µ(A)+£. 

By complementation one sees that (for finite µ) (ii) is equivalent to 

(ii') for every Borel set A and every £>0 there exists a compact subset 

C of X with C CA and µ(C) ~ µ(A)-£. 
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16.D. Exercise. Let X and r be as above. 

(i) For every aEX the point measure µa:A ➔ XA(a) (AEf) is regular. 

(ii) If µ,v are measures on r, if vsµ and if µ is regular, then so 

is v. 

(iii) If µ 1 ,µ 2 , ••• are regular measures on r and if 

l:µn is regular. 

l:µ (X) <oo, then 
n 

16.12. LEMMA. Let r be the Borel cr-algebra of an extremally disconnected 

compact Hausdorff space X. Then every finite topological measure on r 

is regular. 

Proof. Let µ be a finite topological measure on r. Let AEf, £>0. We 

make an open subset U of X such that. U? A, µ(U) s µ(A)+£. By Ex.14.A 

(or Th.14.8) there exists a clopen set W c X such that W\A and A\W 

are meagre. In particular, A\W is contained in a union of countably many 

Thus, we are done if for each nEN we can find an open set 

A 
n 

and such that -n 
µ(Un) s £2 • Considering the fact that 

u n 
containing 

µ(A )=0 
n 

for 

every n this means that we may assume A to be closed and meagre. 

For such an A, let t = inf{µ(U) : U clopen, U? A}. There exists a 

sequence u1 ::> u2 ?... of clopen sets such that for each n, Un ? A and 

µ(U) st+!. If the closed set ()u is not meagre, then it contains a 
n n n 

non-empty clopen set U'. There is an mEN with 1 
µ(U') s m But then we 

have µ(Um\U') < t, in contradiction to the definition of t. Therefore, 

(t U must be meagre, so 0 = µ ( n U ) 
n n 

some m. 
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16.13. THEOREM. Let Z and ¢ be as in Th.16.10. There exists exactly one 

regular measure v on the Borel a-algebra of z such that ¢(fl = J fdv 

for every f E C(Z). 

Proof. We use the terminology of the proof of Th.16.10. 

Let A be a Borel set of Z, let e>0 we make a compact set Cc A 

for which v(c) ~ v(A)-e. As µ is regular (Lemma 16.12), there is a com­

such that 

c is compact, cc A and v(C) ~ µ(c 0 ) ~ v(A)-e. 

To prove the uniqueness, let TI be a regular measure on the Borel 

a-algebra of Z such that ¢(fl J fdTI (fEC(Z)) : we show that V = TI. 

Let U be an open subset of z and e>0. There exist a compact set Cc U 

with TI(C) ~ TI(U)-€ and an fEC(Z) with Xe~ f ~ Xu• (Urysohn Lemma). 

Then V(U) ~ J fdv ¢(fl J fdTI ~ TI(C) ~ TI(U)-€. Thus, V(U) ~ TI(U) for 

every open set U. By the regularity of v, for every Borel set A we have 

V(A) inf {v(U) U open, U ~A}~ 

~ inf {TI(U) U open, U ~A}~ TI(A). 

Similarly, v(X\A) ~ rr(X\A). However, 

V(A)+V(X\A) = V(X) = ¢(!) = TI(X) = TI(A)+TI(X\A). 

Therefore, v(A) = TI(A) for every Borel set A. 

16.E. Exercise. Let TI be a finite measure on the Borel a-algebra of a 

compact Hausdorff space z. 

(i) If for every open Uc Z and every e>0 there exists a compact set 

Cc U such that TI(C) ~ TI(U)-e, then rr is regular. (Hint. Re-read the 

above proof) . 

(ii) If Z is metrizable, then TI is regular. (Every open subset of Z 

is a union of countably many compact sets). 
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Finally we show that the norm dual of a normed Riesz space often con­

tains a large L-space. For this purpose we drop part of the assumption on 

L we made at the beginning of this section: ON THE REMAINING PAGES OF 

THIS SECTION, L IS A RIESZ SPACE WITH A RIESZ NORM p. Thus, we no longer 

require L to be norm complete. 

16.14. DEFINITION. The space L is said to be a semi-M-space if it has the 

following property. If u 1 ,u2EL+, if and if is 

a sequence in + 
L satisfying 

u 1vu2 ;,: vn + O, 

then lim p(vn) $ 1. 

It is clear that every M-space is a semi-M-space. Also, if L has 

absolutely continuous norm (see Def.11.1), then L is a semi-M-space. 

However, there are less obvious examples of semi-M-spaces. Some of these 

will be presented in the next chapter. (See 24.1). The following theorem 

shows the importance of semi-M-spaces. 

16.15. THEOREM. L is a semi-M-space if and only if * L 
s 

is an L-space. 

Proof. (i) Assume that L is a semi-M-space. To show that * L 
s 

is an 

* L-space, let ¢1 ,¢2 E Ls be given such that ¢1 ,¢2 ;,: O. Furthermore, let 

€ be a positive real number. Then there exist elements u1 ,u2 of L+ 

such that p(u1)=p(u2 )=1 and 

* 1 
¢i (ui) > p (¢i) - 28 (i=l,2) 

Setting u = u 1vu2 and ¢ = ¢1+¢2 it is clear that ¢ E (L*)+ 
s 

and UEL 

Hence, by Cor.7.9, there exists a sequence w1,w2•··· in L 
+ such that 

w tu and ¢ (wn) <€ for all n. Defining V = u-w for all n, the se-n n n 

+ 

quence v1,v2,··· satisfies u ;,: V + o. Hence, lim p (v ) $ 1 as n ➔ oo. 
n n 
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Thus there exists a number n0 such that p(vn) < 1+8 for all nai0 • For 

these n, 

* -1 -1 
p (cji) ;:: cp ( (1+8) vn) = cji ( (1H) (u-wn)) 2 

-1 -1 -1 } ;:: cji((1+8) u) - (1+8) 8 2 (1+8) {cp 1 (u1)+cp 2 (u2 )-8 2 

-1 * * 
2 (1+8) {p (cp 1 J+p (cp2)-2d 

The resulting inequality holds for 

all 8>0, so 

* * * p ( cji 1 +cji 2) 2 p ( cji 1 ) +p ( cji 2) • 

* The inverse inequality is obvious, so p (cp 1+cp 2 ) 

* * + * (Ls) Since Ls is norm complete (it is a band in L ) , 

* it follows that Ls is an L-space. 

(ii) For the converse direction, assume that L is not a semi-M-space. 

Then there exist 

in 

Now, for all 

such that u1vu2 2 vn 

* there exists a cjinEL 

and there exists a sequence 

+ 0 and lim p(vn) =a> O. 

satisfying 

* by one of the Hahn-Banach Theorems (Th.6.9). Since the unit ball of .L 

* * is weak compact, the sequence cp 1 ,cp2 , ••• has a weak cluster point cp 0 • 

* It is clear that cp 0 2 O and that p (cp0 ) $ 1. Furthermore, it is obvious 

that 

as n--. 

* Next, fix n and let 8>0 be given, Considering the weak open neighbour-

hood 

u = {cji : !cp(v )-cp0 (v ) I 
n n < d 

we see that cji c:U for infinitely many m values of m. Since m2n implies 

cji (v ) 2 cjim(vm) = p(vm) 2 a, m n 

it follows that p(v ) $ cjio(vn)+8 for those m2n for which cjimc:U. Thus, m 



a. Now observe that ¢0 has a decomposition 

Moreover, lim ¢c(vn) = O, so lim ¢s(vn) =a> 1. Especially it follows 

that ¢s(u1vu2 ) ~a> 1. Let now ¢ 1 be defined by 
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* for arbitrary fEL. Then ¢ 1EL, 

and 

* Thus, in this case L is not an L-space. 
s 
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17. HERMITIAN OPERATORS 

Our purpose in this section is, to use the theory we have developed and 

prove a form of the Spectral Theorem for Hermitian operators in a Hilbert 

space over R. 

We assume that the reader is familiar with real inner products, real 

Hilbert spaces, Schwarz' inequality, orthogonality, orthogonal complements 

of closed linear subspaces of a Hilbert space, projections, orthogonal bases 

in finite dimensional Hilbert spaces, and with the fact that L2 (µ) is a 

Hilbert space for every measure µ. 

THROUGHOUT THIS SECTION, H IS A REAL HILBERT SPACE WITH AN INNER PRODUCT 

( , ) AND A NORM II JI. BY L (H) WE DENOTE THE BANACH SPACE OF ALL CON-

TINUOUS LINEAR MAPS H + H. 

17.1. DEFINITION. An element T of L(H) for which 

(Tx,y) = (x,Ty) (x,yEH) 

is said to be Hermitian. The Hermitian elements of L(H) form a vector 

space H that is a closed subspace of L(H). Thus, H is a Banach space. 

17.A. Exercise. (i) An element T of L(Rn) (nEN) is Hermitian if and 

only if its matrix relative to the standard base of Rn is symmetric. 

(ii) If (x,r ,µ) is a measure space, then every element h of Lex,(µ) in­

duces a Hermitian element Th of L(L2 (µ)) by 

(Thf) (x) = h (x) f (x) (xEX; fEL2 (µ)) 

17.B. Exercise. An element P of L(H) is a projection if and only if 

PEH and P = P2 • 
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17.C. Exercise. (The Hellinger-Toeplitz Theorem). If T is a linear map 

H ➔ H such that (Tx,y) = (x,Ty) for all x,yEH, then T is continuous 

and, consequently, Hermitian. 

(Hint. Assume that T is not continuous. For every finite dimensional 

linear subspace A of H and every SER there exists an xEH for which 

x.LA and IITxll<'. sllxll. Therefore, there exist e 1 ,e2 , ..• in H such that, 

for every nEN, lie II :,; 1, IITe II = 2n 
n ·n 

and (if n<'.2) e 
n 

is perpendicular to 

the linear hull of 

but (Ta,e ) :,; !!Tall ) . 
n 

Te .L Te for n m 

17.2. DEFINITION. For S,T EL(H) we write sOr if ST= TS. 

n;tm. The sum 

Of course, if SOr, then TOS. If s[Jr1 and sOr2 , then sOr1T2 • 

17.D. Exercise. Let S,TEH. Then s[Jr is and only if STEH. 

17.3. DEFINITION. For S,TEH we define S:,; T if 

(Sx,x) :,; (Tx,x) (XEH) 

17.4. THEOREM. :,; is an ordering, rendering H an ordered vector space. 

Proof. The only thing that is not perfectly obvious is the fact that the 

inequality S:,; T:,; S implies S T. In other words, all we have to prove 

is that, if WEH and if (Wx,x)=O for all XEH, then W=O. Now for such 

a W and for all x,yEH we have 

2(Wx,y) = (W(x+y),x+y) - (Wx,x) - (Wy,y) = 0 

so that (Wx,y)=O for all x and y. Taking y=Wx we obtain (for every 

XEH) llwxll 2 = (Wx,Wx) = O, so Wx=O. Then W=O. 
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17.5. DEFINITION. Set H+ = {TEH: T ~ 0}. 

17.6. LEMMA. (i) If TEH, then T2EH+. 

(ii) If SEH+ and TEH, then TST EH+. 

(iii) If SEH+, then SnEH+ for every nEN. 

Proof. (i) For all xEH we have (T2x,x) = (Tx,Tx) ~ O. 

(ii) If XEH, then (TSTx,x) = (STx,Tx) ~ 0. 

(iii) follows from (i) and (ii). 

17.7. LEMMA. If TEH+, then 

Proof. The formula 

(x,y)T = (Tx,y) (x,yEH) 

defines a positive, symmetric bilinear form ( , )T on H. By Schwarz' 

inequality, for all xEH one has 

i.e. 

The lemma follows. 

17 .8. COROLLARY. (i) If TEH+, then 

11TH = sup (Tx,x) 
llxll$1 

(ii) For TEH+ we have T $ sI if and only if IITII $ s. 



Proof. ( i) Put B = {xe:H : llxlls1}. Let Te:H+. For xe:B we have 

(Tx,x) $ l!Txllllxl[ $ l!Tllllxll 2 $ llTI[. 

Hence, sup (Tx,x) $ IITII. Conversely, by 17.7, 
XEB 

!ITl[2 = sup !1Txll 2 s l!TII sup (Tx,x) 
XEB XEB 

and therefore !ITII $ sup (Tx,x). 
xe:B 

(ii) follows. 

17.9. COROLLARY. If S,T EH+ and s s T, then 11s11 s IITII. 

17 .10. COROLLARY. For every Te:H we have IIT2 II 
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Proof. Again, put B {xe:H llxlls1}. Let Te:H. As we know, T2e:H+ (17.6(i)). 

Hence, 
2 sup (T x,x) 

XEB 
sup (Tx,Tx) 
XEB 

(sup l!Tx!l) 2 

XEB 

17.11. THEOREM. Every Te:H+ has exactly one square root in H+. 

Proof. If p is any real polynomial and if se:H, then by 

p(S) we denote the element H. further, for such a 

polynomial p we set p>>O if ak>O for every k. 

If p>>O and se:H+, then p(S) EH+. (17.6(iii)i Moreover, if p>>O 

and se:H, then l!P(S) II s p(llsll). In particular, if p»O, and Se:H, llslls1, 

then llp(S)ll s p(l). 

If p,q are polynomials and if (p-q)>>O, then we also write p>>q 

or q<<p. In that case, p(S) ~ q(S) for every Se:H+. 

Now consider the sequence of polynomials p 0 ,p1 ,p2 , •.•• defined by 
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(n=O, 1 , 2 , ••• ) 

Observe that pn>>O for every n. Furthermore, 

(ne:N) 

Consequently, pn+l-pn >> 0 for every n, i.e. 

O<<pl <<p2 << ... 

+ 
In particular, 0 s p 1 (x) s p 2 (x) s •.. for every xe:R Inductively one 

sees that pn(x) s 1 for every x e: [0,1]. Thus, for every x e: [0,1], 

lim pn(x) exists. We denote this limit by g(x). From(*) we infer that 

2 2g(x) = x + g(x) for each x e: [0,1], whence 

1-g(x) = ri=;:; 

Now we return to the T of Th.17.11. Without restriction we assume 

that IITllsl. Put s = I-T. As Os Ts I, it follows that O s s s I, so 

that Se:H+ and llsllsl. (Cor.17.S(ii)). As pn»O, for every ne:N we have 

P (S) e: H+. Moreover, for m2n we know that p p >> 0 and therefore n m- n 

IIP (S)-p (slll m n il(P -p l (sl 11 s (p -pl (11s11> s 
m n m n 

5 (pm-pn) (l) = pm (l)-pn (1) • 

Now lim pn(l) exists. Hence, p 1 (S) ,p2 (s), ..• is a Cauchy sequence in H+. 

Let W = I - lim pn(S). 

It follows from(*) that 2pn+l (S) 

2(I-W) = (I-T) + (I-W) 2 , i.e. 

w2 T 

For every nE])I we have p (S) e: H+, so 
n 

S + Pn(s) 2 f h Th or eac n. us , · 

I-We: H+. Furthermore, 

III-wll = lim IIPn(s)II slim pn(l) = g(l) = 1. 

By Cor.17.S(ii), I-W s I and 

we: H+ 

This completes the existence proof. For the moment we put off the proof of 
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the uniqueness. Meanwhile it will be useful to give a meaning to the symbol 

Ii for Te:H+: 

17.12. DEFINITION. Let p0 ,p1 , ••• be as above. Let Te:H+. We define 

Ii = I - lim pn (I-T) if IITll=l, 

Ii = lt-0T if T;oeO and t=IITII, 

Ii= 0 if T=O 

In any case, lie:tt+ and /-r2 = T. 

17.13. COROLLARY. Let Te:H+. 

(i) There exists a sequence q 0 ,q1 , ••• of real polynomials without constant 

terms and such that Ii= lim q (T). 
n 

(ii) If Se:H and sOr, then s□li. 

(iii) If ve:H, vOr and v2sr, then vsli. 

Before proving this corollary we mention: 

17.14. COROLLARY. (i) If S,T e: H+ and sOr, then ST e: H+. 

(ii) If S,T e: H+, ssr and sOr, then s 2'!1r2 and UsxllsllTxll for all xe:H. 

(iii) If s ,T € H+ I S5:r and sOr, then rs s Ii. 

(iv) If s,T e: H, Ve:H+, VOS, v0r and ssr, then vs Se:VT. 

Now we prove Cor.17.13 and Cor.17.14 simultaneously. 

17.13(i). If IITll=l, take ~(X) = pn(1)-pn(1-X). More generally, if T;oeQ 

and t=IITII, take q (X) = t•[p (1)-p (1-t-1x) ]. 
n n n 

17.13(ii) follows directly from 17.13(i). 

17.14(i). ST= sf.iii= lisli (by 17.13(ii)). Now apply 17.6(ii). 

17.14(ii). By 17.14(i), T2-s2 = (T-S) (T+S) € H+, so 

we see that llsx[l2 = (S2x,x) s (T2x,x) = 11Txll2 • 

2 2 S 5!r. For every X€H 
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17 .13 (iii). We may assume IITll=l. Inductively one 

for every nEN. (Indeed, if pn(I-T) $ I-V, then 

17.14(ii}, so 

proves that pn(I-T) $ 

2 2 
pn(I-T) $ (I-V) by 

2pn+l (I-T) = I-T+pn(I-T) 2 $ I-V2+(I-V) 2 = 2(I-V) 

whence pn+l (I-T) $ I-V ) . It follows that I->'T $ I-V, i.e. V$.fi. 

17.14(iii). Apply 17.13(iii) to v=fs. 

17.14(iv). By 17.14(i), VT - VS= V(T-S) EH+. 

I-V 

The commutativity conditions mentioned in Cor.17.13 and Cor.17.14 are 

not redundant. To see this, compare 17.14(ii) to the following. 

17.E. Exercise. Let H R2 , S 

but not S2$T2 • 

Now we can prove the uniqueness part of Th.17.11. Let TEH+, VEH+ and 

v2=T: we prove that V=.fi. By 17.13(ii), vOvT. Hence, .fi-v ~ O, so that 

(by 17 .14 (iv)) 

o $ (.fr-v) (.fr-v) $ (.fr-v) (.fr+v) 

= T-v.fi+.frv-v2 2 
T-V = 0 

Then for every XEH, II ( v'T-V) xu2 = ( ( v'T-V) 2x ,x) = 0, so v'T=V. 

17.15. LEMMA. Let TEH. 

(i) and R 
(ii) If SEH, sOr, s~ and s~-T, then s ~ H. 

Proof. (i) follows from Cor.17.13(iii). 

(ii) 2S ~ T+(-T), so SEH+ and S = R. As sOr, by 17.14(i) we have 

and S = R ~ R = T. (17.14(iii)). 
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17.16. DEFINITION. A subalgebra of H is a linear subspace A of H such 

that STE A for all S,T EA. (The terminology is not very good, as H 

itself is not an algebra. However, every subalgebra of H is an algebra 

and is even commutative (17.D) ). 

17.F. Exercise. The closure of a subalgebra of H is a subalgebra of H. 

17.G. Exercise. Let TEH. Let A be the closure of {p(T) : p is a real 

polynomial}. Then A is a subalgebra of H that contains I. 

17.H. Exercise. Let X c H be such that sOr for all S,T EX. Define 

.xD = {sEH, sOr for all S,T EX} and ;:o sOr for all 

Then ;:o is a closed subalgebra of H, I E ;:o and X C ;:o_ 

17.17. THEOREM. Let A be a closed subalgebra of H. Then A is a Banach 

lattice. For all TEA we have IT I = H . 

Proof. Let SEA. Then p(S)EA for every polynomial p without constant 

term. Hence, (see 17.13(i)) if SE AnH+, then ./s EA. In particular, 

HE A for every TEA. From Lemma 17.15 and from the commutativity of 

the ring A, it follows that R = TV(-T) in the ordered vector space A. 

For arbitrary V,W EA set S = ~(V+W), T = ~(V-W). Then (in A) we have 

R + S = [TV(-T)]+S = (T+S)V(-T+S) = vvw. Thus, A is a Riesz space. 

By Cor.17.9 and Cor.17.10, the norm of A is a Riesz norm. 

Now let A be a closed subalgebra of H such that IEA. By 17.S(ii). 

I is a strong unit in A and I= sup{TEH 

Th.16.2 and of Th.13.32 proves the following. 

IITll~l}. An application of 
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17.18. SPECTRAL THEOREM. Let A be a closed subalgebra of H with IEA. 

Then there exist a compact Hausdorff space X and a linear bijection 

T>+ T of A onto C(X) such that for all SEA, 

(i) S~T if and only if S~T. 

(ii) 

(iii) 

,..._ 
ST = ST, I = 1. 

17.19. COROLLARY. If H is finite dimensional and if TEH, then H has a 

base consisting of pairwise orthogonal eigenvectors of T. 

Proof. Let A= {p(T) p is a polynomial}. Then A is a finite dimen-

sional (hence closed) subalgebra of H and IEA. Let X be as in Th.17.18. 

Then dim C(X) = dim A< co so that X consists of finitely many points 

(a,>'a. 
1. J 

if i>'j). Let a.=T(a.). For every idl, ... ,n} there 

exists a P,EA for which 
1. 

P. 
1. 

linear subspace Hi of 

1. 1. 

P, is the characteristic function of 
1. 

P. 
2 P, is the projection of H I so 

1. 1. 

H. (Ex.17.B). As pip j = P,P. = 0 if 
1. J 

{a.}. As 
1. 

onto some 

i>'j we see 

that the spaces H1, .•. ,Hn are pairwise orthogonal: furthermore, L Hi= H 

because (LP.) =LP.= 1 =I.For every i we obtain 
1. 1. -

so Tx = aix for all XEHi. It is now easy to prove the corollary by 

choosing an orthogonal base in each H,. 
1. 

For infinite dimensional H we can generalize the above. The follow­

in exercise shows that we shall have to be cautious. 

17.I. Exercise. Let µ denote the Lebesgue measure on [0,1], let H=L2 (µ). 

The formula 
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(Tf) (x) = xf(x) (f H; Q$x$l) 

defines a TEH that has no eigenvectors at all. 

17.20. T.HEOREM. Let X be a subset of H such that S[JT for all S,TEX. 

Set A= }TI .(See Ex.17.H). Then, as a Riesz space, A is Dedekind complete. 

Proof. Let X and be as in the Spectral Theorem 17.18. We prove X to 

be extremally disconnected. (See 12.16). To this end, take an open subset 

U of X: we show that its closure is open. (Ex.12.F). 

+ A 

Set U = {TEA : T$x0 }, let D be the closed-linear hull of the set 

{T(H) : TEU} and let P be the projection of H onto D. 

Take SEX. For all TELl we have S(T(H)) T(S(H)) C T(H) CD. It 

follows that S(D) c D. But then SP= PSP EH, so S[]P (17.D). We see 

that PEA. Now P2=P, so P is the characteristic function of some subset 

V of X, which, by the continuity of P, must be clopen. 

For every element a of U there is a TEU with T(a)=1. Then we 

have T(H) c D = P(H), PT=T, PT=T, P(a)=1 and aEV. Thus, u c V and there­

fore Uc v. On the other hand, for every element b of tr there exists 

an REA with R(b)=1 and R=O on U. Then for all TEU we see that 

RT=O, RT=O and T(H) is contained in the kernel of R. It follows that D 

is contained in the kernel of R, so RP=O, RP=O, R=O on v, and biV. 

Hence, U=V and U has clopen closure. 

As an application, we prove the following extension of 17.19, which 

does not seem to have anything to do with Riesz spaces. 

17.21. THEOREM. Let TEH, E>O. There exist a positive integer n, closed 

linear subspaces H1 , ... ,Hn of H and real numbers s 1 , ••• ,sn such that 
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(ii) T(H.) CH, (i=l, .•. ,n), 
l. l. 

(iii) if idl, ... ,n}, then i!Tx-s.xll ::; £ for all xEH., 
l. l. 

(iv) if for each i, Pi is the projection onto Hi, then IIT - l:s. P. II ::; £. 
l. l. 

Proof. Set 
[I] . 

A = {T} : then Tc:A. Let X be as in the Spectral Theorem. 

By the above we know that X is extremally disconnected: then it is zero-

dimensional. There exist pairwise disjoint clopen subsets of X 

whose union is X and such that IT(x)-T(y) I ::; £ as soon as x and y 

IT(x)-s. I ::; £ for all 
l. 

XEX, 
l. 

(i=l, ••. ,n): then IIT - i::s.xx IL,::;£. There exist P1 , ..• ,Pnc:A with 
l. i 

P = Xx 
i i 

one shows 

for each i: then !IT - i::s.P.11::; £. Just as in the proof of 17.19 
l. ].. 

to be the projection on some closed linear subspace H, 
l. 

of 

H. It is easy to finish the proof of the theorem. 

In this proof we have not fully exploited the extremal disconnectedness 

of X: it would have been enough to know that X is zerodimensional and 

that the characteristic functions of the clopen subsets of X all lie in 

{S: sc:A}. With the aid of Freudenthal's Spectral Theorem 13.25 and Ex.13.I 

one can give a somewhat simpler proof of 17.21 by using the following exer­

cise. (This proof requires less knowledge about Hilbert spaces). 

17.J. Exercise. Let A be a closed subalgebra of H. Suppose that A has 

the following property. 

and if Ax = lim A x 
n 

for all xc:H,then Ac:A. 

Then every countable bounded subset of A has a supremum in A. 

and A ::;s for all n. Define 
n 



s(x) = sup (Anx,x) 
nEN 

Use Lemma 17.7 to prove that 

IIA x-A xn2 S IIBll[s (x)- (A x,x)] 
n m m 

Show that lim Anx exists for every XEH. 
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17.K. Exercise. The spectrum of an element T of L(H) is defined to be 

the set o(T) = {sER: T-sI has no inverse in the ring L(H) }. 

Let TEH. Let A be as in Ex.17.G, X as in 17.18. 

(i) If H is finite dimensional, O(T) is just the set of all eigenvalues 

of T. 

(ii) For SER the following conditions are equivalent. 

(a) s E O(T). 

(b) T-sI has no inverse in A. 

(c) There is an XEX for which s=T (x). 

Hint for the implication (c)=+(a). Suppose s E T(X) while T-sI has an 

inverse S in L(H). Let O<e:<llsll-1 • There exists a gEC{X) such that 

llgll = 1, JI (T-s) gll S e:. There exists a Vic.A such that V = g. 
00 00 

(iii) The map 

X t-+ 'I' (X) (XEX) 

is a homeomorphism of X onto o(T). Hence, O(T) is compact and non-empty. 

17.L. Exercise. Let exp denote the exponential function R + R. 

(i) For every TEH we can define exp TE H by 

exp T 1 1 2 1 3 
I+ !r + f:1' + "frT + .... 

(ii) Let A and X be as in the Spectral Theorem. If TEA, then exp T 

is an element of A and (exp T) =expo T. 





-
CHAPTER V. NORMEV KOTHE SPACES 
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In this chapter we shall investigate an important class of normed Riesz 

spaces.More precisely, we study spaces consisting of (equivalence classes) 

of measurable functions on a measure space. Well-known members of this class 

turn out to be the L -spaces (1 ~ p ~ ex,). 
p 

First we fix some terminology. From now on (X,f,µ) will be a fixed 

a-finite measure space. We shall assume that the Caratheodory extension 

procedure has already been applied to µ (so in particular it follows that 

all µ-null sets are in f). By M we denote the collection of all µ-measur­

able functions on X which take their values in the set of extended real 

numbers R (=RU(cx,)u(-oo)), and by M we denote as before (1.E) the collect­

ion of all real-valued µ-measurable functions on X. In the sequel members 

of M which are finite µ-almost everywhere on X will also be regarded as 

members of M. Furthermore, N will denote· the collection of all µ-null 

functions on X. If M is partially ordered by setting f ~ g whenever 

f(x) ~ g(x) for all XEX, then M is a Riesz space and it is clear that 

N is an ideal of M. Moreover, setting M = MIN it follows that M is a 

(super) Dedekind complete Riesz space (see 4.F). The Riesz spaces considered 

in this chapter will all be order ideals of the above defined Riesz space 

M. 

18. FUNCTION SEMI-NORMS AND KOTHE SPACES 

Let M be as above. If K is any subset of M, then K+ will denote 

the collection of all functions in K assuming only non-negative values. 

18.1. DEFINITION. A function p: W + ~ is called a function semi-norm on 

M'" if 

(il p (fl 0 for all fEN+, 
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(ii) p(af) = ap(f) for all + aER and for all 

(iii) p(f+g) s p(f)+p(g) for all f,gEM+, 

fEM+ (0. 00 = oo.0 0) I 

(iv) f,gE°M"" and f S g µ-almost everywhere on X implies p(f) S p(g). 

If, in addition, we have 

(i)' p(f) = 0 if and only if fEN+, 

then p is called a function norm on itf+. 

It is clear that the collection of all function semi-norms on Xf can be 

partially ordered. Indeed, if and Pl 

p1 s p2 whenever p1 (f) s p2 (f) for all 

are function semi-norms, set 

-+ 
fEM. With respect to this part-

ial ordering there exists a smallest function semi-norm (viz. p(f) = 0 for 

all on Was well as a largest function semi-norm (viz. p(f) 0 if 

fEN+ I p (f) = 00 if on itf+. The following exercise shows that each 

collection of function semi-norms on W has a supremum. 

18.A. Exercise. Let {p : ,ET} be a collection of function semi-norms on 
T 

-+ M. Set 

p (f) = sup {p (f): TET} 
T 

for all fEW. Show that p is a function semi-norm on iir". Also, show that 

if at least one p (,0ET) is a function norm, then p is a function norm. 
'o 

Finally show by a counterexample that the converse of the preceding state-

ment does not have to hold. 

The following result plays a key role in our investigations. 

18.2. THEOREM. Let p be a function norm on if and let fEif be such 

that p(f)< co. Then fEM+. 



Proof. Let E = {xEX: f(x)= oo}. We have to show that µ(E) 0. To this 

d b th ~ n-lf en, o serve at XE_ on X for n=l,2, .•.• , so 

for all n. Since p(f) < oo, this shows that p(xE) = 0. Hence, since p 

is a function norm it follows that X EN' so 
E 

µ(E) = 0. 
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In the sequel our main interest lies in those functions fEM+ for which 

p(f) < oo for some given function norm p. The preceding theorem shows that, 

in that case, the domain of p may be restricted to M+. Indeed, if neces­

sary, we can always define p(f) = oo for all fEW\M+, thus having extend-

ed p uniquely to the whole of M+. 
Now, let p be a function norm on M+. It is easy to see that p can 

be extended to the whole of M. Indeed, define p(f) = p(lfl) for all fEM. 

From now on, function norms will always be assumed to be extended to M in 

the above manner. Next, consider 

L = {fEM: p (f) < oo}. 
p 

It is clear that L is an ideal of M and that N c L. Also, it will be 
p p 

clear that p is a Riesz semi-norm on L and that the null-space of p 
p 

is precisely the ideal N of L (since p 
p 

is a function norm). Hence, 

setting 

L =LIN p p 

it follows that L is a Riesz space and that p p defined by 

for all 

p([f]) = p (f) 

[f]EL ([f] 
p 

is the equivalence class containing the element fEL l 
p 

is a Riesz norm on LP. Furthermore, LP is an (order) ideal of M, so it 

follows that L is a Dedekind complete normed Riesz space. In the sequel p 

L will be called a (normed) Kothe space (generated by p). As usual, we p 

shall from now on identify an fEL with its equivalence class 
p 



170 

and conversely. Also we shall drop the class notation for elements of M. 

Finally, the Riesz norm p on L will from now on be denoted by p 
p 

again. 

Thus, from now on function norms will be thought of as defined on M, unless 

stated otherwise. 

19. BANACH FUNCTION SPACES 

Let, in this section, p be a fixed function norm and let L 
p 

be the 

Kothe space generated by p. If L 
p 

is a Banach space with respect to the 

norm p, then L 
p 

is called a Banach funtion space. In this section we 

shall investigate under which additional conditions on p L 
p 

is a Banach 

function space. First observe the following. If 

+ + 

ul ,u2, ...• 
k 

is a sequence · 

L (and hence in M ), then 
p 

in u = E·u means 
n n~lun tu (k + co) , where 

+ + 
UEM (or UEL) (see section 7 after theorem 7.5). In our new situation we 

p 

can give another interpretation of Eu. Indeed, if we think of u as a 
n n 

member of t p 
(and hence of Wi E u becomes a member of w as well. In 

n 

the case that E u E: M+ we can again think of E u as a member of M. n n 

Now observe that this construction does not depend on the choice of the re-

presentants and that both readings of Eun coincide (provided E u E M). 
n 

In the sequel we shall use both readings. Finally, by the second reading, 

if u1,u2,···· is a sequence in L+ and if we think of E u as a member p n 

of W, then p(E u ) 
n is unambigiously determined. Having this in mind we 

introduce the following. 

19.1. DEFINITION. The function norm p is said to have the Riesz-Fischer 

property (R-F property), if for any sequence u1 ,u2 , •..• 
+ 

in LP satisfying 

E p(un) < co, we have that 
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19.2. THEOREM. The following assertions are equivalent. 

(a) p has the R-F property. 

(b) For any sequence u 1 ,u2 ,. •• . in L; we have p (l:: un) :5 E p (un). 

Proof. (i) (b) => (a). Obvious. 

(ii) (a)=> (b). Assume that p has the R-F property. We argue by contra­

diction, so suppose that there exists a sequence u1 ,u2 , •..• in L+ such 
p 

that E p(u) < oo and such that p(E u) > E p(u ). Then there exists a real 
n n n 

number E > 0 such that 

p(E u) > E+E p(u ). 
n n 

Multiplication by 

+ L such that 
p 

-1 
kE (k=l,2, ..• ) furnishes us sequences 

p(fi unk) > k+fi p(unk) ; fi, p(unk) < 00 • 

On the other hand, for all r we have p(n~runk) :5 n~rp(unk), so 

in 

for r=l,2, •••• and k=1,2, ••• For all k there exists an such that 

-2 
nirkp(unk) < k • 

Thus, dropping a finite number of elements of each sequence u 1k,u2k, •.••• 

we obtain sequences v 1k,v2k, •••. in L; such that 

-2 
fip(vnk) < k p(fi vnk) > k+fi p(vnk) ~ k 

for k=l, 2,. . • . • Next, reindex the double sequence 

the sequence w1 ,w2 , •••• 

~ p(wk) < ~ k-2 

+ 

in 

< oo, 

+ 
L. Note that 

p 

(v ) _ to obtain 
nk ndl;KElif 

so E wk E LP since p has the R-F property. However, 

p(E wn) ~ p(fi vnk) ~ k 

holds for all k, which implies p(E wn) = oo. This is the desired contra­

diction. 
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Next, we state and prove the main theorem of this section. 

19.3. THEOREM. L is a Banach function space if and only if p has the 
p 

R-F property. 

Proof. (i) Assume that p has the R-F property. Let f 1,f2 , •••• be a 

Cauchy sequence in LP. Then there exists a subsequence g 1 ,g2 , •••• of f 1 , 

f 2 , •••• such that 

~ p(gn+l-gn) < cc,. 

Hence 

~ p(lgn+l-gnl) = ~ p(gn+l-gn) < cc,. 

Since p has the R-F property it follows that p(E lg -g I) < cc, and 
n n+l n 

hence, thinking for a moment of gn (n=1;2, •••• ) as being an element of M, 

it follows that 

< cc, 

for µ-almost. every X€X. Thus, setting 

f(x) = g1 (x)+E(g 1 (x)-g (x)) 
n n+ n 

for all X€X, it follows that f€M. Next, consider f as an element of M. 

Then f€L in view of p 

p(f) = p(lgl+E(gn+l-gn) I) s p ( I g l I > +p ( E 

p(gl)+E p(gn+l-gn) < cc, 

(since p has the R-F property). 

f-gp = n~p(gn+l-gn) 

for p=l,2, •••• , it follows that 

so 

Since 

lgn+l-gn I) 

p(f-f) S p(f-g )+p(g -f) + 0 as n +m, 
n p p n 

Thus L is a Banach space. 
p 

s 



(ii) Conversely, assume that L 
p 

is a Banach function space. Let the 

sequence in 
+ 

L 
p 

be given such that 

u 1+ •.•. +un for all nEN, it follows that 

n 
p(sm-sn) ~ m~lp(uk) + 0 (m,n + oo), 

L p(u) < oo. Setting 
n 
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s = 
n 

so s 1 ,s2 , ..•. 

and since L+ 
p 

is a Cauchy sequence in + L. Since 
p 

L 
p 

is a Banach space 

such that 

If n ~ k, then 

f ~Lu. Thus 
n 

is closed (9.E(v)) it follows that there exists an fEL+ 
p 

0 for all k. This implies f ~ sk for all k, so 

so p has the R-F property. 

Next, we introduce properties that function semi-norms can have and 

which are in general easier to check than the R-F property. Before doing so 

we first introduce a type of convergence in W. Let u 1 ,u2 , •••• be a se-

quence in M+ and let U£W. We shall write 

µ-almost every XE:X. Observe that if uEM+ 

u t u 
n 

if u (x) t u(x) 
n 

and if u tu in W, then 
n 

for 

u EM+ for all n. Moreover, considering un (n=l,2, •.•• ) and u as elements n 

of M the meaning of u t u 
n 

coincides with the definition presented in 

section 7. 

19.4. DEFINITION. Let p be a function semi-norm on Af+. 

(i) p is called a Fatou semi-norm if O ~ u tu (in W) implies 
n 

p (un) t p (u) (in R+). 

(ii) p is called a weak Fatou semi-norm if O ~ u tu (in M+) and 
n 
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lim p(u) < 00 implies p(u) < oo. 
n 

19.5. THEOREM. (i) If p is a Fatou semi-norm, then p is a weak Fatou 

semi-norm. 

(ii) If p is a weak Fatou norm, then p has the R-F property. 

Proof. (i) Obvious. 

in L+ be such that L p(u) < oo. Letting s 
p n n 

ul+ .•.• un for all n, it is clear that 

0 ,,; s t ~ uk, n 

and 

n 
p(s ) ,,; t p(uk) ,,; ~ p(uk) < oo. 

n 

Hence lim p(s ) 
n 

< oo, so p(L Uk) < oo. Thus p has the R-F property. 

The following is now obvious. 

19.6. COROLLARY. If p is a function norm which is either a Fatou norm or 

a weak Fatou norm, then L 
p 

is a Banach function space. 

By means of exercises we now show that the converses of theorem 19.5 do not 

hold. 

19.A. Exercise. Let X be the set of natural numbers and let the measure 

µ be such that µ(S) equals the number of elements of S for any subset 

s of X. Any 

all i. 

(i) Set p (u) 

uEW. Show that p 

where for 

sup {u: n=l,2, •.. }+lim sup {u: n=l,2, ••.. } for all 
n n 

is a function norm such that p is weak Fatou but not 
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(ii) Set p(u) = sup {u: 
n 

n=l,2, ... } if u + 0 (n + co) 
n 
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and 

otherwise, for all udll-. Show that p is a function norm, that 

p (u) = co 

L 
p 

(see 8.A(ii), 9.B), that p has the R-F property, but that p is not a 

weak Fatou norm. 

Finally, for use in the sequel, we state and prove the following. 

19.7. LEMMA. Let {p : ,ET} be a collection of Fatou semi-norms on W. 
T 

If p = sup {p : ,ET}, then p is a Fatou semi-norm on W. 
T 

Proof. In view of 18.A p is a function semi-norm. Next, let 0 $ u t u 
n 

in M+ and set a= lim p(un). Since a$ p(u) is obvious we have to show 

that p(u) $ a holds. Hence, we may assume that a< 00• Next, if a= 0, 

then obviously p(u) = 0, so we have done. Therefore, assume that 0 <a< 

co. Now, let SER+ be such that S < p(u). Then there exists a , 0ET such 

that p (u) > S, so 
'o 

p (u ) > S 
'o n 

if n is large enough because p 
'o 

is 

a Fatou semi-norm. Then also p(u) > S if n is large enough. This shows 
n 

that a> S and thus p(u) = a. 

20. ORLICZ SPACES 

In this section we present an important class of Banach function spaces 

the so-called Orlicz spaces. 

20.1. DEFINITION. A function ~= R+ + R+ is called an Orlicz function if 

(i) ~(0) = 0, ~(x) ~ 0 if x ~ o, 

(ii) ~ is convex (i.e., 0 $ x < y and 0 $A$ 1 implies 
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(iii) ~ is continuous from the left for all x > 0, 

(iv) there exist such that < 00 and 

We make some remarks. First note that by condition (iv) the cases ~ = 0 

on [0,00) and ~(O) = O, ~ = 00 on (0,00) are excluded. Next, note that 

by condition (ii) an Orlicz function ~ can have at most one point x0 of 

discontinuity and that if ~ is discontinuous at x0 , then x0 > 0. Also, 

in this case, we have < 00 if and = 00 if X > 

By condition (iii), we have ~(x0 ) = lim ~(x). Fin~lly, we observe that any 
x+xo 

Orlicz function ~ is non-decreasing on [0,00) and that lim ~(x) = 00 as 

X + oo. 

Next, by means of an Orlicz function we define a function norm. 

20.2. DEFINITION. Let ~ be an Orlicz function. 

(i) For all fEM, define 

M~ (f) = J ~ ( If (xl I > dµ(x). 
X 

(ii) For all UEM+, define 

p~ (u) = inf {k > 0: 
-1 

M~(k u) $ 1}, 

where it is to be understood that inf¢ +co. Then is called an Orlicz 

norm on M+ (this terminology will be justified by theorem 20.3). 

Observe that 
-1 

M~(k u) is a non-increasing function in 

Hence, it follows that for uEW we have 

k for all 

for all k > p~(u). 

20.A. Exercise. Let ~ be an Orlicz function and let uEM+ be such that 
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20.3. THEOREM. Let w be an Orlicz function. Then is a Fatou norm. 

Proof. We divide the proof into five parts. 

(a} Let u,vEM+ be such that u S v µ-almost everywhere on X. If k > 

0 is given, then 
-1 -1 

0 S Mw(k u) S Mw(k v), so 

(b) Let uEN+ be given and let k > O. Then 

Thus pw(u) = O. 

p w (u) s p w (v). 

-1 + -1 
k UEN, so Mw(k u) o. 

Conversely, let AEf be such that µ(A) > 0 and let k > 0 be given. Then 

-1 -1 
Mw(k xA) = w(k )µ(A}. 

If 
-1 

k + o, then w(k )µ(A}+ oo, so there exists a 

-1 
MW (ko xA) > 1. 

k > 0 
. 0 

Thus pw(XA) ~ k0 > o. Using part (a) this shows that pw(u) 

UEN+. 

such that 

0 implies 

(c) It is clear that pw(au) = apw(u) for all aER+ and for all uEM+. 

(d} Let u,vEM+ be given. We have to show that pw(u+v) s pw(u)+pw(v) 

holds. If either pw(u) = oo or pw(v) = oo, this is obvious. Next, if pw(u) 

= 0, then u+v = v µ-almost everywhere by part (b), so there is nothing to 

prove. Hence, we may assume that < 00 and that 

Next, let a= pw(u)+pw(v) for brevity and let E > 0 (in R) be given. Then 

Mw((u+v)/(a+E)) s 

pW(u)+½E U 
--=--- M (----) + 

a+E w pw(u}+½E 

pW(u)+½E+pt(V)+½E 
= 1, 

a + E 

so pw(u+v) s a+E = pw(u}+pw(v)+E. This holds for all E > 0, so we have 

done. 

(e) Finally, we have to show that is Fatou. To this end, let u t u 
n 

a= 00 we have pw(u) = oo so we are ready. Assume that a< oo and let 
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E > 0 be given, Then pw(un) < a+E for all n. Moreover, we have 

w(u /(a+E)) + w(u/(a+E)) 
n 

µ-almost everywhere on x. Hence 

Mw(u/(a+E)) = lim Mw(un/(a+E)) s 1. 

This shows that" pw(u) s a+E. This holds for all E > O, so 

pw(u) = lim pw(un). 

The normed Kothe space generated by the Fatou norm pw (which, in its turn, 

is generated by an Orlicz function w) will be denoted by Lw and will be 

called an Orlicz space. By the previous result&, any Orlicz space is a Ba­

nach function space. 

Next, we present some explicit examples of Orlicz spaces. 

20.B. Example. Let 1 s p < 00 be given and define w(x) = -x? for all 

x ~ 0. It is obvious that w is a continuous Orlicz function. Now, let 

uEM+ be given. Then 

pw(u) = inf {k > 0: 

Setting, for all fEM 

11£11 = Ulflp dµ/IP, 
p 

-1 p l (k u) dµ s 1} = 

it follows that pw (f) = llfllp for all fEM. Hence, the Orlicz norm pw 

equals in this case the well-known L -norm 
p 

and thus the Orlicz 

space Lw equals the well-known space L. ~hus we have proved that 
p 

L 
p 

provided with the norm II.II is an Orlicz space. In particular it follows 
p 

that L is a Dedekind complete Banach lattice. p 

20.c. Define w(x) = O for Os x s 1, w(x) = 00 for x > 1. Again it is 

obvious that w is an Orlicz function. Let uEW be given. We recall that 
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llull = ess sup {u(x): xEX} = 
00 

inf {a> 0: u $ a µ-almost everywhere on X}. 

Observe that if O < lluU < co, then u/llull $ 1 µ-almost everywhere on X, 
00 00 

and if k < llull , then there exists a set Ad satisfying µ (A) > 0 and 
00 

u/k > XA• It follows that if UEW is given, then P4i(u) = 0 if and only 

if llull = 0, and P4i(u) = 00 if and only if llull = co. Also, the above ob-
·co ·00 

servations imply that P4i(u) = !lull for all udJ+, 0 < Hull < 00• Thus 
00 00 

P4i(u) = llut holds for all uEM+. Therefore, L4> equals the well-known 

space L and 
00 

P4i (f) 11£11 for all 
00 

fEM. Hence, L00 is a Dedekind com-

plete Banach lattice. 

Remark. The reader who is not familiar with the theory of L -spaces (1 s p 
p 

s co) can take the examples 20.B and 20.C as a definition for these spaces. 

We collect the preceding results in a theorem. 

20.4. Let 1 s p $ co. Then L is a Dedekind complete Banach lattice under 
p 

the L -norm 11.11 • Moreover, L is an Orlicz space and hence a Banach p p p 

function space. 

21. USELESS SETS AND SATURATED FUNCTION SEMI-NORMS 

In the sequel a function semi-norm p is called trivial if either 

p(u) = 0 or p(u) = co for all uEW°. A trivial function norm p is, there­

fore, a function norm p such that p(u) = 0 if and only if uEN+ and 

p(u) = co elsewhere on x:T+. If p is a trivial function norm, then L 
p 

{O}, so, when studying LP, the measure space (x,r,µ) is in fact not in­

volved. Also, if p is non-trivial (so O < p (u) < co for some u,: M+), it 
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can happen that the measure space (X,f,µ) is not "optimally used". Weil­

lustrate this by an example. Let (X,f,µ) be the interval [0,2] provided 

with Lebesgue measure and set 

p(u) = llux[o,1]111 + 00llux(1,2Jlloo 

for all uEM+. It is easily verified that p is a Fatou function norm. How-

ever, if fEL, so p(f) < 00, then 
p 

µ-almost everywhere. Hence, 

considering the smaller measure space [0,1] provided with Lebesgue measure 

and considering the function norm p1 , defined by 

P 1 (u) = llull 1 

for all measurable u on [O, 1] it follows that L 
p 

spoken, the interval ( 1,2] does not have any influence on the space L ' p 

so (1,2] is a "useless" set when studying L 
p 

In this section we shall 

prove that such useless sets can be removed. 

21.1. DEFINITION. Let p be a function semi-norm. A set EEf is called 

useless (with respect to p) if 

(i) µ(E) > 0, 

= 00 for all F c E, µ(F) > 0. 

21.2. LEMMA. Let p be a function semi-norm and let EEf be such that 

µ(E) > 0. Then E is useless if and only if for all uEW such that p(u) 

< 00 we have u - 0 µ-almost everywhere on E (i.e., 

Proof. (i) Assume that E is useless and let UEM+ be such that P (u) < co. 

Supposing that ux iN+ 
E 

it follows that there exist an e; > 0 and a set 

F CE satisfying µ(F) > 0 such that U;::: £XF• Hence 

< 00 

which is a contradiction. 
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(ii) Assume that UXEEN+ for all uEM+ with p(u) < oo. Supposing that 

E is not useless, the existence of a set F c E with µ(F) > 0 and p(xF) 

< oo follows. Letting u0 = xF we have u0xEiN and p(u0 ) < 00• Contradict­

ion. 

The following theorem states, up to a µ-null set, that there exists a 

maximal useless set. 

21.3. THEOREM. Let p be a function semi-norm. Then there exists a set X 
00 

in r such that X\X00 does not contain any useless sets and such that ei­

ther X00 = 0 or X00 is a useless set. The set X00 is µ-uniquely deter­

mined. Moreover, if p is non-trivial, then µ(X\X00) > 0. 

Proof. First assume that µ(X) < 00 and set 

a= sup {µ(E): E is useless}, 

where it is to be understood that sup 0 0 in this case. If a= 0 there 

is nothing to prove, so assume that a> 0. Then there exists a sequence of 

sets in 

for all n. Letting 

E = U E , 
oo n 

r and such that E 
n 

is useless 

it is clear that E00 is useless and that µ(E 00) =a.Hence X\E00 cannot 

contain a useless set. Finally, it is also clear that E00 is µ-uniquely 

determined. 

Next, assume that µ(X) = oo. Then X = U X with µ(X 
n n 

) < 00 (n=l ,2, •• 

.. ) and X nx = 0 if m >' n (since µ is cr-finite). If Xk contains a n m 

useless set, then Xk contains a maximal useless set Ek by what was prov-

ed above. If Xk does not contain a useless set, define Ek= 0. Setting 
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it follows that Xcx, is a useless set or that Xcx, =¢.If F c x\x 
ex, is a 

useless set, then µ(F) > 0 has to hold. Hence µ(FnXk) > 0 for some k. 

It follows that FnXk is useless and that (FnXk)nEk =¢.This is impos-

sible, so Xcx, is a maximal useless set. It is clear again that X is 
ex, 

µ-uniquely determined. 

Finally, assume that p is non-trivial. Then there exists an element 

uEM+ such that O < p(u) < ex,. Letting E = {xEX: u(x) > O} it follows 

from p(u) > 0 that µ(E) > O. Furthermore, lemma 21.2 implies that E 

cannot contain a useless set, so E c x\xcx,. This shows that 

Now, let p be a function norm. Lemma 21.2 shows that if E is a 

useless set and if fELP (so p(f) < 00), then fXEEN. Furthermore, theorem 

21.3 shows that there exists a maximal useless set Xcx,, so for any fd 
p 

we have fXxEN. Considering the restricted measure space (X\X00,r00,µ00 ) 

ex, 

where 

for all AEfcx,, it follows that the spaces L (X) and 
p 

L (X\X ) 
p ex, 

can be identified, so also L (X) ~ L (X\X ). Furthermore, the p p 00 . 

measure space 

Therefore, we define 

is now "optimally used" when studying L • 
p 

21.4. DEFINITION. A function semi-norm is called saturated if there are no 

useless sets (i.e., X00 = ¢). 

21.5. LEMMA. Let ~ be an Orlicz function. Then is saturated. 

Proof. We have to show that there do not exist useless sets. Let AEf be 



183 

such that O < µ(A) < 00. Then O < p~(XA) <co.Indeed, if k > 0 is given, 

then 

-1 -1 
M~(k XA) = ~(k )µ(A). 

Since ~(k-l) + O as k + co it follows that ~(k-l)µ(A) ~ 1 for k large 

enough, so p~(XA) < 00. It is obvious that p~(XA) > 0. Thus, since measurab­

le subsets of X contain a set of finite measure it follows that p~ is 

saturated. 

We make a final remark. Given the non-trivial function norm p it fol­

lows by the observations made above that if we "res.trict" p to the space 

(X\X00,r00,µ00), then p becomes a saturated function norm and the structure 

of L has not been changed. p 

22. ASSOCIATE FUNCTION SEMI-NORMS 

In the study of the dual space of a Kothe space L 
p 

it turns out that 

the so-called associate norms are important. Let p be a function semi-norm 

and define (0) 
p = p and 

P (n) (u) = sup Uuv dµ: P (n-1) (v) ~ 1, V€M+} 

for n=l,2, •••• , and for all udJ+. In stead of (1) (2) 
and 

(3) p , p p we 

shall also write p I I p" and p"' respectively. The function p (n) 
will 

be called the nth associate semi-norm of p. This terminology is justified 

by the following theorem. 

22.1. THEOREM. If p is a semi-norm on M+, then 

norm on M+ (n=l,2, •••• ). 

(n) 
p is a Fatou semi-

Proof. It is sufficient to show that p' is a Fatou semi-norm since the 



184 

rest is then obvious by induction. Now, let vEM+ be such that p(v) ~ 

and set 

p (u) = fuv dµ 
V 

for all uEM+. It is clear that pv is a Fatou semi-norm, so in view of 

lemma 19.7 it follows that 

p' = sup {p: vEM+, p(v) ~ 1} 
V 

is a Fatou semi-norm. 

Next, we show that there is a close relation between the associate 

semi-norms that can be derived from a given function semi-norm. 

22.2. THEOREM. (i) (Holder's inequality). If u,vEM+ are such that p(u) 

and p'(v) are finite, then 

/uv dµ ~ p(u)p' (v). 

(ii) p" ~ p and p 
(n+2) {n) 

p for all n ;,, 1. 

Proof. (i) If O < p(u) < oo, then the stated inequality is clear from the 

definition of p' (v). Hence assume that p(u) = 0. If uEN+, then also 

N+, so /uv dµ = 0 and we are done. Therefore, assume that the set EEf 

defined by E = {xEX: u(x) > O} is such that µ(E) > 0. Define 

E = {xEX: u(x) ;,, n- 1} 
n 

for n=1,2, .•.•• Then E t E 
n 

so there exists an 

UVE 

for all n ;>; n 0 • We shall show that E 
n 

is a useless set with respect to 

p' for all n ;>; n 0 . To this end, let n ;>; n0 and let F c En with µ(F)> 

0 be given. Since u "' 
-1 n on F it follows that XF ~ nu, so p (XF) = 0. 

Hence, p(kxF) = 0 for k=1 ,2, •••. , so 

P' (xF> = sup UwxF dµ: WEM+ I P (w) ~ 1} "' 

sup {kfXF dµ: k=1,2, .••• } = oo. 
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n 

is useless with respect to 
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p I for all 

Hence E is useless with respect to p' in view of E = U E. Since p'(v) 
n 

is finite it follows that V)(E€N, so uv€N. Hence Juv dµ 

ality is clear. 

0, so the inequ-

(ii) First we show that p 11 s p. Therefore, let u€M+ be given. If p (u) 

= 00 we have p 11 (u) S p (u), so assume that p (u) < 00 • Then 

p 11 (u) = sup {Juv dµ: V€M+, p ' (v) s 1} s 

sup {p(u)p'(v): V€M+, p'(v) s 1} p(u) 

by part (i). Thus p 11 s p. 

Applying this inequality on p ' , we obtain (p-' ) 11 = p 11 ' s p ' • On the 

other hand, if p1 , p2 are function semi-norms on M+ satisfying p1 S p2 

then clearly Pi~ p2, so p11 s p implies p 11 ' ~ p'. Thus p"' = p'. By in-

duction it is now clear that 
(n+2) (n) 

p = p for all n ~ 1. 

The preceding theorem shows that a given function semi-norm p has at most 

three different associate norms, viz. p', p11 and p itself. 

Next we study the behaviour of useless sets. Let E€r be given and 

assume that E is useless with respect to p11 (so in particular µ(E) > 0). 

Since p11 s p it follows that E is also useless with respect to p. Con­

versely, assume that E is useless with respect to p (again µ(E) > 0 is 

a consequence). Then for all satisfying 

p'("")(E) = sup {J~xE dµ: u€1J+, p(u) s 1} = O. 

Letting F c E be such that µ(F) > O it follows that 

p11 (XF) ~ f"")(EXF dµ = 00, 

p (u) < 00. Hence 

so E is useless with respect to p". Thus we have proved the following 

lemma. 

22.3. LEMMA. Let E€r, µ(E) > 0 be given. Then E is useless with respect 
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to p if and only if E is useless with respect to p". 

The following theorem gives sufficient and necessary conditions so that 

p' is not only a function semi-norm but even a function norm. 

22.4. THEOREM. The following statements are equivalent. 

(a) pis a saturated function semi-norm. 

(b) p' is a function norm (not necessarily saturated). 

(c) p" is a saturated function semi-norm. 

Proof. (i) (a)~ (c) is immediate from lemma 22.3. 

(ii) (a)=> (b). Assume that p is saturated but that p' is not a func­

tion norm. Then there exists a set EEr; µ(E) > 0 such that p'(XE) = O. 

Since p' is a Fatou semi-norm it follows that p' (00 xE) = 0. Now, similar­

ly as in the proof of lemma 22.3 it follows that E is useless with res­

pect to p" and hence with respect to p. This contradicts the assumption 

that p is saturated, so p' is a function norm. 

(iii) (b) => (a). Assume that p' is a function norm but that p is not 

saturated. Then there exists a useless set E (with respect to p). Similar­

ly as above we obtain p' (xE) = 0 and this contradicts µ(E) > 0 since p' 

is a function norm. Thus p is saturated. 

We note that if p is a function norm (not necessarily saturated), then, 

by similar arguments as above, it follows that p' is a saturated semi-norm. 

Thus, it follows that if p is a saturated function norm, then p' as well 

as p" are saturated function norms with the Fatou property. The following 

theorem is now obvious. 
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22.5. THEOREM. (Holder's inequality). Let p be a saturated function norm. 

(i) Juv dµ s p" (u) p' (v) s p (u) p' (v) for all u,vEM+. 

(ii) Jlfgl dµ s p"(f)p'(g) s p(f)p'(g) for all f,gEM. 

In the remaining part of this section we show the importance of the 

first associate norm, when studying the norm dual space of a Kothe space. 

To this end, 

Let, for the rest of this chapter, p be a fixed saturated function norm. 

As shown in section 21 the requirement that p be saturated is no restric­

tion at all. It follows that p' is now a Fatou norm on M (saturated). The 

normed Kothe space (even Banach function space) generated by p' will be 

denoted by L'. This space is called the first associate space of 
p 

is clear that 

p' (g) = sup {flfgl dµ: p(f) s 1} 

L • It 
p 

holds for all gEM (or all gEM after identifications). First we derive a 

slightly different formula for elements in 

fEL be such that p(f) s 1. Then 
p 

Jlfgl dµ s p(f)p' (g) < ~ 

L'. Let 
p 

gEL' 
p 

be given. Let 

by theorem 22.5. Hence fgEL 1 (see 20.B and theorem 20.4), so Jfg dµ 

exists. Next, note that 

sup {lffg dµI: p(f) s 1} s sup {Jlfgl dµ: p{f) s 1} = p'(g). 

Now, let 8 > 0 be given and let be such that 

Jlf1gl dµ > p' (g)-8. 

Defining f = If I .sgn g (where sgn g(x) = 1 if g(x) ~ O, sgn g(x) = -1 
1 

if g(x) < 0 after we have chosen a representant of g in M), it follows 

that If I = If 1 1, so p (f) = p(f1} s 1 and 

0 s Jfg dµ = Jlf1gl dµ. 

This shows that 
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l!fg dµI > p' (gl-£, 

so 

p'(gl:,; sup {!!fg dµ!: p(fl:,; 1}+£. 

Since this holds for all £ > 0 we have proved the following lemma. 

22.6. LEMMA. For all gEL 1 we have 
p 

p'(g) = sup {!ffg dµI: fEM, p(f):,; 1}. 

As observed above, for any fEL 
p 

and for any gEL' 
p 

!fg dµ exists 

as a finite number (fgEL1). Hence, fixing 

cp (fl = !fg dµ 
g 

gEL' -and setting 
p 

for all fEL, 
p 

it is clear that is linear on L. However, more can be 
p 

* * said. Let L 
p 

denote the Banach dual of L and let p be the norm in 
p 

* L • 
p 

22.7. THEOREM. Let gEL' 
p 

be given. Then * cf, EL and 
g p 

p I (g) • 

Proof. Using lemma 22.6, we obtain 

sup { I cp (fl I: p (fl :,; 1} 
g 

* 

sup {!ffg dµI: p(f) :,; 1} 

Next, defining the operator I: L'-+ L by I(g) = cf, 
g 

for all gEL' 
p 

it 
p p 

is clear that I is a positive linear norm preserving operator from L' 
p 

* into LP. Hence, we can think of L' 
p 

* as a linear subspace of L. More-
P 

over, since p I is a Fatou norm (which implies that L' 
p 

is a Banach lat­

tice), it follows that L' 
p 

is even a norm closed linear subspace of 

(after applying I). We shall show now that the image of L' 
p 

under 

precisely * L , the set of integrals on p,c L (definition 7.1). Thus 
p 

* 
L 

p 

I is 

I 



turns out to be a norm preserving Riesz isomorphism from L' 
p 

First observe the following. 

onto * 
L p,c 
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22.8. LEMMA. Let gEM be given. Then the following assertions are equivalent 

(a) gEL'. 
p 

(b) fgELl for all 
* fEL and cj, EL. 

p g p 

Proof. (i) (a)=> (b). Has already been shown. 

(ii) (b) => (a). Let 

since lf1 I If I, so 

This shows that 

* 

fEL 
p 

p' (g) :::; p (cj,g) < oo, 

be given and set 

so gEL' (and hence we also obtain p' (g) 
p 

f. sgn g. Then 

* p (cj, ) p (f) • 
g 

Next we state and prove the main theorem of this section. 

22.9. THEOREM. The operator I is a norm preserving Riesz isomorphism from 

L' 
p 

onto 

Proof. (i) Let gEL' 
p 

and 

* 
L p,c 

be given and let cj, = I (g) 
g 

by theorem 22.7. Now, let f 
n 

as before. Then 

-1- 0 in + 
L. Then 

p 

so by the theorem on dominated convergence of integrals we obtain 

lim cj, (f) = lim ff g dµ = O (n + 00). 
g n n 

* This shows that cj, EL. , so I is a positive linear norm preserving map 
g p ,c 

* from L' into L 
P p,c 
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* (ii) Conversely, let ¢EL be given. First assume that 
p,c 

¢;:,, O. We have 

to find a gE(L')+ for which ¢ =¢.To this end, define 
p g 

ro = {AEI': XAELP}. 

Then r 0 contains many non-trivial elements since pis saturated. Moreover 

r 0 is a semi-ring of subsets of x. Next, define the function v¢: r 0 + R+ 

by 

V ¢ (A) = ¢ ()(A) 

for all AEI'Q. Then v¢(0) = 0 and if is a sequence in 

such that A nA n m 

¢(XUA) = ¢(Z XA) = Z¢(XA) = Z v¢(An) 
n n n 

by lemma 7.6. Hence v¢ is a pre-measure on r O• Next, let r 1 be the a-

algebra of subsets of X consisting of the v¢-measurable sets. Then r c r 1• 

Indeed, if BEI', AEI'Q then BnA E r 0 
C 

v¢(A) = v¢(BnA)+~¢(B nA). 

and C B nA E r0 , so 

This shows that BEr 1 , so r c r 1• Hence, applying the Caratheodory exten-

sion procedure on v¢, we can consider v¢ as a measure on r. It is clear 

that is absolutely continuous with respect to µ (v¢ « µ). Hence, (by 

the Radon-Nikodym theorem), there exists a µ-uniquely dtermined µ-measurable 

positive function g such that 

for all AEI'. In particular it follows that 

for all AEr0 • Hence, if t is any step function in 

¢(t) = Jgt dµ. 

+ 

+ 
L 

p 
then 

Next, if fELP is given, there exists a sequence of stepfunctions t 1,t2 , •• 

in + 
L 

p 
such that 

we obtain 

¢(fl 

0 ~ tn t f. Using again the fact that ¢ is an integral, 

lim Jgtn dµ Jfg dµ, 
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fEL 
p 

(see also lemma 2.10). Using lemma 22.8 it follows that gE (L' )+ 
p 

and that 

I(g) : $ : $. 
g 

* Finally, if $EL is not necessarily positive, set $ p,c 
+ -$ -$ • Then 

there exists unique g1 ,g2E(L;)+ such that 

$+(f): Jfg1 dµ and $-(f): Jfg2 dµ 

holds for all fEL p Hence, setting g gl-g2 we have I (g) : $. Thus we 

* I-1 have shown that I maps L' onto L and that is a positive map 
p p,c 

* from L into L' 
p,c p, so the theorem is proved (see theorem 2. 7). 

In the next section we shall compute the first associate space of an 

Orlicz space. 

23. THE FIRST ASSOCIATE SPACE OF AN ORLICZ SPACE 

Let, in this section, ~ be a fixed Orlicz function. Furthermore, let 

p~ and L~ be as defined in section 20. Since p~ is a saturated Fatou 

norm it follows that p' 
~ 

is a saturated Fatou norm as well (theorem 22.4). 

In this section we shall show that is equivalent to an Orlicz norm 

p~, where ~ is an Orlicz function called the complementary Orlicz function 

of ~- To this end, define 

for all x ~ O. Observe that 

~(O): sup {-~(y): y ~ O} o, 

and 

Setting, for y ~ 0 fixed, f (x): xy-~(y) for all x ~ 0, we see that 
y 

~(x): sup {f (x): y ~ O} 
y 
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for all x 2 0 and that f is convex. Hence,~ is a convex function on 
y 

[0,00). More can be proved. 

23.1. THEOREM.~ is an Orlicz function on [0,00). 

Proof. We have to verify the conditions (iii) and (iv) of definition 20.1. 

Let x 1 ? 0 be such that ~(x 1 ) <co.Then there exists an nEN such 

that ~(x1 ) < nx1 • Thus 

~(n) 2 nx1-~(x1) > O. 

This shows the existence of a number y 1 > 0 for which ~(y 1) > O. Next, 

observe that there exist real numbers a,b such that a> O, b ~ 0 and 

~(y) 2 ay+b 

for all y 2 0 (since ~ is non-decreasing and convex). Hence, if O < x < 

a, then 

~(x) = sup {(xy-~(y): y 2 O} ~ 

sup {(xy-ay-b): y 2 O} = -b < co. 

This shows that there exists a number x 2 > 0 such that ~(x2 ) < 00. Thus 

condition (iv) of definition 20.1 is verified. 

To verify condition (iii), let x 0 > 0 be given. First assume that 

{f: y 2 O} is a collection of continuous functions on 
y 

[O,x0J which are bounded from above by ~(x0 ). Hence, by 12.H(iv) ~ is a 

lower semi-continuous function on [o,x0 J. Since ~ is non-decreasing on 

[O,x0J it follows that ~ is continuous from the left at x0 • Next, assume 

that ~(x0) =co.If ~(x) = co for some x < x0 there is nothing to prove, 

so assume in addition that ~(x) < 00 for all x < x 0 • Let x 1 ,x2 , ••. be a 

sequence in (O,x0 ) such that xn t x 0 • Since 

and since 

~(x ) 
n 

sup {f (x ): y 2 O} 
y n 
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co= ~(x) = sup {f (x ): y ~ O} 
0 y 0 

and since all f (y ~ 0) are continuous it is clear that ~(x) t co as 
y n 

n ➔ co.Thus the theorem is proved. 

The Orlicz space L~ (with norm p~) is called the complementary space 

of 

23.A. Exercise. Show that the complementary Orlicz function of ~ is ~ 

again (thus the complementary space of L~ is L~). 

The preceding exercise allows us to talk about the pair of complementary 

Orlicz functions ~ and ~ without mentioning whether ~ is derived from 

~ or conversely. 

LET, FOR THE REMAINING PART OF THIS SECTION ~ AND ~ BE A PAIR OF COMPLE­

MENTARY ORLICZ FUNCTIONS. 

Let and be the Orlicz function norms derived from and 

respectively. Furthermore, let p~ be the first associate norm of p~. We 

shall show now that and are equivalent norms on L~, which implies 

that the first associate space of is Riesz isomorphic (in.fact e-

qual) to L~ (but not necessarily isometric). First note that for any fEL~ 

we have 

Next, it follows from the construction of ~ that for all x,y ~ 0 we have 

xy ~ ~(y)+~(x). 

Thus, if fEM, then 
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sup {M~(g)+M~(f): M~(g) ~ 1} ~ 

l+M~(f) = l+f~( lfl) dµ. 

so p~(f) ~ 2p~(f). It is clear that this inequality also holds for those 

00• Let us collect the results so far 

obtained in a lemma. 

23.2. LEMMA. (i) (Young's inequality). For all x,y ~ 0 we have 

xy ~ ~(x)+~(y). 

(ii) (Amemiya's inequality). For all fEM we have 

(iii) For all fEM we have 

(The lemma also holds with ~ and ~ interchanged). 

Next, we shall show that p~(f} ~ p~(f) for all fEM. Before doing so 

we have to make some observations. 

Since ~ is convex, it follows that the left derivative ~• of ~ 

exists for all points x > 0 for which ~(x+E) < 00 for some E > O. There­

fore, let the function ¢: [Q,oo) ➔ [0,00] be defined by 

¢ (0) o, 

¢(x) ~• (x) for all x > O, ~(x+E) < oo for some E > O, 

¢(x0 ) = lim ~• (x) 
xtxo 

if XO is such that ~(x) < oo for all 

~(x) = oo for all x > x0 , 

¢(x) = oo for all x > O where ~(x) = oo. 

We leave it to the reader to show that ¢ is a non-decreasing left continu­

ous function on (O,oo). The function ~ related to ~ is now defined sim-
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ilarly. 

23.B. Exercise. Let x 1 ,x2 ~ 0 be given such that x1 < x2 

l(x2) < 00• Show that 

and such that 

•(x1) s (l(x2)-l(x1))/(x2-x1) S •(x2). 

A similar result holds for f and W• 

23.3. LEMMA. For all x ~ 0 we have x¢(x) 

with I and 1 interchanged. 

l(x)+f(.(x)) and similarly 

Proof. It is clear that o•(O) = 1(0)+1(.(0)), so to prove the equality, let 

x > 0 be given. If x is such that l(x) = 00, then also •(x) = 00 so we 

are done. Next, assume that x is such that l(x)<00 but •(x) = 00• Again 

the equality is clear since 1(00) = oo. Thus we can assume that both l(x) 

and •(x) are finite. By lemma 23.2(i) it is clear that 

x•(x) S l(x)+f(.(x)). 

To prove equality, let y ~ O, y ~ x be given. If l(y) 

y•(x)-l(y) = -00 < x•(x)-l(x). 

Furthermore, if l(y) < 00, then exercise 23.B shows that 

oo, then 

(consider the cases y < x and y > x). Hence, by the definition of 1, 

so 

x•(x) ~ l(x)+f(.(x)), 

which proves the lemma. 

Before proving our main theorem we derive some auxiliary results. 
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23.4. LEMMA.(i) If ~ is discontinuous at x0 > O, then w(x) s x0 for all 

x 2 0. The same holds for ~ and ~-

(ii) If ~ is discontinuous at x0 > O, and if fEL00, then 

Proof. (i) By the definition of it follows that for all 

x 2 o. Hence, since ~ is convex, we obtain w(x) ~ x0 for all x 2 O. 

(ii) Let fEL00 be given. If llfll = 0 the statement is clear, so assume 00 

that O < llfll < 00• Now, let £ be such that O < £ < llfll and define 00 00 

A= {xEX: lf<x> I > llfll -d. :x, 

Then µ(A) > 0. Setting f£ fXA and using part (i), we obtain 

p~(f) 2 p~(f£) sup {Jlf£gl dµ: p~(g) ~ 1} 2 

sup Ulf£gl dµ: x0Jlgl dµ s 1} 2 

sup {(i!fll00-£)Jlgl dµ: x0Jlgl dµ ~ 1} = x~ 1 dlft-£). 

This holds for all £, O < £ < llfll00, so x0p~(f) 2 11ft. 

23.5. THEOREM. We have p~(f) ~ p;(f) for all fEM. The same holds if ~ 

and ~ are interchanged. 

Proof. Let fEM be given. If pi(f) = 0 or if pi(f) = 00 there is nothing 

to prove, so assume that O < p;(f) < 00. We divide the proof into two parts. 

(a) Assume that lfl is bounded (i.e., llfll < 00) and that f = 0 out-
·00 

side a set AEI', µ(A) < 00. Moreover, let £ > 0 be given. Next, introduce 

f 0 by setting 

f 0 Cxl = w<lf<xll/(Pi<f)+£J). 

It follows from lemma 2 3. 4 that II f I! < 00 ( oonsider the cases ~ continu­a 00 

ous and ~ discontinuous). Also, since f 0 = 0 outside A, it follows that 

M~(f0 ) < 00 (if ~ is continuous this is clear, if ~ is discontinuous the 
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statement follows from lemma 23.4). Next, let g€M be such that M~(g) < 00• 

If M~(g) s 1, then p~(g) s 1, so by Holder's inequality, 

Jlfgl dµ s p~(f)p~(g) s p~(f). 

If l < M~(g) < 00, then 

M~(g/M~(g)) S M~(g)/M~(g) = 1 

by the convexity of ~ and the fact that w(O) O. Hence 

Jlfgl dµ s Pi(f)M~(g) 

in this case. Setting Mi(g) = max {M~(g), 1} it follows that 

Jlfgl dµ s Pi(f)Mi(g). 

This inequality holds for all g€M satisfying Mw(~) < 00• Taking g = f 0 , 

and using lemma 23.3, we obtain 

Thus 

Mw(f/(pi(f)+El)+Mw(f0 ) = Jlff0 1/Cpi(fl+El dµ s 

Pi(f)M~(fo)/(p~(f)+E) < M' (fo). 

Mw<fl<Pi<fl+Ell < M~(f0 )-Mw(f0) s 1. 

Hence Pw(f) s p~(f)+E. This holds for all E > o, so Pw(f) s p~(f). 

(b) Let f€L~ be arbitrary. Now, since µ is a-finite, there exists a 

sequence x 1 ,x2 , ••••• in r such that xn + X and such that µ(Xn)<00 for 

all n. Defining 

fn = sup {nxx, 
n 

for all n it follows that 

are Fatou norms, we obtain 

lflxx} 
n 

0 s f + 
n 

f as n + 00, so, since 

Pw(f) = lim Pw<fn) slim Pi(fn) = p~(f) 

(by part (a)). Thus the proof is complete. 

The following corollary is now immediate. 

p I 

w and PW 
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23.6. COROLLARY. Let fEM be given. 

valent and Li= L~ when regarded as point sets. 

The same holds with <I> and ~ interchanged. 

We have shown that the first associate space of L<I> (with norm p<I>) is its 

complementary space L~ (with norm Pi equivalent to p~). As customary, 

from now on we denote the Fatou norm p I 

<I> 
by II. II~ (and P~ by 

is also clear that the first associate space of L~ (with norm p~) is now 

its complementary space L<I> (with norm II.II<!>). 

Once more consider the Orlicz space L<I> but now endowed with the norm 

II.II<!>. It is natural to ask what the first associate norm II.Iii of II.II<!> 

looks like. Note that since II .11<1> is equivalent to Pq, it follows that 

11. Iii is equivalent to p I 
<I> 11-11~ and hence also to P~· Moreover, since 

11.11<1> = p~ it follows that II. Iii p" ~· so by theorem 22.2(ii) it follows 

that II-Iii ~ P~· However, it can be shown that II. Iii equals p~ (and hence 

also II.II~ p<I>). This will be done in section 26. 

24. THE DUAL OF AN ORLICZ SPACE 

* In this section we study the dual L<I> of a given Orlicz space L<I>. 

Furthermore, applications for L -spaces will be presented. 
p 

Throughout this section <I> will be a fixed Orlicz function, p<I> and 

* L<I> will be as before. Moreover, L<I> will denote the dual space of L<I> and 

* the norm in L<I> will be denoted by p<I>. As observed in section 11 we have 

* * * L<!> = L<l>,c+L<l>,s· 

Moreover, by theorem 22.9 we have ~ is the complementary 
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function of <I>, we obtain where the norm in is now 

* 
Thus we have completely characterized the integral part of Lq,. It is not 

* * 
so easy to characterize the singular part L<I>,s of Lq,. However, there is 

something we can say. 

* 
24.1. THEOREM. Lq, is a semi-M-space (so, by theorem 16.15, L<I>,s 

stract L-space). 

set be such that 

is an ab-

have to show that lim pq,(gn) ~ 1. To this end, note that Mq,(f1) ~ 1 and 

Mq,(f2 ) ~ 1. Next, let 

Then 

A= {xEX: fl (x) 2 f 2 (x)}. 

Mq,(g) = jq,(f1xA) dµ + fq,(f2XAcl dµ ~ 

Mq,(f 1) + Mq,(f2 ) ~ 2. 

Therefore, by Lebesgue's theorem on dominated convergence, we have 

Hence, combining lemma 23.2(ii) and theorem 23.5 with this result, we obtain 

which is the desired result. 

Remark. If Lq, is endowed with the norm 11.llq,, then it follows similarly 

as above that Lq, is a semi-M-space as well. The easy verifications are 

left to the reader. 

* 'I, * Next, we shall study under what conditions we have Lq, = L'¥ (Lq, pro-

* 11-11111) • vided with the norm p q, and L'¥ provided with the norm By corol-

* 'I, 'I, * a 
lary 11.6 we have Lq, = L'¥ (= L<I>,c ) if and only if L = Lq,. Thus we have q, 
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to find conditions so that L~- Before solving this problem, we first 

note the following. 

24.2. LEMMA. Assume that ~ is continuous. If AEf is such that µ(A) < co, 

then 

Proof. Let AEf be given such that µ(A) < co. In the proof of lemma 21.5 

we have shown that E > 0 be given and let 

in + 
L~ be such that X ~ f i 0. Letting 

A n 

A {xEA: f (x) > e:} 
n n 

it is clear that 

f ~ X +EX C 
n An An 

for all n. Hence 

Now note that lim 

P~(XA )+EP~(XAC). 
n n 

µ (A ) = 0 since 
n 

µ(A) < co and since f i O. Hence, 
n 

lim p ~ (XA ) = 0 
n 

(using the formula for p~(XA ), derived in lemma 21.5). Here we use the 

continuity of 
n -1 

~, which implies that ~ (x) + co as x +co.Thus 

This holds for all E > 0, SO 

Since is an order ideal of L~ it follows that if is a 

bounded function satisfying µ{xEX: f(x) ~ O} < co, then 

that ~ is continuous. 

24.3. DEFINITION. Let x0 ~ 0. The Orlicz function ~ is said to satisfy 

the ~2 (x0 )-condition, whenever there exists a constant M > 0 such that 

~(2x) < M~(x) for all 
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We note that if ~ satisfies the 82 (x0 )-condition for some x0 ~ 0, then 

~ has to be continuous. Also, since ~(O) = O, ~ is convex and increasing, 

the constant M occuring in the definition satisfies M ~ 2. Let us present 

an example. 

24.A. Example. Let 1 ~ p < oo and set ~(x) = xp for all x ~ 0. Then ~ 

is an Orlicz function (see 20.B). Also ~ satisfies the 82 (0)-condition. 

Indeed, 

~(2x) = 2pxp < M~(x) 

for all x ~ 0 if M 2P+1. 

Next, we show the usefulness of the 82 (x0 )-condition. 

24.4. THEOREM. (i) If ~ satisfies the 82 (0)-condition, then 
a 

L~ 

(ii) If µ(X) < 00 and if ~ satisfies the 82 (x0 )-condition for some 

a 
L~ 

Proof. (i) Let and e > 0 be given. We shall prove the existence of 

a function 

E > 0 and since is norm closed it follows then that 

1'o construct be a sequence in r such that 

X + X and such that µ(X) < oo for all n, and define 
n n 

f = (fxx n 

for all n. Since 

continuous, so by 

)A(nX ) 
n Xn 

~ satisfies 

lemma 24.2 we 

the 

have 

82 (0)-condition it follows that ~ is 

a 
f n EL~ for all n. Furthermore, it is 

clear that fn + f. Now we may assume that p~(f) > O, otherwise 

we have done. Note that f-f + 0 and that 
n 
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for all n. This implies that 

M<l>((f-fn)/p<l>(f)) +Oas n+cx, 

since M<l>(f/p<l>(f)) s 1 < 00. Next, choose a positive integer 

-k 
p <I> (fl 2 < e:. 

k such that 

Since <I> satisfies the ~2 (0)-condition there exists a constant M > 0 

such that <1>(2x) < M<l>(x) for all x 2 0. Hence 

k k 
0 Slim M<l>(2 (f-fn)/p<l>(f)) SM lim M<l>((f-fn)/p<l>(f)) = 0, 

so there exists an n0 such that M<l>(2k(f-fn)/p<l>(f)) s 1 for all n 2 n0 • 

Taking 

which is the desired result. 

(ii) Let + 
fEL<I> and e: > 0 be given. As in the preceding part we shall 

prove the existence of a function f ELa such that 
e: <I> 

end, note that there exist constants x0 2 0 and M > 0 such that <1>(2x) 

< M<!>(x) for all x 2 x0 . Furthermore, it is obvious that if we set 

f (x) = f(x) if f(x) s n 
n 

f (x) 
n 

O if f (x) > n 

for n=l,2, •••• , then 
a 

fnEL<I> since µ(X) < co and since is continuous 

(lemma 24.2). Next, 

-k 
2 p<I> (fl < 

and let no be an 

n 2 no and if X 

choose an integer 

e:, 

integer such that 

is a point at which 

k 2 0 such that 

f"' f, then 
n 

Now, as in part (i) of this theorem, we have 

Hence 

0 Slim M<l>(2k(f-fn)/p<l>(f)) S Mklim M<l>((f-fn)/p<l>(f)) = O, 

since (f(x)-fn(x))/p<l>(f) 2 x0 if f"' fn and n 2 n0 • Thus, similarly as 

in part (i) it follows that p<l>(f-fn) < e: if n is large enough. 
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The following corollary is now immediate from the preceding results. 

* 'v 
24.5. COROLLARY. (i) If ~ satisfies the ~2 (0)-condition, then L~ Lf 

(the norm in Lf being 11. llf). 

(ii) If µ(X) < oo and if ~ satisfies the ~2 (x0 )-condition for some 

* "' I x0 2 O, then L~ = Lf (the norm in Lf again being II.If). 

In the following exercise we state that the ~2 (x0)-condition is not 

only sufficient but for many measure spaces also a necessary condition for 

to hold. 

24.B. Exercise. Let (X,f,µ) be an atomless measure space (i.e., for any 

AEf, µ (A) > 0 there exists a set BEf, B ·c A, 0 < µ (B) < µ(A)). Assume 

that ~ is such that L~. Show the following 

(i) if µ(x) < 00, then ~ satisfies the ~2 (x0)-condition for some 

XO 2 o. 

(ii) if µ (X) oo, then ~ satisfies the ~2 (0)-condition. 

Next, we consider the L -spaces. To this end let 1 ~ p < oo be given. 
p 

Then LP is generated by the function norm II.lip, defined by 

11£11 = Ulflp dµ}l/p 
p 

for all fEM. As shown in example 20.B we have 11.11 if we define 
p 

~(x) = ~ for all x 2 O. In view of example 24.A and corollary 24.5 we 

now have is the complementary function of ~ 

is endowed with the norm 11.llf. Let, from now on in this section ~(x) = ~ 

for all x 2 O. We shall compute the complementary function 

24.6. LEMMA. (i) If p 1, then f (x) 0 if O ~ X ~ 1, f(x) 00 if 
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X > 1. 

(ii) If 1 < p < 00, ~hen ~(x) 

satisfies 
-1 -1 

p +q = 1. 

Proof.(i) We have i(x) = x for all x ~ O. Hence, if OS x s 1, then 

~(x) = sup {(xy-y): y ~ O} = 0 

and if x > 1, then 

~(x) = sup {(xy-y): y ~ O} = 00. 

(ii) Let 1 < p < 00. Then ~(y) = p~-l for all y ~ 0. Let x ~ 0 be 

given, and set 

y 

Then ~(y) 

(x/p)l/(p-1) 

x, so, by lemma 23.3, 

~(x) = ~(~(y)) = y~(y)-i(y) 

(p/q) (x/p) q, 

where q = p/(p-1). 

It follows that for 1 < p < 00 ~(x) = cxq (where c > 0 is some con-

stant) • Hence, as point sets, the. spaces L~ and L are equal. Moreover, 
q 

since and JI. liq are both Riesz norms on L~ (or L ) · under which 
q 

is a Banach space it follows that 11-11~ and Jl.llq are equivalent norms 

(theorem 10.3(ii)). We shall show now that these norms are even equal. First 

we state the classical Holder inequality. 

24 . 7 . THEOREM. (Holder's inequality). Let 1 $ p $ 00 be given and let q 

be defined by 
-1 -1 

1 (q = 00 if 1, 1 if p = oo), Then for all p +q p = q 

f,gEM we have 

!lfgl dµ $ llfll 
p 

Jlgll • 
q 
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For a proof we refer the reader to 14. 

24.8. THEOREM. (i) If 1 < p < co and if ~(x) xp for all x ~ O, then 

llfll'Y = llfil-1 for all fEM. 

(ii) If ~(x) = X for all X ~ 0, then llfll'Y = 11ft for all fEM. 

(iii) If ~(x) = 0 for 0 S X :,; 1, ~(x) = co for X > 1 , then '¥ (x) = X 

for all X ~ 0 and llfll'Y = llflll for all fEM. 

Proof. Let Sp S co and let q be as in theorem 24.7. In view of the 

examples 20.B and 20.C we now have 

llfll'Y = sup Ulfgl dµ: 

where ~(x) = xp for 1 s p < co and ~(x) = 0 0 S x S 1, ~(x) = co x > 1 

if p =co.Now we shall prove the separate parts. 

(i) Let fEM be such that O < llfll <co , and set 
q 

Then 

II g lip = J I g Ip dµ 
0 p 0 

so llg0 llp = 1. Hence 

Thus 

llfll'Y ~ Jlfg0 1 dµ = Ulflq dµJ/llfll~- 1 

ilfll'Y = llfllq for all fEM satisfying O < 

1, 

llfll • 
q 

llfll <co.Since 
q 

II.II are equivalent it is clear that this equality holds for all fEM. 
q 

(ii) By lemma 24.6(i) we have 

'Y(x) = 0 if OS XS 1 'Y(x) = ~ if X > 1. 

and 

Thus, by example 20.C, p'Y is now equal to 11-11 . Hence co 11.11'¥ and 11.""" 
are equivalent Fatou norms. Moreover, by what was shown above we have llfll'Y 

s ilfll for all fEM. To prove the converse inequality, let fEM be given co 

such that O < llfll < co. Furthermore, let EER be such that O < E < llfll • 
co co 

Next, let AEf be defined by 



206 

A= {xEX: lf<x> I > llfll -d. 
00 

Then µ(A) > O, so A contains a subset BEf satisfying O < µ(B) < 00• 

Next, set g0 = (µ(B))-lXB· Then obviously p<l>(g0 ) = llg0 11 1 1, so 

llfll'I' 2: f \ fgo I dµ 2: (µ (B)) -l ( llft-e:> µ (B} = llfllco-e:, 

since If I > llfll -e: on the whole of B. This holds for all e:, 0 < e: < llfll 
00 00 

so it follows that 0 < llfll < 00• Again it is clear that 
00 

we now have 

(iii) It is easily computed that 'l'(x) = x for all x 2: 0 in this case, 

so that part of the proof is left to the reader. To show that \lfll'I' = l\fll 1 

holds for all fEM, note already that llfll'I' § ilfl\ 1 by what was observed at 

the beginning of this proof. Also it is clear that II.II'!' and 11.11 1 are e­

quivalent norms. To show that we have equality, let fEM be given. Note 

that P.<x l = llx II = 1, so 
"' X X 00 

proof. 

Combining all preceding results, we obtain 

24.9. COROLLARY. Let 1 $ p $ oo and let q be as before. Then 

* 
(i) L 

p,c 

(ii) If 

(the space 

norm). 

'\, 

1 

L p 

L , 
q 

$ p < co, then 

is provided 

* * '\, 

L = L L . 
p p,c q 

with the II.II -norm and L with the 
p q 

II.II -
q 

Thus, for 1 ~ p < oo we have completely characterized the dual space L 
p 

of L. In the next section we shall describe 
p 

* 
L • 

00 
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25. THE DUAL SPACE OF ¾., 

* * * "' We have already seen that * L 
00 

L +L 
00,c =,s and that L co,c Ll. In this 

section we shall present a characterization of the space 

* 

* L co,s First we 

shall show that L 
00,s 

generally contains non-trivial elements. 

25.1. THEOREM. Assume that (x,r,µ) is such that there exists a sequence 

* in r such that A +¢,µ(A) > 0 for all n. Then L ~ 
n n 00,s 

{O}. 

Proof. It suffices to show that L: ~ L00• To this end, let A1 ,A2 , .•.• in 

r be as described in the theorem. It is clear that for all n. 

,j, 0 as in for all n. 

By means of an exercise we give necessary and sufficient conditions for 

* L = {0} to hold. co,s 

25.A. Exercise. We recall that a non-null set A€r is called an atom if 

BC A, B€r implies µ(B) 

statements are equivalent. 

* (a) L {O}. co,s 

(b) La= L • 
00 00 

(c) dim L00 < co. 

0 or µ(B) = µ(A). Show that the following 

(d) r consists of a finite number of atoms and possibly a µ-null set. 

(e) There does not exist a sequence A1 ,A2 , .•.. in r such that 

A +¢,µ(A) > 0 for all n. 
n n 



208 

FOR THE REMAINING PART OF THIS SECTION WE SHALL ASSUME THAT La~ L. 
00 00 

It follows that none of the statements (a}, (b}, (c}, (d} or (e} of 25.A is 

satisfied. 

* To compute L00 we introduce the following. By B we shall denote the 

collection of all real-valued set functions v on r satisfying 

(i} v(A1UA2) = v(A1)+v(A2) if A1nA2 = 0, A1,A2Er (i.e., v is additive), 

(ii) sup { Iv (A) I: AEf} < 00 (i.e., v is bounded), 

(iii) µ(A} = 0 implies v(A) = 0 (i.e., v << µ}. 

It is easily shown that B, endowed with its obvious addition, scalar multi­

plication and partial ordering is a Riesz space (see also 1.H}. Since VEB 

implies lvlcB, so lvl(X} < oo, we can define a norm on B by setting 

p(v} = lvl (X) 

for all vEB. 

25.B. Exercise. Show that p is a Riesz norm on B and that B is an L­

space (in particular B is a Banach lattice). 

Next, the subset CA(B) of B is defined by 

pairwise disjoint sequence in r}, 

so CA(B) consists of the a-additive elements of B. We leave to the reader 

to show that CA(B) is a Riesz subspace of B. More can be said. 

25.2. THEOREM. (Radon-Nikodym). L1 ~ CA(B} (as normed Riesz spaces). 

Proof. Let fcL 1 and define 

vf(A) = ffxA dµ 
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for all AEf. It is clear that vfECA(B) and that p(vf) ilfll 1 . Moreover, 

if 

conversely, if VECA(B) is given, then v is actually a real measure 

on r that is absolutely continuous with respect to µ. By the theorem of 

Radon-Nikodym there exists an fvEL 1 such that 

v(A) = ffvxA dµ 

for all AEf. This shows that L1 ~ CA(B) as normed Riesz spaces. 

Thus, a part of * * L (viz. L ) can be considered as a Riesz subspace of 
co co, C 

B. 

It is our purpose to show that 
* ~ 

L00 = B when considered as normed Riesz spa-

ces. To this end, let * + $E(L00) be given and set 

for all AEf. It is clear that 

25.c. Exercise. Show the following. 

(i) If * + $E (L ) , then oo,c 
+ 

V¢E(CA(B)) • Hint: use lemma 7.6. 

(iv) If O ~ ¢ ~ ~ 

* 
(v) p(v¢) = ll¢t 

+ 
aER and for all 

for all 

* 

* + 
¢,~E (L00) • 

in L , then 
00 

for all * + 
¢E(L ) • 

00 

in 

* It is immediate from this exercise that if we define the map I: L00 ➔ B by 

* for all $EL, then 
00 

I is a linear positive norm preserving map from 

* into B such that I(L ) c CA(B). 
oo,c 

Next, we show that the image of * L under 
00 

I is the whole of 

this end, let T be the collection of all step functions in M. 

* L 
00 

B. To 
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25.D. Exercise. Show that T is an order dense Riesz subspace of L • co 

n 
Letting -VEB, tET, t = E a.xA, define 

1 ]. i 
n 

cf, (t) = I: a,-v(A,). 
\) 1 ]. ]. 

Then cp-v is a linear functional on T (it is easily seen that cpv is in­

dependent of the choice of the representation of t). Moreover, 

n n 
1¢ (t) I= IE a.-v(A.l I s I: la. I lv(A.) I 

V 1 J. J. I J. J. 

!ltllco Iv I (X) = lltllocP (v), 

* * + so cp ET and II¢ I] s p (v) . It is easily seen that if VEB , then 
V V co 

* llcp II = P (-vl, 
V co 

* since II¢ JI = ~ (xx> = v(X) = p(-v) in that case. In the following exercise 
V co V 

we present some additional properties of ¢-v• 

25.E. Exercise. Show that 

let VEB 

* + 
cf, E (T ) • 

V 

and consider * . Since T is norm dense in L Again cf, ET 
V co 

it follows that cpv has a unique extension to the whole of L Denoting 
co 

* * this extension again by cpv it follows that cf, EL and II¢ II = p (-v) • 
\) co \) co 

Since T is also a Riesz subspace of L it follows that if 
00 

with respect to T, then cpv becomes a positive linear functional on 

holds 

L 
00 

(after extension), since any positive linear functional has a positive ex­

* tension (theorem 6.9). Next, define the map J: B + L00 by setting 

for all VEB. From the above results it is clear that J is a positive 

* linear norm preserving map from B into L00• It is now easy to prove the 



main result of this section. 

* "' 25.3. THEOREM. L00 = 8. 

Proof. In view of theorem 2.7, it suffices to show that I and J are 

* each other~ inverses. To this end, let t€T and ~€L00 be given. Then 

{J(I (~))} (t) ~ (V ) (t) 

~ 
~ a.~<xA l = ~(~ a.xA l 
1 1 i 1 1 i 
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where t = ~ a.xA. Thus J(I(~)) and ~ coincide on T and hence on L00• 

1 1 i 
Since both I and J are norm preserving the statement is clear. 

As observed before, we have 

* "' "' Lco,c = L1 = CA(B). 

* 

* L co 

* 

* * L +L oo,c 00,s and also 

Thus, since L is a band in L it follows that CA(B) co,c co 

B. Moreover, after identifications, we have 

L* = (L1)d = (CA(B))d, 
co,s 

is a band in 

Elements V€(CA(8))d are sometimes called purely finitely additive measures 

and the set (CA(B))d (which is a band in 8) is denoted by PFA(8). Collect­

ing the results, we have proved the following: 

* "' (i) L00 = 8. 

"' * "' (ii) L1 = L = CA(8). 
co,c 

* "' d (iii) L = (CA(B)) PFA(B). co,s 

(iv) B = CA(B)+PFA(B) (Yosida-Hewitt decomposition of a finitely additive 

measure into a a-additive and a purely finitely additive measure). 

We make a final remark concerning these representations. Let p be a 

saturated function norm. Then * L p,c 
"' = L' p by theorem 22.9. Thus we have 

* characterized the integral part of LP. Similarly as above, it is in many 
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* cases possible to represent L p,s 
as a band in PFA(B). In fact, the follow-

ing can be proved. 

* L is isometric and Riesz isomorphic to a band in PFA(B) 
p,s 

if and only if L 
p 

is a semi-M-space. 

It is beyond the scope of this book to present the proof of this theorem. 

Finally, we recall that if L is a normed Riesz space, then La de­

notes the set of all .elements having an absolutely continuous norm and La 

denotes the set of all absolutely continuous elements (see sections 8 and 

11). In section 11 we have shown that always Lac.La and that La La 

whenever L is a Banach lattice (but La= La can also occur if L is 

Hot a Banach lattice). We are now able to present an example of a normed 

Riesz space for which La 

25.F. Example. Let (X,f ,µ) 

is a proper subset of 
a 

L • 

be a measure space such that * L ;< {O} (for 
co,s 

instance, take X = [0,1] provided with Lebesgue measure). Next, define for 

all f€M 

p (f) = llflll if p(f) = CX) if llfll = oo. 
. CX) 

(Here it is also assumed that µ(X) < oo). It is clear that p is a function 

norm on M and that L "' L when considered as point sets. Now note that 
p CX) 

L is norm and order dense in the Banach lattice Ll. Hence 
p 

* * '\, 
L Ll L 

p CX) 

Since a it follows that 
a 

hold as well. Ll = Ll L = L has to 

Next, consider 

tice it follows that 

L 
p 
* 

L 
CX) 

p p 

(the order dual of L ). Since L is a Banach lat-
p CX) 

L00• Now, the norm on L 
p 

does not influence the 

order dual of LP. Thus, since L = L p CX) 
as point sets (and hence also as 

* Riesz spaces), we obtain L L = L Therefore, 
p 00 CX) 

La La= La= 0 * La. (L ) ;< L L 
p CX) CX) oo,s CX) p p 
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26. THE SECOND ASSOCIATE NORM 

Throughout this section let p be a fixed saturated function norm on 

M. Furthermore, let p' and p" be its associate norms (see theorem 22.2 

(ii)). As proved in theorem 22.2(ii) we always have p":,; p. In this sect,­

ion we shall show that if p .is a Fatou norm, then p = p". Since p" is 

a Fatou norm it follows that the converse statement holds as well. A first 

step is the following. 

26.1. LEMMA. Assume that p is a Fatou norm and assume that p (u) = p" (u) 

for all + uE:M satisfying llul100 < co, µ{xE:X: u(x) ;t O} < co. Then p = p". 

Proof. It suffices to show that p(f) = p"(f) for all fE:M+. Therefore, let 

fE:M+ be given. Now, let x1 ,x2 , .... 

and such that µ(X) < 00 for all n. 
n 

f = (fxx )A(nxx) n n n 

be a sequence in r 

Defining 

such that X t X 
n 

for all n it follows that 0 :,; f t f. By assumption we have p (f ) p" (f ) 
n n n 

for all n. Hence, since both p and p" are Fatou norms, 

p" (f). 

In the following lemma L2 will be as defined in example 20.B (p=2) 

and the norm in L2 will be the II. 11 2-norm. 

26.2. LEMMA. If p is a Fatou norm, then U defined by 

is a closed convex subset of L2 and if f,gE:L2 , gE:U, 0:,; lfl :,; lgl, then 

fE:U. 
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Proof. Since u is the intersection of L2 with the unit ball of LP, U 

it suffices to show that is convex. To show that U is norm closed in 

if 

fEU. Setting g = fAf 
n n 

in + u 

for all 

are such that 

nElil it follows that 

0 s lf-g I= f-(fAf) s lf-f I 
n n n 

for all n, so lim llf-gnll 2 = O. Since O S gn S f for all n this implies 

that f = sup {gn: n=l,2, ••• }. Using the Dedekind completeness of L2 it 

follows that we can define hn = inf {gk: k ~ n} for all n and it fol-

lows that 

for all 

since p 

+ 

0 

n, 

h t f 
n 

$ h n 
$ 

so p(h 

in 

gn 

) 
n 

+ L2 . Now note that 

$ f 
n 

$ 1 and + 
hnEL2 , so 

is a Fatou norm 

so fEU. The rest is now obvious. 

+ h EU for all n. Moreover, 
n 

Before proving our main result we note the following. Let Uc L2 be as in 

the preceding lemma and let + 
fQEL 2 , fa'U• By the Hahn-Banach theorem there 

exists a functional * 
~EL2 such that l~(u) I for all UEU and 

> 1. Observing that 
* 'I., 

L2 = L2 (corollary 24.9(ii)), it follows that there 

exists an hEL2 such that ~(f) = !fh dµ for all fEL2 , so l!uh dµI S 1 

for all uEU and l!f0h dµI > 1 for this function hEL2 • Setting v0=ihl 

and observing that U has the property that UEU implies lulsgn h EU, 

we obtain already that Jlulv0 dµ s 1 for all UEU and Jf0v0 dµ > 1. 

26.3. THEOREM. The following statements are equivalent. 

(a) p is a Fatou norm. 

(b) P = p". 
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Proof. (i) (b) ~ (a). Obvious. 

(ii) (a)~ (b). Let u 0 EM + be given such that llu II < 00 and such that 
0 00 

µ{xEX: u 0 (xl ;t O} < oo. If p(uo) $ 1 then clearly p" (u0 ) $ 1. On the 

other hand, if p(u0 ) > 1, let ucL2 be as above. Then u0iu. Now, let 

be such that 

will be shown that 

Jlulvo dµ :-:; 1 

Jlflvo dµ :-:; 1 

for all 

for all 

UEU and Ju0v 0 dµ > 1. It 

fEL, p(f) $ 1. To this end, let 
p 

f be such that p(f) $ 1, and let x1 ,x2 , •••. be a sequence in r such 

that X t X, µ(X) < oo for all n. Setting 
n n 

f = lflAnx 
n Xn 

for all n, it follows that f EU 
n 

for all n and that f t If I • Hence 
n 

Jlflvo dµ = lim ff v dµ :-:; 1. 
n o 

This implies that 

sup {Jlflv0 dµ: p(f) :-:; 1} :-:; 1. 

Now, by theorem 22.5, 

0 < p'(v0 ) :-:; 1 < Ju0v 0 dµ :-:; p"(u0 )p'(v0 ), 

so p"(u0 ) > 1. Thus we have shown that p"(u0 ) :-:; if and only if p(u0 J 

$ 1. It follows that p" (u) = p (u) for all uEM such that llull < oo, 
00 

µ{xEX: u(x) "' O} < 00• Hence p" = p by lemma 26.1. 

As an application we present the following theorem. 

26.4. THEOREM. Let p be a saturated Fatou norm. Then 

* '\, 
Proof. We have L L'. Hence 

p,c p 

* * '\, * '\, 
(L ) (L') (L') I L" L . p,c C p C p p p 

'\, 

L 
p 

* * (L ) • 
p,c C 

Theorem 26.3 has also applications in the theory of Orlicz spaces. 
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26.5. THEOREM. Let ~ and P be a pair of complementary Orlicz functions. 

(i) 11-11~ = pp; 11-11~ = P~· 

(ii) If L~ is provided with the norm II. II~ and LP with the norm 

* '\, 
Pp, then L~,c = LP. 

Proof. It suffices to show that II. !I~ 

Hence, since pp is Fatou, 

PP = P; = ll. II~ . 

Pp· We know already that p~ 
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