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PREFACE 

In this treatise optimality of Likelihood Ratio (LR) tests in exponen­

tial families is investigated with respect to two criterions. The first 

criterion concerns the shortcoming of a test. For simple null hypotheses 

OOSTERHOFF and VAN ZWET (1970) have studied the shortcoming of the LR test 

in the multinomial case. Their results can be extended both to composite 

null hypotheses and to much more general classes of distributions: exponen­

tial families. In-this study testing problems are considered where the level 

of significance tends to zero as the sample size, n, tends to infinity. 

It turns out that under some conditions the LR test is a good test in the 

sense that its shortcoming tends to zero uniformly over parts of the param­

eter space. 

For the second criterion the concept of Bahadur_ deficiency is intro­

duced. Roughly speaking a sequence of tests is deficient in the sense of 

Bahadur of order O(h) - or O(h) - at some parameter point e if the addi-
n n 

tional number of observations necessary to obtain the same power at 9 as 

the optimal test is of order O(h) - or O(h) -; here h is a positive n n n 
function on :N. In BAHADUR (1971) it is shown that under rather strong 

conditions the LR test is efficient in the sense of Bahadur, which corre­

sponds to Bahadur deficiency of order O(n) as n-+ 00 • This result may be 

regarded as a "first order" result. A deeper analysis yields that in typi­

cal cases the Bahadur deficiency is in fact of order O(log n). The intro­

duction of Bahadur deficiency in cases of optimal Bahadur efficiency runs 

parallel to the consideration of Pitman deficiency introduced by Hodges 

and Lehmann. 

A basic tool in both approaches to optimality are theorems on proba­

bilities of large deviations. An important part of this study is devoted to 

the derivation of such results. 

It is a pleasure for me to thank prof.dr. J. Oosterhoff for his stimu­

lating advice and his continuous interest in this work. 

I thank the Mathematical Centre for the opportunity to publish this 

monograph in their series Mathematical Centre Tracts and all those at the 

Mathematical Centre who have contributed to its technical realization. 
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CHAPTER I 

INTRODUCTION 

1.1. CLASSICAL RESULTS ABOUT THE LIKELIHOOD RATIO TEST 

In this section we present a brief survey of classical results about 

likelihood ratio (LR) tests in general testing problems. We begin by intro­

ducing some notation that will be used throughout this study. 

Let X be a set of points x and B a er-field of subsets of X. 8 is an index 

set of points e and, for each e in 8, P9 is a probability measure on B. The 

pair (X,B) is to be thought of as the range space of an observation X whose 

distribution is determined by the unknown .parameter e. Let S = X1 x X2 x 

= {(x ,x , ••• ); x. EX., i 1,2, .•. } be the infinite product space of a 
1 2 i i 

sequence of replicates Xi of X with product er-field A. On (S,A) Pe will 

denote the product measure. Define S(s) =sandXn(s) =xn fors = (x 1 ,x2 , ... ) ES 

(n = 1,2, ••. ). Then x1 ,x2 , .•• are independent identically distributed (i.i.d.) 

random variables with distribution P8 . The family of distributions {P8 ;8E8} 

of x1 is assumed to be a dominated parametric family with densities 

{p8 (x);8E8} with respect to a er-finite measureµ. 

For the testing problem of a simple hypothesis 8 = e0 against a simple 

alternative e = e1 with available observations x1 , •.. ,xn NEYMAN and PEARSON 

(1928,1933) have determined a most powerful (MP) test by using a test 

statistic based on the ratio of the densities of x 1 , ... ,xn under e0 and e1 . 

They also presented in [16] a natural extension of this test to composite 

hypotheses: the·LR test. First let us describe this LR procedure. 

Let 00 be an arbitrary subset of 8. The size-a LR test of the null 

hypothesis 00 against 0 1 = 8 - 00 , based on n observations x 1 , ••• ,xn, is 

defined by 

> 

(1.1.1) 

< 

d , 
n 
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where 

(1.1.2) 

-1 
-n 

with the convention TLR(s) = 0 if the numerator and denominator in (1.1.2) 
n 

are both O or 00 • The constants dn and on appearing in (1.1.1) are deter-

mined by 

Cl., 0 <a.< 1, n = 1,2, ..•. 

It will be assumed that the densities p 0 are so smooth that ~~Risa meas­

urable function on (S,A). Conditions to ensure this property are given by 

WITTING and NOLLE (1970) p.93. Note that the test statistic TLR is related 
n 

to the maximum likelihood estimators of 0 over the spaces 0 and 00 . Hence 

one would expect the properties of the test statistic to be intimately tied 

up with properties of maximum likelihood estimators. 

Intuitively ~LRis a good test. For, if we are comparing the "plausibil-
n 

ity" of one value of 0 to another, given the sample (x1 , •.. ,xn) , we would be 

inclined to choose that value of 0 for which the density has the larger 

value. Thus, if we can obtain an appreciably larger value of the density if 

0 runs through the entire parameter space 0 than we get by varying 0 over 

the set 00 , our intuition will assess the evidence as strongly in favour of 

the alternative hypothesis. However, there are examples where ~LR is less 
n 

powerful than the trivial test~= a. (cf. WITTING and NOLLE (1970) p.93). 

Now suppose 0 c lRk. If 00 is a single point or ah-dimensional linear 

subspace of 0 (h < k) WILKS (1938) has derived under fairly general condi­

tions that for each e0 € 00 the asymptotic distribution of 2nT~R is a chi­

square distribution with k or k-h degrees of freedom, respectively. Slightly 

more general results have been derived by WALD (1943) and can also be found 

in WITTING and NOLLE (1970), pp.94-96. (Note that Witting and Nolle incor­

rectly suggest that under their conditions also sup00€ 00 P e0 (2nT~R ~ x2 k-h; l-a.) 

+a.as n ➔ 00 , where x~-h;l-a. is the upper a-quantile of a chi-square dis­

tribution with k-h degrees of freedom.) Moreover, Wilks proved that ~LR is 
n 

a consistent test if the null hypothesis is a lineai:' subspace of 0. 

For simple hypotheses 00 = {e0 } WALD (1943) proves the following 



optimality properties of LR tests. Let 

A 
n 

a }, 
n 

3 

n=l,2, .•. , 

where h¼lll nan= a, 0 <a< 00 , and J is the Fisher information matrix at e0 . 

Then the LR test has asymptotic best average power (with respect to an 

appropriate weight function) over the surfaces An of contiguous alternatives. 

Moreover, the LR test is asymptotically most stringent for any sequence {An}. 

The previous optimality properties hold true for testing problems with 

fixed level of significance a.. During the last 15 years LR tests have been 

studied in the context of testing problems with vanishing level of signifi­

cance a.n as n-+ 00 • In BAHADUR (1965) it is shown that "the LR statistic is 

an optimal sequence in terms of exact stochastic comparison". This stochastic 

comparison introduced in BAHADUR (1960) leads to an optimality criterion, 

now called Bahadur efficiency. We describe this concept in some detail. 

Let {¢Y;yEf}, n = 1,2, ... , be a family of (randomized) tests based on 
n 

x1 , ... ,xn, where r is an index set with the following property: for each a., 

0 <a.< 1, there exists one and only one y Er, denoted by yn(a), such that 

yn(a) 
sup0 0 E0 ¢n (Xl, •.. ,Xn) a. 

0€ 0 0 

Short for{¢ y ;yEf} we often write{¢ } • For 0 < S < and 0 E 0 1 define 
n n 

y (a) 

N¢ (a,S,0) = min{n;E 0¢m m (x 1 , ... ,Xm) <! S, m <! n}. 

If {$Y;yEf} is another family of tests the Bahadur efficiency of{¢} with 
n n 

respect to{$} is defined by 
n 

. N$(a,S,0) 
lim O S), 
a-1-0 N¢(a,µ, 

provided the limit exists. If e¢,¢(S,0) <! 1 for all families {$n} and all S, 

the family {¢n} may be called efficient in the sense of Bahadur at 0. In 

such cases the introduction of Bahadur deficiency provides further infor­

mation about the performance of {¢n}. Let N+(a,S,0) = inf N¢(a,S,0), where 

the infimum is taken over all families{¢}. If for all 0 < S < 1 
n 

(l.1.3) 
+ + -½ 

lim {N¢(a,S,0) - N (a,S,0)}{N (a,S,0)} = 0 
a-+O 

we shall say that {¢~;yEf} is deficient in the sense of Bahadur at 0 of 
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order O(N+(a,S,8)\) as a+ 0. Similarly, if for all O < S < 1 

(1.1.4) 

+ N¢(a,S,8) - N (a,S,8) 
lim sup --'----------- s A (S, 8) 

a+O log N+(a,S,8) 

we shall say that {¢Y;yEI'} is deficient in the sense of Bahadur at 8 of 
n 

order O(log N+(a,S,8)) as a+ O. 

This way of introducing Bahadur efficiency differs from the original 

definition in BAHADUR (1960). He introduced the concept of the slope of a 

sequence of tests: For each n = 1,2, ••. let Tn(s) be an extended real-valued 

function such that Tn is A-measurable and depends on sonly through 

(x1 , ... ,xn); Tn is to be thought of as a test statistic, large values of 

Tn being significant. Let ln(t) = sup{P8 (Tn~t);8E00} denote the tail prob­

ability (level attained at Tn = t). The sequence {Tn} has exact slope c (8) when 8 

obtains if -n -l log 1 (T ) + \c (8) in P 8-probabili ty. If the sequence {T*} 
n n n 

has exact slope c*(8), the Bahadur efficiency of {T} with respect to {T*} n · n 
equals c(8)/c* (8) (cf. BAHADUR (1960)). 

In [19] RAGHAVACHARI proves that for each 8 € 0 - 00 

(1.1.5) 
-1 

lim sup -n logln(Tn) s 1(8,00 ) 
n-+a> 

with probability one when 8 obtains, where 

(1.1.6) 

and 

(1.1.7) 

Thus the maximal slope of a family of tests is 21(8,00). The number 1(8,80) 

is called the Kullback-Leibler information number. 

In this framework the following theorem of Bahadur is of particular 

interest. 

THEOREM 1.1.1 (BAHADUR (1965)). Let 1 (TLR) denote the tail probability of 
n n 

the LR test. Under the (rather strong) assumptions 1, ... ,6 in [2] it holds 

that for each 8 € 0 - 00 

(1.1.8) 

with probability one when 8 obtains. 

In BAHADUR and RAGHAVACHARI (1970) this result is extended to more 
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general cases; they state two conditions under which tests are asymptotical­

ly optimal in the sense of exact slopes. 

In this "non-local" or "fixed alternative" method of comparison of 

tests one considers in fact the rate of exponential convergence of the size 

of a test to zero. This concept is also the subject of a paper of BROWN 

(1971). He extends the parameter space to obtain a good structure by adding 

densities of the form 

where c is a normalizing constant. Let A* be the LR statistic for the 
n 

* "larger" problem of testing 00 against * * * 01 , where 00 c 00 and 01 c 01 . 

* so that An is essentially different usually 00 = 0;, often however 0 1 ~ 0: 

* from the LR statistic for the original problem. Then he showed that A is 
-T T n 

asymptotically optimal in the following sense. Let an and Sn(S) be the 

significance level and power (in 6) of a sequence of tests {Tn} of 00 

be the significance level and power (in 6) of . * * against 01 ; let an and S (6) 
n * 

the test which rejects if An > en. Then under appropriate regularity con-

ditions the following result is valid. 

THEOREM 1.1.2 (BROWN). If lim sup aT < 1, then the constants c can be n_, n n 
chosen so that 

* a n 

and for all e E 01 

-1 T -1 * lim inf { n log ( 1 - 8 ( 0) ) - n log ( 1 - S ( 6 ) ) } :?: 0 . 
n n 

A quite different optimality property has been obtained by BOROVKOV 

(1975), who showed that for a broad class of testing problems Bayes tests 

with respect to smooth a priori distributions are asymptotic equivalent to 

the LR test. 

1.2. LR TESTS IN EXPONENTIAL FAMILIES 

In section 1.1 properties of LR tests have been described for fairly 

general families of distributions. In the remainder of this study we 

restrict attention to families of distributions with a special structure: 

exponential families. 
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A k-dimensional random variable Xis distributed according to a 

k-parameter exponential family if the density of X with respect to a 

a-finite non-degenerate measureµ is of the form 

(1.2.1) 

where k € JN, 

(1.2.2) 0 = {8; f exp{8'x}dµ(x) < oo} 

and 

(1.2.3) w(S) = log f exp{8'x}dµ(x), e € 0. 

Here 8'x denotes the inner product of 8 and x. The space 0 is called the 

natural parameter space. It is well known that 0 is a convex set in lRk 

and we will assume that it contains an open set in that space. (Otherwise 

it is always possible to reparameterize to a lower dimensional exponential 

family where the condition does hold.) Moreover, we may write 

dP8 (x) = exp{(S-80 ) 'x - w(8) + w(8 0)}dP8 (x). 
0 

Letting 8 = 8 - e0 we see that we can take our special point e0 to be the 

origin without loss of generality, in which case P80 plays the role of the 

measureµ. Hence assume 

(1.2.4) int 0 -I 9) and 0 € int 0. 

Thusµ is a non-degenerate probability measure and w is the log moment 

generating function ofµ. 

In many books exponential families are defined by densities of the 

form 
k 

C(8) exp{ l 
j=l 

Q. (8) T. (x) }h(x)dv (x). 
J J 

T Since the distribution Pe of the sufficient vector 

(1.2.5) T 

is of the form 

k 
C(8) exp{}. 

j=l 
Q.(8) t.}dµ(t) 

J J 
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and we only consider procedures based on the sufficient statistic, it is 

justified to describe exponential families by (1.2.1), where a more natural 

parameterization is employed. 

* Let 0 = {6E0;E6llxll< co}, where II.II denotes the Euclidean norm. For 

* e E 0 we define 

(1.2.6) 

The mapping A is 1 -1 on 0* (cf. lemma 2.2 in [5]). Defining 

-1 
the inverse mapping, denoted by A , is defined on A. For 6 E int 0 the 

vector of expectations and the covariance matrix of P6 are given by 

;\(6) = grad ¢(6) and E6 , the matrix of second order partial derivatives, 

respectively. Note that 1jJ is a convex function on 0. In the one-parameter 
2 case the variance is denoted by cr (6). It turns out that the Kullback-

Leibler information number is given by 

(1.2. 7) 

* (cf. (1.1.7)) for e0 E 0, 6 E 0. The function I can be related to the 

(Euclidean) distance between e and e0 (cf. lemma 2.2.2, lemma 3.2.2 and 

lemma 4.1.2); therefore we sometimes refer to 1(6,60) as "the Kullback­

Leibler distance" :l;rom Pe to Pe . 
0 

EXAMPLE 1.2.1. Letµ be the probability measure corresponding to the 

standard normal distribution, then P6 corresponds to the normal N(6,1) 

distribution, ¢(6) ½6 2 and 1(6,60) = ½(6-6 0 ) 2 • 

EXAMPLE 1.2.2. Let X be normally N(~,cr2 ) distributed, then (X,X2) is the 

(sufficient) statistic T appearing in (1.2.5). Letµ correspond to the dis­

tribution of (x,x2 ) under~= 0 and cr2 = 1 then e = (6(l) ,e< 2)) 

(~cr- 2 ,½-½cr-2 ) and ¢(6) = ¼(6(l)) 2 (½-e( 2))-l - ½log(l-26( 2)). 

Since 1(6,60) ~ 0 and thus 6';\(6) - ¢(9) ~ 90;\(6) - ¢(9 0) for all 

* 60 E 0, 9 E 0, it follows that 

(1.2.8) -1 -1 
A (x) 'x - 1/J(A (x)) 

for all x EA. 

sup{9'x-1jJ(9)} 
9E0 
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Let x1 ,x2 , •.. ,xn be i.i.d. random variables with distribution PB given 

by (1.2.1) and let 

(1.2.9) X 
n 

-1 
n n = 1,2, .... 

-n -n 
The distribution of Xn will be denoted by PB; if B = 0 we often writeµ 

-n ~ - -1 
In the one-parameter case PB denotes the distribution of n {Xn-A(B)}cr(B) . 

Note that A- 1 (x) is the maximum likelihood estimator of B if X EA. n n 
In the sequel we consider the following testing problem: 

is tested against 

at level an, where 00 is a subset of 0 and (except for section 3.8) 

01 = 0 - 00 • Note that the level of significance is not fixed but depends, 

in general, on the number of observations. 
- -1 'i'n 

Lets= (x1 ,x2 , ... ), define xn = n li=l xi, n = 1,2, .•. , then 
LR -1 - - -1 - · - -1 -

T (s) = A (x )'x - W(A (x )) - supB E0 {B 01 x -w(B 0)} = I(A (x ),00 ) 
n nn n 00 n n 

for all x EA. Hence, if x EA, 
n n 

> 

< 

d . 
n 

Since $LR is a function of x 
LR n . n 

only we often write $LR(X) in lieu of 
LR k n n 

$n (S). In this notation the mapping 

(1.2.10) d , 
n 

$n : JR ➔ [0,1] is defined by 

where L(x) = supBE 0{B'x-w(B)} - supB0E00 {B0x-w(B 0)}. We shall use this 

definition in the sequel. 

For one particular exponential family, the multinomial distribution, 

optimality of the LR test has been studied by HOEFFDING (1965a). In this 

paper the following proposition is made precise. "If a given test of size 

a is 
n 'sufficiently different' from a LR test, then there is a LR test of 

size San which is considerably more powerful than the given test at 'most' 
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parameter points in the set of alternatives when n is large enough, provided 

that an+ 0 at a suitable rate". Here "considerably more powerful" is to be 

interpreted in the sense that the ratio of the error probabilities of the 

second kind of the two tests tends to zero more rapidly than any power of n. 

HERR (1967) (partially) extends Hoeffding's result to non-singular multi­

variate normal distributions. 

If the LR test is much better than a given test for most alternatives, 

it is natural to ask how much worse it can be for the remaining alternatives 

or sequences of alternatives. To measure this it is useful to consider the 

shortcoming of the LR test. Let ~n(an) be the class of all level-an tests 

~ of H0 against H1 and let s!<e) be the power of a particular test~ at 8 

all based on n observations, then the envelope power function is defined by 

Denoting the power of the LR test at 8 by SLR(8), the shortcoming of the 
n 

size-an LR test for a given n is defined by 

R (8) 
n 

OOSTERHOFF and VAN ZWET (1970) investigated the behaviour of Rn in the 

multinomial case mainly for testing problems of a simple hypothesis against 

a composite alternative. They proved that under a condition on theexponen:... 

tial rateof convergence to zero of an as n + 00 , Rn converges uniformly to 

zero. Hence the LR test is an asymptotically optimal test in the sense of 

shortcoming. 

This criterion of optimality seems to be stronger than Wald's asymp­

totic most stringency. However, since Wald considers testing problems with 

Ct 
n a is fixed, direct comparison is impossible. Since as a rule the LR 

test does not have vanishing shortcoming for fixed a the optimality of the 

LR test seems to be stronger for testing problems where an+ 0 as n + 00 • 

On the other hand the concept of (uniformly) vanishing shortcoming supple­

ments Bahadur's and Brown's approach. The approach of Bahadur is rather un­

balanced since probabilities of errors of the second kind are kept fixed 

and only the probability of an error of the first kind is sent to zero. 

Moreover, in typical cases two sequences of size-an tests with fixed powers 

S0 and S1 at e1 (O<S0~s1<1), respectively, have the same exact slope and 

hence the Bahadur efficiency concept does not discriminate between these 

two sequences of tests. The same lack of sensitivity with respect to fixed 
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power differences is a weak feature of Brown's criterion too. In a way uni­

formly vanishing shortcoming can be regarded as an intermediate between op­

timality in the sense of a "fixed alternative" and a "contiguous alterna­

tive" approach. 

The optimality of LR tests in the sense of shortcoming is related to 

testing problems with levels of significance an tending to zero as the fol­

lowing example shows. 

EXAMPLE 1.2.3. Let x1 ,x2 , ... be i.i.d. random variables with a normal 

N ( 6, 1) distribution. The hypothesis H0 : 6 = 0 is tested against H1 : 6 I 0 

with level of significance a= 0,05. Then S+(n-½) = P -½(X n½ ~ u0 95 ) 
LR -½ - ½ n n n , 

0,26 and Sn (n ) = Pn_½(lxn n I~ u01975 ) = 0,17 where ut is defined by 

P 0 (x1 :<; ut) = t (O<t<l). Hence sup6€ 01 Rn(6) ~ 0,09 for all n, implying 

that sup6 0 R (6) does not converge to zero. 
€-1 n 

In chapter II and III the results of Oosterhoff and Van Zwet will be 

extended to more general cases. In chapter II the one-parameter exponential 

families are treated. It turns out that the shortcoming of the LR test 

tends to zero both pointwise and uniformly on the intersection of 0 1 with 

a compact subset of int 0. Under some condition on the LR test uniformly 

vanishing shortcoming over 0 1 is established. As a consequence it can be proved 

that lim sup6 0 R (6) 0 if 00 is contained in a compact subset of n-+<» E- 1 n 
int 0 and a condition is imposed on the rate of convergence of an. The 

results for one-parameter exponential families are more explicit and 

slightly stronger than fork-parameter exponential families (k ~ 2) as is 

shown by the examples in section 3.1. This explains the separate treatment 

of the one-parameter case. The third chapter is devoted to generalizations 

of the shortcoming results obtained in chapter II to k-parameter exponen­

tial families. Large deviation theory plays an important role in this 

chapter. A result of HOEFFDING (1965b) for the multinomial distribution, 

partially generalized by EFRON and TRUAX (1968), is extended to k-param­

eter exponential families. 

Chapter IV is devoted to the relation between vanishing shortcoming 

and Bahadur deficiency (cf. section 1.1). It turns out that vanishing 
+ ½ shortcoming is equivalent to Bahadur deficiency of order O(N (a,S,6) ) as 

a -+ O. 

In chapter V the Bahadur deficiency of the LR test is investigated. 

In typical cases the Bahadur deficiency of the LR test is of order 
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O(log N+(a,B,0)) as a ➔ O. As far as we know this is the first investigation 

of Bahadur deficiency of families of tests. 





CHAPTER II 

THE ONE-PARAMETER CASE 

2.1. INTRODUCTION 

Let x1 ,x2 , ..• ,Xn be i.i.d. real valued random variables (n = 1,2, .•• ), 

distributed according to a one-parameter exponential family: {P0 ;6E0}. Such 

a family will be represented in its standard form by 

dP6 (x) = exp{6x-w(6)}dµ(x), for all X E lR. 

Hereµ is a non-degenerate probability measure and w(6) is the log moment 

generating function ofµ. We assume that int 0 ~~and OE int 0 (cf. (1.2.4)). 

The natural parameter space 0 is a (possible infinite) interval. 

We consider the following testing problem. For each n E lN the hypothesis 

is tested against 

at level a with 
n 

the available observations x1 , ••• ,xn, where lim a = O. n-+<» n 
Let 4iLR(n -l 

n 
~n x.) denote the critical function of the size-a LR li=l i n 

test of H0 against H1 based on x 1 , ... ,xn and let S~R be its power function. 

We investigate the behaviour of Rn(6) as n + 00 , where Rn denotes the short-

coming of the size-an LR test. 

In fact we shall prove that limn-+<» Rn(6) 

different cases: 

0 uniformly on 0 in three 
1 

A. 00 is contained in a compact subset of int 0 and a condition is imposed 

on the rate of convergence of an. 

B. 01 is contained in a compact subset of int 0. 

c. Some conditions are imposed on the second and third central moment of X. 

These results are corollaries of theorem 2.5.1. 
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Moreover we shall prove that lim R (a) = O uniformly on K A 0 for each n..._ n 1 
compact subset K of int 0 (theorem 2.7.1). Note that case Bis a particular 

case of theorem 2.7.1. 

Obviously theorem 2.7.1 implies the weaker result limn..._ Rn(9) = 0 

pointwise for each a E int 0. It can also be shown that limn..._ Rn(9) = 0 

for boundary points of 0 in 0 • 
1 

2.2. PRELIMINARIES 

Before proving the results mentioned above we derive some properties 

of the functions \(9) and w(9), the Kullback-Leibler information I(n,9) and 

the LR test. 

The following notation will be used throughout this chapter: 

0 = sup 0 and 9 = inf 0, 

where 0 if 0 is not bounded above, and a 

Note that a< 0 < 0. Similarly we define 

0 = sup 0. 
i J. 

and a. = inf 0. 
-J. J. 

- 00 if 0 is not bounded below. 

(i=0,1). 

Furthermore \(9) = E9X = f x exp{9x-w(8)}dµ(x) is defined for all 8 E 0, 

since for a> 0 Ix exp(9x) I $ lxl on (-00 ,0], for 8 < 0 Ix exp(9x) I s !xi 
on [0, 00 ) and J lxldµ(x) < 00 (if 0 E 0 we may have \(0) = 00 and if a E 0 

we may have\(~)= -oo). 

Again writing 

0* = {a E 0;1\(8)1< 00 } and A 

let 

X = sup A and \=inf A. 

Some properties of the functions wand A are stated in the following 

LEMMA 2.2.1. The functions wand A are continuous on int 0. Moreover, if 

0 € 0 then lima+e w(9) = w(B) and lima+e \(8) 

lim8+8 w(8) = w(~) and lim8+8 \(8) = \(~). 

\(0); if~ E 0 then 

PROOF. For the first statement see LEHMANN (1959) section 2.7. Suppose 

0 E 0. Let 8 t 0; since 0 > 0 we may assume 8 > 0. Consider the inequality 

(2.2.1) exp(9x) s 1 +exp(0x) for all x E JR. 
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The function on the right of (2.2.1) is integrable, and hence by the domin­

ated convergence theorem limete f exp(Sx)dµ(x} = f limete exp(Sx)dµ(x) = 

f exp(0x)dµ(x), implying limete w(S) w(0). 

For the function A we have A(8) = exp(-w(S)) J x exp(Sx)dµ(x). Splitting 

the region of integration lR into (-oo,QJ and (Q,oo), and applying the dominated 

convergence theorem and the monotone convergence theorem one obtains 

limete f x exp(Sx)dp{x) = f x exp(0x)dµ(x). In combination with limete 

exp(-w(S)) = exp(-w(0)) this completes the proof of limete A(8) = A(0). 

The proof of the statements about 8 is similar. D 

As a corollary we have that A is an interval of the real line. 

In chapter I we have already introduced the Kullback-Leibler informa­

tion number (cf. (1.1.7) and (1.2.7)) 

(2.2.2) I(n,8) = E log dP /dPe(X) 
n n 

w(S) -w(n) + (n-8)A(n). 

In the next lemma some further properties of I(n,8) are listed. 

LEMMA 2.2.2. 

* (i} I(n,8) is a strictly convex function of 8 on 0 for any n E 0. 

(ii) I(n,8) is a strictly decreasing-increasing continuous function of 

n on 0* with minimum O in n = 8 and lim I(n,S) = O for all e E 0. 

(iii) For any n,8 E int 0 
n+S 

(2.2.3) 
2 2 

I(n,8) = l:i(n-8) cr ({;) 

withs between n and 8. 

(iv) For any n,8,s E 0 with finite A(n) and A(s) 

(2.2.4) 

PROOF. Assertions (i) and (ii) follow by differentiation of (2.2.2) on int0, 

application of lemma 2.2.1 and limn+S A(n) (n-8) = 0 by dominated convergence 

for boundary points 8. Assertion (iii) is an application of the mean value 

theorem, and (iv) is obtained by substitution of (2.2.2): 

I(n,eJ - ICCSJ = wcei -w<n> + <n-eJAcnl -wceJ +wm - <s-eJAm 

<s-eJ (A(nl-A(sl> +wm -w<nl + <n-slA(nl 

<s-Sl (A(n)-A(sll +I(n,O. □ 
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EXAMPLE 2.2.1. Letµ be the standard normal distribution. Then we have 

w(6l = ~0 , A(6l = 0 and I(n,6) = ~<n-0i 2 • 

EXAMPLE 2.2.2. Letµ be absolutely continuous with respect to Lebesgue 

measure on JR with density exp(-x), 0 < x < 00 • We have w(6) = - log (1-6), 

A(6) = (1-6)-l and I(n,6) = log{(l-nl (1-6)-1} + (n-6) (l-n)-1 • 

EXAMPLE 2.2.3. Letµ be absolutely continuous with respect to Lebesgue 

measure on JR with density 
-2 

ex exp(-x), 1 < x < co, where c = 

Joo -2 -1 
{ 1 x exp(-x)dx} • Then we have 0 = (-oo,1] and since A(l) = 00 obviously 

I(l,6) = 00 for all 6 < 1. 

Now consider the LR test a little more closely. The critical function 

of the size-an LR test of HO against H1 is defined by 

< 

(2.2.5) lR(x) 
n . {~. if Ln(x) exp(-ndn), 

> 

where 
exp{n6 0x-nw(6 0)} sup6 0 

0€ 0 
Ln (X) 

sup6E0 exp{n6x-nw(6)} 

and where Os on s 1 and dn ~ 0 are determined by 

a 
n 

(n 1,2, ••. ). 

In the particular case that x € A (2.2.5) reduces to 

(2.2.6) 

(n 1,2, •.. ) (cf. (1.2.9) and (1.2.7)). 

2.3. RELATION BETWEEN a AND d. 
n n 

> 

< 

d 
n 

In this section we state and prove an inequality between an and dn. 

LEMMA 2. 3 .1. Let x1 , ... , Xn be a random sample from a one-parameter exponen-

tial family (n = l, 2, ... ) . Consider the testing problem Ho: 8 E 00 against 

H1 : 8 E 01 = 0 - 00 at level an with the available observations x1 , •.• ,Xn. 
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Let ~LR be the critical function of the size-a LR test as defined in 
n n 

(2.2.5). Then the following inequality holds: 

(2. 3 .1) 

REMARK. There is no restriction on H0 , H1 or an in the lemma. Under some 

conditions on H0 , H1 or an (for example if 00 is a compact subset of int 0) 

one can prove that a = 0(1) exp(-nd) as n + 00 • in section 2.6 such results n n 
will be derived; The constant 5 in this inequality can be improved to 2, which 

is the sharpenest constant as the following example shows. 

EXAMPLE 2.3.1. Let x1 , .•. ,xn be n independent Bernoulli random variables. 

In terms of exponential families: the underlying distributionµ is given 

by µ(0) = µ(1) = ½. 

Take H0 : 8 = 0 (corresponding to probability of success½) and 
e e -1 e 

H1 : 8-/ 0. We have I(8,0) = - log(l+e ) +log 2 + (l+e ) 8e and it is easy 

to see that O 5 I(8,0) 5 log 2. Choosing an= 2(½)n the LR test is non­

randomized and dn = log 2; so we have an= 2 exp(-ndn). 

PROOF OF LEMMA 2.3.1. Let n be fixed. Assumed > 0 (otherwise the lemma 
n 

is trivial). We consider two cases a) and b). 

a) There exists e0n E 00 such that 

It follows from (2.2.6) that in this case 

and hence a fortiori 

(2.3.2) ½a. 
n 

Define points e' and e" in 0 by the conditions I ( e, e ) 
On On On' On 

I(0" ,e ) = d and 0' < e < 0" . From (2.3.2) and the continuity 
On On n On On On 

of 

I(•,0 ) it is seen that at least one of the 
On 
Suppose both points 

points 8' 
On 

exist. Then (2.3.2) implies 

(2.3.3) Pe cx 
On n 

5 A(e0• ll + Pe cx 
n On n 

and 8" 
On 

exists. 
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Since 

and similarly 

it follows by substituting in (2.3.3) that ½an$ 2 exp(-ndn). If only one 

of the points 0' and 0" exists, the same argument yields that !:!ans 
On On 

exp(-ndn). This completes the proof of case a). 

b) Let 

9a /10 
n 

LR- - LR-
P90($n (Xn) > 0, Xn EA) < !:!an for all e0 E 00 . Since E00n $n (Xn) ~ 

for some e0n E 00 it follows that in this case 

clRcx > 
2a 

Pe > o, X i A) ~ 
n 

-5-, 
On 

n n n 

and hence 

max{P0 (L ex > $ exp(-ndn), X $ ~), 
On 

n n n 

a 
P0 (L ex > $ exp(-ndn), X ~ X)} ~ 

n 

On n n n 5 

Suppose X < 00 and 

a 
(2.3.4) Pe (L (X ) $ exp(-ndn), ~ X> ~ 

n 
X 

5 On 
n n n 

(in the other case the proof is quite similar). 

For x ~ X the function ex - 1jJ (a) is increasing in a ( take a 1 < a 2 , then 



e1x-lji(0 1) -e2x+lji(0 2) ,,; (0 1-e 2P,(0 2) -lji(0 1) +lji(0 2 ) 

This implies that for x ~ X 

Thus by (2.3.4) 

(2 .3 .5) a. /5 n . ,,; P0 (L ex J 
On n n 

lim exp{n0x-nlji(0)}. 
eta 

,,; exp(-ndn) J _ li~ exp{n0x-nlji(0)}dµn(x) 
[A,oo) ete 

exp(-ndn) lim 
eta f -

[A.,oo) 

where we have applied the monotone convergence theorem. 

This completes the proof of the lemma. 0 

The result of part a) of the proof can be written as 

19 

This result is related to theorem 6 in EFRON and TRUAX (1968). However, 

where Efron and Truax have a simple hypothesis (called e1 in [8]) we have 

an arbitrary set 00 • The price we have to pay for this, is the constant 
-~ 5 where Efron and Truax have a factor n (see also example 2.3.1). 

Moreover, we allowed dn to go to zero, which is excluded in [8]. 

In chapter III another form of the inequality (2.3.1) will be derived 

in the k-dimensional case. There we discuss the relationship with the result 

of Efron and Truax in more detail. 
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2.4. THE MP TEST OF HO AGAINST A SIMPLE ALTERNATIVE 

Let {en} be a sequence in 0 1 A {cl 00 }c. If {e;eE00 ,e<en} is non­

empty, define 

Similarly, if {e;eE00 ,e>en} is non-empty, define 

Now we describe for several cases the form of the MP test of H0 against 

the simple alternative en. 
+ 

If {e;eE00 ,e>en} ¢, the critical function ~n of the size-an MP test 

of H0 : e E 00 against e en has the form (cf. LEHMANN (1959), section 3.3) 

t (x) 
n 

> 

if X C, 
n 

< 

+ -
where y and c are determined by Eeo ~ (X) =a. 

n n -n n n n 
If on the other hand {e;eE00 ,e<en} =¢the MP test is of the form 

yn if X 

0 

< 

> 

+ -
where y and c are determined by E~o ~ (X) =a. 

n n on n n n 
Finally, if both {e;eE00 ,e<en} and {e;eE00 ,e>en} are non-empty the 

MP test is of the form (cf. LEHMANN (1959), section 3.7) 

where y~, 

t<x) n . l 
y" and c' :;; 

n n 

+ -
E O ~ (X ) e n n 
-n 

1 

y' 
n 

y" 
n 

0 

c" 
n 

c' < X < c" 
n n 

if 
X = c' 

n 
X = c" 

n 
X f. [c' ,c"] 

n n 

are determined by 

a . 
n 

In the sequel~+ will always denote the critical function of the 
n 



size-an MP test of H0 : e E 00 against the simple alternative 8 

2. 5. THE MAIN THEOREM 

We start with an example showing that 

(2 .5 .1) lim R (8) 
n 

0 

is not necessarily true. 

uniformly on 0 1, 

e . 
n 

21 

EXAMPLE 2.5.1. Let x1 ,x2 , .•. be independent Bernoulli random variables 

and let H0 : e = O, H1 : e F O and an= 2-n. The LR test has the following 

form: 

if x = 1 or x = 0 

otherwise 

2 
Choose a sequence 6 = log(n -1), corresponding to probability of 

-2 n 
success 1 - n Then the size-an MP test of HO against e = en is given by 

<P+(x) 
n 

= { 0
1 if X 1 

otherwise 

Thus R ( 6 ) = t/ ( 8 ) - SLR ( 6 ) 
n n n n n n 

-2 n -2 n -2 n 
= (1-n ) -½(1-n ) -½(n ) , and 

limn~ Rn(8n) = ½. 

Using the degeneration of Xn for this sequence of alternatives we 

obtain in this example a not uniformly vanishing shortcoming. Consequent-

ly, the level of significance a has to be chosen extremely small. In [18] 
n 

OOSTERHOFF and VAN ZWET have constructed another example to show that 

(2.5.1) is not necessarily true. Considering a very complicated hypothesis 

they avoid an extremely small an. 

In view of the preceding example conditions have to be introduced to 

ensure the validity of (2.5.1). The fact that the shortcoming is the dif­

ference of the power function of the MP test and the LR test, suggests to 

choose conditions in terms of either the MP test or the LR test. It turns 

out that sufficient conditions in terms of the MP test are very complicated 

and hard to verify, because they depend on the particular sequence of al­

ternatives considered. We therefore abandoned this approach. 
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A convenient condition in terms of the LR test is 

(2.5.2) as n + 00 • 

In theorem 2.5.1 will be shown that (2.5.2) implies (2.5.1). 

Comparing (2.5.2) with lemma 2.3.1 it is seen that the constant 5 

appearing in (2.3.1) is replaced by a factor 0(1) in (2.5.2). The examples 

2.3.1 and 2.5.1 show that the inequality ans 5 exp(-ndn) is not strong 

enough a condition. 

Although (2.5.2) is not easily verified in particular cases, some 

corollaries will be presented in section 2.6, covering the cases A, Band 

C mentioned in section 2.1. 

THEOREM 2.5.1. If the critical valued of the LR test satisfies (2.5.2), 
n 

then the shortcoming of the LR test tends to zero uniformly on 01• 

PROOF. To prove (2.5.1) we suppose to the contrary that lim supn+oo Rn(6n) >O 

for some sequence {en} in 01 • Without loss of generality we assume that 

6 € 01 A {cl 00}c and R (6) ~£for all n and some£> 0 (R (6) s a for n n n n n 
all 6 € cl 00 and lim a = 0). Let {6} be a subsequence of {6 }. n+oon m n 

Using the notation of section 2.4 we distinguish the following three 

cases: 

a. {6;6€00 ,6<6}-# ¢ and {6;6€00 ,6>6}-/, ¢ for all m with subcases 
mo -o m O -0 

al. min{I(6,6 ),I(6,6 )} > d for some 6 E (6 ,6) and all m, 
-m m m -m m 

a2. min{I(e,e 0),I(6,00)} s d for every 6 E (60 e0J and all m. -m m m -m' m 
b. {6;6E00 ,6<6m} ¢ for all m. 

c. {6;6E00 ,6>6m} ¢ for all m. 

In all these cases we shall obtain a contradiction. As we can pick at 

least one subsequence {6} of {6} satisfying the assumptions of one of 
m n 

these cases, this proves the theorem. 

CASE al. In this case the LR test has part of its critical region i.n the 
0 -0 

interval (A(Qm) ,A(6m)). Defined~ and d; by 

and 

I(A-l(d") SO) 
m ' m 

d 
m 

for all m. 

E6 {¢+(X) - ¢LR(X )} ~£for all m we derive that 
m m m m 

m 



+ - -
• (X )1[ , d'](X ), m m c , m 

m m 

Assume without essential loss of generality 

+ - -
E8 { • ex l 1 [ , d, Jex l } 2: ~e: m m c , m 

m m m 

Then we have, for all m, 

Cl 
m 

+ -
E O • (X ) 

8 m m 
-m 

for all m. 

for all m. 

-1 0 -1 
exp{-mI(A (d') ,8 )+mI(A (d') ,8 ) } x 

m -m m m 

+ - -
x E8 • (x l 1[ , d, J (x l 

mm m cm' m m 

a contradiction to (2.5.2). 

CASE a2. Now the intersection 
0 -0 

of the interval (A(S ),A(8 )) and the 

al region of the LR test is empty. 

I(A- 1 (x0 ) a0 i = I(A- 1 (x0 ) e0 i. 

-m m 
Define x 0 in (A(8°),A(6°)) by 

m -m m 

m '-m ~ 1 0 0m 'm 
Since I(A (x) ,8 ) :s; dm' and f3+(8 ) 2: R (8 ) 

m -m m m m m 

+ - -
ES. (X )1 O (X )} 2: ~e: 

mm m [x ,c"] m 
m m 

for all m. 

Assume without loss of generality 

23 

critic-
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+ - -
Ee~ (X )1 O (X) ~ ½e 

mm m [c',x J m 
m m 

for all m. 

0 Note that in this case c' ~ x. Then we have, for all m, 
m m 

Cl = E t (X ) m 80 m m 
-m 

+ - -
~ (X ) 1 O (X ) 
mm[c',x]m 

m m 

in contradiction to (2.5.2). 

CASE b. Note that in this case 0~ coincides with Qo• Define 

(2.5.3) 

Then the following implication holds 

(2.5.4) 

To prove this, first note that fm < A(QO), since fm-A(Q O) = 

{~<Qol-~(Bm)-dm-<Qo-0m)A(Qol}<Qo-0ml-l = <Qo-0ml-l{-r<Qo• 8ml-dm} < 0 · 

Hence 

This implies, for every x < fm' 

sup80E 00 exp{meOx-m~(e O)} 

sup8E 0 exp{mex-m~(B)} 

for x < f • 
m 
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f . ,,_LR(x) establishing (2.5.3). In other words: for every x < mis o/m 1. But 

since Rm(Sm) ~ c, it follows that 

(2.5.5) 

Hence 

+ - -
ES cJ> (X ) l[f ) (X ) ~ c. 

mm m m'oo m 

a 
m 

+ -
Ea cJ> (X ) _0 m m 

~ f cJ>+(x)exp{m(~o-9 )x-mw(~o)+mw(S )}dPma (x) 
[f ,oo) m m m m 

m 

+ - -
cp (X ) l[f ) (X ) ~ c exp(-mdm), m m , 00 m 

m 

again in contradiction to (2.5.2). 

CASE c. The same line of argument that we used in case b again yields a 

contradiction. 

This completes the proof of the theorem. 0 

Inspection of the proof of theorem 2.5.1 shows that we have in fact 

proved 

R (0) $ 2a 
n n 

for all n and all 0 E 0 1• Hence Rn(S) + 0 if either (2.5.2) holds true or 
nd 

if Rn(S) = O(an e n) as n + 00 • The following example shows that the latter 

possibility may indeed occur. 

EXAMPLE 2.5.2. Let x1 ,x2 , ... be independent Bernoulli random variables and 

let HO: a:,; O, H1 : a> O and an= 2-n. Both the LR test and the MP test 

of HO against a= an> 0 has the following form: reject HO iff xn = 1. 

Hence limn➔oo Rn (a) = O uniformly on 0 1 and yet an = exp (-ndn) . 
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2.6. SOME PARTICULAR CASES 

With the help of theorem 2.5.1 we investigate the cases A, Band C 

mentioned in section 2.1. 

COROLLARY 2.6.1. If 00 c K, where K is a compact subset of int 0, and if 

I< I 0 exists such that 

(2.6.1) for all sufficiently large n, 

where 

(2.6.2) IO= min{lim I(S,00 ), li~ I(S,00 )}, 
e+e e+e 

then limn_, Rn(S) = 0 uniformly on 01 • 

(Note that I 0 is well defined.) 

PROOF. We verify condition (2.5.2). To this end we inspect the proof of 

lemma 2.3.1 a little more carefully. 

Consider case a) of the proof. There it is shown that 

P8 (x 
On n 

(2.3.3), where e0n e: 00 satisfies 

and I(Son' 8on> = I(SOn' 8on) dn ' 0on < 8on < 8onl. 
Assuming without loss of generality 

(2.6.3) Pe (X ~ A(So'n)) ~ \a 
On n n 

for n 1,2, •.• , 

one finds 

(2.6.4) 

(n 1,2, ..• ) 

Suppose the sequence {a} satisfies the condition of the corollary and 
n 

SOn e: K for all n. If {80n} has a subsequence, which tends to the boundary 

of 0 for n + oo, i.e. lim infn-- eon=~. then lim supn-- I(SOn'eon) ~ 

lime+e I(S,00) ~ I 0 , and hence 



for some subsequence {n.} and some£> 0. 
1 

This implies, in view of (2.6.4), 

¼a ,,; exp{-n. (I+£)} 
ni 1 

(i = 1,2, ... ), 
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and the rate of convergence of {an.} to zero is faster than prescribed in 
1 

(2 .6.1). 

Hence assume that {e0n} is bounded away from the boundary of 0. Con­

sequently cr(eOn) and the central third moments (under e0n) are bounded 

away from zero and infinity and Liapunov's version of 

theorem ensures that n½{X -A(001 )}cr(e0• )-l ~ N(0,1) 

the central limit 

for n + 00 • 

½ n n n 
If ce0n-eOn)n is bounded, nI(00n'eOn) nd 

n 
is also bounded (see 

lemma 2.2.2) and (2.5.2) is trivial. 

Assume therefore that 

(2.6.5) for n + 00 • 

By (2.6.3) 

,,; f exp{-nI ( eo' , eo ) +n ( eo -eo' ) (x-A ( eo' )) }dPne I (x) 
(-oo A(0' )] n n n n n On 

' On 

Hence for each n > 0 

+ 4 f (-n,O]exp{n½(e 0n-eOn)cr(00n)y}dP~0n (y) 

,,; 4 exp{-n½ce 0n-eOn)cr(e0n)n} + 4 P~, {(-n,OJ}. 
On 

By (2.6.5) n½(e 0n-eOn)cr(e 0n) + 00 as n + 00 ; now the last inequality implies 

lim sup an exp(ndn) ,,; 0 + 2n, 
n+oo 
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Now consider part b) of the proof of lemma 2.3.1; again assume that 

Pe (L (X )Sexp(-nd ), X ~Xi~ a /5 (2.3.4). By (2.3.5) 
On n n n n n 

Condition (2.6.1) yields 

lim sup dn s I< 10 slim 1(6,60). 
n-- eta 

Choose E > 0 such that I+E < 10 ; then we have, for n sufficiently large 

and x ~ X, 

d Slim 1(6,60 ) - E 
n eta 

lim {w(a0J-w(6)+(6-a0)A(6)} - E 
eta 

S li~{w(a0J-w(6)+(6-80)x} - E, 
ete 

and hence, for x ~ X, 

Then we have 

a /5 n 

s f 

Slim {6x-w(6)} - d - E. 
eta n 

exp(-ndn-nE) lim exp{n6x-nw(6)}dµn(x) S 
eta {~X,L (x)Sexp(-nd )} 

n n 
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s exp(-ndn-ne:) lim f exp{nex-m/1{0) }dµn(x) 

a+e {x~X,L (x)Sexp(-nd )} 

So we have once more a 
n 

completes the proof. D 

n n 

0(1) exp(-ndn). Application of theorem 2.5.1 

COROLLARY 2.6.2. If 01 c K, where K is a compact subset of int 0, 

limn.._ Rn(0) = 0 uniformly on 01 • 

Replacing 00 by cl 00 AK and using the proof of corollary 2.6.1, 

again one can derive an= 0(1) exp(-ndn). Application of theorem 2.5.1 

then completes the proof. We omit the details, since the result can also 

be obtained as an immediate consequence of theorem 2.7.1. 

In the preceding corollaries we have put some rather strong condi­

tions on 00 or 0 1 • These conditions ensured, that the critical region of 

the LR test is bounded away from the boundary of A, implying that the 

distribution of the standardized sample mean tends to a (standard) normal 

distribution for suitable translated parameter values. By putting strong 

conditions on the moments of Xi, we obtain the same result as the following 

corollary shows. 

COROLLARY 2.6.3. Let, fore E int 0, the variance cr2 (0) of xi be bounded 

away from zero and the absolute third central moment of Xi be bounded 

above. Then limn.._ Rn(8) = 0 uniformly on 01• 

PROOF. The boundedness of the absolute third central moment of Xi implies 
--2 
that cr (8) is also bounded above on int 0. Moreover, if 8 € 0 is a boundary 

point of 0 and A(0) is finite, then the variance and the third central 

moment at 0 are also finite, and the variance is bounded away from zero 

(the proof is similar to the proof of lemma 2.2.1). 

We inspect the proof of lemma 2.3.1. By Liapunov's theorem 

n~{X -A(e0• )}cr(a0• )-l is asymptotic standard normal for each sequence 
n n n 

{eon} in 0*. 

Consider case a) of the proof of lemma 2.3.1. By the same line of 

argument, used in the first part of the proof of corollary 2.6.1, (but 
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immediately invoking the before mentioned asymptotic normality) yields 

an= 0(1) exp(-ndn). 

Now consider case b). Assume X < 00 and 

(the other case is quite similar). Since dn > 0, we have e0 < 0. Let 

0 < t < 6-60 . For every x ~~and each En> O one has 

L (X+E) 
n n 

Define x 0 
n 

E > O. Since x ~ 

exp(-½tEn½-nd), 
n 

exp{n60 (x+En)-m/i(60)} 

lim exp{ne(x+E )-nw(e)} 
eta n 

exp{n60 (x+En)-nW(60 )} 
s------------~ lim exp{nex+n(e0+t)E -nw(e)} 

eta n 

inf{x;x~\,L (x) s 
n 

x0 + En-½ implies 
n 

it follows that 

/5 < P (X- _> x 0+~n-½) a - e ~ n On n n 

+ J exp(-nd) lim exp{nex-nw(e)}dµn(x) 
0 0 -½ n eta 

{ x sxsx +En , L (x) Sexp ( -nd )J 
n n n n 



Therefore 

lim sup an exp(ndn) s 
n-+oo 

lim sup lim 
0 -

$ Pe (xn s xn 
n-+oo e+e 
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$ 
0 -l:! 

xn+e:n ) 

0 
x0-;\.(0) X -A (0) 

l:! l:! 
x -A (0) ½ 

+ ate)] $ lim sup ~~i Pe [ no ( e > 
$ 

n 
$ 

n 
n a< el n ace l n 

. n-+oo 

$ E: 
inf{CJ(0) ;0E0} 

Since e: was arbitrary chosen and inf{cr(0);0E0} > 0, we have 

limn-+oo an exp(ndn) = O. Application of theorem 2.5.1 completes the proof. D 

EXAMPLE 2.6.1. The family of normal distributions with expectation 0 E lR 

and unit variance satisfies the conditions of corollary 2.6.3, and hence 

~(0) + 0 uniformly on 01 , irrespective of the hypothesis 00 and the rate 

of convergence of {an}. 

2.7. UNIFORM CONVERGENCE ON COMPACT SUBSETS OF INT 0 

In this section we show that, without any restrictions on the sets 

00 and 01 , the sequence {an} and the moments of xi, Rn(8) + 0 as n + 00 

uniformly on the intersection of 0 1 with a compact subset of int 0. This 

result is an extension of corollary 2.6.2. 

THEOREM 2.7.1. Let K be an arbitrary compact subset of int 0. Then 

0 uniformly on KA 0 1 • 

PROOF. It is sufficient to show that lim R (8) = 0 for any sequence 
n-+oo n2 n 

{ 0 } in KA 01• Let { e } be such a sequence. Then CJ ( 0 ) is bounded away from n n n 
zero and infinity, and P~ ~ N(0,1) by Liapunov's central limit theorem. 

n 
Suppose to the contrary that lim supn-+oo Rn(0n) > 0. Without loss of 

generality assume that Rn(0n) > e: for all n = 1,2, ... and some e: > O. 

To obtain a contradiction, we modify the proof of theorem 2.5.1. 

The order relation an= 0(1) exp(-ndn) as n + oo in that proof is now 

replaced by 

n=l,2, •.. , 
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cf. lemma 2.3.1. 

First consider case al in the proof of theorem 2.5.1. With the same 

definitions of d' and d" assume 
n n 

+ - -
Ee{$ (X )1 (Xn)} ~ ½E 

n n n [c',d'] 
n n 

for all n, 

or 

(2. 7 .1) J t (x) ~n ~ 
1 ½ )-ln½J n dPen(x) ½E, 

[{c'-}..(0 )}cr(0 )- n ,{d'-}..(0 )}cr(0 
n n n n n n 

~+ + -½ ~n where $ (x) = $ (}..(0 ) +n cr(0 )x). Noting that Pe -+-w N(O,1), it follows 
n n n n n _ 

that for all sufficiently large n the distribution function of Pi does 
n 

not have jumps larger than E/1O. In combination with (2.7.1) this yields 

the existence of bn > 0 such that for all sufficiently large n 

(2.7.2) 

and 

E >-
10 

From the second inequality and the fact that cr(0n) is bounded away from 

zero, we derive that 

(2. 7 .3) lim inf b n½ > 0. 
n n-->oo 

For an we then have the following inequality 

(2.7.4) a 
n 

+ -
E O $ (X ) 

0 n n 
-n 

0 J ½ 0 ~+ ~n 
~ exp{-nI(0 ,e )} exp{n (0 -e )cr(0 )x}$ (x) dPe (x). 

n -n -n n n n n 

[{c'-}..(0 )}cr(B )-ln½,{d'-b -}..(8 )}cr(0 )-ln½) 
n n n n n n n 
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Suppose lim. n~(Sn -e0 ) < 00 for some subsequence {n.}i then 
½ 01.__, l. i -ni ~n l. 

lim. n. (Sn -9 )cr(Sn) < 00 , and hence by (2.7.2) and Pe -+w N(0,1) the 
1.__, 1. i -ni i n 

integral in (2.7.4) is bounded away from zero for the subsequence {ni}. 

Now consider exp{-n.I(Bn,,9° )}. Since en, EK (i = 1,2, ••. ) and 
l. l. -ni l. 

lim. (Sn,-9°) = 0, there is a compact subset K' c int 0 such that 
O 1.__, 1. -ni 0 

~n EK' for sufficiently large i. But then is {n1..I(6n,'~n.>} also bound-
i l. l. 

ed above and (2.7.4) implies that {an,} is bounded away from zero, in 
l. 

contradiction to a + O. It follows that 

(2.7.5) 

. n 

limn½(9-90) 
n -n n__, 

0,. 

Hence from (2.7.4): 

(2. 7 .6) 

Combining (2.7.3), (2.7.5) and (2.7.6) a contradiction is obtained to 

an~ 5 exp(-ndn). This completes the proof of case al. 

Case a2 of the proof of theorem 2.5.1 can be treated similarly. 

Next we consider case b. In the course of the proof of theorem 

2.5.1 it was shown, cf. (2.5.3) and (2.5.5), that 

+ - -
<fl (X ) l[f ) (X ) n n n'oo n 

or 

+ + -½ 
where again ~n(x) <Pn(A(9n)+n cr(Sn)x). As in case al there exist numbers 

bn > 0 such that for sufficiently large n 

and 
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J _1 ~ $~(x) dP~ (x) > ...£.. 
[{f -11.(8 )+b }cr(S ) n ,co) n lO 

n n n n 

From the first inequality we derive 

(2.7.7) lim inf n~ b > 0. 
n 

Repeating the argument of case al we can conclude that 

(2. 7 .8) 

and hence 

(2.7.9) a n t<x > n n 

exp{-nI(0n,80)} J ~~(x)exp{-n(0n-e0) (x-11.(Sn))} dP~ (x) 
n 

J ~+ ~ -
~ (x) exp{-n (0 -eo)cr(e )x} 

n n n 
[{f -11.(8 )+b }cr(S )-ln~,co) 

~n 
dP 8 (x) 

n 
n n n n 

e: - - -
~ -10 exp{-nI(0 ,00)+n(00-e ) (f -11.(8 ))+n(e0-e )b} n n n n n n 

~ ...£.. exp{-nd +n(6 -e )b }. 
10 n O n n 

Combination of (2.7.7), (2.7.8) and (2.7.9) a contradiction is obtained to 

an :,; 5 exp(-ndn). · 

The same method of case b also leads to a contradiction in case c. 

This completes the proof of the theorem. D 

2.8. POINTWISE CONVERGENCE 

Theorem 2. 7 .1 obviously implies the much weaker result limn.._ Rn ( e) = 0, 

pointwise for each e E 01 A int 0. It remains to consider the boundary points 

of 0. We first present a useful lemma of independent interest. 

LEMMA 2.8.1. Let x1,x2 , ••• be i.i.d. non-degenerate random variables, and 

s t 1 X. (n = 1,2, ••• ). Let {n} be some sequence, satisfying n =O(n~) 
n i= J. n n 

as n ➔ co.Denote by Jn the set of intervals of length nn. Then 



(2.8.1) lim sup 
n~ I EJ 

n n 

Pr(S 
n 

E I ) 
n 
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o. 

PROOF. The result of the lemma can be obtained by application of an inequal­

ity of KOLMOGOROV, stated in [12] and proved in [13]. 0 

THEOREM 2.8.2. For all 8€ 0 1 it holds that limn~ Rn(8) = 0. 

PROOF. We only have to consider boundary points of 0. Let 8 E 0 (the case 

0 E 0 can be treated similarly). If ~O =~,continuity of the power function 

of the MP test implies s:(~) $an+ 0 as n + 00 , and hence limn~ Rn(~)= O. 

Assume therefore 8 < ~0 . Suppose lim supn~ Rn(~) > 0. Without loss of 

generality assume Rn(~) ~ E > 0 for all n. Defining 

we have the implication: x < f ~ ~LR(x) 1 (for a proof see (2.5.4) et sq.) 
n n + - -

and hence Ef! ~ (X )l[f ) (X) ~ E for all n. By lemma 2.8.1 
n n n, 00 n 

limn~ P8 (xn E [fn,fn+n-%)) = O, and therefore 

for all sufficiently large n. 

But this implies, for large n, 

a 
n 

+ -
Ee ~ (X ) _0 n n 

Since on the other hand, by lemma 2.3.1, an$ 5 exp(-ndn)' we have obtained 

a contradiction and therefore lim R (8) = 0. 
n~ n - □ 





CHAPTER III 

THE k-PARAMETER CASE 

3.1. INTRODUCTION 

In chapter II we have described in detail the behaviour of the short­

coming in the one-parameter exponential family model. In this chapter we 

present some generalizations of these results to the k-parameter case. 

We represent a k-parameter exponential family by 

(3.1.1) exp{6'x-w(6)} dµ(x), 
k 

X E JR , 

whereµ is a non-degenerate probability measure and O E int 0. For each 

n E JN consider the testing problem HO: 6 E 00 against H1 : 6 E 01 at level 

an with the available observations x1 , .•• ,Xn' where limn-><x> an 0. Except 

for section 3 .8 01 = 0 - 00 • We investigate the behaviour of the shortcoming 

Rn(S) of the size-an LR test as n ➔ oo. 

The basic results of chapter II are lemma 2.3.1 and theorem 2.5.1. By 

lemma 2.3.1 an~ 5 exp(-ndn), where dn is the critical value of the LR test, 

in the one-parameter case. In the k-parameter model such a nice inequality 

is not generally true as the following example shows: 

EXAMPLE 3.1.1. Let Y1 ,Y2 , ..• be i.i.d. random variables with a normal 

N(s,cr2) distribution. The family of distributions constitutes a two-parameter 

exponential family with 8 = (scr-2 ,½(l-cr-2)) and Xi (Xil) ,xi2)) = (Yi,Y~). 

We consider the testing problem HO: s = 0, cr2 1 against H1 : s # 0 

or cr2 # 1. The LR test of this problem has the following form: reject HO 

if n-l L:=l Y~ - log n-l L:=l (Yi-Yn) 2 > 1+2dn (in the notation of (1.2.10)). 

Hence, if Yi is normal N(O,1) distributed, 

-1 n - 2 
an~ Pr(n i~l (Yi-Yn) < exp(-2dn-1)) 

In exp(-2dn-1) 
exp(-½y) 

0 
dy. 
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Let d 
n 

(3.1.2) 

➔ (X) so 

a 
n 

fast that n exp(-2dn-1) + 0. Then, for sufficiently 

n exp(-2d -1) n-l -1[ n-l ( )]-1 
~ ~ f n y 2 2 2 r n-1 dy 

0 2 

-~ 
~ 1/3 n exp(-ndn+dn)' 

by an application of Stirling's formula. 

d ~ n (3.1.2) contradicts the statement 
n 

large n, 

Choosing for example 

a ~ (nd )p exp(-nd ) for 
n n n 

every fixed p. So even in the case of a simple 

hypothesis an inequality like an~ 5 exp(-ndn) does not hold. 

Moreover, the condition an= 0(1) exp(-ndn)' as n + 00 , appearing in 

theorem 2.5.1 is not satisfied in either "regular" k-dimensional cases. This 

is demonstrated by the next. example. 

EXAMPLE 3 .1.2. Let (x1, Y1), (X2 , Y2), ••• be i.i.d. random variables with a 

normal N(i;,r2 ) distribution, where i; E n/ and r 2 is the 2x2 identity matrix. 

Consider the testing problem H0 : i; = 0 against H1 : i; ~ 0. It is easy to 
-2 -2 

see that the LR test rejects H0 if 
-2 -2 

xn + Yn > 2dn. Hence, under H0 , 

a 
n Pr(Xn+Yn>2dn) = exp(-ndn). 

A natural generalization 

case is a = 0(1) (nd ) (k-l)/2 
of an= 0(1) exp(-ndn) to the k-dimensional 

exp(-ndn). However, the implication 
n (k-1)/~ · 

an= 0(1) (ndn) exp(-ndn) ~ limn➔oo Rn(0) = 0 uniformly in 0 is not 

necessarily true. To show this we present the following example. 

-k 
EXAMPLE 3.1.3. The measureµ is defined as µ(i 1 , ••. ,ik) = 2 for all 

(i 1 , ... ,ik) with ij = 0 or 1 (j = 1, •.• ,k). x1 ,x2 , ... are i.i.d. random 

vectors with distribution given by (3.1.1) withµ defined as above. 

The hypothesis H0 : e = (0, .•. ,0) is tested against H1 : 0 i (0, •.. ,0) 

at level a = 2-nk_ It is easy to verify that the LR test has the following 
n 

form: 
'f ( (1) (k)) (' . ) 1 X , ••• ,x = 11,•• 0 ,ik, 

where i. = 0 or 1 (j = 1, ... ,k) 
J 

otherwise 

and dn = k log 2 (cf. (1.2.10)). 

e 
n 

Consider a particular sequence {en} in 0 defined by 

( 2 log n, ••. , 2 log n) . The MP test of HO against the simple alternative 
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e e of size a. 
n n 

2-nk is given by 

. (1) (k) 
if (x , •.. ,x ) (1, ••• ,1) 

otherwise 

-(1) -(k) . . 
Since P0 ((X , ..• ,x ) = (1 1 , ••• ,ik)) ➔ O 

n n ~k -(1) -(k) 
wehaveR (0) = (1-2 )Pe ((X , ... ,x 

. n n _ ( 1) _ ?kl n n 
Now lim Pe ( (X , .•• , x ) = ( 1, •.• , 1)) 

-kn~ n n n . 
1 - 2 

( 1 , ... , 1 ) ) + o ( 1 ) as n ➔ co. 

1 and thus lim R (0) = n~ n n 

Combining a. = 2-nk and d = k log 2 it follows that a. = exp (-nd ) 
(k-1)/2n n 

0(1) (ndn) exp(-ndn) fork;,: 2; however, 
n -kn 

lim R(0)=1-2 >O. n~ n n 

Although the preceding examples show that general results as theorem 

2.5.1 do not hold in the k-dimensional case, some of. the specific results 

of chapter II hold true in the k-dimensional case. 

3.2. A GENERALIZATION OF A THEOREM OF EFRON AND TRUAX 

In this section we determine a relation between a, and d. To this 
n n 

end we generalize theorem 6 of EFRON and TRUAX (1968). 

We first define a number I(K) for a subset K of int 0 as a sort of 

"Kullback-Leibler information distance" of K to the boundary of 0. More 

precisely: let Kc int 0, then 

(3.2.1) I (K) = sup{A;{ 0; I ( e, K) SA} c KA c int 0, where KA is compact}. 

We now have the following 

THEOREM 3.2.1. Let x1 ,x2 , ••. be i.i.d. random vectors, distributed 
-1 

as in (3.1.1), Let K be a subset of int 0. If En ,,; d $ 
n 

min{I(K)-£,£-1} for some£> 0 and all sufficiently large n, then 

k-2 
-2-

(nd) exp(-nd +0(1)) 
n n 

P 0 ex '- 1,,{e;I(e,eO> < d }> 
0 n n 

as n ➔ co, uniformly for e0 € K. 

Comparing this result with theorem 6 of Efron and Truax we allow 

d ➔ 0 as n ➔ co 
n where Efron and Truax require dn ;,: £ > O. (Incidently the 

upper bound for dn in [8] is incorrect.) Thus we also obtain a relation 
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between an and dn for subexponential rates of convergence of an to zero. 

Note that theorem 3.2.1 generalizes theorem 3 of HOEFFDING (1965b) dealing 

with the multinomial distribution. In [BJ only a sketch of proof is 

presented. Apart of some technical differences the most important difference 

between our proof and that in [BJ is the application of the (multidimen­

sional) Berry-Esseen theorem in stead of the Rva6eva-Stone theorem. 

Before proving theorem 3.2.1 we present a lemma, which enables us to 

go from a-space.to A-space and vice versa, and to translate "Kullback­

Leibler information distance" into Euclidean distance and vice versa. 

LEMMA 3.2.2. Consider an exponential family (3.1.1) and some compact subset 

K of int 0. Then there exist positive constants c 1 , ••. ,c6 , depending only 

on the exponential family and K such that for every 8 ,l; E K (8 -/, l;) 

(i) cl $ 
IIA(8)-A(l;)II 

11 a-t;II 
$ c2 

(ii) c3 
:,; I(8,l;) 

II 8-t;ll 2 
$ c4 

(iii) cs $ 
I ( 8, l;) 

$ c6 (8-l;)' {A(8)-A(l;)) 
. 

2 
PROOF. We prove I (8, l;) 2 c 3118-t;II . The other statements can be proved in 

the same way. By Taylor expansion w(l;) = W(8)+(l;-8) 'A(8) + ½(l;-8) 'L (l;-8) 
* n 

for some n between l; and a.Let K be the convex hull of K. Then 

□ 

-1 
PROOF OF THEOREM 3. 2 .1 • Let 0 E K. By Taylor expansion about A ( 0 ) I ( ;\ (x) , a0 ) = 

-1 O 2 O -1 -
½(x-A(80))'La0 <x-A(80)) + o(Ux-A(80 )11 ) as x-+ A(8 0). Hence 2nI(A (Xn),8 0) 

has a chi-square limit distribution, and thus the theorem holds if 

lim nd < 00 and nd 2 £ > O. 
n➔oo n n 

Therefore assume that lim nd n-+oo n 
00 Denote by c1 ••. c27 positive constants 

not depending on n. 

As the first step in our proof we introduce a "lattice" {0 .} on 
n,1 

the surface {8;I{8,80) = dn} with distance between two neighbouring points 

of order n-½. The set {8;I(8,80) = dn} is contained in 
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KO= {0;I(0,K) 

3.2.2 

-1 
s min{I(K)-E,E }}, a compact set in int 0; hence by lemma 

(3.2.3) II a-a 11 2 > c a 0 - 1 n 

for every a satisfying I(S,0O) = dn. Choose points an, 1 , ••. ,an,p on 

Bn de£ {S;lla-0O11 2 = c 1an} such that for all a E Bn there exists~ 

0 . with Ila-a .II s n-\ and for all if, j Ila .-a .11 > n-\ where 
n,i n,i n,i n,J 

i, j = 1, •.. ,pn. It is not di££icul t to see that such points indeed may be 

determined. 

We estimate the number of points Pn· For i = 1, .•• ,pn let S . n,i 
{0EB ;Ila-a .II s ½n-½} thens ·" s . = (IS (if,j) and hence 
p n n,i n,i n,J -(k-l)/2 

li~l area of sn,i s area of Bn. Since area of sn,i ~ c 2n and area 

of B = c a<k-l)/2 , it follows that p s c (nd) (k-1)/2. Considering 
n 3 n -½ n 4 n 

T . = { 0EB ; II a-a . II s n } , i = 1, ••. ,Pn, and using the inclusion 
n,i _p n n,i (k-l)/2 

B c u~nl T . we find p ~ c 5 (nd) Hence n i= n,i n n 
k-1 k-1 

(3.2.4) 

We define ii . by a . = aO + y .(0 .-00) and I(0 .,00) = d (i=l, ... ,p ). 
n,i n,i n,i n,i n,i n_½ n 

By (3.2.3) y . ~ 1 implying that lie .-6 .II ~ Ila .-0 .11 > n , i f,j, 
n,i n,i n,J n,i n,J 

i, j = 1, ••• ,pn. We also need an upper bound for inf. l U 9-9 . II , where 
- - i= , •.. ,pn n,i 

1(0,60) = dn. Let 0 € {0;I(6,0O) = dn}' then 0 = aO +y~r0 O), where 0 E Bn. 

Then there is a a . (1 Si Sp ) such that Ila-a .II s n By lemma 3.2.2 
_ 2 n, i n n, i -½ 

llan,i-0O11 Sc6 dn and hence Yn,i s c7 . Take a sphere with radius c 7n and 

centre ii .• Then the line through aO and a intersects this sphere at a n,i 
point 

(3.2.5) a* and lla*-ii ,11 = c7n-½ 
n,i 

* * - -1 -½ ½ Then I(0 ,00) I(8 . ,80) + (0 -0 .) 'Ee (0 .-00) + O(n ) ~ dn-c8n dn. 
n,i n,1 n,i n,1 

Consider the £unction f(h) I(8 O+h(8-8O),8O)£or h ~ O. Its derivative 
d 

dh f(h) = h(B-8 O) 1 E80+h( 8_80) (8-8 0). For any h ~½such that I(8 O+h(8-8O) ,8 0) 

< min{I(K)-E,E-1} is c&, f(h) ~ c9 dn. Since y* ~½for n sufficiently large 

(in view of (3.2.3) et seq, (3.2.5) and ndn ➔ 00 ) the mean value theorem 
* -1 -½ -½ * -1-½ -½ * implies I(0 +c8c9 n an (8-80),8 0) = f(y +c8c 9 n dn) ~ I(6 ,80) + 

-1 -½ -½ * -1 -½ -½ c8c9 n dn c 9an ~ dn' and hence y s y + c8 c 9 n dn In the same way we 
* -½ -½ - *I * -½ find that y ~ y - clOn an , and thus 118-8 I = ly-y 1118-8011 s clln 
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Combining this with Ue*-e . = c 7n-~ we have lie-a ,II :,; c 12n-~ 
n,i n,i 

Thus we have obtained a sort of lattice {0 1 , ..• ,6 } on the sur-
n, n,pn 

face {6;!(6,60 ) = dn} with the following two properties: for all 6 with 

I(B,60) = d there exists a 0 . with De .-ell :,; c12n-\ and lie .-e ,II > 
-~ n n,i n,i n,i n,J 

n for all i ~ j. 

It will now be shown that 

(3.2.6) 

Therefore we carry the "lattice" over to ;\,-space and consider the points 

;\,(6 1), ••. ,;\,(0 ). By 
n, n,pn 

- - -~ lemma 3.2.2 11;>,,(e .)-;\,(6 .)II> c 14n . Consider 
_n,i ~~J 

spheres U . with centre 
n,i 

;\,(0 .) and 
n,i 

radius ~c 14n , i = 1, ••• ,Pn• then 

U . A U . 
n,i n,J 

(3.2. 7) 

¢, i ~ j, and U . c ;\,(0) for n sufficiently large. Hence 
n,i 

Since (6 .-8 0 ) 'x ~ (0 .-60 ) 1 ;\,(8 .) implies that sup8E 0{~(8 0 )-~(8) + 
n,i -~•i n,i 

(8-80 ) 'x} ~ dn or I(;\, (x) ,8 0 ) ~ dn, 

(3.2.8) Pe (X EU .,I(A-l(X ),80) ~ dn) 
0 n n,i n 

~ exp(-ndn) J exp{-n(e .-60) '(x-;\,(6 .))} dP~ (x). n,i n,i 8 . 
{u .,(6 .-80)•x~ (6 .-80 ) 1 ;\,(6 .)} n,i 

n,i n,i n,i n,i 

By the k-dimensional Berry-Esseen inequality there exists a constant 

c 15 > 0 such that for any c 16 > 0 
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~ where the k-vector z has a normal N(0;\ldistribution, and j = 0,1, ... ,[n ]= 

entier(n~). Note that we can take c 15 independent of 8n,i since the third 

order moments are bounded. Taking the constant c 16 large enough we find 

- - - ~ 
( 

~ (8 i-00 i•cx->.(8 .lln ~) Pe _Xn€Un,i'jc16n-< _n, In _n,J. ~S(j+1)c16n-
n,J. { (8 . -80) I:8- (8 i-80)} 

for j 

n,J. . n, 
n,i 

~ 0,1, ••. [n]. 

It follows that (cf. (3.2.8)) 

(3.2.9) I exp{-n ( 8 . -80) ' ( X-A ( 8 i))} dP!! (x) 
n,J. - n, 8 . 

{u i,(8 .-8o)'x n, n,i 
~ (8 i-80)'>.(8 .)} n,i 

n, n,i 

f exp{-n(e .-8o)'(x->.(8 .))} dPn8_ (x) 
n,i n,i 

_ _ ~ n,i 

{ 
(8 .-8o)'(x->.(8 .))n _1.. _1..} 

U n,i _n,i ( • 1) '] 
n,i' - - € jc16n ,(j+ c16n 

{C8 .-00 J 1 I: 8- c0 .-00n n,i . n,J. 
n,i 

- - ~ 
{c0 i-0o>'I:0- c0 .-00>}} n, . n,i 

n,i 

1-exp(-c19d~[n~]) 

1 - exp(-c19d~) 

where the third inequality follows by 

ca .-00 > •I:8- c0 .-00 > 
n,i . n,i 

n,i 

- 2 s 110 • -00 11 
n,i 

Combining (3.2.8) and (3.2.9) we find (cf. (3.2.7) and (3.2.4)) 
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So we have established (3.2.6) with c 13 

It remains to prove that 
k-2 

(3.2.10) 

To this end we first prove the following statement: 

if xi >..{9;I(9,90 ) <dn} then there is a Bn,i (1 $i $pn) such that 

(3.2.11) 
~ ~ -1 

(9 .-90 ) 'x-1/J(9 .)+l/!(90 ) 2 d -c22n 
n,1 n,1 n 

Geometrically: we cover the region outside {>..(9);I(9,9 0 ) $dn} by (suitable 

chosen) halfspaces. 

To show this we distinguish two cases. 

(i) x = >..(9) for some 9 satisfying I(9,90 ) = dn. Then there is a 8 . 
n,1 

(1 $i $p ) such that 119-6 .II $ c 12n-½, and thus (by lemma 3.2.2(ii)) 
n n,1 

ca .-90 ) 'x-1/!(0 . )+1/J(9 0 ) 
n,1. n,i (6 .-90 ) '>..(9)-1/!(8 .)+1/J(9 0 ) = 

n,1 n,1. 

Hence (3.2.11) is satisfied. 

(ii) x = >..(9) +y{>..(9)=>..(9 0 )} with I(9,9 0 ) = dn and y > 0. -½ 

Again there exists a 9 . (1 $ i $ p ) such that II e . -911 $ c 12n , which 
~ n,1 -½ n n,1 

implies II>.. ( 9 . ) ->.. ( 9) II $ c 23n . Since in this case 
n,1 

(6 .-00 i•x-1/J(0 .) +l/!(9 0 ) 
n,1. n,1. 

(8 .-90) '>..(9) -1/!(6 .) +l/!(90) +y(6 .-90) '{>..(9)->..(90)}, n,1. n,1 n,1. 

~ ~ -1 
and (9 .-90 ) '>..(9) -1/!(9 .) +l/!(9 0 ) 2! d -c22n by (i), it is sufficient n,1. n,1. n 
to prove that ( 0 . -90) ' { >.. ( 9) - >.. ( 90)} 2 0. Now by an application of lemma 

n,1 
3.2.2 
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(6 . -00) I{),. (0)-A (00)} = 
n,i 

= (6 .-e l'{>..(e .)->..(el}+ c0 .-e0 i•o..ce>->..ce .l} 
n,i 0 n,i 0 n,i n,i 

for sufficiently large n, since ndn + 00 • This completes the proof of (3.2.11). 

It follows that 

(3.2.12) 

Again we consider one term of this sum: 

(3 .2 .13) P0 c c0 .-e 0i •x -iJJCS . l+1/i(0 0J 
0 n,i n n,i 

- - -
= P «e .-e l • ex ->..ce .» 

eo n,i 0 n n,l. 

s I I 
j=0 

exp{n(eo-0 .)'x-nijl(0o)+nijl(9 .)} dPne_ (x) 
n,i n,i . 

{ . -½ 
Jn 

_ _ ½ -½ n,i 
(8 .-80 ) '(x-;\.(0 . ) )n + c 22n 1..} 

5 n,i n,i 5 (j+l)n-• 

{<0 .-00 i•i:: 8- ,~ .-e0 i}½ 
n,i . n,i 

n,i 
00 

l exp{c22-j{(6 .-8o)'E0- (9 .-80)}½} x 
j=O n,i n,i n,i 

- - - . ½ -½ 
[

(8 .-80 ) 1 (x->..(8 .))n+c22n 
x P- n,i n n,i 

e - - ½ n,i {(0 .-8 0 ) 1 1: 8- (8 .-00)} 
n,i . n,i 

n,i 

-½ -½] € [jn , (j+l)n ] 

~ -½ . ½ 
s exp(-ndn) j;;O c 25n exp(c22 -J c 26dn) 

-½ 
S c 27 (ndn) exp(-ndn), 

where the third inequality is a consequence of the one-dimensional Berry­

Esseen theorem. Hence 
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p 00 (Xn t A{0;I(e,e0 i < d }) 
n 

s 

Pn -~ s I c27(ndn) exp(-ndn) 
i=l 

k-2 

s c4c27(ndn) 
-2-

exp(-ndn), 

proving (3.2.10). 

The constants c 1 , •• ~,c27 appearing in the proof can be chosen indepen-
2 -1 

dent of e0 ; for instance c 1 inf{lle-1;11 {I(0,1;)} ;0,/;EK0}. Hence (3.2.2) 

holds uniformly for e0 EK. 

This completes the proof of the theorem. D 

3.3. THE NULL HYPOTHESIS CONTAINED IN A COMPACT SUBSET OF INT 0 

We start with a useful lemma. 

LEMMA 3.3.1. If 00 and 01 are such that int 01 I¢ and cl 00 A int 0 F ¢, 

then limn.._ an= 0 implies limn.._ ndn = 00 • 

PROOF. Suppose lim infn.._ ndn < 00 • Assume without loss of generality that 

ndn s C for all n (C > 0). Let 0 0 E cl 00 A int 0 and Be: be an open sphere 

with radius e: >Osuch that Be: c int 01 and e0 is a boundary point of Be:. 
LR - -1 - -1 Then it can be shown that a 2: Ee 0 cj, (X) 2: Pe (I(A (X ),0 0) > en A 

n n n O n 
x E A(B )) 2: o > 0 for sufficiently large n, in contradiction to 

n e: 
lim a n.._ n o. □ 

We consider a null hypothesis 00 contained in a compact set Kc int 0 

(the easiest situation, that of a simple null hypothesis, is a special 

case). 

In chapter II we encountered such a null hypothesis in corollary 2. 6 .1 

to theorem 2.5.1. Although we have no generalization of theorem 2.5.1 (see 

section 3.1), the statement of corollary 2.6.1 remains true: 

THEOREM 3.3.2. If 00 c K, where K is a compact subset of int 0, and if 

I< I(00) (cf. (3.2.1)) exists such that 

(3. 3 .1) an 2: exp(-nI) for all sufficiently large n, 

then limn.._ Rn(0) = 0 uniformly on 01• 



As ever our first step is to connect an and dn. With the help of 

theorem 3.2.1 we derive an upper bound for an in terms of dn: 
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LEMMA 3.3.3. If (3 .3 .1) is satisfied, then there exists a positive constant 

c such that 
k-2 

(3.3.2) $ C(ndn) 
-2-

exp(-ndn). a n 

PROOF. Since 

a s 
n 

S sup pa (60' xn-1/J(60) - sup{6' X -1/J(6)} S-d) 
90€00 0 6€0 n n 

we are almost in the situation where theorem 3.2.1 can be applied. Let 

0 <Ii< I(00)-I then by theorem 3.2.1 thereexistsc0 >Osuch that 

sup pa (Xn I. >..{6;I(6,90) s I +l:!o}) 
90€00 0 

k-2 

S c 0[n(I+l:!o)] 2 exp{-n(I+l:!o)}. 

Now suppose that lim supn..- dn > I, then there is a subsequence 

{dni} with limi._ dni ~ I + o0 for some O < o0 < I (00) - I. Then for suf­

ficiently large i is 

k-2 

S c 00 [ni(I+!:io0)J_2_ exp{-ni (I+!:io0)}, 

in contradiction to (3.3.1). Hence lim supn..- dn s I. 
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On the other hand lemma 3.3.1 implies that ndn + 00 and thus 

dn ~ En-l for sufficiently large n. 

Application of theorem 3.2.1 yields 

a, ~ 
n 

as was to be proved. 0 

PROOF OF THEOREM 3.3.2. Let c 1 , ... ,c12 be appropriate positive constants. 

We shall prove that for every sequence {0 } satisfying I(0 ,00) ~ I+ o 
n n \ 

(0 < o < I(00)-I) and R (0) ~ £ > 0 it holds that a, ~ c 1 exp{-nd +c2 (nd) }. n n · n n n 
Since by lemma 3.3.1 ndn ➔ 00 , a contradiction to lemma 3.3.3 

for these sequences {0 }. We shall 
n 

for every sequence {0} satisfying 
n 

results yield the theorem. 

Part a. 

also show that limn➔oo Een 

I(0n,00) > I +o. Together 

is obtained 

lR<x > = 1 
n n 

these two 

Consider a sequence { 0 } in 0 such that I ( 0 ,00) ~ I + o and 
n n 

Rn(0n) ~ £ > 0. Assume without loss of generality en i cl 00 . For suf-

ficiently large n there exists a sphere B c A(int 0) with centre A(0n) 
-\ - . n 

and radius c 3n such that Pe (X EB ) ~ 1-\£, for 
n n n 

(3.3.3) r.;\ (Xn - A(0n) )n \ -. N(O;Ik) under en 
n 

since en lies in a compact subset of int 0. From Rn(0n) ~£it follows 

that 

and hence 

(3.3.4) 

+ 
Note that «f>n satisfies 
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< 

if f exp{n(eo-e ) 'x-rn/J(6o)+rn/1(6 )}dT (60) tn, 
cl 0 n n n 

0 > 

where the distribution Tn (concentrated on cl 00) is least favorable (see 

[15] section 3.8). Define 

exp{n(e 0-e) 'x-nwce 0)+n$(6 )}, 
n n 

{x;xEB ,J l 0 t (60,x)dT (60) < t } n c -0 n n n 

and 

+ Then u1 c {x;xEB ,<I> (x)=1} c u2 • We first prove that int(u2 -u1 ) =¢. ,n n n ,n ,n ,n 
Suppose to the contrary that int(U2 -u1 ) #~-Then there exist, ,n ,n 

for any fixed n, x,y1 , ... ,yk in u2 ,n-ui,n with the property that 

x-y1, •.. ,x-yk are linear independent and ½x+½y. E u2 -u1 (i = 1, ..• ,k). 
1. ,n ,n 

Denote by Ty. = {e0 E cl 00 ; (60-en) 'x = (60-en) 'yi}. Then 
l. 

0 = J {½t ce 0 ,x)+½t (6 0 ,y.) -t (6 0 ,½x+½y.)}dT (60) 
cl 0 n n l. n i n 

0 

J {½t (60 ,x)+½t (6 0,y.)-t (60 ,½x+½y.)}dT (60). 
Tc n n l. n l. n 

Yi 

The last equality is a consequence of the fact that the integrand is 

non-negative due to the convexity of tn(e0 ,•). Since the integrand is 

positive on Tye., it follows that T (Tye.)= 0 (i = 1, ... ,k), and hence 
l. n l. 

Tn(U:=i T~i) = O. The linear independence of x-y1 , ..• ,x-yk implies that 

U~ 1 Tye A cl 00 = cl 0 0\e = cl 00 , because 6 i cl 00 , and thus 
i= i n n 

Tn(cl 00 ) = 0, in contradiction to the definition of Tn' which proves that 

int(u2 -u1 ) = ¢. ,n ,n 
Since the Lebesgue measure of u2 ,n-ul,n is zero for all n and (3.3.3) 

holds the probability of randomization of the MP test vanishes under en as 

n ➔ 00 • Together with (3.3.4) it follows that 

(3.3.5) d ) 
n <! E/4 

for sufficiently large n. We further note that u1 is a convex set. ,n 
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we now claim that for n 2 nO there exists a point tn E 0 with the 

following properties: 

* ~ there exists a sphere B with centre A(tn) and radius c4n 
+n 

contained in Bn A {x;$n(x) = 1}. 

-½ -½ -½ For: (3.3.3), (3.3.5) and. the inequality lli: 0 x-i: 0 yll s c5c 4n for all 
½ n n 

x,y satisfying llx-yll S c4n- imply that such points tn exist, provided c4 
is sufficiently small. 

Since I(t ,00) s d there exists a point I; € 00 with I(tn,l;n) S _1 n n n 
dn + n • Let nn E 0 satisfy (for some positive constants c 1 and c2 ) 

and 

(l;n-nn) 'A(nn)) 2 c 1 for all n 2 n1 . 

The existence of such points nn (and c~ and c 2) may be argued as follows: 

Suppose that I(tn,l;n) s dn - d~n- ; taking nn = tn all the required 

properties of n are satisfied. 
n . L 

If I(t I;) > d -d½n-~ the proof is more difficult. Choose n on the line 
n' n n n n 

through t and I; : n = t +y (I; -t ) (0 < y < 1) such that IIA(n )-A(t )II= 
. _ n n n n n n n n -½ n n 

½c n ½_ This is possible if IIA(t )-A(/; )II > ½c4n , but by lemma 3.2.2 
4 ½ n n½ -½ ½ ½ -½ 

IIA(t )-A(/; )II 2 c [I(t ,I;)] 2 c6 (d -d n ) 2 c 6 (\d) > ~c4n since 
n n 6 n n n n n 

nd + oo. Thus n is well defined and obviously satisfies (i) and (iii). It 
n n 

remains to prove •(ii). 

Since I(nn,l;n) = I(tn,l;n) + I(nn,tn) - (l;n-tn)' (A(nn)-A(tn)), and by 

lemma 3.2.2 

II I; -t II 2 
½ 

n n c8dn 

and 

II n -t II 2 
-½ 

n n c 9n 

it follows that 
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because ndn + m. Hence points nn satisfying (i), (ii) and (iii) do indeed 

exis~. Consequently 

an~ P~ (Xn € {x;~:(x)=1}) 
n 

~ c 1 exp{n(~ -n )'A(n )-nw(~ )+nw(n )} n n n n n 

~ c 1 exp{-nI(n .~ )} 
n n 

which completes the proof of part a. 

Part b. 

Now consider a sequence {8} satisfying I(8 ,00) > I+o. First note 
n n 

that x t A implies ~LR(x) = 1 for sufficiently large n. To prove this 
n * 

property let x t A. There exists a 80 € cl 00 such that sup8o€0o{ebx-w(80)}= 
* * - - -e0 •x-w(80). Choose 8 € 0 such that both I(8,00) > dn and A(8) lies on the 

line segment joining x and A(8~): x = A(8) -c11{A(8~)-A(8)} (this is pos­

sible for sufficiently large n since lim supn+m d0 s I by lemma 3.3.3). 

Thus 

sup{8'x-w(8)} s 
8€0 
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and hence ~LR(x) 
n 

(3 .3.6) 

1. It follows that for sufficiently large n 

Since L 2=! cl{S;I(S,00) s I+~o}, a compact subset of int 0, and 

I(Sn,00) > I+o by assumption, inf[{I(Sn,L);nElN}, 4JJ = c 12 > 0. Because 

Ue 0EL{0;I(0,0 0) <~c12 } is an open cover of Land Lis compact, there 

exist e01 , ••. ,00t € L such that L c U1=1{0;I(0,00i) <~c12 }. Hence 

(3.3. 7) -1 -P0 (I(A (Xn),00) s I+~o) s 
n 

-1 -Consider one term of this sum: Pe (I(A (X ),00 .) < ~c 12 ). Since 
*n n 1. 

I(Sn,eOi) ~ c 12 , we can choose en E int 0 on the line segment joining 
* * * e0i and Sn such that I(0n,00i) = 3c12/4 SI. Then (Sn-Sn)= rn(0n-00i) 

with lim inf r > 0. In combination with sup0€ 0{e•x-w(0)} 
_1 n~ n 

A (x) 'x - w ( A (x)) for x E A this implies that 

(3.3.8) 

because lim infn.._ rn > 0. Hence in view of (3.3.6), (3.3.7) and (3.3.8) 
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and therefore 

This completes the proof of the theorem. D 

3.4. THE ALTERNATIVE HYPOTHESIS CONTAINED IN A COMPACT SUBSET OF INT 0 

In section 3.3 we have dealt with a null hypothesis 00 contained in a 

compact subset of int 0. Conversely it will be assumed in this section that 

the alternative hypothesis satisfies such a condition. Then we have the fol­

lowing generalization of the one-dimensional result (cf. corollary 2.6.2): 

THEOREM 3.4.1. If 01 c K, a compact subset of int 0, then limn-+«> Rn(e) = 0 

uniformly on 0 1 • 

The proof is based on the fact that only that part of 00 is of inter­

est which is near 01 and hence all relevant arguments are concerned with a 

compact subset of int 0. We first prove two lemmas. 

LEMMA 3.4.2. If Mis a compact subset of int 0 and ndn ~ E > 0 for all n, 

then 

(3.4.1) d ) s 
n 

where O < c < 00 is a constant independent of n and e0 . 

PROOF. Since int 0 is convex, M may also be assumed to be convex. For any 

n > O let M(nl = {e;inf{II e-e0 11 ,e0€M} s n}. To show that the constant c can 

be chosen independent of e0 we shall consider a sequence {e0n} in stead of 

e0 • In the sequel the constants c 1 , ..• ,c 16 will be appropriate positive 

constants. Choose c 1 so small that M(c1) c int 0. We consider two cases 

a) and b): 

a) e0n € M(c1) for all n, 

b) e0n i M(c1) for all n. 
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In both cases we shall prove (3.4.1). Since we can pick subsequences 

{60m} of {e0n} satisfying the assumptions of one of these cases, this proves 

the theorem. 

First assume that limn4<X> dn = O. In case a) an application of theorem 

3.2.1 then yields the result. In case b) limn4<X> dn O implies that 
-1 

I(A (x),6 0n) ~ dn for all x E A(M) and sufficiently large n, and thus 

- -1 -= P6 (X E A(M), I(A (X ),60 ) ~ inf I(6,60 )). 
On n n n 6EM n 

Since the right-hand side of (3.4.1) is much smaller if we replace dn =0(1) 

by inf6EM I(6,60n), it suffices to prove (3.4.1) for sequences {dn} satis­

fying lim infn4<X> dn > 0. We therefore assume lim.infn4<X> dn > 0. 

Our next aim is to prove for all n ~ n 0 the following property (A): 

There exist points 0 1 , •.. ,0 E_M(c 1 ) such that for any 6 EM satisfying 
n, n,Pn -

I(6,60n) ~ dn there exists a point 6 E M(c 1 ) on the line segment joining 

6 and e 0n with the property that an$ I(0n,i'eon> = I(9,60n) and 

II 0-0 . II $ c 2n -l:i for some i E { 1, .•• ,p } , where p is bounded above by 
n,i(k-l)/ 2 n n 

c 3 (ndn) 

Case a. 

By lemma 3.2.2 
2 

and hence II e-e0nll ~ 

-2 
c 4 $ I(6,60n)ll6-6 0nll $ c 5 for all 6 ,/ e 0n E M(c 1 ) 

c~ 1a for all 00 E M(c 1 ) and all 6 EM satisfying 
n n def 2 -1 

I(6,60 ) ~ d. Choose points 6 1 , ... ,6 on B = {6;116-6 0 II = c 5 d} 
n n n, n, Pn n n -l:i n 

such that for a11·0 EB there exists a 6 . with 116-6 .II $ n and for 
. n -~ . . n,i n,i 

all i cl J lie .-6 .II> n , where i,J = 1, •.• ,p. Then p is bounded 
n,1 n,J n n 

above by c 3 (ndn) (k-1)/2. If 

(3.4.2) 6 . +y(6 .-00 ); y ~ O, 6 E M(c 1)} ~ an, 
n,1 n,1 n 

~ 
define 6 . = 6 . + y . (6 .-60 ) with y . such that I(6 . ,00 ) d • 

n,1 n,1 n,i n,1 n n,1 n,1 n n 
If (3.4.2) does not hold, let 0 . = 60 . 

n,i n 
Consider 6 EM satisfying I(6,60n) ~ dn. Define a* by 

* * * II * 112 -1 6 e 0n + yn(e-e0n), yn ~ O, and 6 -e0n = c 5 an (note that 
* ~ ~ ~ * ~ I(6 ,6 0 ) $ d) and define 6 by 6 = 00 + y (6 -60 ), y ~ 1, and 

n n _ 2 _1 n n n n 
I(6:6onl_: an. Since lle-e0nll $ c 4 an it follows that y $ c 6 . Let 

• ~ -~ Sn(6,c6n ) be the sphere with centre 6 and radius c 6n . There exists 
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a 8 i (1 sis p) such that le i-e*n s n-~. The line through eO and 
n, n _ -~ n, _ _ _n 

8 i intersects S (8,c6n ) at a point en .• Then I(8 . ,80 ) =!(8,80 ) + 
n,_ _ _ n _1 ~1 n,1 n n 

+ (8 i-B)'E-8 (8-8O ) + O(n ) ~ d - c 7n- d~. Consider the function 
n, n n n 

f(h) = I(8O +h(8 i-8O ) ,80 ) • n n, n n 

For any h ~ ~ such that eOn +h(8n,i-80n) e M(c1) it holds that 

d . 
dh f (h) ~ c8dn• 

Hence the mean value theorem implies 

- -1 -~ -~ -I(8 .+c8 c 7n d (8 i-8O ),80 ) n,1 n n, n n 

Thus (3.4.2) holds for all n ~ n 1 • Similarly it follows that 

- -~-~-I(8 i-c9n d (8 i-8O ),80 ) S d n, n n, n n n 

Therefore for all n ~ max(n1 ,n2 ) I(9 i'eO) = d implies 8 . 
_ _ n, n -~n n,~ _ 
8 i + n (8 i-8O ) , where n is of order (nd ) , and hence ll 8 -8 ill s 
n, n n, n n ~ n n,i n, 

S c 1O (nd )-~ Hin i-8on0 s c 11n- • In combination with lie .-~II= c6n-12 we have 
_ _ n -~• n,1 

len,i-eU s c 2n and the proof of property (A) for all n ~ max(n 1 ,n2 ) is 

complete. 

Case b. 

Let L be a convex polytope such that Mc L c M(~c1). Choose on the 

surface of L (SL) points e 1 , ••• ,e such that for all e e SL 
n, -~ n,Pn 

exists a e . with De-a .I s n , and for all i ~ j Be .-e ,0 
n,1 n,1 n,1 n,1 

where i,j = 1, ••• ,pn. Then pn is bounded above by c 3 (ndn) (k-1)/2 

that lim inf d > 0). n....,. n 

there 
-~ > n 

(note 
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If 

(3 .4.3) 

and 

I(8 .,80 ) < dn n,1. n 

sup{I(8,80n); 8 = 8 . + y(8 .-80 ), y ~ O, 8 E M(c1)} ~ dn' n,1. n,1. n 

then define 8 . = 8 
n,1. . + y .(8 .-80 ) with y i such that I(8 .,e0n) = n,1. n,1. n,1. n n, n,1. 

= dn. If (3.4.3). does not hold, then define 8 i ·= 8 .• Since 80 t M(c1 ) n, , n,1. n 
it follows that Yn,i s c 12 for some c 12 ~ 1. 

Consider 8 EM satisfying I(8,80 ) ~ d. Define e* bye*= n n 
= 80 + y*(e-80 ), 0 Sy* S 1, and e* ESL. There exists a 8 i (1SiSp) 

n n n n n, n 
such that le .-e*D s n-1:i. Lets (8 . ,c12n-~10e the sphere with centre 8 . 

n,1._l:i n n,1. * _ -1:i n,1. 
and radius c 12n • The line through e0n and 8 intersects Sn(8n,i'c12n ) at 

a point 8 .• Then I(8 .,e0 ) = I(8 i'eo) + (8 i-8 .)'E6 (6 -80 ), where n,1. n,1. n n, n - n, n,1. n n n 
6 lies between 8 i and 9 .. Consider the function n n, n,1. 

For any h such that e0 +h(8 .-80 ) E int 0 its derivative satisfies 
n n,1. n 

! f(h) = h(8 .-80 ) 'Ea +h(~ _8 ) (8 .-80 ). 
n,1. n On °n,i On n,1. n 

The mean value theorem implies 

I(8 .,80 ) + (8 i-8 .)'E.a (6 -80 ) + 
n,1. n n, n,1. un n n 

~ I (8 ., 80 ) 
n,1. n 

for all n ~ n 3 , 

-1:111- u-1 where Os on s c 13n en,i-80n and the inequality is obtained by taking 

c 13 large enough. 



By the same line of argument 

-
S I(8 . ,80n) n,i for all n ~ n4• 

Now define 8 by 8 8 . + y (8 i-80 ) and I(8,80 ) = I(8 .,80 ), then 
n,i ~ n n, n n -~ n,i n 

le-en,i• s max(c13'C14ln-, and hence le-en,in S cisn • Let no= 

= max(n1,n2 ,n3 ,n4), then the proof of property (A) for all n ~ n0 is 

complete both in case a and in case b. 

Since it suffices to prove (3.4.1) for all n ~ n0 , assume that 

n ~ n0 • Let x € A(M) satisfy I(A-1(x),8 0n) ~ dn. In view of property (A) 
-1 - -with A (x) playing the role of 8 we can write x = A_(8 + y(8-80n)), where 
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y ~ O. Consider the function g(h) = (8 i-80 )'A(8+h(8-80 )), where h~O _ _ n, n n 
such that 8 +h(8-80n) € M(c1). Since its derivative is equal to 

ddh g(h) = (8 -8 )'l · (8-8 ) 
n,i On e+h(S-e ) On 

On 
<0n,i-G)'le+h(8-8 )ca-eon> 

H~e 02{ 0n 
On Re-e·U 2 

On 
+ ne-e 02 

On 

where the first term between the braces tends to zero as n ~~and the second 

term is at least equal to inf{u•r8u;luH=1,8 € M(c1)} > O, g(h) is an increas­

ing function for h ~ 0 such that 8+h(8-80n) € M(c1) and all sufficiently 

large n. Hence 

This implies that for all sufficiently large n 



sa 

- -1 ;,: I(8 . ,8 0 )-c16n ]. 
n,1 n 

From here on the last part (starting with (3.2.13)) of the proof of theorem 

3. 2. 1 can be copied and the result is established; D 

LEMMA 3.4.3. Let T be a closed convex set in int A. Let 8 i A- 1 (T); define 

0 E A-l(T) by I(0,8) = I(A-l(T),8), then 

(3.4.4) (0-8) '(x-A(0)) ;,: 0 for all XE T. 

PROOF. The set S = {x;sup{) {ljJ(8)-ljJ({))+({J-8) 'x} s I(6,8)} is a convex set, 
€0 

and so is T. Since SAT I¢ (A(0) ES AT), SA int T =¢and 

1/J(8) -ljJ(0) + (0-8) 'x $ I(0,8) for all x ES with equality for x A(6), the 

hyperplane H = {x;ljJ(8)-ljJ(0)+(0-8)'x = I(0,9)} is a support hyperplane of s. 
Let H* = {x;a' (x-A (0)) = O} be another support hyperplane of S through 

A (0). Without loss of generality assume that a' (A (9)-A (6)) > 0 (note that the 

case a' (A(8)-A(6)) = O cannot occur since A(8) E int S, because sup11 E0 

{({)-9) 'x-ljJ({))} is a convex and hence continuous function of x). For z EA 

Taylor expansion about 0 yields: 

and 

-1 -1 
(A (z)-8)'z-ljJ(A (z)) 

z = A(A- 1 (z)) = A(0) + L(A-l(z)-6) + O(IIA-l(z)-011 2). 
9 

Since HI H* there exists a vector t with 

t'L(8-8) < 0 
9 

and 

Putz= A(6+ot) where o is a positive number. If o is small enough, then 

z EA, 1/!(8) -1/J(A-l(z)) + (A-l(z)-9) 'z < I(6,9) (hence z ES) and 

a' (z-A(6)) > 0. Thus we have found points of s, A(9) and z, in each of 

the two open half-spaces into which H* separates m.k: H* is not a support 

hyperplane of S. Hence H separates Sand T, implying (3.4.4). D 



PROOF OF THEOREM 3.4.1. As before we establish a relation between an and 

d. If the conditions of lemma 3.3.1 are not satisfied, the theorem is 
n 

trivial. We therefore assume that nd + 00 • In that case n 
k-2 

(3 .4 .5) 

(Denote by ci (i = 1, ••. ,6) constants with O < ci < 00 .) To prove (3.4.5) 

we first show that xi A implies ~LR(x) = 0. Since'd > 0 this property 
n n 
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is obvious if sup6€0{6'x-w(6)} = sup6o€0o{6ox-w(60)} for xi A. Now suppose 

to the contrary that xi A and sup6€0{6'x-w(6)} > sup0 €0 {60x-w(0 0)}, then 

there exists a 0 € cl 01 with e•x-w(B) = sup6€0{0'x-w?e)~ and 0 € int 0. 

Consider the function e IX - w ( e) in a neighbourhood of e: e IX - w ( e) 

0'x - w(0) + (0-9)'(x-A(0)) - ~(6-0)'r;(6-0), where' lies between 0 and 0. 
By taking e-e = o(X-A(B)) with o > 0 sufficiently small it is easily 

seen that e IX - w ( e) > a IX - w (a) and we have obtained a contradiction. Thus 
LR ~n (x) = 0 for xi A and we can restrict our attention to points x € A. 

Since Kc int 0 is compact 

by lemma 3.4.2. With this inequality (3.4.5) is trivial. 

Now consider the MP test for this situation. Define K(E) by 

K(E) {0;inf{lle-e*II ;0*€K} s; £},where£> O so small that K(E) c int 0. 

Denote by ~+(x) the critical function of the level-a MP test of H0 : 
n n 

e € 00 A K(E) against e =en€ 01 , then 

{ 
1 < 

~+ (x) if tn(x) tn' n 
0 > 

where 

tn(x) J exp{n(S0-0n)'x-nw(S0) +nw(Sn)} d,:n(00) 

cl 00AK(£) 

and the distribution 'n is least favorable. It has already be shown in the 

course of the proof of theorem 3.3.2 that {x;tn(x) =tn} has an empty 

interior. We shall prove that~+ is also the MP test of the larger null 
n 

hypothesis 00 against e = en. 

If Een¥~(Xn) + 0 then Een~~(Xn) + 0 and the shortcoming also tends 
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~+ -
to zero. Therefore assume that Ee¢ (X) ~a> 0. We now show that 

n n n 
{x;tn(x) S tn} c A(K(e)) for sufficiently large n. For suppose that there 

exists a point xn i A(K(c)) satisfying tn(xn) s tn. The asymptotic normal­

ity of {X -A(0 )}n~ implies that for n sufficiently large n n 

Pe (tn(Xn) s tn' xn E Bn) ~ ~o, 
n 

-~ where Bn is a sphere with centre A(0n) and radius c3n Convexity of the 

set {x;tn(x) s tn} and xn E {x;tn(x) st}, x i A(K(c)) imply that there 
*n n -~ 

exists a eOn E 00 A K(c) and a sphere Bn with radius c4n and centre 

A(0On) contained in {x;t (x) St}. Since {x;t (x) = t} has an empty n n n n 
interior, ~+(x) = 1 on int B* implying that E0O $+(X) does not tend to 

n n n n n 
zero, in contradiction to a +O. Hence T = cl{x; $+ (x) > O} c A (K(c)) for all n n n 
sufficiently large n. 

Let e i K(c), then by lemma 3.4.3 there exists a point 8 E A-l(T) 
n n 

such that (9 -0)'(x-A(0 )) ~ O for all x ET. Let e* be the intersection n n n n 
of the line through 0 and 0 with K(c): e* = 0 +y (8 -0) with O < yn < 1. n n n n 

* * * ~ . * ~ * Then cen-e)' (X-A(0n)) = (0n-e)' (x-A(0n)) + (0n-0)' (A(0n)-A(0n)) ~ 0 since 
* ~ ~ ~ * ~ * (0 -0)'(x-A(0 )) = y (0 -0)'(x-A(0 )) and (0 -0)'(A(0 )-A(0 )) = 
n _1 ~ n * n_ n * n n n * n * 

yn(l-yn) (en-en)' (A(0n)-A(0n)) ~ 0. Therefore iji(0) -iji(0n) + (en-0) 'x ~ 

* I(0n,e) > O, and hence 

e•x - iji(0) 

It follows that 

for all n ~ nO where nO 

s E ~+(X) s a 
e* n n n 

n 

does not depend on 

for all x ET. 
n 

e. This implies 

the critical function of the MP size-a test of HO: e E 0 0 n 
e e E 01. n So we have essentially reduced the MP test of 

~+ 
that ¢n is also 

against 

HO: e E 00 to 

a MP test of a null hypothesis contained in a compact subset of int 0. 

Following the same line of argument we used in part a of the proof of 

theorem 3.3.2 the assumption Rn(en) ~ n > 0 again leads to the inequality 

a ~ c5 exp(-nd + c6n~d~), in contradiction to (3.4.5) and the proof of 
n n n 

the theorem is complete. D 



61 

3.5. UNIFORM CONVERGENCE ON COMPACT SUBSETS OF INT 0 

In the one-dimensional case of chapter :u w:e showed that Rn (6) tends 

to zero uniformly on the intersection of 01 with a compact subset of int 0 

without any condition at all. Unfortunately we do not know whether this 

result holds in the k-dimensional case and we therefore prove a generaliza­

tion of theorem 2.7.1 under some assumptions. It turns out that in some 

(classical) testing problems this theorem can be a~plied. In this section 

we assume that 00 is a Borel set. Consider the testing problem HO: e E 00 

against H1: 0 t 00 . 

ASSUMPTION A1. For all n the LR test satisfies 

Ea "'LR(X- ) 
sup8E00 "'n n 

for some compact subset K of int 0 and some e1 > 0. 

ASSUMPTION A2. 

a.n ;?: exp(-nI) 

for all sufficiently large n and some I< I(00AK) (cf. (3.2.1)). 

Assumption Al states that the size a.n (or a fixed part of it) is 

reached at parameter points bounded away from the boundary of the param­

eter space. 

It is clear (cf. lemma 3.3.3) that when these two assumptions are 

fulfilled 

(3.5.1) 

where R. (k-2)/2 and c some positive constant. 

We now prove the main theorem of this section. 

THEOREM 3.5.1. Let L be an arbitrary compact subset of int 0. If (3.5.1) 

holds for some fixed R. then limn-- Rn(8) = 0 uniformly on LA 01• 

PROOF. We may assume that ;>.(O) = O and thus lji(8) ;?: 0 for all 8 E 0. LetLbe 
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a compact subset of int 0. Let {en} be a sequence of pointsinL,0nr/.cl00 

and Rn(0n) ~ £ 2 > 0. For sufficiently large n there exists a sphere Bn 
-½ -

with centre ;\,(0n) and radius c 1n such that Pen(Xn E Bn) ~ 1 -½£2 and 

hence 

Here again denote by ci (i = 1, ••• ,5) constants with 0 < ci < 00 • The 

critical function of the MP test is of the form 

{: 
lim inf I tn(00,x)d;\,i,n(00) < 

(3.5.2) tcx) if 
i4<X> 

1 , 
n 

lim sup J t (0 0 ,x)d;\,, (0 0) > 
i4<X> 

n i,n 

where t ( e0 , x) = exp{ n ( e0-e ) 'x + nlji ( e ) } and ;>,,. is a measure satisfying n n n i,n 
;>,,, (lR.k)= ;>,,, (00)andfexp{nlji(00)}d;\,, (0 0):s;a,-l (iEJN) (see [14]). Let 
1,n 1,n 1,n n 

and 

E 
n 

F n 

These sets have the following properties: 

(i) 

(ii) 

Fn is a convex set, 

lim Pe (X EE AF)= o. n4<X> n n n 
n 

This second property means that the set on which randomization is possible 

tends to zero in Pe -probability. The first property is an immediate con­
n 

sequence of the convexity of the integrand. 

The proof of (ii) is similar to that part of the proof of theorem 

3.3.2, where it is shown that int(u2 -u1 ·)=¢.But here the situation 
,n ,n 

is more complicated since we have to deal with a sequence of measures 

n. }. i,n 
If x E E A F we have lim. f t (00 ,x)d;\,, (0 0 ) 

n n J.400 n i,n 1 and hence by 

Fatou's lemma and Fubini's theorem 

(3.5.3) P 0 ex EE AF > n n n 
n 

I 
E AF 

n n 

lim f t (00,x)d;\,, (0o)dPne (x) s; 
i4<X> 0 n i,n -0 n 



lim inf f f -n 
:', t (9 0 ,x)dA. (9 0 )dP9 (x) 

i-+oo E AF 0 
n 1.,n 

n n n 0 

lim inf f f -n (x)dA, (9 0 ) tn(90 ,x)dP9 
i-+oo 0 E AF 

i,n 
n 0 n n 

lim inf f p 9 (X EE AF )exp{m/J(9 0 )}dA. (9 0). 
i-+oo 0 0 n n n . 1.,n 

0 

The sequence {A. ; i E JN} is a sequence of uniformly bounded 
k 1.,n -1 

measures: A. (lR) :Sa Hence there exists a subsequence {Ai,,n} 
1.,n n J 

and a measure vn such that Ai,,n ~ vn vaguely. Assume that the Lebesgue 

measure of E AF is positiv~ (otherwise lim pn9 (E AF)= 0 by 
n n n-+oo n n n 

asymptotic normality). Then there exist, for any fixed n, points 

x,y1, ••• ,yk in En A Fn with the following two prope~ties: 
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x-y1, ••• ,x-yk are linear independent and there are a 1 , ••• ,ak f O or 1 with 

asx+(l-as)ys E EnAFn (s = 1, ... ,k). 

Let Ts= {90 ;(90-9n)'x=(90-9n)'ys} (s = 1, ••. ,k). By definition of EnAFn 

and convexity of tn(9 0 ,•) it follows that 

0 lim 
j-+oo 

f a s 

- t (90 ,a x+(l-a )y )dA. (9 0 ) 
n s s s 1.. ,n 

J 

lim f la t (90 ,x)+(l-a )t (9 0 ,y )-t (90 ,a x+(l-a )y ) I 
j-+oo s n s n s n s s s 

dA. (9 0 ) 
l.j ,n 

~ f la t (90 ,x)+(l-a )t (90 ,y )-t (90 ,a x+(l-a )y) Jdv (90), s n s n s n s s s n 

and therefore 

f Ja t (90 ,x)+(l-a )t (9 0,y )-t (9 0 ,a x+(l-a )y ) jdv (9 0 ) = 0. s n s n s n s s s n 
Tc 

s 
On Tc the integrand is positive (a f O or 1), hence v (Tc)= 0 (s = 1, ..• ,k) 

s k s n s 
and thus V ( U _1 Tc) = 0. Since x-y 1 , ••• ,x-yk are linear independent, 

k cnks- s 
U 1 T = lR - { 9 } • Note that 9 i. cl 00 and hence for each compact set G 

s= s n n · 

(3.5.4) 0 • 
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For all n ~ n0 limj-+a> ~(~j) = oo implies limj-+a> I(A-l(Bn)'~j) = 00 (cf. lemma 

4.1.2). From now on let n ~ n0 • By lemma 3.4.2 for all A> 0 it holds that 

Pe (X EE AF) $ Pe (X EB) $ c2(nA)(k-2>12 exp(-nA) 
0 n n n O n n 

for all e0 satisfying I(A-l(Bn),00) >A.In combination with (3.5.3) and 

(3.5.4) we therefore obtain Pe (X EE AF) = 0 if the Lebesgue measure 
n n n n 

of En A Fn is positive. This completes the proof of (ii). 

As in the proof of theorem 3.3.2 we select a point sn such that 

(a) A(sn) E Bn, 

* ~ (c) there exists a sphere Bn with centre A(sn) and radius c3 n contained 

in F AB. 
n n 

Following the same line of proof as in theorem 3.3.2 we find once 

more an~ c4 exp{-ndn +c5 (ndn)~}, in contradiction to (3.5.1), which 

completes the proof of the theorem. D 

As an immediate consequence we have 

THEOREM 3.5.2. Let L be an arbitrary compact subset of int 0. If the assump­

tions Al and A2 are fulfilled, then the shortcoming of the LR test tends to 

zero ur,iformly on L A 01• 

As applications of theorem 3.5.2 we consider two (classical) testing 

problems concerning the normal distribution. Let {Xn} be a sequence of 

normally distributed random variables with meanµ and variance cr2 . We 

first consider the testing problem H0 : µ 
2 

µ0 is some constant (-00 < µ0 < oo) and cr is unspecified. The LR test 

(i.e. the two-sided t-test) is similar; hence assumption Al is fulfilled 
-1 

for every compact K, furthermore I(00AK) = 00 • Therefore if -n log an is 

bounded above, the shortcoming of the LR test tends to zero uniformly on the inter­

section of 0 1 with .a compact subset of (int) 0 (0 corresponds to - 00 < µ < 00 , 0 < cr 2 < 00 ) • 

REMARK 3. 5 .1. If -n -l log a is unbounded, the envelope power function 
n 

tends to zero uniformly on every compact subset of 0. More general: if 

supBEL I(0,00 ) < I(00AK) for all compact subsets L c int 0, then assump­

tion A2 is redundant in theorem 3.5.2. 

Hence we obtain 
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COROLLARY 3.5.3. Let L be an arbitrary compact subset of 0. The shortcoming 

of the t-test tends to zero uniformly on LA 0 1 • 

The second testing problem concerns the variance o2 , H0 : o2 

against H1 : o2 # o~, where o~ is some constant (0 < o~ < 00). The 

rejects H0 if 

2 
oo 

LR test 

2 -1 ~n - 2 
where Sn = n l-i=l (Xi - Xn) . Again the LR test is similar and assumption 

Al is fulfilled for every compact K,moreover I(00AK) = 00 • Remark 3.5.1 also 

applies in this case. Hence 

COROLLARY 3.5.4. Let L be an arbitrary compact subset of 0. The shortcoming 
2 2 . 2 2 

of the LR test for the testing problem H0 : o = o0 against H1 : o F o0 

tends to zero uniformly on LA 0 1 • 

3.6. THE k-DIMENSIONAL NORMAL DISTRIBUTION WITH KNOWN COVARIANCE MATRIX 

For multivariate normal distributions with known covariance matrix we 

have the following strong result: 

THEOREM 3.6.1. Let x1,x2 , ..• be i.i.d. random k-dimensional vectors normally 

distributed with known covariance matrix. Consider the testing problem 

H0 : µ E M0 against H1 : µ i M0 whereµ= EX1 and M0 is an arbitrary subset 

Of ]Rk. . k Then the shortcoming of the LR test tends to zero uniformly on IR - M0 • 

PROOF. Since we investigate an arbitrary null hypothesis, we assume without 

loss of generality that the covariance matrix is the identity: Ik. 

Then the dominating measure appearing in the definition of exponential 

families corresponds to the multivariate normal N(O,Ik) distribution and 6 

corresponds toµ. The functions ~,A and I are given by 

~(6) = ½II 00 2 , A (6) = 6 and 1(6,0) = ½II 0-011 2 • 

Hence the LR test has the following form: 

Jl 
> 

cj>LR(x) 2 

lo 
if inf6 0 llx-0 0 11 2d. n 0€ 0 n 

< 
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If the conditions of lemma 3.3.1 are not fulfilled the theorem is trivial; 

so assume that ndn + 00 • We investigate the relation between an and dn. 

(3 .6 .1 l a 
n supe 0 Pe (infa 0 

OE O O E 0 

:,; supe 0 Pe ( II X - e II 2 ;:: 2d l 
OE O O n O n 

r 
2nd 

n 

k-2 
-½x · -2-

_e ___ x __ dx 

f(½kl 2½k 

k-2 
2 

:,; c 1 (ndnl exp(-ndnl• 

2d l n 

Denote by c 1 ,c2 and c 3 positive constants. For the remainder of the proof 

we follow the same line of argument as in theorem 3.3.2: again there exists 

a least favorable distribution (see LEHMANN (1959l section 3.8l, and using 

the concrete form of I(8,0l the existenqe of the points ~n' ~n and nn is 

guaranteed even if Ile II+ oo. Hence if R (8 l ;:: £ for some sequence {8} we 
n n n n 

find 

in contradiction to (3.6.ll, which completes the proof. D 

3.7. THE MULTINOMIAL DISTRIBUTION 

At the beginning of the work on large deviations and shortcomings of 

LR tests were the papers of HOEFFDING (1965al and OOSTERHOFF and VAN ZWET 

(1970l devoted to the multinomial distribution. In this section we extend 

the results of the latter paper to quite general null hypotheses. 

We start with some notations. The random k-dimensional vector Y is 
n 

said to have a k-dimensional multinomial distribution with parameters n and 
(1 l (kl . 

p = (p , •.. , p l l.f 

(3.7.ll 

where y 

p (Y =yl 
p n 

k y(jl 
n: J·D1 p<jl 

(ll, (kl, 
y •••. y • 

( 1 l (kl . (y , .•• ,y l has non-negative integer components with 
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sum n and pis any point in the simplex 

II (11 (kl t 
{(z , .•• ,z ); L 1, ... ,k}. 

j=l 

As we have already seen in example 2.5.1 the shortcoming of the LR test does 

not necessarily tend to zero uniformly over the whole set of alternatives. 

However, we can prove the following result: 

THEOREM 3.7.1. Let Y be a random vector having a k-dimensional multi-
n (11 (kl 

nomial distribution with parameters n and p = (p , ••• ,p ), n = 1,2, •.. 

Consider the testing problem HO: p E 110 against H1: p E 111 = II - 110, where 
( . ) 

110 is a subset of II with the property p E {p E Iii; p J = 0 for some j} 

implying p E cl(int Iii) , i = Qt 1. Let L be an arbitrary compact subset of 

int II. Then the shortcoming of the LR test tends to zero uniformly on LA 11 1• 

(Note that the condition on 110 implies that no boundary point of II is 

an isolated point of either 110 or 111 .) 

PROOF. In view of the property of 110 the LR test statistic does not change 

if the parameter space. II is restricted to int II. Moreover since P (Y EA) 
p n 

is a continuous function of p for every region A and all n E JN the LR test 

of 

H01 : p E II' def II A int II 
0 0 

against 

is fully equivalent to the LR test of the original problem. Furthermore the 

envelope power functions of both testing problems are identical because a 

MP test of HO against a simple alternative is also a MP test of HO against 

this alternative. In the sequel we therefore consider the problem of testing 

HO against Hi. 

In this situation the multinomial distribution can be brought in the 

form of a (k-1)-parameter exponential family by the introduction of new 

parameters 

j 1, ... ,k-1. 

The LR test of HO against Hi is of the following form: 
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if inf Il' Ik(y,p) 
p€ 0 

> 

< 

d n 

,k -(i) -(i) (i) 
where Ik(y,p) = li=l y log(y /p ) with the convention that 

- (i) - (i) -1 (i) r log(r/s) = 0 if r = 0 and where y is defined by y = n y • 

If the conditions of lemma 3.3.1 are not satisfied, the theorem is 

trivial. We therefore assume that nd + ~. 
- nLR 

We shall prove that sup Il' E ~ (Y) 
P€ 0 P n n 

.- c(nd ). (k-2)/2 
~ n exp(-ndn). 

For this purpose it is sufficient to show that if 

(3. 7 .2) 

k-2 
-2-

p (Ik(Y ,p) <!:d ) :. ck(nd ) exp(-ndn) p n n n 

nd <!: e: > 0 
n 

for p € int Il where ck is a positive constant independent of p and n. The 

proof is by induction on k. 

Fork= 2 the multinomial distribution reduces to a binomial distribu­

tion and lemma 2.3.1 yields 

P (I2 (Y ,p) <!:d ) :. 5 exp(-ndn). p n n 

Suppose that (3.7.2) is true fork and let Yn 

a _(k+l)-dimensional multinomial distribution. Then 

(3.7.3) 

(Y(l), ••• ,Y(k+l)) have 
n n 

- (i) -1 (i) . * where Y = n Y (1. = 1, ••• ,k+l), I (r,s) = r log(r/s) + 
n . n ~(i) (i) (1) 

+ (1-r)log{(l-r)/(1-s)}=I ((nr,n-nr),(s,1-s)) and p = p /(1-p ) 
2 

(i =.2, ••• ,k+l). The first term in the sum in (3.7.3) is bounded above by 

exp(-ndn) and we therefore restrict our attention to the second term. We 

split this sum in two parts by the introduction of the following sets of 

indices: 

Jl,n 
and 



By lemma 2.3.1 we have the following inequality 

p (Y(l) 
P n 

j) $ 

s Pp[r*(y~l) ,p(l)) > dn -1:in-l(k-l)log(ndn)] 

k-1 

s S(ndn) 2 exp(-ndn). 

> . { t t-((k-1)/2) 2e 
est s e }; then obviously (3.7.2) 
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Let 

holds if 

ck+l _ min2: ; 

ndn E [e,e ]. We therefore assume that nd 2: e 2e. This implies that 
n 

(3.7.4) 

for j E Jl,n· Now the induction 

because conditional on y(l) = j 
n 

sional multinomial distribution 

and (3.7.4) holds. Hence 

k-1 

l:i(k-l)log ndn 2: 

hypothesis can be applied for j E J 1 , 
(2) (k+l) ,n_ 

the vector (Yn , ••• ,Yn ) has a k-dimen-
~ -(2) ~(k+l) with parameters n-j and p = (p , ... , p ) 

s {1 +5(ndn)_2_} exp(-ndn) + 

k-2 
* -1. (1) exp{-ndn+nI(n J,p )}. 

sum. SinceP (Y(l)=j) =Pr(X. =j) x 
p n Jn 

So we proceed to analyse this last 

exp{-nr*(n-½,p(l))}, where X. 
1 Jn 

has a binomial distribution with parameters 

n and n- j, it remains to prove that 

(3.7.5) l Pr (X. = j) $ c(nd )I:! 
jEJl 

Jn n 
,n 

for some positive constant c. For reason of symmetry it is no restriction to 
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assume that p(l) $½.The inequality 

½ n+½ -n ½ n+½ -n -1 (21T) n e < n! < (21T) n e (1+(4n) ) 

yields the upper bound 

Pr(X. = j) < {--n-}½ 
Jn - j (n-j) 

Since 

3/2 ½n -½ ½ 
,-;; 2 J z dz 4n, 

0 

it follows that 

n-1 

l 
j=O 

Pr(X. = j) 
Jn 

,-;; 4n ½ + 1 

(1 ,-;; j ,-;; n-1). 

$ Sn½. 

~ Hence (3.7.5) holds with c 500 if d ~ 10-4 . Assume therefore that d < 10-4 . 
n n 

We distinguish two cases. 

We now have 

~ (~ - '!:]_ • ..l_ \_, ~ 3d > d , 
2 2 12/n n n 

where the first inequality is established by the following consideration: 



-1 
d p(l) < - 1- implies 

n 1 144 
3(dp(ll)\1-p(1))-1 1 dl (1 )> 22 n < 4 an og -x - x - 3 x 

0 < X < 4 Similarly 

Thus again using symmetry 

I 
j€J . 

1,n 

Pr(X. =j) !> 
Jn 

and hence (3.7.5) holds. 

(1)-1 1 
(ii) dnp 2: 144" 

-½ z dz 

In this case, since 500dn < io < ½(1-p(ll), 

-1 
(p(l)+500d )log(1+500d p(l) ) + 

n n 

2: 500dn (log 4 -1) > dn. 

This implies that 

Pr(X. =j) !> 
Jn 

Pr(X, =j) 
Jn 
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for 
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and therefore also in this case (3.7.5) holds. 

This completes the proof of (3.7.2). Application of theorem 3.5.1 

yields the theorem. D 

3.8. THE ALTERNATIVE HYPOTHESIS A PROPER SUBSET OF THE COMPLEMENT OF 

THE NULL HYPOTHESIS 

In contrast with the remainder of this study in this section the test­

ing problem 

against 

with level of significance an is considered, where 01 is a proper subset of 

0 - 00 . The LR test of this testing problem is given by 

> 

if L(x) dn, 

< 

where 

L(x) 

and dn and on are determined by 

LR -
supe 0 Ee¢ (X) 

0€-0 0 n n 
a . 

n 

In this section the LR test of the testing problem 

with level of significance an is denoted by 

where 

¢ *LR(x) 
n 

if 

> 

* * L (x) an, 

< 

* L (x) = supe€ 0{e'x-~(e)} - supe 0€00{e0x-~(e 0)} 

and a* and o* are determined by 
n n 

*LR -
supe 0 Ee¢ (X) 

0€- 0 0 n n 
a . 

n 
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In the previous sections several results were obtained concerning the 

shortcoming of the LR test of the testing problem{**). In many cases these 

results can be used to derive similarly properties of the LR test of the 

testing problem(*). The {proof of the) following theorem gives an impres­

sion of this method. 

THEOREM 3.8.1. Let e0 c Kc int 0, where K is a compact set, and let 01 be 

an arbitrary subset of 0 - eO• Consider the testing problem HO: e E eO 
against H1 : 8 E 01 with level of significance an. Suppose an~ exp{-nI) for 

some O <I< I{0O), cf. {3.2.1). Let M be an arbitrary compact subset of 

int 0. Then limn_, Rn (8) = 0 uniformly on M A 0 1• 

PROOF. By lemma 3.3.1 it holds that lim nd* =. Suppose that there n_, n 
exists a positive e and a sequence {en} in e1 satisf~ing Rn{8n) ~ e and 

lim 8 = e* E int e. It will be shown that this leads to a contradiction n_, n 
and thus the result of the theorem is established. 

Let Bn = {x;Dx-;l.{8n)II s c 1n-~} where the positive constant c 1 is so 

large that Pen<~fEBn) ~ 1 - e/4. From now on let n ~ n1, where n1 E JN is 

so large that ;I. (Bn) c int 0 for all n ~ n 1 • Hence for all x E Bn it holds that 

{3.8.1) 

for some positive constant c 2 • 

Define the sequence of tests{~**} by 
n 

{
1 

** 
tn {x) = 0 if 

> 
* d* -1 L {x) n + c 2n 

s 

Let {1'n} be some sequence satisfying I{~0 ,00) s I+o, where o is a positive 

constant such that I+ o < I{00). In part {a) of the proof of theorem 3.3.2 

it has been shown that 

implies 



74 

+ for some positive constant c 3 , where xn is the size-an MP test of HO against 

a = {} . Hence n 

I + ** -n [xn (x) - cf,n (x) ]dP{} (x) 
n 

implies 

(3 .8. 2) 

for some positive constant c 4 . By lemma 3.3.3 it holds that 

in contradiction to (3.8.2) for sufficiently large n, and thus the short­

** coming of cf,n tends to zero for such sequences{{}}. Let{{}} be some 
n n 

sequence satisfying I(~n,0O) > I+o. It is easily- seen that in this case 

** the power of cf,n tends to 1 (cf. part (b) of the proof of theorem 3.3.2). 

** This implies that the shortcoming of cf,n tends to zero uniformly over the 

whole set of alternatives. 

Since 

I + LR -n 
[cf,n (x) - cf,n (x) ]dP 0 (x) 

n 

and 

f [cf,~ (x) - cp:* (x) ]dP; (x) :s: £/2 
n 

for all n ~ n2 , it follows that 

pa clRcx ) < 1, cp** (X ) > 0) ~ £/2 
n n n n 

n 

for all n ~ n 2 . From now on let n ~ n2 . Using the definition of Bn we obtain 

* * -1 However, (3.8.1) implies that the set {xc:~n; L(x) :S:dn' L (x)> dn +c2n } is 

empty and thus a contradiction is obtained. This completes the proof of the 

theorem. D 



In BROWN (1971) it is suggested (heuristic principle 1) to forget 

"extra" information about the alternative hypothesis, implying the use of 
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the LR test for a "larger" problem, obtained by imbedding 00 u 01 in a larger 

parameter space, in lieu of ~LR_ The reason for it is that extra information 
n 

about the alternative can never increase the rate of exponential convergence 

to zero of the error probability of the second kind. However, forgetting 

this extra information can result in a decrease of power at other points 

of 01 of subexponential and thus much larger order: This will be illustrated 

by the following example. 

EXAMPLE 3.8.1. Let x1 ,x2 , ••• be i.i.d. random variables with a normal N(B,1) 

distribution. Consider the testing problem HO: 8 =O against H1 : 8 I. (-1,2) at 
½ 3 ½ level of significance an = <P (-n ) + <P (- 2 n ) . The LR test of HO against H1 

- 3 
Xn ~ 2, and thus its power at 8 = -1 equals 

Brown's "larger" problem in this case is the testing problem HO: 8 = 0 

* * against H1 : 8-,, 0. The LR test of HO against H1 rejects HO if 

where ut is defined by <P(ut) t, 0 < t < 1. By easy calculations it is 

found that its power at 8 = -1 equals ½ - (21m) -½ log 2 + a (n -½) as n + 00 • 

Although this test has a faster rate of exponential convergence of the error 

probability of the second kind to zero at 8 = 2 than the restricted LR test, 

this advantage is to be paid for by a decrease in power of order n-½ at 

8 = -1. 





CHAPTER IV 

RELATIONS BETWEEN SHORTCOMING 
AND 

BAHADUR DEFICIENCY 

4. 1 • A FUNDAMENTAL THEOREM 

Shortcoming and Bahadur deficiency are tools to measure the performance 

of tests. Let {T} be some sequence of tests; this sequence may be called 
n 

optimal'if the shortcoming of Tn tends to zero for vanishing an, the level of 

significance. The convergence can be pointwise or (stronger) uniform over 

(parts of) the parameter space. We have used this concept (in the uniform 

sense) in earlier chapters. 

One can also call this sequence of tests optimal if the Bahadur deficien­

cy of Tn is small. 

This chapter will be devoted to the relationship between these points of 

view. 

Let x1 ,x2 , ..• be i.i.d. random k-dimensional vectors with a distribution 

from an exponential family, i.e. x1 has distribution P0 satisfying 

Consider a family of tests {~Y;yEf}, n = 1,2, .... Here r is an index 
n 

set with the following interpretation: Let 00 be some subset of 0 (the null 

hypothesis) and let O <a< 1 (the level of significance); then there exists 

one and only one y € r, denoted by yn(a), such that 

As in section 3.5 assume that 0 0 is a Borel set. For the testing prob­

lem HO: 0 € 00 against H1 : 0 E 0 1 = 0- 0 0 we have the following fundamental theorem: 

THEOREM 4.1.1. Let 01 € int 0 1• The 

the sense of Bahadur at e1 of order 

family of tests {~ y ;YEf} is deficient in 
n 

O(N+(a,S,0 1)~) as a+ 0 iff the short-
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Y (a) 
• f {"' n n } conung O 'l'n 

satisfying lim a 

at e1tends to zero as n + 00 for each sequence {an} 

= o. 
n-+«> n 

REMARK 4.1.1. Roughly spoken the result of the theorem (and its proof) is 

essentially based on the fact that the asymptotical power B (0 < B < 1) at 

an alternative e1 of the MP test against e1 increases iff the number of 

observations n is raised by at least on~ (o > 0). 

Before proving theorem 4.1.1 we present a useful lemma about Euclidean 

distance and "Kullback-Leibler distance". 

LEMMA 4.1.2. Let{~} and {e} be sequences in e. If lim ~ n n n-+«> n ~ E: int 0 

and lim U~ -8 D = 00 then lim I(~n,en) = 00 • n-+«> n n n-+«> 

~- By assumption OE: int 0 implying {e;lleU $. _c 1} c int 0 for some 

positive constant c 1• Hence for each subsequence there is a further sub­

sequence, say {n.}, such that 
l. 

It suffices to prove lim. I(~n ,en)= 00 • 

* 1.-+«> i i 
p~ (8 1 (Xe).(~)) = 0) < 1 it follows that 

0 and 

for some positive constants e, o and c 2 , and thus for all i ~ i 1 

Moreover, for all i ~ i 2 , 



which implies 

lim I(1' ,8 ) oo. 

i-+oo ni ni 

This completes the proof of the lemma. D 

PROOF OF THEOREM 4.1.1. First assume that the family of tests {,Y;yer} is 
+ ~ . n 

deficient in the sense of Bahadur at e1 of order o·c~ (a,8,8 1) ) as 

a-+ O. 

Suppose there exists a sequence {a}, a -+ 0, such that 
n n 

yn(an) +,a 
Ee 'n (X1•···•Xn) - Ee' n(X) 

1 1 n n 
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does not tend to zero. (Here ,:,a denotes the size-a MP test of H0 : e0 e 00 against 

* H1: 8 = e1.) Then there exists a positive number e: and a subsequence {ni} such that 

Let 
y (a) 

N(~,8,81) inf{n;E8 , m cx1 , ••• ,x) <!: 8, m <!: n}, 
1 m m 

and 
+ inf{n;E8 ,+,acx1, ••• ,x) n}, N (a,8,8 1) <!: 8, m <!: 

1 m m 

then 

for i <!: i 0 • From now on let i <!: i 0 • 
+ Let Ni= N (an1 ,80-3e:/4,8 1) - 1. There exists a sequence {oi} satis-

fying limi_, o1 _= 0 and 

(4.1, 1) ~ N(an. ,80-3e:/4,8 1) S Ni+ 1 + oi (N1+1) • 
J. 

Hence we obtain 

(4.1.2) 

and we therefore restrict our attention to MP tests. Let 
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The test 

has the following form: 

+,ex 

{: if 

X € E n. * 
~ * 

l.(x) Ni 

N. 
X ;_ F l. 

* N. l. 

where 

and 

(cf. (3.5.2)). 

Let B(z,c) 

* '2 
{y;Oy-zll s c} for all z € m.k and c > 0 and B * 

Ni 
B(A(8 1),c1 (Ni) ), where c 1 is so large that 

(4.1.3) 

Since F * is a convex set we can choose c 2 > 0 so small that 
Ni 

satisfies 

P8 cxN € F *As* A Q~_> s e/10. 
1 i Ni Ni 1. 

(4.1.4) 

Define the test ~N. by 
l. 
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·•/x' -l 1 € 

if X ~--
0 ,. J. 

We shall prove that 

(4.1.5) 

and 

(4.1.6) 

for i sufficiently large. 

If A is some set in JRk, b E: JRk and t ,f, 0 € JR 1, denote by 

(A-b)t = {x E: m\ t-1x + b eA}. Let u be multivariate normally N(OiEe) dis-
1 

tributed, then the following (in)equalities hold for i sufficiently large: 

s0 - E/4 < Pe ex* e F * A a*> + E/10 
l Ni Ni Ni 

S Pr(U € {F *AB* - A(e 1)}(N:)~) + 2E/10 
Ni Ni 

~ 
S Pr(U € {F *AB* - A(e 1)}Ni) + 3E/10 

Ni Ni 

s Pe cxN e F * A a*>+ 4E/lo 
1 i Ni Ni 

s Pe (~ € ~) + 5i/10 
1 i i 

which completes the proof of (4.1.5). 

Let eO e 00 , and i·so large that Q c A. 
Ni -1 

Since QN. is a closed set, there exists~ E: A (QN.> satisfying I(~,e0) 
-1 J. J. 

I(A (~_),e0) •. By lemma 3.4.3 the convexity of~- implies 
J. J. 

for all x E: QN .• Hence 
J. 

(4.1.7) 
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(4.1.8) 

Then it follows that 

(4.1.9) 

Let ~N. € A- 1 (QN) satisfy I(~N ,eoN.> I(A-l(~_l,8oN,). By definition of 
i i i i i i_~ 

QN there exists a sphere with centre ~N. and radius c 3Ni contained 
i -1 i -~ . -1 

in A (FN* A BN*). Defining nN by nN, = ~N. + ~c3N. 080N,-~N.U (80N -~N,) 
i i i i. i i i i * -~ i i 

there exist positive constants c 4 and c 5 such that B(A(nNil,c4 (Ni) ) c 

F 'Ir A BN~ and 
Nl. i 

(4.1.10) I(nN. ,eON.) 
l. l. 

for i sufficiently large. 

Since 

* -~ as i + 00 (cf. the proof of theorem 3.5.1) and HnN -e 1H s c 6 (Ni) for some 
i 

positive constant c6 , it is easily seen that also 

Hence for i sufficiently large 



(4.1.11) 

* ~ c7 exp{-NiI(nN. ,80N.)} 
l. l. 

* * ~ ~ c7 exp{-NiI(1'Ni'80N.) + cS(Ni) } 
. l. 

~ exp{-NiI(1'N/80Ni) + 1} 

-1 
= exp{-NiI(A (~/ ,eONi) + 1}, 

where c7 is a positive constant. Combining (4.1.9) and (4.1.11) we obtain 

(4.1.6). By (4.1.5) and (4.1.6) it follows that 

in contradiction to the definition of Ni. This completes the first part of 

the proof. 

Now assume that the shortcoming of {~~;y€f} at e1 tends to zero as 

n ➔ =for each sequence {a} satisfying lim a = O. 
n n-- n 

Suppose there exist a positive number EO, a number 81 € (0,1) and a 

sequence {ai} tending to zero satisfying 

(4.1.12) 

+ * ~ N (ai,81 ,e1) and Mi= entier{M.+EOM.1 The size-a. 
* l. l. l. 

00 against H1 : 8 = e1 has the following form: 

MP test of 

{

1 

'f 

0 l. X f. 

- C where FM is a convex set and Pe (XM € EM A FM) ➔ 0 as M. ➔ =. 
i 1 i i i 1 

Since e1 € int 01 there exists a positive constant c 8 such that 

B(81 ,c8) c int 01 . Fix a point eO € int 00 • Then by lemma 4.1.2 

83 



84 

is a finite number. Since r(3,e O) - I(~,e O) 

it follows by (4.1.13) that 

is also a finite number. Let T be defined by 

(4.1.14) 

-l:i Consider the sphere B(A(0 1),c 11Mi ), where c 11 is so large that 

A B(A(0 1),c1/M;)-l:i) contains a sphere with radius T(M;)-l:i. Denoting by 

* k-variate normally N(O;E0 ) distributed random vector we define T by 
1 

* - - -T = inf{Pr(U €Bl; Ba sphere with radius T, B cB(O,c11 ) }. 

where Tis so small that 

By definition 
* -l:i C 

T (M.) c GM* 
l. i 

Define the 

We shall prove 

(4.1.15) ~ Ee 
1 

and 

test <PM'!' by 
l. 

ft 
if X 

lo 

that 

*ex *l ;,: 13i 
M. M. 

]. l. 

€ 

+ T 

(4.1.16) supe 0 EB <I> *<x *l 
0€ 0 0 M, M. 

l. ]. 

* -½ = G * V B(A(~.),T(M.) ) .. 
Mi l. l. 

* /6, 

s a. 
]. 



for i sufficiently large. 

The following (in)equalities hold for i sufficiently large: 

:::: Pr(U E {H - A ( e 1) } (M:) ½) - T*/6 
* M. 
1. 

Pr(U E * -½ >.(e 1)}(M:)½) {B(A(/;.),T{M.) ) 
1. 1. 

Pr(U E {G -A(6 1 )}(M~)½) - T*/6 
* 1. M. 
1. 

;;: Pr(U E {G -;l.(6 1) }M~) + 4T*/6 
* 1. M. 
1. 

:::: Pe (xM E G *) + 3T*/6 
1 i M. 

1. 
- -½ * ;,: Pe (X E FM. A B(>.(e 1),c12M1.. )) + 2T /6 

1 Mi 1. 

:::: P6 (xM E FM l + T*/6 
1 i i 

+ 

establishing (4.1.15). 

Let co(H *) be the convex hull of H *. By convexity arguments 
M:j_ Mi 

(cf. (4.1.7)) 1.t follows that 

* -1 :, exp{-M.I(A (co(H )) ,6 0 )} 
1. * 

Mi 

* for all e0 E 00 . Let e0i E 00 be such that 

(4.1.17) 

* -1 * * -1 * 
and let {Ji EA (co(HM~)) satisfy I(11i,60i) = I(A (co(HM~)),60i). 

Then it follows that 1. 1. 

~ - * * * supe 0 Ee qi (X ) :, exp{-M.I(rJ.,e 0 .) +1}. 
E * * 1. 1. 1. 

0 0 0 Mi Mi 
(4.1.18) 

By definition of H * there exists a point\(~.) E G satisfying 
M. 1. M~ 

1. 1. 
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Hence 

+,ai * ~ * ~ _Mi 
$M (x) exp{M. (e0 .-{},)'x-M.~(e0 .)+M.~({},)}dP~ (x) * i ~ i i i i i i i V, 

ce0 .-lJ.)' (x-A(t?.) )e:0 i 
i i i 

Since Pe (XM. E FM, A E~.) + 0 as i 
1 i i _ i 

lows that lim. PlJ (XM E FM 
i..- i i i 

hence there exists a positive constant c 13 such that 

On the other hand for i sufficiently large 

and hence, in combination with (4.1.18) and (4.1.19) 

supe 0 Ee $ *(X *) 
OE O O Mi Mi 

:;; a. 
i 

+,a. M. 
i - i 

(x)dPJ (x). 
i 

for i sufficiently large, which completes the proof of (4.1.16). 

Let 1\:N(ai,i3l,e1) - 1, then by (4.1.12) Mi e: M: and hence in view 

of (4.1.15) and (4.1.16) it follows that 

and 
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Since the shortcoming of {~!;yEr} at a1 tends to zero this implies 

YM. (ai) 
~ _i 

Mi 

for i sufficiently large, in contradiction to the definition of N(ai,S1 ,a 1), 

which completes the proof of the theorem. D 

The question arises whether we can apply theorem 4.1.1 to the LR test, 

for which we have proved several results on its shortcoming. However, in 

theorem 4.1.1 it is assumed that the shortcoming of the sequence of tests 

tends to zero for each sequence {a} with lim a = 0. In chapter II and n n-+<><> n 
III most of the theorems are valid only if an does not decrease too fast. 

Nevertheless theorem 4. 1 • 1 • can often be applied since this condition essen­

tially serves to ensure uniform convergence to zero of the shortcoming. Since 

in chapter V stronger results about the Bahadur deficiency of the LR test 

will be proved, we do not mention here explicitely such corollaries to 

theorem 4.1.1 and the theorems of chapter II and III. 

4.2. EXAMPLES 

The first example shows that even for a sequence of tests{~}, which 
n 

is deficient in the sense of Bahadur of order 0(1) uniformly in 6 as a ➔ O 

(the definition of this concept is similar to (1.1.4)) the shortcoming will 

not necessarily tend to zero uniformly on 0 1 for all vanishing sequences {an}. 

In the second example it will be shown that uniform convergence of 

the shortcoming to zero is unable to strenghten the statements about Bahadur 

deficiency. 

EXAMPLE 4. 2.1. LetX 1,x2 , ..• be a sequence of i.i.d. normal N(6, 1) random variables. 

Consider the testing problem H0 : 6 $ O against H1 : 6 > 0. The sequence 

of tests {~y} has the following form: 
n 

1
1 

if nt x. ;:: y 
i=1 i 

0 < 

n=2,3, ..•. 

The sequence of tests {~y} is obviously deficient in the sense of 
n 

Bahadur of order 0(1) uniformly in 6. 

We investigate the shortcoming of this test in 6 = n~ for levels of 
n 

significance an= ~(-n), n = 2,3, •.• , where ~(x) = P0 cx1$x). 
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The envelope power function in en 
\'n-1 

equals~-

we determine yn(an). P0 (li=l x1 ~ 
n(n-1)~. This implies 

yn(an)) = t(-n), hence yn(an) 

and thus the shortcoming does not.tend uniformly to zero. 

The second example concerns the following: let'{nn} be a sequence of 

positive numbers with limn....,. nn = O; then there exists a testing problem 

and a sequence of tests {~Y} such that 
n 

(i) 

(ii) 

(iii) 

the shortcoming of {~y} tends to 
n 

of alternatives for each sequence 

for some S € (0,1) and 8 € int 0 1 
where N = N+(a,S,8), and 

zero uniformly over the whole set 

of levels {an} tending to zero, 

it holds ~hat N~(a,S,8) - N~nNN~, 

although {~y} is deficient in the sense of Bahadur at 8 of order 

O(N+(a,S,8)~) as a+ O, the convergence is not uniform in 8. 

Hence the O(N+(a,S,8)~) termintheorem 4.1.1 can not be improved upon and 

uniformly vanishing shortcoming does not imply uniform convergence for the 

Bahadur deficiency. 

EXAMPLE 4.2.2. Let x1 ,x2 , ... be i.i.d. normal N(8,1) random variables. we 

consider the testing problem H0 : 8 s O against H1 : 8 > O. 

Without loss of generality assume that n n~ ~ 4. Denote by [a] the 
n 

smallest integer~ a, i.e. [a]= - entier(-a). 

The sequence of tests {~y} has the following form: 
n 

1 
n J l 1 - .,.t.,.(u_1_+_-n_a_2 """> 

a [u ] 
a 

if n-~ }: x 1. u + n 2 , 
1=1 < a [u ] 

where u is defined by t(u ) = 1 - a. 
a a 

Let {an} be some sequence tending to zero; then n[u 2 ] 

and hence 0 n 

lim{Pa (n ~ X 
n....,. n n 

~ u +n 
an [u2 

a 
n 

a 

+Oas n + co 

for each sequence {8 }, implying that 
n the shortcoming tends to zero uniformly 



over the whole set of alternatives. 

It is easy to verify that 

and, by assumption, 

¼ri 2 
[u J 

a 

it follows that 

u 
a 

On the other hand 

;,: ¼ri 2 
[u J 

a 

1-a 1-a 
---------,--;>:-------;>: 
~(u +ri 2 ) 1-a+ri 2 ¢(u) 

a [u J [u J a 
a a 

for all e ~· 1 

(8 ~ 1). 

1 -
1 - a 

where¢ denotes the derivative of~- Therefore 

½ 1 -a 
u -em +ri 2 ) +1-,.( 

a [u J ~ u +ri 2 ) 
a a [u J 

a 

for a sufficiently small and 8 ~ 1. Hence 
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implying 

+ + -½ 
{N (a,\,e) - N (a,\,9) }{N (a,½,e)} ?: 

<I> 

for all e ~ 1 and a sufficiently small. 

-1 e n 2 
[u ] 

a 

Choosing e = 1 and e = n respectively the properties (ii) and (iii) 
[u2] 

are established. a 



CHAPTER V 

BAHADUR DEFICIENCY OF THE 

LIKELIHOOD RATIO TEST 

5.1. INTRODUCTION 

In chapter II and III we have chosen as a measure of optimality the 

maximum shortcoming of a test. In this chapter we shall consider Bahadur 

deficiency as a yardstick to measure the performance of LR tests. 

As we have already mentioned in chapter I the LR test is, under some 

conditions, efficient in the Bahadur sense. However, Bahadur efficiency is 

not a very sharp instrument for studying optimality of tests; a more inform­

ant measure is provided by the concept of· Bahadur deficiency. 

We first introduce some notation. Let {$Y;yEf} be a family of tests, 
n 

where r is an index set with the following interpretation: let 00 be some 

subset of 0 (the null hypothesis) and let O <a< 1 (the level of signific-

ance); then there exists one and only 
Yn (a) 

one y Er, denoted by yn(a), such 

that sup0 E0 EeO 
0 0 

$n (X1•···,Xn) a. For the families of tests consider-

ed in this chapter it holds that 

(5.1.1) a. > a.' ·implies 

for all e E 0 - 00 • 

Define for O < f3 < 1 and e E 0 - 00 

(5.1.2) 
y (a) 

min{a;E 0$nn (X1 , .•. ,Xn) ~ f3}, n=1,2, .... 

Hence for all O <a< 1, 0 < 8 < 1 and 0 E 0-00 

(5.1.3) aN(a,f3,0) (f3,e) 5 a < aN(a,f3,0)-1 (f3,B)' 

where N(a,f3,0) is defined by 
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N(a.,6,0) 
y (a) 

min{n;E84>m m (x1 , •.. ,xm) :e: B, m :e: n}, 

for O < B < 1 and 0 € 0 - 00 • 

Let us now consider some examples. 

EXAMPLE 5.1.1. Consider a sequence of i.i.d. random variables with a normal 

N (0, 1) distribution and suppose HO: 0 = 0 is to be tested against H1 : 0 -/ 0. 

The LR test is two-sided, the MP test for H0 against H;: 0 = 0* is 

one-sided. It turns out that in this case the LR test is deficient in the 

sense of Bahadur at 0 of order 0(1) as a+ 0 for all 0-/ O. The definition 

of this concept is similar to (1.1.4). Let 0* > 0 be fixed; simple calcula­

tions lead to 

where ua is defined by 

1 - Cl (O<a<l), 

and 

2 * -2 2 * -2 * -2 
Sincelima➔O{(u½a-uB) (0) +1-(ua-uB) (8) }=2(0) log2+1, the LR 

test is deficient in the sense of Bahadur ate* of order 0(1) as a+ O. 

EXAMPLE 5.1.2. In this example we consider the simplest non-trivial case of 

a discrete distribution: x1 ,x2 , ... are independent Bernoulli random variables 

with Pr(Xi=l) = p € (0,1). Putting µ(O) = µ(1) = ½ and 9 = log( 1:_P) we obtain 

an exponential family model. 

We test the null hypothesis 

-½ Note that lim8➔-00I(9,log(2.3 -1)) = I(O,- log3). To obtain a power½ at 

0 = 0 the critical region of the LR test has to be of the form X > ½ with 
n 

:randomization in X = 0 and X = ½, if n is even. Hence the LR test has the n n 
following form 

> 

I ( 0, - log 3) , 

< 

with 



0 
n 

n odd 

n even 

Since by formula (12) in HOEFFDING (1965b) 

P (x ;;:: l:il 
- log 3 n 

exp{ -nI ( 0, - log 3) - l:i log n + 0 ( 1) } 

and 

P 1- (X = 0) ---, n 
log(2 .3 -1) 

exp{-nI (0,- log 3)}, 

(5.1.4) 
f exp{-nI(O,- log3) +O(l)} 

exp{ -nI ( 0, - log 3) - l:i log n + 0 (1 ) } 

(cf. (5.1.2)). It follows that 

(5.1.5) 

(cf. (5.1.3)). 

- log a + O(l) 
I (0 ,-log 3) 

* 

n even 

n odd 

On the other hand the MP test of H0 against H1 : 6 = 0 with power l:; at 

6 = 0 is given by 

> 

tcx) 
n 

if 

< 

and thus a+(l:;,O) - exp{-nI(O,- log3) 
n 

(5.1.6) - log a 
I (0,- log 3) 

l:i log n + 0 (1) } • Hence 

In combination with (5.1.5) it follows that 

NLR(a,l:i,O) - N+(a,l:i,O) lirn _ __,_.....,_...c..c. _____ __,_.....,_-=..,_....:... 

a➔O logN+ (a,l:;,O) I (0,- log 3) 
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Thus the LR test is not deficient in the sense of Bahadur at O of order 0(1), 

but it can be shown that its deficiency is of order O(log N+(a,S,o)). 

In the first example the LR test is deficient in the sense of Bahadur 

of order 0(1) and in the second exernple its deficiency at 6 = 0 is of order 
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+ 
O(log N (a,8,0)). The difference is explained by the fact that in the second 

example the critical region of the LR test has points in common with the 

boundary of the sample space. It turns out that these examples are represen­

tative for testing problems in one-dimensional exponential families. The 

theory will be developed in section 2. 

In the k-dimensional case the situation is more complicated. Here 

usually the LR test is deficient in the sense of Bahadur at 8 of order 

O(log N+(a,8,8)) as a+ O. This will be proved in section 3. 

5.2. THE ONE-DIMENSIONAL CASE 

In this section it will be assumed that the random variables are dis­

tributed according to a one-parameter exponential family. We consider the 

testing problem H0 : e E 00 against H1 : e E 01 = 0 - 00 • 

The first theorem concerns the case that 00 is contained in a compact 

subset of int 0. 

THEOREM 5.2.1. Let 00 c Kc int 0, where K is a compact set. Let I(00) be 

defined as in (3.2.1). If e E int 01 satisfies I(8,00) < I(00) then the 

LR test is deficient in the sense of Bal1adur at 8 1 of order O ( 1) as 

a ➔ 0. 

PROOF. 

of log 

The proof is based on an expansion of log a+(S,8) and a similar one 
n 

aLR(S,8). Combination of these expansions easily yields the theorem. 
n 

Let 81 E int 01 • Then we shall prove that for all O < 8 < 1, as n ➔ 00 , 

(5. 2 .1) 

where 

(5.2.2) 

(5.2.3) 

* ... * .... * if there are two points e0 , 80 E cl 00 such that 00 < e1 < 00 and I(81 ,e0 ) 
~ ~ * -1 1(81 ,80) = 1(8 1 ,00). Here y > 0 is defined by <!>(y) -<!>((8 1-8 0)(8 1-8 0) y) S. 

We distinghuish several cases. 



* -(a) Assume that inf 00 < e1 < sup 00 • Let e0 = sup{60E00 ;6 0<e 1} and e0 
* inf{6 0E00;60>e 1}. The MP size-a test for H0 against H1: 6 = e1 has the 

following form 

{; E (c , C *) 

,t(x) 
n n * 

if X = C or c 
n n n 

'- * 
(cn,cn) 

* with yn' C and C such that n n 

+ - + -
E *<Pn (Xn) E_ <j) (X ) = a 

e n n 
60 0 

(cf. (1959) + LEHMANN section 3.7). For a an (S,61) the constants yn' C 

* + -
C are such that Ee <j) (X ) = f3. n 1 n n 

We have two subcases 

(i) * I(6 1 ,e0) f, I(6 1,(\) 

(ii) * I(6 1 ,e 0) I(6 1,i\J. 
* 
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and n 

We first consider (i) and assume that I(6 1 ,e 0) < r ( e 1, e 0i (the reverse 

inequality can be treated similarly); then I(6 1 ,e0) . * I (6 1 ,6 0). 

* -Since e1 lies closer to e0 than to e0 , in I' distance, it will turn out 

that c: does not play an important part in the determination of a~(S,6 1). 
- * -Define 6 as a sort of centre of the interval (60 ,e 0) measured in !'distance: 

- * I(6,60) I(6,60). We now have 

(5.2.4) * >. ( 6) • lim inf C <! 
n n.._ 

For, suppose lim inf c * < >. ( 6) , then there exists a subsequence { ni.} with 
n..- n 

* -cn. < 1.(6); hence 
l. 

(5.2.5) 

On the other hand for sufficiently large a E lR 
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and hence 

This implies that 

(5.2.6) 

* - * In combination with (5.2.5) and I(S 1 ,e0) < I(S,8 0} we obtain a contradiction 

for large n, completing the proof of (5.2.4). 

Consequently 

(5.2.7) 

* for large n. The points en and en have to satisfy 

- * i3 ~ p S (X E [ C , C ] ) • 
1 n n n 

- * Furthermore (5.2.7) and the Berry-Esseen theorem imply that Pe (X E(c ,c )) 1 n n n 
as well as Pe (X de ,c*]) are equal to 1-<l>({c -A(8 1)}o(S 1)-ln½) +O(n-½). 

1 n n n½ · ½ n 
Hence <l>({cn-A(8 1)}o(S 1)-1n) = 1-i3+0(n- ), and therefore 

(5 .2 .8) 

we express + in Next an(i3,81) terms of C : 
n 

+ p (X E * an(i3,81) ~ (cn,cn)) ~ 
* n 

80 

where P~ denotes the distribution of {xn-A(S)}o(S)-ln½ under e. Using the 



Berry-Esseen theorem we see that 

> €n -½ 

for sufficiently large A and some€> 0 provided n is so large that c is 
n 
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* -1 -1 ½ 
close to A(6 1). Since furthermore limn->oo (cn-cn)cr(A (en)) n = co by (5.2.4) 

and (5.2.8) there exists a constant o > 0 such that 

(5.2.9) 

On the other hand 

P (X E [cn, 00 )) 

* n eo 

* The Berry-Esseen theorem implies the existence of a constant c such that 
~n -½ -½ * -½ P -1 ([jn ,(j+1)n )) s c n for all j, and hence for large n 

A (cnl 

(5 .2.10) 
+ 

an (8, e 1) 

for some constant O < c < "'· 

Combining (5.2.9) and (5.2.10) we find 

-1 * It remains to expand I(A (cn),6 0 ) in powers of n. Since 

(5 .2.11) 

for ,'J ➔ e1 , and 

(5. 2 .12) A-l(x) -1 -2 -1 2 A (y) + (x-y) a ( ),_ (y)) + 0 ( (x-y) ) 

for x ➔ y, and thus 

(y). 
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(5.2.13) 

for x + y, (5.2.8) implies 

as n + 00 • Therefore 

So in subcase (i) we have proved (5.2.1). 

In subcase (ii) we consider a point e1 in the middle of the interval 

* - * - * (80 ,e0) in the following sense: I(8 1 ,e0 ) = I(8 1 ,e0). Both points en and en 

now play a role and we first prove that they both are near A(8 1). Suppose 

lim infn➔oo en< A(8 1); then there exists a sequence {ni} with limi+oo Cni < 
* - * A(8 1). Since lim inf. en· < A(8 1) would imply lim inf. Pe (Xn.E[cn ,en]) 

J.+oo 1 _ * J.+oo .1 i i i 
= O, in contradiction to P81 (XnE[cn,cn]) ~ S > 0 for all n, we obtain 

* . * lim infi+oo cni ~ A(8 1). On the other hand lim supi+oo Cni > A(8 1) would im-
- * - * ply lim sup. P9 1 (x E(cn ,c )) = 1, in contradiction to Pe 1 (x E(c ,c )) 

i➔oo n i ni * n n n 
s S < 1 for all n, we obtain lim supi+oo cni s A(8 1), and hence 

* * limi+oo Cni = A(8 1). Therefore there exists a points E (8 0 ,8 1) satisfying 

* < A(s) < A(s)+n 1 < en. 
l. 

for all i and some n1 > 0. It follows that 

p (X € (Am ,A(s)+nl)) ~ e* n, 
0 l. 

* * _ni 
~ exp{-niI(s,8 0)} f exp{ni(e 0-s) (x-A(s))}dPs (x) 

(A(s) ,Am+n1) 

for some n2 > 0 and all O < n < n1 • Conversely 

-1 * -s exp{ -n . I ( A ( c ) , 8 0 ) } • 
i n. 

l. 

* -1 * -Since I(s,80) < I(A (cn_),8 0) - n3 for some n3 > O and all i, we obtain 
J. 
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a contradiction by choosing n sufficiently small. Thus lim infn-- en~ A(6 1). 

* Similarly it can be shown that liin supn-- ens A(6 1). However, we also 

* need some information about the rate of convergence of en and en to A(61). 
+ * we therefore express anca,e 1) in terms of en and en: 

I -+ ~ * -1 -1 -n 
x 4J (y) exp{n (60-A (c ))a(A (c ))y}dP 1 (y) n n n -

· * -1 · -1 ~ A (en) 
[O, (c -c )a(A (c )) n ] n n n 

and 

I -+ ~ - -1 * -1 * -n 
x 4,n(y) exp{n (60-A (cn))a(A (cn))y}dP _1 * (y), 

* -1 * -1 ~ A (en) 
[ (c -c )a(A (c )) n ,OJ 

n n n 

-+ + -1 -~ -+ where 4,n (y) = 4,n (ya (A (en)) n + en) in the. first integral and ·4in (y) 

4i + (ya (A -l (c *)) n -~ + c *) in the second integral. Similar to the proof in case 
n n n -~ O(l) 

(i) it can be shown that both integrals are of the form n e as n + m. 

This implies that 

Expanding both I(•,6~) and I(•,80) we obtain 

Using (5.2.12) we can write it also as follows 

(5.2.14) 

Suppose limi-- (c~i-A(6 1))a(6 1)n~ = m for some subsequence {ni} then by 

(5.2.14) lim. (en -A(6 1))a(6 1)n~ = -m, which contradicts a< 1. Moreover 
1-- • 1 

limi--(c~i-A(6 1))a(~1)ni = -m also leads immediately to a contradiction, 
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* ~ ~ hence both (cn-A(91))o(9 1)n = 0(1) and (cn-A(91))o(9 1)n 0(1) as n + 00 • 

Now we can rewrite (5.2.14) as follows 

(5.2.15) 

- * Since P9 1 (XnE(cn,cn)) 

implies 

- * $ 8 $ P9 1 (x E[c ,c ]), the Berry-Esseen theorem n n n 

Substituting (5.2.15) we obtain 

(5.2.16) 

Define e:n by 

where y > 0 is implicitely defined by 

(The function h(t) = q,(t) -q,((9C00) (9 1-9~)-lt) is continuous and strictly 

increasing on (0, 00 ) with limt+O h(t) = 0 and limt+m h(t) = 1; hence y is 

well defined. ) 

It is easily seen that limn➔oo e:n = O. Moreover, 

In combination with (5.2.16) we obtain e: O(n-~) and thus 
n 



-~ y + Oen ). 

where we have used (5,2.13) withe~ replaced by eO• This completes the 

proof of (5.2.1) in this case. 

* * * 
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(b) Assume that sup 00 < e 1 and define eO by eO = sup 00 . Replacing en by 00 

in the proof of case a(i) formula (5.2.1) easily follows. 

(c) In a similar way one can deal with the case inf 00 > e 1 . 

So far we only assumed that e1 E int 01; now also assume that 

I(8 1 ,0O) < I(0O). We wish to derive the same expansion for the LR test as 

for the MP test: 

(5.2.17) 

where B(S,e 1) is defined in (5.2.2) and (5.2.3). We again distinguish the 

same cases as in the first part of the proof. Since proofs of the other 

* cases are similar, we only prove case a(i): 80 = sup{e OE0O;8 O<8 1} < 81 < 
~ * ~ inf{8 OE0O,8 O>8 1} = 00 and I(e 1 ,e O) < I(8 1 ,8 O). 

The LR test with power Sat e1 rejects HO if L(Xn) > dn and accepts 

Ho if L(Xn) < d, where L(x) = supe 0{8x-w(8)} - sup9 E0 {8ox-w<eo)}. Note 
n E- -l O 0 

that if x EA, L(x) > dn is equivalent to I(A (x) ,00) > dn. Define 

(5.2.18) by 

and 

by 

d n 

d . 
n 

LR -
Since E9 1$n (Xn) ~Sand O < S < 1, d~ and d~ exist for sufficiently large 

:n. Again we define e by I(8,8~) = I(S,00). Since d~ > A(8), this point plays 

* no role (cf. en in case a(i) for the MP test). Adapting the arguments lead-

ing to formula (5.2.8) to the present situation we find 



(5.2.19) 

(Note that the critical region of the LR test outside the interval 
* ~ (A(8 0),A(8 0)) plays no role.) 

Now consider a~R(S,8 1). There exists a point e0n E 00 such that 

We define eon< eon< eon by I(SOn'eon) = I(Son'eon> = dn. Because of 

(5.2.18), (5.2.19) and I(S 1 ,00) < I(00) the points SOn and SOn exist and 

lie in a compact subset of int 0 for sufficiently large n. Obviously 

Assume 

the case 

Pa ex 
On n 

may be treated similarly. Then 

x f exp{ (80 -So' ) cr (So' ) n \ }dPne, (y) 
(-oo,O] n n n On 

-1 * ~ 4 exp{-nI(A (d~),0 0)} x 

f ½ ~n 
x exp{(0 0 -e0• )cr(901 )ny}dP9 , (y). 

(-oo,0] n n n On 

Since by the condition I(9 1 ,00) < I(00) 9' remains in a compact subset of 
-½On 

int 0, the integral can be bounded by c 1n for some positive constant c 1 in 

view of the Berry-Esseen theorem. Hence, using (5.2.19), 
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for some positive constant c 2 • 
LR The reverse inequality is easy since an (8,8 1) ~ 

have proved formula (5.2.17) for the case a(i). 
+ LR Finally we translate our results concerning an(8,8 1) and an (8,8 1) in 

statements concerning N+(a,8,8 1) and NLR(a,8,8 1). Since by (5.1.3) 

Sa<a+ (8,8 1 ) 
N (a,8,8 1)-1 

easy calculations yield that for a ➔ 0 

and the same expansion holds for zfR(a,8,81). 

Hence the LR test is deficient in the sense of Bahadur at 01 of order 

0(1) as a ➔ O. D 

In the pro0f of formula (5.2.1) we only have used that 01 E int e1 and 

did not need the condition 1(0 1 ,00) < 1(00) or the fact that 00 lies in a 

compact subset of int 0. Hence we also proved 

LEMMA 5.2.2. Let 00 be an arbitrary subset of 0 and let 01 
0 E int 01 

log a+ (8, 0) 
n 

. ~ 
-nI(0,00 ) +n B(8,0) -~ logn + 0(1), 

where B(8,8) is defined as in (5.2.2) and (5.2.3). 

We now consider a second situation where the boundary of the critical 

region of the LR test stays away from the boundary of the parameter space. 

THEOREM 5.2.3. If 01 is contained in a compact subset of int 0, then for 

each 0 E int 01 the LR test is deficient in the sense of Bahadur at 8 of 

order 0(1) as a ➔ O. 

LR 
PROOF. Let 01 E int 01 and choose 8 E (0,1). Let ~n denote the LR test with 
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power a at e1 • Then there exists a point e0n € cl 00 " [8 1 ,8 11 ] such that 

where 8' = inf e1 and 8" = sup 0 1 • Define 80n < 80n < 80n by I(80n'80n) 

I(80n'80n) = dn; at least one of the points e0n and 80n exists and lies in 

[8' ,8"], hence in a compact subset of int 0. By the same line of arguments 

that we used in the proof of theorem 5.2.1 followin~ (5.2.19) it can be 

shown that 

Together with lemma 5.2.2 this again implies that the LR test is deficient 

in the sense of Bahadur at e1 of order 0(1) as a+ o. D 

For an arbitrary null hypothesis we introduce the following assumptions 

(cf. section 3.5). 

ASSUMPTION Al. The LR test satisfies: 

for all n, some compact subset K of int 0 and some positive e. 

ASSUMPTION A2. 8 satisfies O < I(8,00) < I(00/\K). 

THEOREM 5.2.4. Under the assumptions Al and A2 the LR test is deficient in 

the sense of Bahadur ate of order 0(1) as a+ 0 for all 6 € int 01 • 

PROOF. A slight modification of the proof of theorem 5.2.1 yields the 

result. D 

·As in chapter II we can also introduce moment conditions on the proba­

bility distribution of the random variables. 

THEOREM 5.2.5. Let the variance cr2 (8) of X be bounded away from zero and let 

the absolute third central moment of X be bounded above for all e € int 0, 

then for each 6 € int 01 the LR test is deficient in the sense of Bahadur 

at 8 of order 0(1) as a+ o. 



PROOF. Let a 1 € int 01 and let ~~R be the LR test with power Bat a1 • In 

view of lemma 5.2.2 we only have to prove that 
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for some positive constant c, where B(B,8 1 ) is defined in (5.2.2) and 

(5.2.3). The boundedness of the absolute third central moment of X implies 

that cr2 (8) is also bounded above on int 0. Moreover, if a€ 0 is a boundary 

point of 0 and :>..°(8) is finite, then the variance and the third central moment 

at Bare also finite. Note that there exist constants c 1 and c 2 such that 

for all B,~ € 0 with B ~~and \(6) finite we have 

(fore,~€ int 0 use lemma 2.2.2 (iii) and the boundedness of a2 (B); for 

possible boundary points use the continuity of the functions~ and\). 

There exists a point e0n € 00 such that 

We define e0n < a0n < e0n by I(BOn'SOn) = I(BOn'eOn) = dn; at least one of 

the points Bon and e0n exists. We can estimate for instance 

as follows: 

Since the third absolute central moment is bounded above we can apply Berry­

Esseen's theorem to ensure that 

~n ~½ -½ -½ 
P6 , ({-{j-l)n ,-jn ]) :,; c3n 

On 

for some positive constant c 3 . Hence 
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Since rce0n,eOn) ~ ~rce1 ,00) for sufficiently large n, ce0n-eOn) 2 ~ 
c;1rce0n,eOn) and ace0n) is bounded away from zero, it holds that 

lim infn-- ce 0n-eOn)a(00n) > 0 and hence 

for some positive constant c 4 • 

The remaining part of the proof is similar to that of theorem 5.2.1. 0 

In all previous theorems in this section assumptions were introduced 

to guarantee that the LR test is deficient in the sense of Bahadur of 

order 0(1). In the general case we have the following theorem (cf. example 

5 .1.2): 

THEOREM 5.2.6. Let 00 be an arbitrary subset of 0 and 0 1 = 0 - 00• For every 

e E int 0 1 the LR test is deficient in the sense of Bahadur ate of order 

O(log N+(a,S,0)) as a+ O. 

PROOF. Let e1 € int 01 and O < S < 1. Since in lemma 5.2.2 an expansion for 

a:cs,e 1) is given, we only have to consider the LR test with power Sat e1 . 

We use the general result of lemma 2.3.1: 

It is easily verified (cf. (5.2.18) and (5.2.19)) that 

where B(S,0 1) is defined in (5.2.2) and (5.2.3). Hence 

for some positive constant c 1 . Together with lemma 5.2.2 this implies 

for some positive constant c 2 . D 



5.3. THE k-DIMENSIONAL CASE 

In many testing problems for one-parameter exponential families the 

LR test is deficient in the sense of Bahadur of order 0(1). However, in 

testing problems fork-parameter exponential families with k ~ 2 this is 

quite exceptional. 
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EXAMPLE 5.3.1. Let x1 ,x2 , ••• be i.i.d. random two-dimensional vectors with 

a normal N( (µ 1 ,µ 2 ) ;I2) distribution. Consider the testing problem 

H0 : (µ 1,µ 2) = (0,0) against H1: (µ 1 ,µ 2) f (0,0). 

We investigate the Bahadur deficiency of the LR test at (0,1) with 

* respect to the MP test for HO against H1 : (µ 1 ,µ 2 ) = (0,1). The MP test has 
-(2) -(j) -1 ,;'n (j) 

the following form: reject H0 if X > en where Xn = n l·-l X. 
n -(1) 2 -(2) 2 i- i 

j = 1,2. The LR test rejects H0 if (Xn ) + (Xn ) >an.we choose en and 

dn such that the power of both tests at (0,1) equals 8, 0 < 8 < 1. This 
-1 -½ 

implies that en = 1 - q, ( 8) n • Consequently 

and hence 

½ -1 2 
exp{-½(n -4> (8)) } (l +O(l)) 

{211) 'l{n ½ - q,-l (8)} 

log Cl+ ( 8, (0, 1)) 
n 

-1 ., 
-1,n + q, (8) n -1; log n + 0 (1) 

as n ➔ 00 • Since 

it follows that d > {1-q,-l(S)n-l.;} 2 and hence 
n 

-1 ½ -1 2 
:S: exp{-1,n+q, (S)n -½(4> (8)) }. 
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On the other hand it is easily verified that there exists a positive constant 

A such that d s 1 - 2~ -l (SJ n -'2 + An-l. Therefore 
n 

and hence 

as n + 00 • It follows that 

N+ (a,S, (0,1)) -1 '2 -2 log a+ 2~ (S){-2 loga} - log(-2 loga) + 0(1) 

and 

-1 '2 -2 log a+ 2~ (SJ {-2 log a} + 0(1) 

for a+ 0. Thus 

for a+ 0. So, even for a very smooth testing problem we obtain that the 

LR-test is not deficient in the sense of Bahadur of order 0(1). 

Although there are examples of testing problems fork-parameter expo­

nential families, where the LR test is deficient in the sense of Bahadur of 
2 2 2 2 2 

order 0(1) (e.g. testing H0 : cr s cr0 against H1 : cr > cr0 in normal N(µ,cr) 

families), it turns out that under rather general conditions its deficiency 

is of order O(log N+(a,S,0)). Our.first theorem deals with the easiest case: 

a simple hypothesis. 

THEOREM 5.3.1. Let x1,x2 , ... be i.i.d. random k-vectors from an exponential 

family. Consider the testing problem H0 : e = e0 against H1 : e ~ e0 where 

e0 E int 0. Then for every e E {0;I(e,e0)<I(0 0)} the LR test is deficient 

in the sense of Bahadur ate of order O(log N+(a,S,0)) as a+ O. 

_PROOF.Let e 1 E {0;I(e,e0J <I(00 )}. In fact we will prove that there exists 

a constant C = C(S,0 1) such that 
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As usual we compare the LR test with the MP test for the testing prob­

* lem H0 : e = e0 against H1: e = e1 . The latter test has the following form: 

tcx) 
n 

if > 

< 

+ 
C 

n 

+ + -where c is such that Ee¢ (X) 
+ n 1 n n 

ll ( 0 < ll < 1) • It is easy to see that 

c satisfies 
n 

Since I(6 1 ,e0) < I(60) and ce 1-e0) 1 A(60+y(6 1-e0)) is a strictly increasing 

function of y, there exists for sufficiently large n a unique Yn > 0 such 
+ that en= ce 1-e 0) 'A(6 0+yn(e 1-e 0)). Let sn = e0 + yn(e 1-e 0). 

The LR test for our testing problem has the following form: 

where d is such that Ee lRcx ) fl. By considering the test ;pn defined by n 1 n n 

cif 2:: 

¢n(x) = su~{e'x-1/1(6)} - {eox-ljJ(60)} I(sn,60), 
ec < 

we conclude that dn 2:: I(sn,60), 

therefore the critical region 
LR Hence we obtain for an (!l,61) 

since sup6€0{e'x-ljJ(6)} 2:: s~x-ljJ(sn) and 
- . ,.+_ of ¢n contains the critical region of o/n 

the following inequalities: 

a~R(ll,61) $ Pe (sup6€0{6'Xn-ljJ(6)} - {e(Jxn-1/1(60)} 2:: I(sn,60)) 
0 

$ c 1n(k-2)/2 exp{-nI(sn,60)} 

for some constan_t c 1 , where the last inequality is an application of theorem 
+ ½ -1 -½ 

3.2~!· Since (6 1-e 0) 1 A(sn) =cn=(0 1-e0) 1 A(6 1)-{(6 1-e0) 1 t:9 1 (e 1-e0)} <I> (!l)n + 

O(n-½), I(sn 1 60) = I(81 ,e 0) + I(sn,6l) + (6 1-e 0) 1 !A(sn)-A(6 1)} and llsn-elll = 

O(n ), it holds that 

(5 .3 .1) 

This implies that 



110 

for some constant c 2 • 

On the other hand 

Substituting 

we obtain 

where 

y = {(.;n-Sol'E.; (.;n-80)}-~(.;n-SO)'(x-A(.;n))n~ 
n 

p~ (B) 
n 

for all Borel sets B. The Berry-Esseen theorem ensures the existence of a 
-~ constant c 3 > 0 such that the last integral is at least equal to c3n 

exp{-nI(.;n,a0)}. Hence application of (5.3.1) yields 

It follows that 

and 
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+ 
1ce1 ,e0 JN (a,s,e 1J ~ 

{ } l:i -1 { - log a }l:i 
~-loga+ ce1-eo>'Ee1'e1-eo> <Jl C8>1ce1,eo> -

- l:i log{1~0~~~:i} + c6 

for some constants c 5 and c6 and therefore 

for some constant c 7 • D 

As our next step we consider a null hypothesis contained in a compact 

subset of int 0. 

THEOREM 5.3.2. Let 00 be a subset of a compact subset of int 0 and let 

01 = 0 - 00 • Then for every e e: int 01 with 1(0,00) < 1(00) the LR test 

is deficient in the sense of Bahadur at 0 of order O(log N+(a,S,0)) as 

a+ O. 

PROOF. Let el e: int 01 with 1(01,00) < 1(00) and let Ci (i 

denote constants with 0 < ci < oo (i = 1, .•• 29). 

The proof is given in several steps: 

A. We show that 

(5.3.2) 

and 

(5.3.3) 

1, ••• 29) 

where dn is the_critical value of the LR test with power Sat e1 (0<8<1). 

(5.3.2) is by now a familiar statement, but (5.3.3) is a new inequality. So 

far we only obtained a lower bound for a+ under the assumption that the 
n 

shortcoming of the LR test is bounded away from zero. 

B. We derive an expansion ford. This expansion is used to translate (5.3.2) 
+ n LR 

and (5.3.3) in terms of N (a,S,01) and N (a,8,0 1). 

C. With the aid of A and B the theorem is proved. 
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LR 
A. To prove (5.3.2) we only have to show that an (S,61) ~ exp(-nI) for some 

0 <I< I(0O) and sufficiently large n. Application of lemma 3.3.3 then 

immediately yields (5.3.2). Let 60 E 00 be such that I(6 1 ,eOJ < I(0O). 

* . * Consider the problem of testing HO: 6 = e0 against H1 : 6 = e1 • Let 

* * . a ($) be the smallest size such that the power of the MP test of HO against 
~ -1 * H1 at e1 equals$. Then by Stein's lemma limn_, n log an($)= -rce 1 ,eO) 

(cf. lemma 6.1 in [4]). Since aLR(S,6 1) ~ a*(S) it is plain that there 
n n 

exists a number I satisfying O < I < I(0O) such that a~RCS,6 1) ~ exp(-nI) 

for sufficiently large n. 

To prove the required inequality for the MP test is more difficult. We 

try to find a point sn in ;\ (01 ) such that sn has a sufficiently large 

neighbourhood contained in the critical region of the MP test and such that 

:>.-1 (sn) is not too far from 00 • We consider the MP test a little more 

closely. The critical function of the MP test satisfies 

if 

where the distribution Tn is least favorable. Denote by 

u 
n 

and 

< 

> 

In the course of the proof of theorem 3.3.2 we have shown that both Un and 

Vn are convex sets and that int(Vn-Un) =¢.Let 

H n 
{xEU; there exists a sphere with radius 

~1 
c 4n containing x completely contained in Un}. 

Here the constant c 4 has to be so large that for any sphere Bn with centre 0 

and d . -1 h . ra ius c 4n t ere exists a constant c5 such that 

(5.3.4) 

for all 6 in some (fixed) neighbourhood of e1 . This can be derived from the 
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special Berry-Esseen theorem (15.57), with s = 2, on page 153 in Bhattacharya 

and Rae's book Normal Approximation and Asymptotic Expansions (1976). 

Let dn be the critical value of the LR test with power 8 at e1 • Further­

more let 

-1 
Gn = {xEA;I(A (x),0O) > dn} 

and denote the complement of G by Ge; finally if F is any set and t > 0 n n n 
define F (t) = {x;inf{llx-yll ;yEF } < t}. Next we show that there exists a n n 
constant, c6 such that 

(5.3.5) 

To prove this we first restrict the whole A-space to points near A(0 1). Let 

Because both the MP test and the LR test have power 8 at e1 .it holds that 

Since O < 8 < 1 we can take ca so large that 

- -1 -This implies that Pe 1 (X E{U AQ }(can )) > Pe 1 (XnE Gn) and hence there 
c n n n _1 

exists a point yn E Gn A {UnAQn}(c~n ) . Since 8 > 0 the set Un A Qn con-

tains a sphere R with radius c9n- and centre rn. Take zn E Un A Qn such 
n -1 

that lly -z II < can and define n n 

s n 

Note that the sphere s with centre n 
cone• determined by Rn and zn. 

It is easily seen thats E H n n 
u A Qn. Moreover yn E Ge and n n 

and radius 
-1 is contained s c 4n n 

for sufficiently large n, since 

lls -y II 
n n 

-1 -1 \ -1 
:S Us -z II + II z -y II < 2y c4c9 n (log n) + can n n n n 

in the 

s in n 
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where y is the largest eigenvalue of E~ and (5.3.5) is proved. 
-1 1 

We still have to show that ;i. (sn) is not "too far" fran 00 • It is easy to 

see that y € A for sufficiently large n; hence y € Ge A A and thus _1 n n n 
I(;\ (y ),00) s d. so there exists a point eOn E cl 00 such that _1 n n 
I(}. (yn),eOn)s dn. Consequently 

+ In view of (5.3.4) we obtain the desired lower bound for anca,e 1): 

which canpletes the proof of part A. 

B. The proof precedes in several steps. We use the following property of dn: 

(5.3.6) 

- -1 -
"' Pe (X EA,I(;\ (X ),00 ) > d ). 

1 n n n 

(5.3.7) 

implying 
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-½ Let Bn(c) be the sphere with centre A(0 1) and radius en Choose c 12 so 

large that 

Define hn by 

(5.3.8) 

The preceeding inequalities imply 

(5. 3. 9) -oo < lim inf hn $ lim sup hn < oo. 

n4<X> 

Next we consider two non-decreasing sequences {nj} and {mj} of positive 

integers tending to infinity, which will later correspond to N+(a,S,9 1) and 

NLR(a,a,e 1), respectively. Let {o.} be a sequence of positive real numbers 
-½ ½ J 

such that m. (log m.) 5: o. $ 1. We will prove that if o. is "too large" 
J J J J 

then 

(5.3.10) 

and 

(5.3.11) 

P9 (x , Al < a 
1 mj 

for sufficiently large j. In the sequel the meaning of oj "too large" will 

be explained. Since (5.3.10) and (5.3.11) require a similar approach we 

only consider (5.3.10). 
-½ Without loss of generality assume that the radius c 12mj of Bmj(c12 ) is 

so large that for all j 

(5.3.12) 
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(cf. (5.3.9)). Since for all x in a sufficiently small neighbourhood of A(8 1 ) 

(5.3.13) 

and therefore 

it follows that 

(5.3.14) - -1 - ½ P 8 (X € B (c12),{I(A (X ),00 ) - I(8 1 ,eO)}m, €[h +½o,,h +o.)) 
1 mj mj mj J nj J nj J 

where Y is a normally N(0,E8 ) distributed random k-vector and where in the 
1 

last inequality the convexity of the sets 

Cn 

<! h +o.-n} 
nj J 

-½ 0 or c 15mj) is used (cf. SAZONOV (1968)). 

For all j <! jO it holds that for every t satisfying lltll ~ :i.ic12 and 

there exists a positive constant c 17 such that the sphere 

(5.3.15) 

is contained in the set 



(5.3.16) {y;Ryll s c 12 ,[inf60 € 00{I(61 ,e 0)+(6 1-e0) •ym;½} - I(6 1 ,e0J]m; 

-½ 
€ [h +½o.,h +o.-c15m. )}. 

nj J nj J J 

From now on let j ~ j 0 • Without loss of generality we may assume that 

- -1 - ½ 
P6 (X EA,{I(}.. (X ),00) - I(6 1 ,00)}mJ. ~ 

1 mj mj 

since otherwise (5.3.10) is trivially satisfied for large j. Hence 
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In view of this inequality there is a sphere with radius c 18m;½ in Bm. (½c12 ) 

such that the function [inf6oE0 {I(81 ,e0)+(8 1-e0) 1 (x-J,.(6 1))} - I(6 1 ,06)]m~ 

is larger than hn. + o. - c 15m~~ on that sphere and by (5.3.12) there is a 
J J J 

point in BmJ.(½c12 ) such that the same function is smaller than h 
nj 

lows that there exists a point t. on the surface 
J 

A, 
J 

A*= {y;lly-t.11 s c 19} 
j J 

is contained in 

It fol-

The set Aj is not contained in A; for all j ~ j 1 , since c 19 s c18 and, for 

all sufficiently large j, the set 

contains the set 
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From now on let j ~ j 1 • It follows that the area of 

h + MJ.} n. 
J 

is at least equal to some positive constant c20 . Therefore 

(5.3.17) 

Let 

(5.3.18) 

where the sequence {T.} will be specified later. Now the following inequality 
J 

holds for sufficiently large j 

(5.3.19) 

+ P9 (X i Al 
1 mj 

- * -1 - ½ :;; P 9 (X E Q.,{I(). (X ),00 ) - I(9 1 ,00 )}mJ. ~ 
1 mj J mj 

In view of (5.3.13) the first term in the righthand member of (5.3.19) is at 

most equal to 

(5.3.20) 

:;; P9 (llx -).(9 )II 
1 nj 1 
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where we applied the multivariate "Berry-Esseen" theorem for convex sets 

twice (cf. SAZONOV (1968)). In view of (5.3.13) the last probability is at 

most equal to 

(5.3.21) 

(i) 

We consider two cases: 
-1 

mj nj + 1; choose &j = n, where n is an arbitrary number in (0,1) and 

choose·Tj = c26 , where c26 is so large that 

- * Pe ex t Q.) s ;c22n, 
1 mj J 

(ii) (mj-nj)mj; + O; choose Tj c27 (log mj); where c27 is so large that 

- * -; Pe1 (Xmjt Qj) s mj , 

and choose &j 

Now in both cases 

for sufficiently large j and hence the probability (5.3.21) is at most 

equal to a (cf. (5.3.6) and (5.3.8)). In combination with (5.3.19) and 

(5.3.20) this implies that 

(5.3.22) 

In both cases the righthand member of (5.3.22) is less than a for sufficient­

ly large j. This completes the proof of (5.3.10). 
-1 

Therefore, if mj nJ. + 1 it follows that h < h + n for sufficiently 
mj nj 
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large j, where n is an arbitrary number in (0,1). Moreover, if 
-½ 2 -½ 

(mj-nj)mj ➔ 0, then hm_< hn. + (2+2c24 c27 )mj log mj. Reverse inequalities 

of the type h > h - -~- foilow similarly from (5.3.11). 
m. n. 

Summarizirlg thJ results of part B we have found thus far 

(5.3.23) -co < lim inf hn $ lim sup hn < 00 

(5.3.24) 

(5.3.25) 3) l.'f ( ) -½ 0 m.-n. m. ➔ 
J J J 

then d -d 
m. n. 

J J 

n➔co n-+oo 

as j + co 

-1 
O(m. log m.) 

J J 
as j ➔ co. 

+ LR C. We write Mand Nin lieu of N (a,S,0 1) and N (a,S,0 1)-1, respectively. 

By (5.3.2), (5.3.3) and (5.1.3) 

(5.3.26) 

or (cf. (5.3.23)) 

which implies that MN-l ➔ 1. Hence by (5.3.24) d -d = O(N-½). Let f = 
-½ -½ N M N 

(N-M)N and dM = ~+ENN with EN ➔ 0. In view of (5.3.26) we obtain 

-1 
This implies that fN + 0 and therefore by (5.3.25) ~-dM = O(N logN). 

-1 
Hence there exists a constant c 29 such that dM $ dN +c 29N log N. Let 

-1 
gN = (N-M) (log N) ; then 

and hence 

for sufficiently large N, where Eis an arbitrary positive number. 
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This completes the proof. D 

REMARK 5.3.1. One can also prove that if(mj-n.)m:~ + 0 then d -d = 
-1 J J mj n. 

O(mj log mj), cf. (5.3.25). This implies that the constant c29 is tedundant 

in the upper bound for gN. For technical reasons we omit the proof of this 

refinement. 

As in chapter III we can also consider the case of an alternative 

hypothesis set contained in a compact subset of int 0. 

THEOREM 5.3.3. Let 01 be a subset of a compact subset of int 0 and let 

00 = 0 - e1• Then for every 8 £ (\ with I (8 ,00) > 0 the LR test is deficient 

in the sense of Bahadur at 8 of order O(log N+(a,S,8)) as a+ O. 

The proof is based on the fact that only that P-art of 00 plays a part 

which is near e1 and hence all relevant arguments are concerned with a 

compact subset of int 0. Since we have shown this in detail in section 3.4, 

we here omit the proof. 

k . 
Let e0 be a Borel set in :B.. Consider the testing problem H0 : 8 £ 00 

against H1: 8 t e0 • We make some assumptions similar to those mentioned in 

section 3.5. 

ASSUMPTION Al. For all n the LR test satisfies 

LR -
sup8 0 AK E8 ~ (X) 

0£ 0 0 n n 
-------LR------ ~ e:, 

sup8 e Ee~ (X) 
£ 0 n n 

for some compact subset K of int 0 and some e: > 0. 

ASSUMPTION A2. 0 < I(81,00) < I(00AK), where K is defined in assumption Al. 

THEOREM 5.3.4. Let assumption Al be fulfilled. The LR test of Ho: 8 £ ~o 
against H1 : 8 t 00 is deficient in the sense of Bahadur at e1 of order 

O(log N+(a,S,8 1)) as a+ 0 for those points e1 £ int 0 1 for which assumption 

A2 is satisfied. 

LR · PROOF. Assumption A2 implies that an (S,81) ~ exp(-nI) for some O <I< 

I(00AK}. Arguments are similar to those in the first paragraph of part A of 

the proof of theorem 5.3.2. By assumption Al and lemma 3.3.3 it then fol­

lows that 
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for some positive constant c 1 • 

The remainder of the proof follows the lines of the proof of theorem 

5.3.2. Since by lemma 4.1.2 there exists a positive constant c 2 such that 

inf 
lle0-e 111sc 

.00€00 

for all x in a (sufficiently small) neighbourhood of \(0 1), the compactness 

of 00 is not really needed in the remainder of the proof. D 

As an application of this theorem we consider the t-test. Let {xn} be 

a sequence of i.i.d. random variables with a normal N(µ,cr 2) distribution. 

consider the testing problem H0 : µ = µ0 against H1 : µ # µ0 , where µ0 is a 

given constant (-00 < µ0 < 00). The LR test (i.e. the two-sided t-test) is 

similar; hence assumption Al is fulfilled for every compact set K. Moreover, 

assumption A2 is also satisfied for all points (µ,cr 2) withµ# µ0 (cf. 

section 3.5). As a consequence of theorem 5.3.4 we therefore obtain 

COROLLARY 5.3.5. The t-test is deficient in the sense of Bahadur at 
2 + 2 2 (µ,cr ) of order O(log N (a,S, (µ,cr ))) as a+ 0 for all points (µ,cr ) with 

µ # µo. 

As two further examples we consider the multivariate normal distribu­

tion with known covariance matrix and the multinomial distribution (cf. 

section 3 .6 and 3. 7). 

COROLLARY 5.3.6. Let x1 ,x2 , •.• be i.i.d. random k-dimensional vectors 

normally distributed with unknown expectationµ and known covariance matrix. 

consider the testing problem H0 : µ E M0 against H1 : µ i M0 , where M0 is an 

arbitrary subset of JR.k. Then the LR test is deficient in the sense of 
+ Bahadur at µ 1 of order O(log N (a,S,µ 1)) as a+ 0 for all points µ 1 E 

. k 
int (JR - M0). 

PROOF. Let µ 1 E int(JR.k- M0). Although assumption Al is not necessarily 

satisfied, the inequality 
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for some positive constant c follows from (3.6.1). Since this is the only 

part of the proof requiring the assumptions Al and A2 (once JJ 1 E int(m.k - M0) 

is assumed) in theorem 5.3.4, this theorem yields the desired result. D 

COROLLARY 5.3.7. Let Y be a random vector having a k-dimensional multi-
n (1) (k) 

nomial distribution with parameters n and p = (p , .•• ,p ), n = 1,2, •.• 

Consider the testing problem H0 : p E rr0 against H1 : p E rr1 = IT - rr0 , where 

rr0 is a subset of IT with the property p E {p E Ili; p (j) = 0 for some j} 

implying p E cl(int Ili), i = 0,1. Then the LR test is deficient in the sense 
+ 

of Bahadur at p of order 0(log N (a,S,p)) as a -+ O for all points p E int rr 1 • 

PROOF. The proof is similar to that of the previous corollary; if p E int rr 1 

and the condition on rr0 is fulfilled the inequality 

LR 
an (S,p) 

for some positive constant c follows from (3.7.2). D 
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