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CHAPTER 1 

INTRODUCTION 

1.1. SOME TYPICAL PROBLEMS 

Many books about probability and statistics mention the weak and strong 

laws of large numbers for samples from distributions with finite expectation 

only. However, both laws also hold for distributions with infinite expecta­

tion and then the sample average tends to infinity with increasing sample 

size. One would expect a gradual increase of the average with the size of 

the sample. In general, however, this proves to be wrong as can be seen in 

plots of averages of simulated samples. See MIJNHEER (1968). These plots 

show that the average takes a large jump upwards from time to time and de­

creases between the jumps. These jumps are due to large observations. This 

surprising behavior of the sample average constituted a starting point of 

the present study. 

The first problem that arises in this connection is that, in general. 

there is no simple expression for the distribution function of the sum of 

two independent random variables. Only for stable random variables do we 

know the distribution of the sum of an arbitrary number of independent and 

identically distributed random variables. Therefore we shall mainly consi­

der stable random variables. In some cases we also consider independent and 

identically distributed random variables with the property that suitably 

normalized sums of these variables have a limiting distribution, which is 

then necessarily stable. 

In the remainder of this section we describe a few typical results con­

cerning the behavior of the sample average. Though these results hold for a 

wide class of distributions, including certain stable distributions, we as­

sume here, for the sake of simplicity, that x1 , x2 , ••• are independent and 

identically distributed random variables with common distribution function 

F(x) = 1 - x-a for x > 1 and O <a< 2. The moments of these random vari-

ables satisfy 

EX~ < 00 

l. 
for p < a 

and 

EX~ "' 00 

l. 
for p ;;: a. 
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We distinguish three cases, viz, 0 <a< 1, a= 1 and 1 <a< 2. Here we 

give onZy a rough description of the behavior of the sample average. The 

exact foI'l'lrUZation wiZl be given in the theorems and remarks in the foZZow­

ing chapters. There one aan aZso find the values of the constants c 1(a) and 

c2(a). 

The case O <a< 1 

Theorem 6.2,1 implies that 

lim inf 
n-+<><> 

Roughly speaking this means that the sample average tends to infinity at 

least as fast as 

while it approaches this lower bound infinitely oft en. The results in the 

theorems 8.1.1 and 10.2.1 show that, with probability 1, 

lim sup 
n-+oo 1/a(l )(1+E)/a n og n -{: for E > 0 

for E: "' 0 

which implies that the sample average will exceed n(l-a)/a(log n) l/a infi­

nitely often, The influence of max(x 1,, .. ,Xn) on the pa.-rtial sums ... +Xn 

is studied by DARLING (1952), It appears that the maximal term is the domi­

nating one in the partial sum. See also theorem 10.2,1. 

The case a= 1 

For this case we find (cf. theorems 6.3.1, 8.1, 1 and 10.2.1) 

lim inf 
n~-

and 

lim sup 
n-+<><> 

x1+ ... +xn 

(2/-rr)n log n 

Xt· .. +xn 

(2/-rr)n(log n) l+r {: for E > 0 

"' 

for r 0 "' 
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with probability 1 . 

The case 1 <a< 2 

Now the random variables have finite expectation. By the law of large 

numbers, the sample average converges with probability 1 to EX1 • Because the 

variance is infinite the classical law of the iterated logaritblll does not 

hold. However, as a consequence of theorem 6. 4. 1 we have 

lim inf 
n-+oo 

and by theorems 8.1.1 and 10.2.1 it follows that, with probability 1, 

l:i.m sup 
n-+<» 

1.2. ORGANIZATION 

fore:> 0 

for e: = O 

As explained in section 1. 1 stable distributions play an important role 

in solving our original problem, The def'in:i.tion and basic properties of 

these distributions will be given in chapter 2. The general theory of stable 
,,. 

distributions was ini t:i.ated by LEVY. For examples and applications we refer 

to FELLER ( 1971). In other cases too, we shall refer to this or other re­

cent books, rather than to the original literature, For example, for the 

proof of theorem 2.1.2 we refer to BILLINGSLEY (1968), even though this 

theorem was already well-known long before 1968. 

The explicit form of a stable distribution function is known only in a 

few special cases. However, expansions for the tails are known in general. 

These expansions are given in theorem 2. ·1 . "(. Sometimes, we can give an asymp­

totic expression for one tail of' the distribution function of a (non-normal) 

stable random variable in terms of' the tail of a standard normal distribu­

tion function, The corresponding random variables are called eompteteZy 

asymmetric. This relation between the tails of the distribution functions 

will be applied in many places. 

There exists an extensive literature on stable random variables and 

stable processes. Many authors consider only special cases, ~:hus, there are 

papers where the stable random variables are assumed to be either symmetri-
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cally distributed or positive. Other authors exclude the case a= 1, be­

cause in this case we have to take a shift into consideration. In chapters 

4,5,6 and 8 we shall extend some theorems which are known only for such 

special cases. In chapter 4 for example, the theorems in the first two sec­

tions are known. In view of the techniques applied, it has been conjectured 

that the theorems in the last two sections would also hold. We prove that 

this is indeed the case. 

As can be seen in the table of contents, many chapters are divided in 

four sections, viz. called: the case a= 2, the case O <a< 1, the case 

a= 1 and the case 1 <a< 2. Here a denotes the so-called characteristic 

exponent of the stable distribution. The reason why we have to consider 

these cases separately is that the left tail of the distribution function 

of a completely asymmetric stable random variable differs in these four 

cases. 

In chapter 3 we shall discuss some properties of the Wiener process 

and other stable processes. In sections 3,3-3.6 we prove some technical 

lemmas for the previously mentioned four cases. Section 3,3 deals with the 

Wiener process. The lemmas for this case were known before. However, in the 

proofs quantities were used which are not defined for other stable processes. 

Here we prove these lemmas in such a way that the proofs for the other sta­

ble processes follow the same pattern. 

In chapters 4 and 5 we establish generalized laws of the iterated log­

arithm for completely asymmetric stable processes. The cases a= 2 and 

0 <a< 1 are already proved in the literature. The case 1 ~a< 2 for 

small times can be proved by using the lemmas of sections 3,5 and 3,6 For a 

Wiener process the theorem for large times easily follows from the theorem 

for small times, For other stable processes separate proofs are necessary 

for small times and for large times. These proofs are very similar however. 

The lemmas in chapter 3 are formulated in such a way that they can be ap­

plied directly in the proofs for small times. For that reason the theorems 

for small times are considered first. 

In chapter 6 we prove similar theorems for partial sums of independent 

and identically distributed completely asymmetric stable random variables, 

The proofs are partly derived from the theorems of chapter 5. 

The law of the iterated logarithm describes the local behavior of the 

sample paths near a fixed point. In chapter 7 we establish Holder-type theo­

rems for the Wiener process and completely asymmetric stable processes. 
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Up to this point, we essentially considered only completely asymmetric 

stable processes or completely asymmetric stable random variables, In chap­

ter 8 we prove laws of the iterated logarithm for arbitrary stable processes 

and random variables, In the special case of completely asymmetric distribu­

tions these theorems supplement the results obtained in previous chapters. 

Chapter 9 deals with functional laws of the iterated logarithm. In sec­

tion 9.1 we summarize some results for the Wiener process, In the other sec­

tions we derive similar theorems for completely asymmetric stable processes. 

As e:irplained in the introduction our starting point was the behavior 

of the sample average for random variables with inf'ini te moments. Up to 

chapter 9 we mainly considered stable processes or stable random variables. 

In section 1 0. 1 we quote results for non-stable random variables with asymp­

totically normal partial sums, Finally, in section 10.2 we discuss non-sta­

ble random variables with asymptotically stable partial sums, 

1 , 3. ABBREVIA'rIONS AND CONVENTIONS 

Here we explain some conventions and notation which are used through­

out this monograph. 

As~ptotics 

f(t) = O(g(t)) fort ➔ • if' lf(t - 1(t)I is bounded in some 

of to; 
f( t ) "' o ( g( t) ) for t + t O, 

f(t) ~ g(t) fort ➔ 1 if 

Probability 

(n,F,P) denotes a probability triple. n is the sample space, F is a a-field 

of subsets of n and P is a ~~.n.,,.,,,,.,, measure on F, An element of n is de­

noted by w, Random variables are denoted by capitals, X ;l; Y means; X and Y 

have the same distribution. 

Functions 

Let f be a function on the real then 

f( = .1.im f(t) 
t+to 

and lim f( t). 
ttt0 
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The functions f+ and f- a.re defined by 

f+(t) = max(O,f(t)) 

f-(t) = max(O,-f(t)) 

Abbreviations 

a. s. almost surely 

iff if and only if 

i.i.d. independent and identically 

i.o. infinitely often 

L.I.L. 1.a.w of iterated 1.oga.rithm 

r.v. random variable 

w.p.1 with probability 

□ end of proof. 

1.4. SOME PROBABILITY THEORY 

for all real t 

for all real t. 

distributed 

Many theorems in the foll.owing chapters a.re of the type P[A i.o.J = n 
= O or 1 according as some conditions a.re fullfill.ed or not. The usual way 

to prove theorems of this type is to apply the Borel-Cantelli lemma (cf. 

BREIMAN ( 1968a)). 

LEMMA 1.4. 1. Let A1 ,A2 , ... be a sequenae of events. 

a. If l P[~J < 00 then P[~ i.o.] = O 

b. If the events {~} are independent and if l P[~J = 00 then P[~ i .o. J = 1. 

Application of this lemma is ma.de difficult by the assumption of inde­

pendence in pa.rt b. One usually constructs a new sequence of independent 

events out of the given sequence and applies pa.rt b to this new sequence. 

We shall proceed in a different wa;y and use the following extension of pa.rt 

b. The proof of this extension can be found in SPITZER (1964). 

LEMMA 1.4.2. If l P[~] = 00 and 

n n 

lim inf 

l l P[A.A~] 
.i=1 k=1 J 

n+oo 



then P[~ i.o.J ~ 
-1 

C 

The following result is well-known (cf. BREIMAN ( 1968a)). 

LEMMA 1.4.3. Let s1's2 ,."° be successive swns of i.i.d. r•andom vca,iabZes, 

such that max P[S -S. < O] = c < 1. Then 
1 <n n J 

P[ max 
1 :Sj :Sn 

S. > x] :S (1-c)-l P[S 
J n 

> x]. 

In sections 3,3 through 3,6 we prove similar lemmas for stable pro­

cesses, 

Let ( rl, F, P) be s. probability triple and let {Xt} be a collection of 

r.v. 's indexed by a parameter t in some interval I c ]L We call this col­

lection a stochastic pl'Ocess and write {X( t) : t E I}. F( X( s), 0 :S s :S t) 

is the a-field spanned by X(s) for O :S s :St. A process {X(t) 0 st< 00 } 
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has independent increments if for any t > o, F(X(t+s)-X(t), s > o) is inde­

pendent of F( X( s), 0 s s :S t). We say that the process has stationa:t'y incre­

ments if the distribution of X(t+s)-X(t), s ~ o, does not depend on t. In 

the study of sample path properties of stochastic processes ( that is the 

study of X(, ) we need the following concepts. 

DEFINITION 1,4.1. A non-negative random variable T will be called a stop­

ping time if for every t ~ O, 

{T:; t} e F(X(s), Os s st). 

Intuitively, we can say that a stopping time T only depends on the sto­

chastic process up to time T. A process satisfies the strong Ma:t'kov proper­

-ty if the process starts afresh at any stopping time '.I'. To be more precise, 

let F( X( s), s s T) be the a-field of events B E F such that B n {'.r s t} E 

e F(X(s), s :St) for all t? 0. Then the strong Markov property holds if, 

for any stopping time 1', the process {X/t) : 0 st< 00 }, def'ined by 

(t) ~ X(T+t) - X(T), 

has the same distribution as 

F( X( s), s s T), 

0 :S t < 00 } and is independent of 
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1.5. SOME REAL ANALYSIS 

A positive function L, defined on [x0 , 00 ) (where x0 is some positive 

real number), is said to be efowly va:rying at infinity if, for all t > O, 

x+oo 

An exposition of the theory of slowly varying function can be found in 

FELLER (1971). The next theorem gives a representation of slowly varying 

functions. See for proof FELLER (1971). 

THEOREM I. 5. 1. A function L va;:,ies slowly at infinity iff it is of the form 

where E(x) + O and a(x) _,_ a E (0, 00 ) ae x-+ 00 • 

EXAMPLES 

a. L(x) "' (log x)P for X > and p > 0; 

b. L(x) "' 
( log xfP 

for X > and 0 < p < 1 ; e 

"'e(log log )-1 
C • L(x) x log x for x > e. 

Let f be an arbitrary finite real-valued function on some interval 

Let P ={a= x0 < x 1 < ,,, < = b} be a partition of . We 

define 

and 

'.I'hen 

We define the pmn'.tive Var>iation of f over [a,b] (resp. negat'f,,ve variation) 



by V+f(b) = sup s;r (resp. V-f(b) = sup Sp(f)). Similarly, for any 
p p 

t E [a,b], V+f(t) (resp. V-f(t)) will denote the positive (resp. negative) 

variation off over [a,t]. If f is of bounded variation over [a,b] we have 

for all t E [a,b]. 

To conclude we present a short survey of the main properties of non­

decreasing functions. For the proofs we refer to the book of SAKS (1964). 
Let A be the Lebesgue measure on [0,1]. 

THEOREM 1.5.2. Let f be a finite non-deareasing funation on [0,1]. Then 
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a. f may be represented uniquely as f +f, where f is absolutely aontinuous a s a 
and f is singular. 

s 
b. the pointwise derivative f off exists almost everywhere and is a version 

of the Radon-Nikodym derivative off with respeat to A, 
a 

Note that this implies f = fa. 

REMARK 1.5.1. A finite singular non-decreasing function f on [0,1] has the 

following property. For all e > O, there exist a finite number of disjoint 

intervals (x.,y.], i=1, ••. ,n, such that 
i i 

1. l~=l A(xi,yi) <_e ____ _ 
f . n ( 2. increases on Ui=l xi,yi] by less thane. 

Moreover, we can find, for all E > O, a number m = mf and a set Br• which 
( . -1 (" ) -1) (-) is a union of intervals of the form Jm • J+1 m • such that A Bf < E 

and f increases less than Eon Bf. 

Let f be an arbitrary finite real-valued function on [0,1]. For every 

positive number m we define the function Timf by 

( .-1) ("-1) 
TI f Jm = f Jm 
m 

. ["-1(. )-1] and linear on Jm • J+1 m 

for j=O, ... ,m 

for j==O • ••• ,m-1 • 

The following lemma is an immediate consequence of theorem 1.5.2.b (cf. 

SAKS (1964)). It may be found in WICHURA (1973), form= 2n and n + 00 , with 

a proof based on the martingale convergence theorem. 

LEMMA 1.5.1. Let f be a finite non-deareasing funation on [0,1]. Then the 

pointwise derivative of TI f aonverges almost everywhere to f == f form+ 00 • m a 
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CHAPTER 2 

STABLE DISTRIBUTIONS 

2 • 1 , GENERAL THEORY 

In this chapter we summarize the well-known theory of stable distribu­

tions. The complete theory of stable distributions has first been given in 

GNEDENKO-KOLMOGOROV (1954). Most results can also be found in general books 

on probability, for example BREIMAN (1968a), LUKACS (1970) and especially 

FELLER ( 1971) and IBRAGIMOV-LINNIK ( 1971). For further details we refer to 

these books, 

DEFINITION 2.1. 1. The distribution function F is called stabZe if for each 

n, and i. i.d, random varia<bles x1,,,. ,Xn with common distribution function 

F, there exist constants an > 0 and bn such that the random variable 

(2, 1. 1) -1( a x1+, •• +X 
n n 

- b ) 
n 

has distribution function F. 

THEOREM 2,1,1. For every stabZe distribution there exists a unique constant 

a E (0,2] such that a = nl/a. 
n 

PROOF. See FELLER ( 19'71 ) . 0 

'rhe constant a is called the characteristic exponent or index of the stable 

distribution. If (2.1.1) holds with b = O the distribution is called stricf;­
n 

Zy stab?,e, 

THEOREM 2. 1.2. In order that a distribution function F be stable, it is nec­

esscr:t•y and sufficient that its cho_racter-istic function is given by 

(2.1.2) log f(t) 

riyt 

· liyt 
- cJtla{1 - ii3sign(t) tan(rra/2)} 

- cltl - il3(2/o)ct log Jtl lf a 1, 

where a, 13, y and care real, constants with c;,: O, O <a:;; 2 a:nd 113 s; L 
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PROOF. See GNEDENKO-KOLMOGOROV ( 1951,). □ 

Here a is the characteristic exponent. 

Because y and c merely determine location and scale we shall consider 

only stable distributions with y = O an.d c = 1. Note that by doing so we 

are excluding the degenerate case c = O. From the representation of the 

characteristic function iri theorem 2.1,2 it follows that the distribution 

function F may be differentiated an arbitrary number of times. Especially 

it follows that each stable distribution has a continuous density. We shall 

write F(. ;a,S) resp. p(. ;a,13) for the distribution function resp. density 

of a stable law with parameters a, 13, y = O and c = ·1 • Moreover, the choice 

y = 0 implies that we consider stable random variables with expectation e­

qual to zero (when it is finite). In case S = O the distributions are sym­

metric. Distributions with IS I = 1 are commonly called completely asymrnet;ric 

stable distributions. In case O < a < 1 the stable laws with IS I "'1 are one­

sided, i.e. their support is [◊,"'') in case S "' ·1 and (-00 ,0] in case S = -1. 

Using theorem 2.1.2 one easily proves the following theorems. 

THEOREM 2.1,3. Let x1, ... ,Xn be i.i.d. with common distribution function 

F ( . ; a, S ) • Then 

if a 't 1 

and 

if a "' 1, 

Theorem 2.1,3 implies that the norming constant b is equal to O for 
n 

a 't and ( 2/rr) Bn log n for a = 1 , Because bn may be unequal to zero for 

a "' the proofs of many theorems for this case are more delicate than for 

a ,f 1, For that reason many authors do not give a detailed investigation of 

the case a "' 1, 

THEOREM 2, 1,4, Let x1 and x2 be i,i,d, with common dist.r1:bution function 

F ( , ; a, S ), 1'hen fox' arbitrary positive s and t 

and 

if a 'f 1 

d 
+ t X "'(s+t)X1 + (2/rr)S{(s+t)log(s+t)-slog s - tlog t}if a= L 2 
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THEOREM 2. 1. 5. Let X be a rand,om variable with distr1:bution func-tion F( • ; a:, 13) . 

Then there exist i. i. d, rand,om variables Y 1 a:,id Y2 wUh common distr1:bution 

fw1ction F(.;o:,1) such that: 

in case a ,f 1 

and in case a = 

d 
X = pY 1+(2/rr)plog p 

where p,q > o, p+q = 1 and p-q = (3, 

EXAMPLES, There are three cases where p(.;a,f3) is known explicitly. 
2 1 2 

1. Normal distribution f( t) -t p(x;2,0) "' 2rr - 2 e -x 
= e 

distribution f( t) e-ltl p(x;1,0) 
-1 2 -1 

'l Cauchy = 1r (x-+1) , " . 
1 

3, f( t) = e -V2it p(xd,1) 
3 - 1 - 2x for x o. = (2rrx ) 2 e > 

Let X be a r.v. with distribution function F(.d,1) and let Ube a r,v. 

with the standard normal distribution. Then there exists the following rela­

tion between these random variables. 

(2.1.3) 

ZOLOTAREV ( 1966) has given integral representations of distribution 

functions of stable laws. In the following theorem we give the expansions 

of the densities in the tails of the stable distributions. Because 

1-F(-x;o:,B) = F(x;o:,-13) or p(-x;a,B) = p(x;o:,-B) it is no restriction to as-

sume s 2c o. A complete summary of the asymptotic formulas for stable densi-

ties has first been given by SKOROHOD ( 1961 ) • The proofs are also given in 

the book of IBRAGIMOV and LINNIK (1971). 'rable 1 and theorem 2. 1. 6 give the 

expansions for both tails. 



~'ABLE 1 

13 "' 1 

0 < a. < 1 X + 0 IV x+ 00 I 

a. ::: 1 x+ -00 V x+ co II 

1 < Cl. < 2 X -► -"' VI x+ "' III 
·----·~~ 

a. = 2 X -,. -"" 

THEOREM 2,1.6. 

I, p(x;a.,13) "'.J_ l A 
11:x n=l n 

-cm 
X 

1Jhere 

n+1 

13 

0 $ 13 < 1 

x+ _oo x+ 00 I 

x+ -00 n* X -,. co II 

* III x+ -"' III x+ co 

VII x-+ 00 

for x > O, 

(2, L4) (-1) rcn(l.+1l 2 2 n/2 
An"" n! (1+8 tan (mx/2)) ·sin n[(rm/2) + 

IL p( 

where 

(2. 1.5) 

+ arctan(Stan(11a./2))J. 

N 
2/11)Slog x;1,13) = .J_ L A 

rrx n::::l n 
-n 

X 

IIL p(x;a.,13) 

is given by (2.1.4). 

IV. p(x;a., 1) 

where 

(2.1.6) 

and 

(2. 1. 7) 

a. 

B(a.) = (1-a.)oi1~· (cos(rra/2))-,=;; 

for x -+ oo 

for x + O, 
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v. p(-x; 1, 1) 

VI. p(-x;a,1) = (2a)~(2TI)-~(2B(a))~(A(a)/2)~x-l-A(a)/2 , 

-B( ) -A(a) il!U +e: 
•e ax [1+0(x 2 )] 

where A(a) is defined by (2,1.6) and 

..JL 1 

(2.1.8) ( ) a-1 I a-1 B(a) = a-1 a cos(Tia/2)1 • 

VIL 1 -x2/4 
p(x,2,0) = 2;;;; e 

for x + 00 • 

for x + 00 , 

for aZZ x. 

The fo:mrulas in the aases marked by asterisks aan be derived from the cor­

responding fo:mrulas without asterisks by the substitution of -x for x and 

-S for S, 

REMARK 2.1.1. By using Stirling's formula one easily finds a convergent ma­

jorant of the series in theorem 2.1.6 part I. Note that the series 

J_ I A x-an in part III of theorem 2,1.6 is divergent. FELLER (1971) and 
TIX n=l n 

BERGSTROM (1952) have given a convergent series expansion for this part of 

theorem 2,1.6. See for example FELLER (1971). IBRAGIMOV and LINNIK (1971) 

give more terms in the asymptotic expansions of the left tail of the com­

pletely asymmetric stable distributions ( the cases IV• V and VI). 

From the expansions in theorem 2.1.6 we can deduce the following esti­

mates for the tails of the distribution function. Table 1 and theorem 2.1,7 

give a summary of the expansions of the tails of F(.;a,S), 

THEOREM 2.1. 7, Let u be the standard nol'l'llal random variable. 

I• II and III. 

A1 -a 
- F(x;a,S) ~ - x TIO! for x + co, 

where A1 is given by (2,1.4) if a~ 1 and by (2.1,5) if a= 1. 
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QI. 

IV, F(x;a, 1) ~ (2/a)~P[U :i: (2B(a) )i; 2 ( 1-a)] for x + o, 

where B(a) is given by (2,1.7), 

v. F(x,1,1) ~ 2~ P[U :i: 2(ne)-~ e-nx/4] fo'l' X-+ -"', 

a 

VI. 
1 ~ ~ F(x;a.1) ~ (2a)~ P[U :i: (2B(a)) (-x) - ] fol' X -+ - 00 , 

VII. for x-+ -"', 

The forrrruias in the oases ma:rked by aste'l'isks aan be dB'l'ived as in theo'l'em 

2. 1.6. 

PROOF. The parts I up to VI easily follow from theorem 2.1.6 by straight­

forward integration. Part VII is the well-known estimate for the tail of the 

standard normal distribution function. A proof of this estimate is given in 

FELLER ( 1957). 0 

With these estimates the following lemma is easily proved. 

LEMMA 2. 1. 1 • Let X be a 'l'andom va'l'iabie with dist'l'ibution funation F ( • ; a. a) • 

Then 

for an a < a 

and 

We shall make frequent use of the following property of the tail of the 

standard normal distribution function. 

LEMMA 2. 1 • 2. Let U be a stand,ax,d normai Pandom va'l'iab ie. Then fo'l' an a 

P[U :i: x + a/x] ~ e-a P[U :i: x] for x-+ 00 • 
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2,2, DOMAINS OF ATTRACTION 

Let x1 ,x2 , ••• be a sequence of i. i. d. random variables with common dis­

tribution function F. 

DEFINITION 2. 2, 1. The distribution function F 'belongs to the domain of at­

traation of a non-degenerate distri'bution function G if there exist norming 

constants an> O, bn such that the distribution of a~ 1(x1+ ... +Xn - bn) con­

verges weakly to G, 

We say a random variable belongs to the domain of attraction of a non-degen­

erate distribution G if its distribution function does. 

THEOREM 2.2.1. Only stable distribution functions have non-empty domains of 

attraction. 

PROOF. See IBRAGIMOV and LINNIK ( 19'{ 1 ) , 0 

NOTATION. By appropriate choice of the norming constants an and we may 

consider the stable distributions with y = 0 and c = 1 only. We write F 

(or X) E V(a,a). 

The following criterion can be used for determining whether a distribu­

tion function F is in the domain of attraction of a stable law. 

THEOREM 2.2,2. FE V(a,S) iff 

either a= 2 and 

I 2 
y dF(y) is slowly varying at infinity 

or O <a< 2 and both 

(i) [1 - F(x)+F(-x)J = L(x) with L(x) slowly varying at infinUy 

~•(-x) 
(ii) 1 - F(x)+F(-x) as x ➔ 00 ~ 

PROOF'. See IBRAGIMOV and LINNIK ( 1971 ) . 0 
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Let Fe V(a,B). Then a must satisfy one of the following conditions. 
n 

In case a == 2 

n J x2d.F(x) 
lxl~an 1 

2 - 2• a 
(2.2.1) 

n 

in case O <a< 1 

(2.2.2) 

in case a == 

(2.2.3) 

n L(a.) 
n 

--+ r(1-a) cos(~a/2), 

and in case 1 <a< 2 

(2.2.4) 

The other norming constant bn may be chosen as follows: 

0 for 

b "' n a J+"" sin(x/a) d.F(x) for 
n n - 00 n 

t"" for n x d.F(x) 
-co 

0 < (l < 1 

(l "' 

1 < (l < 2. 

In all cases it follows that a = n 110h(n), where his slowly varying at in­
n 

finity. 

DEFINITION 2.2.2, A distribution function F (or a r.v. X with distribution 

function F) belongs to the d.omain of no:t'mal attraation of a stable law with 

characteristic exponent a {O <a~ 2) if it belongs to its domain of attraction 

with a "'n110h(n) where h has a non-zero finite limit for n + 00 , 
n 

REMARK 2.2,1, One can give necessary and sufficient conditions in terms of 

characteristic functions in order that a random variable belongs to the do-
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main of attraction of a stable law. See BELKIN (1968) and IBRAGIMOV and 

LINNIK ( 1971). 

REMARK 2.2.2. Let x1,x2 , .•. be i.i.d. € VN(a,S) with a~ 1,2. CRAMER (1963) 

has shown that, under some restrictions on the tails of the distribution 

function of x1, 

for n -+ 00 

uniformly in x. 

REMARK 2.2.3, Let x1,x2, ••. be positive i.i.d. random variables with 

for x 2: x0 > 0 and a ,;. 1 ,2, 

where Lis a continuous slowly varying function, By theorem 2,2,2 it follows 

that x1 € V(a,1). By (2.2.2) and (2.2.4) we can take an such that 

(2.2.6) a0 r(1-a) cos(na/2) = n L(a) 
n n 

for O <a< 1 

and 

a0 r(2-a) icos(na/2)1 = (a-1) n L(a) n n 
for 1 <a< 2. 

LIPSCHUTZ (1956a) proved the following large deviations result, Let r(n) 

tend to infinity with n and 

(2.2.8) (log n) 1- 0 = O(r(n)) for any o > O. 

Assume that the function L(x) in (2.2,5) satisfies the following relation 

for n -+ 00 

for 

where 1 1(x,n) and 12 (x,n) are o(r(n)E) for any E > O. Take any E € (0,2) 

and let for n -+ co 



and 

x > (B(a)/(2-E)log r( 
n 

1-a. 

) ) a. 
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for O <a< 

Ix I < ((2-E)log r(a )/B(a)) a 
n n for 1 < a < 2. 

Then in case O <a< 

a 

(2.2,11) P[a-l (X1+ ••• +X ) $ x ] ~ (2/a)~P[U;;: (2B(a) ); - 2 ( l-a)], 
n n n 

where B(a) is defined. by (2, 1.7) 

and in case 1 <a< 2 

(2.2. 12) -1 
P[a (x,+,' ,+X -EX,-,' ,-EX ) $ X ] ~ 

n n n n 

a 
~· (2a)~P[U ;c: (2B(a) )~ (-x )2 (a-l )] , 

n 

where B(a) is defined. by (2, L8). 

In chapter 10 we shall discuss LIPSCHUTZ' s result and. give an interpre­

tation of the assumption (2,2,9) for the function 1, 
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CHAPTER 3 

STABLE PROCESSES 

In the first two sections of this chapter we shall give the definition 

and some properties of the Wiener process and other stable processes. In the 

next sections we prove some technical lemmas. Because we make use of the ex­

pansions given in theorem 2. 1. '( we have to distinguish the four cases a = 2, 

O <a< 1, a= 1 and 1 <a< 2. 

3.1. THE WIENER PROCESS 

There exist several constructions of the Wiener process. In this sec­

tion we give two of these. See ITO and McKEAN (1965) for other constructions. 

DEFINITION L3. 1. {W(t) : O s; t < 00 } is called. a l'liener process or Browm:an 

motion on a probability triple ( Q, F, P) if 

(a) w : [O,oo) X Q + JR; 

(b) W(O,w) = O for each w; 

(c) W(t,.) is F-measurable for each t; 

(d) for O < t 1 < t 2< •. ,<tn' the increments 

W(t 1), W(t2 )-W(t 1),,,,,W(tn)-W(tn_1) 

are independent and normally distributed, with means O and variances 

t1, t2-t1,···,tn-tn-1' 

According to Kolmogorov's consistency theorem, there is such a process 

on a suitably chosen probability triple. We shall always take 

{W( t) : O s; t < 00 } to be a separable version. This implies the existence of 

a set n0 with P[Q0J = 1 such that W(. ,w) is continuous on n0 , (See FREEDMAN 

( 971) or BREIMAN (1968a).) 

Let C[0, 00 ) be the set of real-valued continuous functions on [0, 00 ). We 

endow C[0, 00 ) with the metrizable topology of local uniform convergence. 

C[0, 00 ) denotes the smallest a-field containing all open sets in C[0, 00 ), Con­

sider the following mapping 



21 

defined by h(w) == W(, ,w). This mapping is measurable and defines a probabil­

ity measure Ph-l on (C[0, 00 ),C[0, 00 )). This probability measure is called the 

Wiener measure P 2 , 0 • 

Let C[O, 1] be the set of all real-valued continuous functions on the 

interval [0,1]. The natural topology for C[0,1] is the sup-norm topology. 

C[ O, 1] denotes the smallest o-field containing all open sets in C[ 0, 1]. 

BILLINGSLEY (1968) gives another construction of the Wiener measure on 

(C[0,1],C[0,1]). Let u1,u2 , ... be i.i.d. with a standard normal distribu­

tion ( on some ( S1, F, P) ) • Define the random function 

(3.1.1) 

Let be the distribution of' the random function U on C, Then BILLINGSLEY 
n 

( 1968, theorem 9. 1 ) proves that the seg_uence { P } converges weakly to a lim-
n 

it and that this limit coincides with the Wiener measure P2 , 0 on 

( C[O, 1] ,C[O, 1]). Let W be a measurable mapping from some ,F ,Pl to 

(C[0,1],C[0,1]) with the property 

P[{w: W(t0) EA}]== p2 o[A] 

' 

Denote the value at t of W(w) by W(t,w). Then {W(t) 

process on [O, 1] with continuous paths. 

for A E C[0,1]. 

0 5 t 5 1} is a Wiener 

In a similar fashion WHITT (1970a) proves the existence of' the Wiener 

measure on (C[o, 00 ),C[o,00 )), 

PROPERTIES. Let {W(t) : O s t < 00 } be a Wiene1• proeess, then so are 

1 • t) : 0 5 t < 00} 

2. {W( t+-r )-W( T) 0 5 t < 00 T (fixed) > O} 

3, {tW(t- 1 ) : 0 5 t < 00} 
1 

4, {c -~w( ct) 0 5 t < 00 C {fixed) > O} 

5, 1 )-W(t 1-t) : 0 s t < k - ~1 (fixed) } 

The proofs of these properties are easy. 

THEOREM 3, L 1. Let {W(t) : 0 s t < 00 } be a Wiener proeess. Then 

a. The st1•ong Markov property ho Z.ds 

b. For almost all w the function W(. ,w) is nowhe.re diffe.rentfah le and of 

uribounded variation on every 1:ntervaZ.. 
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PROOF. BREIMAN ( 1968a) . □ 

THEOREM 3. 1 . 2. .Let {W( t) o s t s 1} be a Wiener process. Then fo1° x 2 O 

P[ max W(t) 2 x] = 2 P[W(l) 2 x]. 
Osts1 

PROOF. BILLINGSLEY (1968). 0 

There exists an extensive literature on the Wiener process. See for ex­

ample FREEDMAN (1971) and I'ro and McKF..AN (1965). We shall give other proper­

ties of the Wiener process in the following chapters. In these chapters we 

consider the local behavior of the sample path W(t,w) for small and large 

values of t ( L. I. L. ) , a Ho.lder-type theorem and Strassen' s theorem. 

3,2. STABLE PROCESSES 

One may give constructions of stable processes analogous to the ones 

for the Wiener process. Let X be a random variable with distribution func­

tion F(.;a,S), O <a< 2 and ISi s L 

DEFINITION 3.2.1. {X(t) : 0 st< 00 } is called a stable process on a proba­

bility space (n,F,P) if 

(a) X : [O,oo) x Q + JR; 

(b) X(O,w) = 0 for each w; 

(c) X(t,.) is F-measurable for each t; 

( d) for O < t 1 < t 2 < ... <tn' the increments 

X(t 1), X(t2 )-X(t 1), .•• ,X(tn)-X(tn-l) 

are independent and 

in case a # 1 ,2 they a.re distributed like 

t~/ax, (t2-t1)1/ax, ... ,(tn-tn-1)1/ax 

in case a= 1 they are distributed like 

t 1x + (2/1r)St 1log t 1 , ... ,(tn-tn-l )x + (2/1r)i3(t -t 1 )log(t -t 1 ). 
n n- n n-

HEMAHK 3,2, 1. Condition (d) in definition 3.2.1 may be replaced by the con­

ditions 

0 $ t < 00 } has stationary and independent increments 

and 
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(d2 ) X(t) g. t 11ax fora;>! 1,2 

gt X + (2/rr)Stlog t for a = 1, 

Let D[ 0 , 00 ) be the set of real-valued functions on [ 0 which are right-

continuous az1d have finite left-hand limits. Then there exists a version of 

{X(t) : 0:;;; t < 00 } with all sample paths in D[0, 00 ) (cf. BREIMAN (1968a)), 

One may construct the stable measure P 13 (with O<a<2 and 1131~1) on D[0, 00 ) 

a• 
just as P2 , 0 is constructed on C[0,00 ) in section 3, L 

We now give a construction of the stable measure similar to Billings­

ley' s construction of the Wiener measure. Let D[0,1] be the set of real­

valued functions on [O, 1] which are right-continuous and have finite left­

hand limits. SK0R0H0D ( 1956) has defined several topologies on D[ 0, 1 J, In 

appendix 1 we shall give the definitions of two topologies, viz, the 

and 

gy. 

-topology. Let V[0,1] be the a-field of Borel-sets f'or the -topolo-

Let x1,x2 , ... be i.:i..d. with common distribution F(,;a,S), Define the 

sequence of' random elements X (t) of D[0,1] by 
n 

if a 'f 

if a= 1. 

By SK0R0H0D (1957, theorem 2,7) the distribution of Xn converges weakly un­

der the J 1-topology to a limit and this limit coincides with the stable mea­

sure P 0 , 

a'" 
Both the J 1- and M1-topologies can be generalized to topologies on 

D[0, 00 ), See for example STONE ( 1963) and WHITT ( 1970b). 'rhen we can prove 

the existence of' the stable measure on D[0, 00 ) in a similar way, 

For O <a< and 13 "'1 we shall give another construction for the sta-

ble process, Let ,x2 ,n, be i.:i..d, random variables with common distribu­

tion function F, and let {Y( t) : O s t < 00 } be a Poisson process with para­

meter A > 0 and independent of the random variables Xk, k.= 1, 2 ,. , , , Define 

the process {i(t) : 0 st< 00 } by 

x(tl,, 

In other words: denote the jump points of the Poisson process by 
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let the process X( t) have a jump of height x1 at time T .1, height x2 at time 

T2 etc. and be constant between two successive jUlllp points. The process 

{X(t) : Ost< 00 } is called a compound Poisson process. Then 

[exp(iux) - 1] dF(x). 

The stable process {X(t) O st < 00 } with a E (O, 1) and 13"' 1 satisfies 

iu X(t) f"' d.x Ee = exp{mt O [exp(iux) - 1] ~+a:' 

with m = o:{r(1-o:)sin(1ro:/2)}- 1, corresponding to the choice .\dF'(x)"' 
-1 

mx 

For more details of this construction we refer to the book of BREIMAN ( 1968a). 

We see from this construction that the sample paths of X( t) are non-decreas­

ing pure jump functions. Thus X( t) has only upward jumps and between two suc­

cessive jumps the sample paths are constant. 

THEOREM 3.2.1. Let {X(t): Ost< 00 } be a stable process (O<a<2 and !f3ls1). 

Then 
a. The strong Markov property holds 
b. There are no fixed discontinuities. 

PROOF. BREIMAN ( 1968a). □ 

Stable processes with I 13 I = 1 are called completely asymmetric. Pro­

cesses with f3 = 1 (resp. f3 = -1) have only positive (resp, negative) jumps. 

In case S "' 0 the stable processes are symmetric, ( See also property 1 be­

low. ) The completely asymmetric stable process with a "' ~ and f3 "" 1 can be 

obtained from the Wiener process in the following way. 

THEOREM 3,2,2. Let {W(t) ; 0 s t < 00 } be a Wiener process, Def'ine X(t) "' 

= min{v: W(v) = t}, Then {X(t) 0 st< 00 } is a completely asymmet1"1-c 

stahle process with a=~ a:nd f3 = 1, 

PROOF', See ITO and McKE.AN ( 1965) , 0 

PROPERTIES. Let {X( t) : O s: t < 00 } be a stable process with parameters a 

a:nd f3, Then 

1, {-X(t) : O s t < 00 } is a stable process with parameters cr and -f3, 

2. {X(t+,)-X(-r) Ost< 00 , , (fixed)> O} is a stahle process with 

parameters a and S, 



3. In oase a :r 1 

for t > o. 

In case a = 

( -1) 1 -1 -1 X t-(2/rr,St log t 
t-1 

g X(t)-(2/rr)@tlog t 

t 

fort > O, 

4, F'or a. :r 1 

{c-1/aiX(ct) O :S t < 00 , c > O} is a stable px,oaess with parameters 

Cl a:nd s, 

Cl "' 1 

{c- 1X(ct)-(2/rr)Stlog c- • o:,; t < "', c > O} is a stable process with 

parameters a = 1 and S. 

5, {X(t 1 )-X((t 1-t)- ) : O :St:,; t 1(fixed)} is a stable process with para­

meters (i a:nd S, (We define X( 0-) = O. ) 

3,3. SOME LEMMAS FOR THE CASE a.= 2 
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In this section we consider the Wiener process {W( t) : 0 :S t < co}. We 

shall prove some lemmas, which are the tools in the proofs of the theorell!S 

in the following chapters ( in the case a = 2), Consider two intervals of 

length t and t' as below, 

0 

t 

t' 

Let t' :S t, denote the length of their intersection by !:i and suppose that 

0 < 6 < t. Then we have 
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and 

!:, < t. 

Let¢ be a non-negative, continuous and non-increasing function on (0, 00 ). 

We shall give bounds for the probability 

1 1 

PI= P[W(t) s -t 2¢(t) A W(t-t:,,+t')-W(t-t,) s -(t') 2¢(t')], 

We distinguish three cases, which are - roughly speaking - characteriz.ed by 

1. t,/t near O, 

2. t,/t bounded away from O and 1 , 

3. t,/t near 1. 

Define the f1.mction lj, by 

U is a standard normal random variable. 

LEMMA 3.3.1, Let ¢(s) + 00 for s + O. Far all positive c there exist positive 

aonstants t 0 and o suah that 

for aU 1:,,, t', t satisfying (3.3.1), (3,3,2)~ ts t 0 and t:,,t-1l(1/t)ii,2(1/t') s 
s o, i,ihere iJ, is defined by (3,3,3), 

PROOF. 1'ake c > 0 and ca positive number smaller than .log(1+E). 

1 1 

PI= P[W(t) s -t1 ¢(t) A W(t-t:,,+t')-W(t-6) s -(t') 2¢(t') A 

1 1 

A W(t)-W(t-t:,,) s -t 2¢(t)-(t-n) 2 (-¢(t)+c/¢(t))J + 
1 1 

+ P[W(t) s -t 2q,(t) A W(t-ll+t')-W(t-n) s -(t'} 2¢(t') A 

1 1 

A W(t)-W(t-n) > -t 2¢(t)-(t-n) 2 (-¢(t)+c/¢(t))J s 

(3,3.4) 
1 1 1 

s P[U s -(t/A) 1¢(t)-(t-A) 1 A- 2 {-¢(t)+c/¢(t))J + 
1 

+ P[W(t-A) s (t-n) 2 (-¢(t)+c/¢(t)J P[W(t-6+t')-W(t-A) s 



The first probability in (3.3.4) can be bounded by 

1 1 

P[U s -(1-8/t) 2c(t/8)~/<j>(t)J. 

Choose co- 1 > 2+e. Then for 8t-1w2(1/t)w2(1/t') < o the probability in 

(3,3.5) is less than 

1 

P[U s -(1-8/t)~(2+e)<j>(t')] = 

27 

= o(P[U s -<j>(t)] P[U s -<j>{t')]) for t ( and t ' ) + O. 

The first factor in the second term of (3.3,4) is equal to 

The desired result follows from lemma. 2.1.2. D 

LEMMA 3,3.2. Let <j>(s) ➔ 00 for s ➔ o. For eVe!'IJ constant c € (0.1) there 

e:.r:ist two positive constants c1 and c2 ( independent of 8 • t' and t) such that 

-C l<t-1) 
PIS c1 e 2 P[U s -<!>(t')] 

for all 8• t', t satisfying (3,3,1)~ (3.3,2) and at-1w2(1/t')/w2(1/t) 

where w is defined by (3.3,3). 

2 2 PROOF. Choose a number a€ (0,1) such that (1-a) -(a +1)c > o. 

(3,3.6) 

1 1 

PI= P[W(t) s -t2 <j>(t) A W(t-8+t')-W(t-8) s -(t') 2<j>(t') A 

1 1 

A W(t)-W(t-8) S -t 2<j>(t)(1-a(1-8/t) 2 )] + 

+ P[W(t) s -tl<j>(t) A W(t-8+t')-W(t-8) s -(t')i<j>(t') A 

A W(t)-W(t-8) > -t~<j>(t)(1-a(1-6/t)~)] s 

s P[U s -(t/6)l<j>(t)(1-a(1-6/t)~)] + 
1 1 

+ P[W(t-8) s -a(t-6) 2<j>(t)] P[W(t-8+t')-W(t-6) s -(t') 2<j>(t')J. 

The last term in (3,3.6) can easily be bounded by using theorem 2.1,7 VII. 

By means of the same theorem we can show that for t' + O 



28 

1 1 1 

P[U s -(t/6) 1$(t)(1-a(1-Li/t) 1 )J s P[U s -(t/4) 1 ¢(t)(1-a)J = 

= o(P[U s -a¢(t)] P[U s -¢(t')J) 

1 

because t' + O implies (t/6) 1 ¢(t) + 00 • If t' (and hence t) is bounded away 

from zero the result of the lemma is trivial. D 

LEMMA 3.3,3, Let ¢(s) + 00 foi• s + O. Let c e: (0 1) and C > O be two con­

stants, Then there exist two positive constants c3 a:nd c4 such that 

-c4((t-6)/t)w2 (t- 1 ) 
PI s c3 e P[U s -¢(t)J 

for aU 6, t', t satisfying (3,3,1), (3.3,2)~ Lit- 1 E (c,1) and 

(1-6t-1 )~1/J(t- 1) > C, 1,;here iJ., is defined by (3.3.3). 

PROOF. Just as in the proofs of the lemmas 3.3.1 and 3,3,2 we have for any 

constant A 

PI s P[U s -¢(t)(1+(t-Li)A/t)J + 
1 1 

+ P[U s -(t/(t-6)) 1 ¢(t)+(6/(t-6)) 1¢(t)(1+(t-6)A/t)J· 

•P[U s -¢(t')]. 

We take O < A < ~. By theorem 2. 1, 7 VII we know that there exist two posi­

tive constants A1 and A2 such that 

-A2((t-Li)/t),J.,2(t- 1) 
P[U s -<P(t)( 1+(t-6)A/t)J :s: A1 e P[U :s: -Kt;)]. 

'rhere exists a positive constant c 1 ( independent of Li and t) such that for 

all Ii and t with b./t E ( c, 1) 

Then by theorem 2,1 ,7 VII it follows that there are two 

B1 and B2 such that 

(3,3,8) 

constants 

From the estimates (3,3,7), (3,3,8) and the monotonicity of~ the desired 

result 
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REMARK 3.3.1. Results similar to the lemmas 3.3.1, 3.3.2 and 3,3.3 are prov­

ed. in the paper of CHUNG, ERDOS and SlRAO ( 1959). 'rhey make use of the mag­

nitude of the correlationcoefficient of the random variables W(t) and 
1 

W(t-t+t')-W(t-n), which is equal to t(tt')-2 • Our formulation in terms of 

the ratio of the length 6 of the intersection and the length t of the lar­

gest interval can also be used in case we are considering stable processes. 

REMARK 3,3.2. Let 1 1 and 12 be two arbitrary intervals of [0, 00 ) with length 

t and t' and length of the intersection 6 > O. We write x(I) for x(r)-x(s) 

for any real :function x; sand rare the endpoints of an interval 1. One 

easily sees that we can deduce similar bounds as in lemmas 3,3.1, 3.3.2 and 

3.3.3 for the probability 

1 

P[W(I 1) $ -t 2 ~(t) AW( 

We conclude this section by stating the following result of KIEFER 

(1969). 

LEMMA 3.3.4. Let T,L,o and x be pmn'.tive nwribers with •r < L. Then 

a. P[ sup IW(t 1 )-W(t2 ) I ;;,; x] $ 4 P[ IW(T) I ;;,; x] 
05t 1 <t2$T 

(1)1,d 

b. P[ sup IW(t 1)-W(t2 )i;;: xJ :s 4(L-T+o)o- 1P[IW('I'+21i)I;;,; xJ. 
05t1 

lt2-t 1 ls;'r 

3.4. THE CASE O <a< 1 

In this section we give the analogous lemmas for the case O < a < 1. Let 

first {X(t) 0 5 t < 00 } be the completely asymmetric stable process (13=1) 

with characteristic exponent o: E (0,1) and~ a positive continuous non-de­

creasing function on (0, 00 ) with the property ¢(s) + O for s + 0, We define 

the function$ by 

a 

(3,4, 1) w(t- 1)"' {2B(o:)}l{~(t)}-2 ( 1-o:) • 

where B( is defined by (2,1,7), Let Ube a standard normal random variable 
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and X a r.v. with the same distribution as X( 1). By theorem 2.1.'7 IV we have 

(3.4.2) fort+ o. 

Let I 1 and I 2 be two arbitrary intervals of [0, 00 ) with length t and t and 

length of the intersection b. > O, In the first three lemmas we give bounds 

for the probability 

Again it is no restriction to suppose that the intervals are situated as in 

section 3,3 and satisfy (3.3,1) and (3,3,2). In that case the proof of the 

first three lemmas can be f'ound in MIJNHEE:R ( 19'73) . 

LEMMA 3.4.1. For all positive E there exist positive constants t 0 and o such 

that 

PI s (1+E) P[X s ¢(t)J P[X s •Ct')] 

for all A t', t satisfying ( 3, 3, 

where iJ; is defined by (3,4.1). 

-1 (t ) < a, 

LEMMA 3,4.2. For every constant c E (0,1) there eX?:st positive constants 

c1 and c2 (independent of b., t' and t) such that 

-1 for all n, t', t satisfying (3. 3. 1), (3. 3.2) and L'.t < c, whe:t•e iJ; is de-

f~ned by (3,4.1), 

LEMMA 3. 4, 3. Let c E ( 0, 1 ) and C > 0 be two constants. Then '/;her,e exist two 

constants c3 and c11 suah that 

-c4((t-1'.)/t)iJ;2 (t- 1) 
s c3 e P[X s •<t)J 

for all fl,, t' t satisfying (3,3.1), (3.3.2)$ E (c,1) and 
( -1)~ -1 1-1'.t ij;(t ) > C, where iJ; is defined by (3.4,1). 
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In the following lemma we consider the process {X(t) : 0 st< 00 } with 

0 <a< 1 and ISi s 1. This lemma is the analogue of lemma 1.4,3 for stable 

processes. 

LEMMA 3,4.4. Let {X(t) : 0 st< 00 } be a stable process with O <a< 1, 

ISi s 1 and let k(a,S) = P[X(1) s OJ. Then fo~ all positive t and x 

P[ sup X(s) ~ x] s (1-k(a,S))-l P[X(t) ~ x]. 
oss:St 

PROOF. Similar to the proof of lemma 2. 2 in MIJNHEER ( 1973). 0 

REMARK 3,4,3, In case S = 1 the sample paths are non-decreasing. Then we 

have 

P[ sup X(s) ~ x] = P[X(t) ~ x]. 
ossst 

REMARK 3,4.4. BREIMAN (1965) has shown 

k(a,f!) = P[X(1) s O] "'-21 - .l. arctan{S ta.n(1ra/2)) 
11a 

for O < a < 1. 

3,5, THE CASE a= 1 

In this section we give similar lemmas as in sections 3,3 and 3,4. Let 

first {X(t) : 0 st< 00 } be the completely asymmetric stable process with 

a= fl= 1, let$ be a non-negative, non-increasing function on (0. 00 ) and 

$(s) ➔ ro for a ➔ O. Define the function w by 

(3,5, 1) 

Let Ube the standard normal r.v. and X a r.v. with distribution function 

F(.;1,1). Then we have by theorem 2.1,7 V 

(3,5,2) fort+ O. 
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Let r 1 and r2 be two intervals of [0, 00 ) with lengths t and t', and length 

of the intersection Ii> O. We shall give bounds for the probability 

PI= P[X(I 1 )-(2/rr) t log ts -t¢(t) A 

A X(I2)-(2/11)t'logt's -t'¢(t')J. 

The proofs of the first four lemmas do not differ appreciably from those of 

the lemmas in section 3,3, Again we may restrict ourselves to intervals sit­

uated as in section 3.3 and satisfying (3,3,1) and (3.3.2L We shall only 

work out the points of difference between the proofs of the first two lem­

mas and the corresponding ones in MIJNJ:IEER ( 1973). In that paper the proofs 

of lemmas 3.5.3 and 3,5.4 are given. 

LEMMA 3,5.1, For all E: > O th£re exist positive constants t 0 and 6 suah that 

PI 5 (1+t:) P[X s -¢(t)J P[X s -¢(t')J 

for aZZ Ii, t', t satisfying (3.3,1), (3.3.2), ts t 0 and 

lit- 1$2(1/t)$2{1/t') < 6, where$ is defined by (3.5.1). 

PROOF. Take €: > 0 and c a positive number smaller than log( 1 +c). As in 

the proof of lemma 3, 3. 1 we obtain 

P1 s P[X(t)-X(t-li) s (2/rr)(t log t - (t-li)log(t-fi.)) -1).<ji(t) + 

+ (4/rr)(t-fi.)log(1-c$-2 (1/t))J + 

+ P[X s -qi(t')] -2 P[X s -¢(t)-(4/rr)log(1-c$ (1/t))J. 

The first probability on the right in ( 3. 5. 3) is equal to 

We now use the assumption fi.t- 1l(1/t)l(1/t') < o with 6 < c(2+E:)- 1 

- implying that !J./t is small for small t - and apply theorem 2. 1. 7 V. In 

this way we show, as in the proof of lemma 3, 3. 1 that the probability in 

(3,5.4) is 

o(P[X s -¢(t)J P[X 5 -~(t')J for t + O. 
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The second term on the right in (3.5.3) easily gives the desired result by 

using theorem 2.1.7 V and lemma 2.1.2. 0 

LEMMA 3.5.2. For every constant c E (O, 1) the:r•e exist wo posi-tive aonsta:nts 

c1 and c2 (1:ndependent of b., t' and t) suah that 

-c2lct-1 ) 
PIS c1 e P[X s -¢(t')] 

for aU b., t', t satisfying (3,3,1),,, (3,3.2) and t,t,-\i,2(1/t')/l(1/t) < c, 

where ,Ji is defined by (3, 5, 1). 

PROOF. Define the positive number a 0 by (-½-) 1 / e = 1 + -½-- Choose 
2ao 2ao 

a E (o,a0 ). Just as in the proof of lemma 3,5.1 we have 

+ P[X s -¢(t')] P[X s -¢(t)-(4/n)log a] 

After some algebra one finds that the first term on the right in (3,5,5) is 

for t' + o. 0 

LEMMA 3.5.3, Let c E (O, 1) and C > O be /;/;Jo constants, Then there exist wo 

constants c3 and c4 such that 

-1 for• aU b., t', t sa-t;isfying (3.3,1)~ (3,3. b.t E (c 1) and 
( -1 ~ ( -1 1-b.t ) ,Ji t ) > C, where w is defined by (3.5.3). 

LEMMA 3. 5. 4. Let the function x be such that for some constants c 1 and c2 

all positive p. Define the constant by 

:::: 
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Then for aU positive t and for suffi(nently large p 

a. P[ inf 
-1 t-tp $S$t 

X(s)-(2/n)s logs $ -x(p)] 
s 

$ k p[X(t)-(2/n)t log t $ -x(p)] = kl P[X(,) $ -x(p)] 
1 t 

b. P[ inf _1 
Q$r$tp 

X(s)-X(r)-(2/n)(s-r)log(s-r) 2 ( ) s-r $ -x(p)] $ k1 P[X(1) $ -x p J. 

-1 t-tp $S$t 

In the following lemma. we not only consider the completely asymmetric 

stable process with o = B = 1, but all stable processes with o = 1 and 

IB I $ 1. 

LEMMA 3,5,5. Let {X(t) : O $ t < 00 } be a stable_p:t'oaess with a= 1 and 

-1 < B $ 1. Then for any pair of positive nurrbers b 1 and b 2 we have 

PROOF. We distinguish 

B1 = (2/w) min slogs 
b 1ss.,;b2 

{w 

is contained in 

the cases B ~ O and B < o. Let x > o. 
and B2 = (2/n) max slogs. The event 

b 1ss.,;b2 

X(s)-(2/TI)8s logs~ x} 
s 

{w sup X(s) ~ b 1x + BB1} 
b 1$s$b2 

and in 

{w sup X(s) ~ b 1x + BB2} 
b1$sSb2 

for x-+ 00 • 

for 8 ~ O 

for f3 < o. 

In both cases the proof of the lemma follows a similar pattern as the proof 

of lemma 2.2 in MIJNHEER (1973). We sketch the proof only for B < O. Let r 
be the event that there exists some s E [b 1,b2J with X(s) > b 1x + BB2• The 

r.v. Sis defined on r to be the infimum of these numbers s, By the right-
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By the strong Markov property we have for s E [b 1 , b2 ) and 

B3 = max(O,(b2-b 1)log(b2-·b 1 )) 

P[X(b2)-X(s) ~ (2/w)S B3 I r AS= s] ~ 
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= P[(b2-s) X(1) ~ {2/w)S B3-(2/u)B(b2-s)log(b2-s)J ~ P[X(1) 2 O]. 

Denote this last probability by p. Then 

By the estimate in theorem 2. 1, 7 II this part of the lemma easily follows. D 

3,6. THE CASE 1 <a< 2 

In this section we give lemmas corresponding to the lemmas in section 

3, 3 for the case 1 < a < 2. {X( t) : 0 ::s t < 00 } is the completely asymmetric 

stable process with 1 <a< 2 and B = 1. Let$ be a non-negative, continu­

ous, non-increasing function on (0, 00 ) with $(t) + 00 for t + O. Define the 

function 1j, by 

a 

(3,6,1) ij,(t-1) = {2B(a)}~{$(t)}2(a-1). 

'I'he r. v. X has the same di stri but ion as X( 1 ) • Then by theorem 2. 1 • 7 VI 

(3.6.2) P[X for t + O, 

Let 1 1 and 12 be two intervals of [O with length t and t ' , and length of 

the intersection 6 > O. We give bounds for the probability 

We may restrict ourselves to intervals situated as in section 3,3 and sat­

isfying (3,3,1) and (3,3,2). The proofs of lemmas 3.6.1 and. 3,6.2 follow 
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the exact lines of the corresponding le!lllllas for the case a "' 2. The proofs 

of le!lllllas 3.6.3 and 3.6.4 are given in MIJNHEER (1973). 

LEMMA 3.6,1. For aZZ positive E there exist positive constants t 0 and o 
such that 

fo1• aU ll, t', t satisfying (3.3.1), (3.3.2), ts t 0 and 

llt-1w2(1/t)w2(1/t') < o, where w is defined by (3.6.1). 

LEMMA 3,6.2. Fo1• every constant c E (0, 1) there exist two positive constants 

C 1 and C 2 ( independent of' ll , t ' and t J such that 

f'or aU ll, t', t satisfying (3.3,1), (3,3.2) and llt- 1l(1/t')/l(1/t) < c, 

where~ is dej'ined by (3.6.1). 

LEMMA 3,6.3. Let c E (0,1) and C > 0 be two constants, Then there exist two 

positive constants c3 and c4 such that 

-c4((t-ll)/t)w2 (t- 1 ) 

PI s c3 e P[X s -¢(t)J 

for aZ.Z. ll, t', t satisfying (3.3.1), (3.3.2) 3 llt- 1 E (c,1) and 

(1 )~i~(t-1 ) > C, wher-e ~ is defined by (3,6,1), 

In the following lemma we not only consider the completely asy!llllletric 

stable processes with 1 < a < 2 and S = 1, but all stable processes with 

1 <a< 2 and Isl S 1. 

LEMMA 3.6.4. Let {X(t) : 0 s t < 00 } be a stable pr-ocess with 1 < a < 2 and 

ISi s 1. Define the constant k(a,S) by 

k(a,S) = P[X(1) s OJ. 

Then for aZZ positive t and aZZ negative x 

P[ inf X(s) s x] 
-1 s k (a,8) P[X(t) s x] 

b. P[ inf {X(s)-X(t)} s x] s k-2(a,6) P[X(t) s x]. 
O~rssst 
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CHAPTER 4 

GENERALIZED LAWS OF THE ITERATED LOGARITHM FOR SMALL TIMES 

In this chapter we are interested in the local behavior near t = 0 of 

the sample paths of the Wiener process and the completely asymmetric stable 

processes. In the case of completely asymmetric stable processes (S = 1) we 

obtain sharp lower asymptotic results by using the relation between the left 

tail of the distribution of the completely asymmetric stable laws (S = 1) 

and the tail of the standard normal distribution as given in theorem 2.1.7 

parts IV, V and VI. We shall prove the result only for the case a= 1. The 

proofs in the other cases are similar and can be found in the literature. 

4.1. THE CABE a= 2 

In this section we formulate Kolmogorov's integral test. 

THEOREM 4.1.1. Let {W(t) : Ost< 00 } be a Wiener process. Let $(t) be posi­

tive~ continuous and non-increasing for sufficiently small t and define 
w(t-1 ) = ~(t). Then 

1 

P[{w: there exists some t 0 (w) >Osuch that W(t.w) ~ t~$(t) 

for all ts t 0(w)}J = o or 1 

according as the integral 

(4. 1. 1) 

diverges or converges. 

PROOF. By property 3 of section 3,1 theorem 4.1,1 is equivalent to the gen­

eralized L,I,L, for large times, The proof for that case is given by MOTOO 

(1959), One can also give a proof by making use of the Borel-Cantelli lemma. 

This proof is similar to the proof in section 4,3 and rests on the lemmas 

of section 3,3, 0 

As a consequence of this theorem we have 

lim sup W(t) 
1 1 

t+O (2t log log t- )~ 
a. s. 
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and by symmetry 

lim inf ___ w~(_t~) __ ....,... 
1 I 

t+O (2t log log t- ) 2 

4.2, THE CABE O <a< 1 

= -1 a,s .. 

THEOREM l+,2,1. Let {X(t) ; 0 $ t < 00 } be a completely asymmetric stable 

process with o < a. < 1 a:nd S = 1. Let ¢(t) be positive3 conUnuous and non­

decrea,sing for suf'fiaientZy smaZZ t and define the function ~1 by 

a 

iJ, ( t - 1 ) "' { 2B (a.) } ~ { ¢ ( t ) }- 2 ( l -a.) , 

where the constant B(a.) is given in (2,1,7), Then 

P[{w: -there exists some t 0 (w) > Osuch that X(t,w) 2: t-l/a¢(t) 

for all t::; t 0 (w)}J = o or 1 

aocord1:ng as the integral ( 4.1.1) diverges or converges, 

PROOF, BREIMAN (1968b) has given a proof following Motoo's proof in the case 

o: "' 2. I] 

As a consequence of this theorem we have 

This result was first proved by FRISTEJJJ' ( 1964). Similar results were ob­

tained for increasing processes with stationary independent increments 

( these processes are also called aubo:rdinators and are not necessarily sta­

ble) by FRISTEJJJ' and PRUITT (1971). 

4,3. THE CASE a= 

THEOREM 4.3.1. Let {X(t) 0 $ t < 00 } be a completely as11mmetria etable 
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process with a= S ~ 1. Let ¢(t) be positive, continuous and non-increasi'/1{] 

for sufficiently small t and define the function w by 

(4.3.1) 

Then 

P[{w: there exists some t 0 (w) >Osuch that X(t,w)-(2/1r)t log t? 

? -t¢(t) for aZZ t $ t 0 (w)}J = O or 1 

according as the integral ( 4.1, 1) diverges 01• converges, 

Below we give a proof of theorem 4,3,1 based on the Borel-Cantelli lemma. 

We need the following lemmas. Similar results are to be found in LIPSCHUTZ 

( 1956b) and FELLER ( 1943). 

Define the sequence {tk} by 

t "' k/log k 
k e 

and for o > 0 the functions 

·1 

(t) = {2(1-o)log log t} 2 

and 

1 

iji2 (t)"' [2(1+o)log log t} 2 • 

LEMMA 4.3.1. Leto> o and Zet ip 1 and w2 be defined by (4,3,4) and (4.3.5), 

If theorem 4. 3.1 holds for all functions ¢ satisfying 

(4,3,6) 

whe1•e 1J! 'is defined then it holds in general. 

PROOF. ,L We first prove the following assertion. Let I ( ~,) < 00 then 

iji(t) > ip 1(t) for sufficiently large t. Assume that the set {t:ijJ(t) $ w1(t)} 

is not bounded, then there exists an increasing sequence 

:,; ). 'l'hen for sufficiently large m and n + 00 

with ijJ(v ) :c; 
n 
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which contradicts I($)< 00 • 

fvn 1 
t - dt -+ 00 , 

V 
m 

,U, Let cf> be an arbitrary function satisfying the conditions of theo­

rem 4.3,1 and I($)< 00 • Define the function i by 

(4,3.7) 

Let~ correspond tot as cf> does to$ by (4,3,1). From the assertion in part 

i. of the proof we have $(t) > w1(t) for sufficiently large t. This implies 

i(t) = min(w(t),$2(t)) for large t and I($) < I($)+I(w2 ) < 00 • The assumption 

that theorem 4,3,1 is proved for$ gives for almost all w 

X(t,w)-(2/1r)t log t ~ -t$(t) 

and hence certainly, since i(t) ~ cp(t), we have for almost all w 

X(t,w)-(2/1r)t log t ~ -tcj>(t) 

Thus the lemma. is proved in the convergent case. 

i-U. Let cf> be an arbitrary function satisfying the conditions of theo­

rem 4,3,1 and I($)= 00 , Define the function$ by (4,3,7). If the set 

{t:$(t) ~ $1{t)} is bounded we have for sufficiently large t w1(t) < $(t) 

implying i(t) = min(w(t),$2(t)). This implies I($)= 00 • If, on the contrary, 

the set {t:w(t) ~ w1(t)} is not bounded, we obtain I(~)= 00 , by an argument 

similar as in part i. Hence, by the assumption of the lemma., for almost all 

w there exists a decreasing sequence {t'} (which depends on w) such that 
n 

X(t',w)-(2/1r)t' log t' < -t•i(t'). n n n n n 

Because I(w2 ) < 00 we have for almost all w 

X(t',w)-(2/1r)t' log t' ~ -t'(j, (t') n n n n 2 n 

for sufficiently large n, Then we have for sufficiently large n 
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i( t') < qi 2 ( t') implying qi( t') :,; i( t'). This yields for almost all w 
n _ n n n 

X(t',w)-(2/'11)t' log t' < -t'qi(t'L 0 
n n n n n 

LEI'1!11A 4.3.2. Let 1/J be a positive, continuous and non-decreasing 

satisfying ij,(t) :,; w2(t). Let the sequence {tk} be defined by (4.3.3). Then 

iff 

., 2 ) 
1 -21/J (tk 

}: "'1t) e < ""· 
k "' k 

PROOF. From ( 4. 3. 3) it follows that 

fork ➔ 00 • 

From the proof of lemma 4.3.1 part i we know that I(ij,) < 00 implies v,(t) > 

> tj1 1(t) for sufficiently large t. Because tJ,(t)t-\-~/(t) is decreasing for 

large t, we have for sufficiently large k 

In case I(ip) < 00 the function 1j, satisfies for large t 

1-o 
-1 2 

S (2 log log t) t/1 (t) s 1+o. 

Then by (4.3,3) and (4.3.8) we have f'or some 

Then one part of the assertion in the lemma now follows easily. 

1 -~l(tk) 
In case l ~ e < 00 , the assumption ) s iJ, 2(t) guarantees 

k k 
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the existence of a constant a2 such that 

This implies the other part of the assertion in the lemma. D 

PROOF of theorem 4.3.1. By the preceding lemmas we may restrict ourselves 

to the case where w1 s $ s w2 , This implies 

(4.3.10) 

Hence 

(4,3.11) ~(t) ~ (2/n)log log log t-1 for t -1- O. 

Suppose the integral (4.1.1) converges and let the sequence tk be de­

fined by (4,3.3), Consider the events 

Then 

by.lemma 3,5,4.a 
1 

~ k 1 22 P[U ~ w(tk)J 

~kn-~ 
1 

by theorem 2,1,7 V 

-~t1At > 
{$(tk)}-1e k 

by theorem 2.1,7 VII. 

for k=1.2, •. , . 

fork+ 00 

for k + 00 

By lemma 4.3.2 I($)< 00 implies lk PL\_J < 00 • Hence from the Borel-Ca.ntelli 

lemma it follows that P[J\ i.o.J = O. Thus for almost all w there exists a 

number kO(w) such that 
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-1 -1 
fort E [tk+1.tk] and k ~ ko· 

Suppose the integral (4.1.1) diverges. With the same sequence {tk} we 

define the events 

By theorem 2. 1 , 7 part V and part VII 

fork+ 00 , 

By lemma 4,3,2 divergence of the integral (4.1.1) implies lk P[Bk] = 00 • In 

order to apply the extension of the Borel-Cantelli lemma we have to compute 

n n 
l L P[B. AB.] 

lim inf i==l ,j==1 ]. J 

n 
P[B.]}2 n+oo 

{ L 
j== 1 J 

Consider for fixed i and j(> i) the term P[B. AB.]= 
]. J 

= P[X(t71) ~ (2/n)t71log t7 1-t71$(t71) A X(t71) ~ (2/n)t71log(t7 1)-t71$(t71)J. 
l l l J. J. J J J J J 

By making use of the lemmas in section 3,5 we can obtain the following re­

sults. 

a. For each E > 0 and 6 > O there exists a number i 0 such that for all 
~ <?: • d . . (1 . )2+6 ~ :i. 0 an J ~ :i.+ og :i. we have by lemma 3,5.1 

(4,3.12) P[B. AB.]~ (1+E) P[B.] P[B.], 
1 J l J 

b, Let M be an arbitrary positive (large) number. We now consider e­

vents with 

(4 3 13) M-1log . ,.. . . (1 . )2+6 • • :i. "" J-:i. < og i • 

By lemma 3,5,2 it follows that there exist constants i 1, c1 and c2 such that 

for i <?: i 1 
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(4,3, 14) 

2 
-C2 1/I (t.) 

P[B. AB.] s C1e 1 P[B.]. 
l. J J 

Let, for fixed j. R. be the number of values i satisfying {4.3.13). Then 

R. = O((log j)2+0 ) ~or j + 00 , By (4.3,10) and (4.3.14) we have that there 
J 

exists a constant a 1 such that for every j 

(4.3.15) l* P[B. AB.] s a1 P[B.], 
i l. J J 

where l~ denotes the summation, for fixed j, over all events B. satisfying 
l. l. 

(4,3,13) and i ~ i 1• 

c. For indices satisfying 

(4.3,16) 
. . . _, . 
1 < J < i+M log 1 

there exist, by lemma 3,5,3, constants i 2 , c3 and c4 such that for i ~ i 2 

2 -c4((t.-t. )/t.)1/1 {t.) 
P[B. AB.] s c3e J 1 J 1 P[B.], 

l. J l. 

By (4.3,3) and (4,3,6) we have for i ~ i 2 

-c6(j-i) 
P[B. AB.] s c5e P[B.], 

l. J l. 

where c5 and c6 a.re positive constants. Hence for i ~ i 2 there exists a 

constant a2 such that 

(4.3. 17) ,** I.. P[B. A B.] S 
j l. J 

where lj* restricts the summation to all values of j satisfying (4.3,16), 

Let i 3 = max(i0 ,i 1,i2 ). For n > i 3 we have, by (4,3,12), (4.3,15) and 

(4.3. 17), 

n n n 
l I 

i=1 j=1 
P[B. AB.]= l P[B.] + 2 l l P[B. AB.] s 

1 J j=1 J i<j 1 J 

n n n 
s (1+2i3+2a1+2a2 ) l P[B.] + (1+e) l l P[B.] P[B.], 

j"' 1 J i= 1 j == 1 1 J 



Hence 

n n 
l I P[B. A B.] 

lim inf i=l j::1 ]. J 
== n 

P[B.]}2 ll-1-<0 
{ l 

j=1 J 

a.nd the divergence pa.rt of the theorem follows from lemma. 1 • 4. 2. D 

Two consequences of theorem 4,3,1 a.re 

(4.3,18) lim inf {X(t)-( 2/~)tlog t + ~ log(welog log t- 1 )} = 
uo 

2 = ; log 2 a.. s. 

and hence 

( 4 ) X( t) "' 
,3,19 lim inf (2/w)tlog t 

uo 

4.4. THE CASE 1 <a< 2 

THEOREM 4.4.1. Let {X(t) : O ~ t < 00 } be a completely asymmetl'io stable 

process with 1 <a< 2 and a= 1. let$ be a positive, oontinuous and non­

inoreasing funotion and define 

a 

$(t-1) = {2B(a)}~{$(t)}2(a-1) • 

where B(a) is defined by (2.1.8), Then 

P[{w: there exists some t 0(w) > o suoh that X(t,w) ~ -t1/ 0 $(t) 

for all t ~ t 0 (w)}J = o or 1 

aooording as the integral (4.1,1) diverges or oonverges. 

PROOF. The proof is similar to the proof for the case a= 1 and to those of 

generalized L.I.L. theorems fort+ 00 and partial sums. (See chapters 5 and 

6.) D 
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This theorem implies 



CHAPTER 5 

GENERALIZED LAWS OF THE I'I'ERATED LOGARITHM FCR LARGE TIMES 

The duality between small and large times is given in property 3 of 

section 3,1 for the Wiener process and in property 3 of section 3,2 for 

other stable processes. By using this duality we obtain the generalized 

laws of the iterated logarithm for large times. In this chapter we shall 

not give proofs of the theorems but only formulate the results, make some 

remarks and give references (if they exist). Theorem 5. 1.1 for the Wiener 

process follows immediately from property 3 of section 3, 1 and theorem 

4, ·1, 1, The assertion in property 3 of section 3,2 is weaker than that of' 

property 3 of section 3.1. Therefore, the theorems for stable processes 

with a 'f 2 do not follow in this way, They can be proved by making use of 

exactly the same methods as in chapter 4, 

5,1, THE CASE a= 2 

THEOREM 5,1.1. Let {W(t) : Ost< 00 } be a Wiener process$ $ a positive, 

continuous and non-decreasing funetion and take t/; = ¢. Then 

·1 

P[{w: there exists some w) > O such that W(t,w) s t 2 ¢(t) 

fo1• all t?: t 0 (w)}J = o o:r• 1 

according as the integral ( 4 • .1. .1) divel'ges ol' convel'ges, 

An elegant proof of this theorem is given by MOTOO ( 1959). 

As a consequence of this theorem we have Khintchine's classical 1,a;.,) 

of the iterated logarithm 

lim sup W( t) 
"' I 

t-- (2t log log t) 2 

and by symmetry 

lim inf w( t) 
1 "' -1 a.s .• 

t+co (2t log log t )2 

47 
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5.2. 'IlIB CASE O <a< 1 

THEOREM 5.2.1. Let {X(t) : Ost< 00 } be a completely asymmet1'ia stable 

process with O <a< 1 and S = 1. Let¢ be a positive, continuous and non­

increasing function and take 

Then 

a 

ljJ ( t) "' { 2B( a)}~ { ¢ ( t) }- 2 ( l-a) • 

P[{w: the:r•e exists some t 0 (w) > Osuch that X(t,w) :c: t ,;a¢(t) 

for all t ~ t 0 (w)}J = o or 1 

according as the integral ( 4. 1.1) diverges or converges. 

A proof is given by BREIMAN ( 1968b) following MOTOO' s proof for the Wiener 

process. 

As a consequence we have 

lim inf X t = {2B(a)}( 1-a)/a 
t+oo t 110(21og log t)-(l-a)/a. 

This last result was first proved by FRIS'.I'EDT ( 1964). For general increasing 

processes with stationary independent increments similar results are obtain­

ed by FRISTEDT and PRUITT ( 1971 ) • 

THEOREM 5,3,1, Let {X(t) : Ost< 00 } be a completely asymmetr~o stable 

process with a = S = 1. Let ¢ be a positive~ continuous and non-deereas1:ng 

function and take 

1 

ljJ(t) = 2(~e)- 2 exp(~¢(t)/4), 

Then 



P[{w: there e:.rn:sts some t 0 (w) > O suah that X(t,w)-(2/11)tlog t .:: 

? -t<j,(t) j'OYY aZl t? t 0(w)}J = 0 or 'I 

aaaordl-ng as the integi•al ( 4.1.1) diverges or eonverges, 

As a consequence we have 

lim inf {X(t)-( 2 /1r)t log t + (2/11)log(11elog log t)}"' 
t t-+-oo 

"' (2/11 )log 2 

and 

:::: 

'I'.his last consequence is also proved by MILLAR (1972). See also section 6.3. 

5,4. THE CASE 1 <a< 2 

THEOREM 5,li, 1, Let {X(t) : o :;; t < 00 } be a completely aaymmetr-ia stable 

proaess with 1 < ci < 2 a:nd 6 "" 1. Let <P be a posi'.-tive~ contim.,,,,0us and non­

decreasing function a:nd take 

'1.'hen 

Cl, 

1ji ( t ) "' { 2B ( ex ) } ~ { <P ( t )} 2 ( a-1 ) • 

P[{w: there exists some t 0 (w) > O au.ah that X(t,w) ? -t l/cx<j,(t) 

for all t? t 0 (w)}J = o or 1 

aa,c102~ai.na as the integral ( 4.1. 1) di·ve.rges 01• converges. 

As a consequence we have 

lim inf X t {~ ( )}-(a-1)/a 
1/ ·t )(N-1 )/~ "' - ;cB a t-+co t a(2log log ~ ~ 
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CHAPrER 6 

GENERALIZED LAWS OF THE ITERATED LOGARITHM FOR PARTIAL SUMS 

Throughout this chapter x1 ,x2 , ••. will be i.i.d. random variables 

Write Sn= x1+ •• ,+Xn. The theorems will be formulated for the standard nor­

mal r. v. and completely asymmetric stable random variables. Partially the 

theorems follow from the results in chapter 5, because we now consider the 

processes at discrete points t=1,2, •••. As we saw in section 4.3 the proofs 

of generalized L.I.L. theorems rest on the Borel-Cantelli lemma. It is 

therefore obvious that these theorems are also true for those random vari­

ables in the domain of attraction for which the distribution function of the 

normalized sum converges sufficiently fast to the corresponding stable dis­

tribution. This is discussed further in chapter 10. 

6.1. THE CASE a= 2 

Following F'ELLER ( 19!13) we first sketch the historic development of the 

L.I.L .. Let Y be a randomly selected point of the interval (0,1) and let its 

binary expansion be given by 

y = I 
n=1 

We define Xn = 2Yn-1" Then the random variables x1,x2 j~"~ are i~i~d~ with 

common distribution P[X{'1] = P[X1=-1] = ½, The sum Sn is the difference of 

the frequencies of occurence of the digits 1 and O among the first n places 

in the expansion of Y. 

1. HAUSDORFF (1913): 

a.s. for ev-ery £ > O. 

2. HARDY-LITTLEWOOD ( 1914): 



3, STEINHAUS (1922): 

lim sup 
n-~ 

li. KHINTCHINE ( 1923) : 

1 

S = O((n log log n) 2 ) 
n 

5, KHINTCHINE (1924): 

lim sup 
n-+oo 

6. LEVY ( 1933): 

1 

S /(2n log log n) 2 = n 
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1 

P[S > n 1 (2 log log n + a log log log n) 
n 

.o. J "' {o, 
if B > 3 

if B $ 1, 

7, KOLMOGOROV-ERJ.JOS (1942): 

If q, is non-decreasing, then 

1 

P[S > n~¢(n) i.o.J ~ O or 1 
n 

according as the integral I ( ¢), defined by ( 4. . 1), converges or 

The last result gives a complete solution for i.i.d. Bernoulli trials. 

The above results have been extended in various directions. For example to 

other random variables with finite or infinite variance, not identically 

distributed r.v. 's or dependent r.v. 's. 

HARTMAN and WINTNER ( 1941 ) show that 

s 
lim sup ---'"'-n'-----w­

n-><" (2n log log n )2 
a.s. 

for i.i.d. x1,x2 , ••• 2with E Xi"' 

case x. ,s V(2 ,O) and cr (x.) "' 00 is 

O and cr2 (x.) = 1, i.e. X. E VN(2,0). The 
l l 

l l 
studied by FELLER (1968). STRASSEN (1964) 

proves a beautiful generalization of Hartman-Wintner's result, that we shall 

discuss in chapters 9 and 10. In most proofs of L.I.L. type theorems the 

rate of convergence in the central limit theorem plays an important role. 

STRASSEJ'i!, however obtains his result by embedding the r, v, 1 s Xi in the 
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Wiener process. 

FELLER (1943) generalizes the Kolmogorov-Erdos result to general ran­

dom variables¾ subject to some conditions. For example to i.i.d. random 
. . . I 12+e: . . I variables ~ satisfying E ~ = O and E ~ < 00 for some positive e:. n 

this section we formulate his theorem for i.i.d. random variables with a 

standard normal distribution. 

THEOREM 6.1.1. Let x1.x2 , ••• be i.i.d. rand.om variables with a standa:rod nor­

mal distX'ibution and$ a positive, continuous and non-decreasing function 
on (0,00 ). Then 

1 

P[S ~ n~$(n) i.o.J = O o:ro 1 n 

according as I($), defined in (4.1.1), converges o:ro diverges. 

REMARK 6.1.1. For almost all w there exists, for all v E [-1,1], a.,sequence 

{nk(v,w)} such that 

S ( )(w) nk v,w 
lim ----...,....~-------...- "' v. 

6.2. THE CASE O <a< 1 

THEOREM 6.2.1. Let x1,x2 , ••• be i,i.d. rand.om variables with common distX'i­

bution function F(. ;a, 1) with O < a < 1. Let $ be a positive, continuous 

and non-increasing function on ( o ,00 ) and take 

a 

(6.2.1) 1/1 ( t ) "' { 2B( a )} ~ { $ ( t ) }- 2 ( 1-a ) 

Then 

according as the integral (4.1.1) converges o:ro diverges. 

PROOF. The proof of this theorem, and extended to the case of positive, con-
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tinuous r.v. 's in the domain of attraction of a completely asymmetric law (with 

some restrictions on the right-hand tail) is given by LIPSCHUTZ (1956b) and 

KALINAUSKAITE (1971). 

This theorem implies 

s 
(6.2.2) 

. . n 
l:i.m inf 11 ( 1 ) / 

n-+oo n a(21og log n)- -a a 

REMARK 6.2.1. For almost all w there exists, for all v ~ 1, a sequence 

{nk(v,w)} such that 

6,3. THE CASE a= 1 

THEOREM 6.3.1, Let x1 ,x2 , ••• be ·i.i.d. random variables with eommon distri­

bution function F(.;1,1), Let$ be a positive, continuous and non-decreas­

ing function on (0, 00 ) and take 

(6.3. 1) 

Then 

1 

tj1(t) "'2(1re)-2exp(1!$(t)/4). 

P[S -(2/1T)nlog n ~ -n•(n) i.o.J ~ 0 or 1 
n 

as ·the integ.ral (4.1.1) converges or diverges, 

PROOF'. MIJNHEER ( 1972) , □ 

REMARK 6.3.1. Take 

•(t) = (2/w)log(1Te log log t)- )log 2+(2/-rr )log L 

By (6.3,1) this is equivalent with 



Then 

, 
ljl(t) = (2J.. log log t) 2 • 

P[S -(2/n)nlog n s -n~(n) i.o.] = 0 or 1 
n 

according as J.. > 1 ors 1. 

This implies 

(6.3.2) 
S -(2/n)nlog n 

lim inf { n + _g_ log(ne log log n)} = 
n n n--

2 
=;log2 

REMARK 6.3.2. As a consequence we have 

(6.3.3) 
s 

n 
lim inf (2/w)nlog n = 

n--
a. s. . 

The result (6,3,3) was proved by MILLER (1967) in case X. € V(a,1) with some 
J. 

restrictions on the right tail. 

From the expansions for the tails of the distribution function (theorem 

2,1,7 pa.rt II and pa.rt V) one easily proves 

(6.3.4) 

and 

(6,3,5) 

S /{(2/n)nlog n} ~ n 

E x1 = 00 • 

The latter implies 

s /n--+ m 
n 

From a paper of CHOW and ROBBINS ( 1961) we know that 

(6.3.6) 
s n 

lim sup (2/n)nlog n = oo 

n--

a,s. , 

a.s •• 

The result (6.3.6) is aJ.so a consequence of theorem 8.1.1. 
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Let us now consider the results (6.3.2) u;p to (6.3.6). Roughly speak­

ing we can say that the average S /n tends to 00 like (2/-ir)log n. Moreover, 
n 

from (6.3.3) and (6.3.6) we have the surprising result: for almost all w 

there exist (infinite) sequences {nk(w)} and {n\/w)} such that 

and 

6.4. THE CASE 1 <a< 2 

THEOREM 6.4.1. Let x1 , .•. be i.i.d. random va.ricibles with common distri-

bution function F(. ;a, 1) with 1 < a < 2. Let q, be a posit·ive, continuous 

and non-decreasing function on (0, 00 ) cr:nd take 

(6.4.1) 

'l'hen 

a 

iJ; ( t) "' { 2B( a)} l { q, ( t)} 2 ( a- l ) • 

P[S s -n 1/aq,(n) i.o.J = 0 or 1 
n 

accordl-ng as the 'integral (4.1.1) con?)erges or dl-verges. 

PROOF. The convergence part of this theorem follows irranediately from the 

convergence part of theorem 5.4.1. 
'I'he r. v. 's , n= 1 ,2, u. , have the same distribution as a completely 

asymmetric stable process (a E (1~2); 8 = 1) {X(t) ~Ost< 00 } at the 

points t=1,2, •... The divergence part of theorem 5.4.1 implies that for 

almost all w there exist a sequence tk = tk(w) such that 

(6.4.2) 

We shall show that the inequality ( 6 .!r. 2) is also true for many 



56 

integer values oft. Let nk be defined, for each k, as the nearest integer 

to ek/log k. Define the events 

As in the proof of theorem 4.3.1 we have l P[Bk] = 00 and by making use of 

the lemmas in section 3,6 and by lemma 1.4.2 it follows that 

□ 

As a consequence we have 

s 
lim inf ,; n ( l)/ = -{2B(a)}(a-l)/a 

n"""" n °(2log log n) a- a 
a.s .. 

REMARK 6.4.1. Note that the distribution function F(.;a,1), with 1 <a< 2, 

has support (-~, 00 ). LIPSCHUTZ (1956b) has established an integral-test for 

partial sums of positive, continuous random variables€ V(a,1) with some 

assumptions on the right tail. See also KALINAUSKAITE (1971). 
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CHAPTER 7 

HOLDER-TYPE THEOREMS 

The generalized L.LL. theorems in chapter 4 give the local behavior 

of the sample paths near t == O. By the properties 2 of sections 3, 1 and 3,2 

we obviously have the same behavior in the neighbourhood of every fixed 

point T(>O). In this chapter we consider processes on [0,1] and we study a 

modulus of continuity resul.t for the Wiener process and completely asymme­

tric stable processes. 

7 . 1 • THE CASE a "' 2 

Consider the Wiener process {W( t) : O ::;; t ::;; 1}. We saw in theorem 

3. 1. 1. b that almost all sample paths are continuous functions on [O, 1]. Let 

q, be a positive, continuous and non-increasing function. Consider the prob-

P[{w: there exists some L1 0 (w) > Osuch that lw(t+i\,w)-W(t,w)I ::;; 
1 

::;; Ll~q,(LI) for all O::;; t::;; 1-LI and O <LI::;; Llo(w)}J. 

In this section we establish an integral test, comparable to the criterion 

in the generalized L.I.L. for W(t) at time t ~ O, for deciding whether the 

probability in (7. 1.1) has the value zero or one. Concerning this problem 

of the modulus of continuity of W(t) we have the following historic develop­

ment. Let the function t), be defined by 

# 

L LEVY ( 1937) : 
1 

t), ~ c(2 log t)'. 

The probability in ( 7, 1, 1) is zero for c < 1 and one for c > 1, As a conse­

quence of this result we have 

lim sup 
£+0 Q::,t::,1-LI 

Q</:,<£ 

jw(t+i\)-W(t)I "" 

(2LI log(i\- 1))~ 
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2. SIRAO ( 1954): 
1 

•Ct)= (2 log t +clog log t) 1 • 

The probability in (7. 1.1) is zero f'or c < -1 and one for c > 5. 

3, CHUNG, ERDOS and SIRAO (1959): 

The probability in (7.1,1) is zero or one according as the integral 

(7. 1.2) 

diverges or converges, 

REMARK 7. 1, 1. Let the function 1/J be defined by 

n-1 
w(t) = [2 log t + 5 log(2)(t) + 2 L log(k)(t) 

k=3 

where log(k)(t) "'log(log(k-l)(t)) and n 2: 3, Then integral (7.1.2) con­

v·erges for c > 2 and di verges for c s 2. 

7,2. THE CASE O <a< I 

In this section we shall establish a similar integral test for the com­

pletely asymmetric stable process {X( t) : O s t s 1} with characteristic ex­

ponen·t O < a < 1 and f3 = 1. Let cp be a positive, continuous and non-decreas­

ing function. We define the function 1/J by 

Ci 

(7,2,1) • ( t -1 ) "' { 2B ( a ) } ~ { c/> ( t )}- 2 l 1-a ) ' 

THEOREM 7 .2. L Let q) and vi be defined as above and Zet {X(t) : O s t s 1} 

be the eomp lete ly asymmetric stab le process with O < a < 1 and S "' 1 • '1.'hen 

P[{w: the:x-e exists some 11 0(w) > o such that X(t+6,w)-X(t,w) 2: 

2: 6l/acp(6) for all o st s 1-6 and o < 6 s 60(w)}J = 

"' 0 OX' 1 

acco:x-ding as the integral (?.1. 2) diverges OX' eonverges. 

As in the proof of the L. LL. type theorems we may restrict ourselves 

to special choices for ~1. We define the functions • 1 and ¢2 by 



w1(t) = (2 log t - 10 log log t)~ 

and 

(7.2.4) 

LEMMA 7.2.1. Let w1 and w2 be defined by (?.2.3) and (7.2.4). If theorem 

7.2.1 hol.ds for aii fu:nations $ such that 

where w is defined in (7.2.1), then it holds in general. 

PROOF. The proof of this lemma has the same pattern as the one of lemma 

4.3.1, We follow the proof of lemma 1 in the paper of CHUNG, ERDOS and 

SIRAO (1959). Define the function~ by 

Let i correspond to i as$ does tow by (7.2.1). From the proof of CHUNG, 

ERDOS and SIRAO we borrow the following results: 

(7.2.6) If J(w) < 00 then ;(t) ~ w(t) for large t. 

J(w) < 00 iff J(il < ®· 

A 

Suppose J(w) < 00 and hence that J(w) < 00 and 

(7,2.8) ¢(h) ~ $(h) for sufficiently small h 

by (7.2,7) and (7,2.6). Then it follows from the assumption of the lemma 
~ 

that for$ the probability in (7,2.2) is equal to 1, Then for almost all 

w we have 

for all t E [0.1-~J and~ sufficiently small, Thus the lemma is proved in 

the convergence case, 
A 

Suppose J(w) = 00 and hence J(w) = 00 , By the assumption of the lemma 
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A 

the probability in (7,2,2) is equal to O for rp. Hence, for almost all w 

there exist sequences {t },{t'}, t' > t with the properties n n n n 

and 

(7.2.10) 

X(t' ,w)-X(t ,w) < (t'-t ) l/a¢(t'-t ) 
n n n n n n 

t'-t + 0 
n n 

for n-+ 00 • 

Because J(w2 ) < 00 we have by the assumption of the lemma that there exists, 

for almost all w, a number 60 such that 

for all t and 6 $ 60 , Together with (7.2,9) this implies, for sufficiently 

large n, 

(7,2.11) $ ( t '-t ) $ (j) ( t ' -t ). n n n n 

Now (7.2,9) and (7,2.11) imply for almost all w 

This proves the lemma in the divergence case. D 

PROOF of theorem 7,2.1. By the lemma 7.2.1 we may restrict our attention 

to the case where (7,2,5) holds. This is equivalent to 

(7.2.12) 

and yields 

1-a 
a -1 {2B(a)} {2 log t + 'IO log log } a 

1-o: 
-·1 

:,; {2B(a)} a {2 log t - 10 log log 

1-a 

ij>(t) ~ {B(a)} a {log t- 1t-;;_-
Thus the restriction ( 7, 2, 5) implies that ¢ ( t) + 0 for t -+ 0. 

for t + 0, 

Suppose the integral (7. 1 .2) converges. For p=1 ,2, ... , k=O, 1,, •• 



j=[p/3],,,,,p and j+k ~ 
p 

we define the event D. k by 
J. 

By theorem 2.1,7 IV we have uniformly in j and k 

since 

61 

for p + "'• 

This and convergence of the integral ( 7, 1. 2) imply ( see the proof of CHUNG, 

ERDOS and SIRAO in the case oi "' 2) 

and hence P[V. k i.o.J = 0, 
J. 

< 00 

Por arbitrary fixed t, t+t. E [O, 1] and t,, < ~ we def'ine integers p,j and 

k by 

and 

This [p/3] ~ j ~ p for p ~ 9 and 

X(t+t.,w)-X(t ,w) ~ x(J+k ,w)-x(l,w), 
2P 2P 
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Hence, for almost all w, we have for sufficiently small 6 (i.e. sufficiently 

large p and all t E [O, 1-ti]) 

Because of the monotonicity of ¢ the right-hand member is larger than 

61/a<j,(6), Thus the theorem is proved for the case of convergence. 

In the divergence case we define the event Ep by 
j,k 

for p=1,2, ••• , k=0,1, .•. ,2P, j=[p/2]+1, ••• ,p and j+k $ 2P. It is sufficient 

to proire P[E~ k i.o,] = 1. To prove this assertion we apply lemma 1.4.2. We 
J > p I 

order the events EI? • If E "' EI? and E = E then n < n' iff one of 
J ,k n J ,k n' j 1 ,k 1 

the following conditions holds: 

L p < p' 

2. p "' p' and j > j' 

3, p "' p I> j "' j' and k < k', 

' This arrangement implies j2-p :2: j'2-p for n < n' . Divergence of the inte-

gral (7 .1.2) implies l P[E ] = 00 , (See the proof for a = 2.) Consider two 
n ' 

events E = EI? k and E , "'EI?, k' with n < n' and let 
n J, n J , 

, > 0 denote the ,n 

length of the intersection of [k2-p ,(j+k)2-p] 
f I 

and [k 1 2-p ,(j '+k' )2-p J. We 

arri ire at the following three conclusions, 

1. By lemma 3. 4, 1 there exist, for any positive c, a number and a 

constant 6 such that 

for all events En and En,, with n < n', p :2: p 0 and 

(T,2, 16) • .-12p~2(.-12p) ll 
c,n,n'J 3/ J < • 

2, Let O < c < 1. Computations similar to those in the paper of CHUNG, 

ERDOS and SIRAO ( 1959) yield fo:r fixed n' 



(7 .2.17) l* P[E A E ,] :,; M1 P[E ,]. 
n n n 

where l* denotes the summation over a.11 events E with n < n' such that 
n 
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.-1 p 
f::. 1J 2 $ C n.n 

and for which (7,2,16) does not hold. M1 is a constant inde-

pendent of n' • 

3, In case 

(7.2.18) 

(the choice c ~~in (7,2,18) restricts the values of p' top'= p, p+1 or 

p+2) the conditions of lemma 3,4.3 a.re fulfilled for large p. Following the 

computations in the proof for a= 2 we obtain for every fixed n 

,** l P[E A E ,] $ M_ P[E ], n n -c n 

where l** restricts the summation to all n' > n for which (7,2.18) holds 

and where M2 is a constant. 

From the estimates (7,2.15), (7,2,17) and (7,2,19) it follows that 

N N N 
lim inf l P[E ])-2 I I P[E A En,] .. 

N-+<x> n=1 n n=1 n==1 n 

N N 
"" lim inf < I P[E ])-2 •2•}: l P[E A E ,] $ 1+1::. 

N-+<><> n=1 n n<n' n n 

Letting e +Owe obtain lim inf:,; 1, Now we can apply lemma 1.4.2 in order 

to conclude P[E i,o.] = 1, D 
n 

:REMARK 7,2,1. Taking 

1-a 1-a 
$(!::.) .. {2B(a)}-;-{2( 1+o)log(ll-1 )}--;-

we find that the probability in (7,2,2) is zero or one according as o $ 0 

or o > 0, Hence one obtains 

lim inf X(t+ll)-X(t) = {2B(a)}{1-a)/a 
e+O 0$t$1-I::. 1::. 110{2log(ll-1)}-(l-a)/a 

a.s •• 

O<ll<e 
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This result was first proved. by HAWKES ( 1971). 

7,3. THE CASE a= 

THEOREM 7. 3, 1. Let ,p be a non-negative" oontinuous and non-inoreasing func­

tion and {X(t) : o 5 t 5 1} the completely asymmetric stable pr,ooess 1,;ith 

a= B = 1. Define the function w by 

Then 

P[{w: the:r,e exists some 1::, 0(w) > O such that X(t+n,w)-X(t,ui)+ 

-(2/7r)1Uog /J,?: -/J,,p(t,) fo1• all O 5 t 5 1-/J, and 

o < t. 5 n0 (w)}J = o or 1 

accord1:ng as the integral (7.1. 2) diverges or converges, 

PROOF, Again we may restrict ourselves to functions ijl satisfying (7 .2. 5). 

Hence 

-1 
,p(t) ~ (2/n)log log t 

and this implies <j,(t) ➔ 00 fort t 0, 

for t O 

Assume (7,1,2) converges. l!"or p=1,2, •.• , k=0,1, ... ,2P, j=[p/3], ... ,p 

and j+k+1 5 2P we define the event lf. k by 
J • 

inf {X{ (,j+k)2-P+s)-X(k2-p-r)-(2/n)(j2-p+r+s)log(.j2-P+r+s)} < -,p(j+2). 

05r,s52-p j2-p+r+s 2P 

The restriction (7·.2.5) implies that the conditions in lemma 3,5.lrb are 

fulfilled uniformly in j. Thus 

By theorem 2.1,7 V this implies that, 1miformly in j and k, 

P[lf. 
J 

for p + 00 • 
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Convergence of (7.1.2) gives, as in the proof of CHUNG, ERDOS and SIRAO for 

the case a= 2, P[1'° k i.o.J = 0. For arbitrary t,t+6 € [0,1] we define p,j 
J. 

and k by (7.2.13) and (7.2.14). For almost all w, we have for sufficiently 

large p 

X(t+6)-X(t)-(2/11)6log 6 > 
6 -

inf {X( (j+k)2-p +s )-X(k2-p-r )-( 2/11 )(,j2-p +r+s )log(.j2-p+r+s} 2': 

osr,ss2-P j2-P+r+s 

2': -~(j+2) 2': -~(6). 
2P 

In the divergence case we define E~ k by 
J' 

for p=1,2, .••• k=0,1, ••• ,2P, j=[p/2]+1, ••. ,p and j+k s 2P. The remainder of 

the proof closely resembles the proof of theorem 7,2.1. However, the neces­

sary estimation of the lim inf occurring in lemma 1.4.2 differs on one point. 

This difference arises in connection with lemma 3,5.2. We want to use this 

lemma for the case O < 6t-l < c < 1. In that case 6t- 1w2(1/t')/w2 (1/t) is 

not necessarily less than one. However, one only has to invoke lemma 3,5,2 

in case that p'-5logp' < p < p'. Then by the restriction (7,2.5) we know 

that for any pair of constants (c,c 1 ) with O < c < c 1 < 1, the restriction 
-1 . . -1 2( ) 2( ) 6t < c implies 6t w 1/t' /w 1/t < c1 for sufficiently large p' (or p). 

Then, as in the proof of theorem 7.2.1 we can show P[E i.o.J = 1 and 
n 

hence the theorem is proved. 0 

REMARK 7. 3, 1. Taking 

the probability in (7,3,2) is zero or one according as o s O or o > O. 

Hence 

lim [ inf {X(t+6)-X(t)~(2/11)6log 6 + ¾ log(11e log(6-1))}] = 
e:+o osts1-6 

0<6<e: 
2 

"'; log 2 a.s. 
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and 

lim inf {X(t+ll)-X(t)-(2/n)l\log LI}= _1 
e+O OStS1-l\ (2/n)lllog log(ll- 1 ) 

a. s. . 

O<l\<e 

7,4. THE CASE 1 <a< 2 

THEOREM 7, 4. 1. Let 'P be a non-negative, aontinuous and non-inareasing funa­

tion and {X(t) : 0 st s 1} the aompletely asymmetria stable proaess with 

1 <a< 2 and a= 1. Define the funation ~ by 

a 

(7,4,1) ~(t-1) = {2B(a)}~{1P(t)}2(a-1) • 

Then 

(7. 4.2) P[{w: there exists some L1 0 (w) > O suah that X(t+ll.w)-X(t.w) ~ 

~ -i/a'P(ll) for all Ost s 1-ll and O < l\ s ll 0 (w)}] = 

""0 Ol" 1 

aaaording as the integral (?.1.2) diverges or aonverges. 

PROOF. Again we may restrict ourselves to functions w satisfying (7.2.5), 

Hence it follows by (7,4,1) 

a-1 a-1 

1P(t) ~ {B(a)}7 {log t-1}0 for t + O 

and this implies 1P(t) + 00 fort+ O. 

Suppose the integral (7.1.2) converges. For p=1,2, ••• , k=0,1, ... ,2P, 

j=[p/3], ••. ,p and j+k+1 s 2P we define the event D~ k by 
J. 

By lemma 3.6.4b we have 
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Consequently, by theorem 2. 1. 7 VI we have, uniformly in j and k, 

2P 
P[D~ J :::: 0( 1) P[U 2 lj,(J.+2 )] 

J,k 
for p-+ oo. 

Hence it follows that P[Dl: 1 Lo. J :::: o. For any t and I:,, we define integers 
J,K 

p,j and k by (7.2.13) and (7.2.14), For almost all w, we have for sufficient-

ly large p 

X(t+b,w)-X(t,w) 2 

In the divergence case we define the events EI: ,. by 
J ,.r. 

for p::::1,2,.,,, k=0,1, ••• ,2P, j=[p/2]+1, ..• ,p and j+k ,s; 2P, The proof that 

P[EI: k i.o.] = 1 is the same as for the case a= 1. D 
J' 

REMARK 7. 4. 1 , Taking 

£::.1 a-1 

~(LI)= {2B(a)} a {2(1+o)log(L\- 1 )} a 

we have that the probability in (7,4.2) is zero or one according as 6 s 0 

or 6 > O. Hence 

lim inf 
c+O Ost:S1-L\ 

O<L\<e: 

X(t+L\)-X(t) = 

61/a{ 2log(Ll-1)}(a-1)/a 
)} -(a-1)/a 

a a.s •. 
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CHAPTER 8 

L.LL.-TYPE THEOREMS FOR 1rHE HEAVY TAILS 

In the chapters 4,5 and 6 we have proved generalized laws of the iter­

ated logarithm for completely asymmetric stable processes (13=1) fort+ O, 

t -+ 00 and for partial sums. In that way we obtain lower limits for the rate 

of growth of the sample paths of these stable processes for small and for 

large times. In the proofs we made use of the relation between the left tail 

of the distribution function F(. ;a, 1) and the tail of the standard normal 

distribution function, as given in theorem 2 .1. 7 parts IV, V and VI. In this 

chapter we shall obtain upper limits for the rate of growth of the sample 

paths of completely asymmetric stable processes ( 13=1). We apply the expan­

sions of the right tail of the corresponding distribution functions F( • ;a, 1) 

given in theorem 2. 1 • 7 parts I, II and III. For the other stable di stri bu­

tions ( I 13 I ~1) we have the same e,rpansions for both tails of the distribution 

function. By using these expansions we also obtain upper- and lowerbounds 

for the rate of growth for stable processes with I Si -:/' 1. In this chapter 

we establish integral tests similar to the criteria in the chapters 4 ,5 and 

6. We distinguish three cases: partial sums, stable processes for t ➔ 00 and 

stable processes for t + 0, 

8. 1 • PARTIAL SUMS 

We first give some ear1y results. 

1. LEVY (1931) - MARCINKIEWICZ (1939): 

Let x1 ,x2 , ••• be independent random variables with distribution function 

F' 1 ,F 2 ,, • • • Suppose that, uniformly for large x and all k, 

where a,c and Care positive constants with a E (0,2). In case 

assume 

lim 
t➔oo 

X "' o. 

s a< 2 we 

Let;\ be a positive increasing function such that 1c(2t)/1c(t)-+ 1 fort+ 



Define the sequence {a} by 
n 

Then 

P[ IX1+ ... +X I > a Lo,] "'O or 1 
n n 

. \ 1 • 
accord1.ng as L. n\(n) converges or diverges. 

fl 
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LEVY proved this result in case O < a < 1. In chapter 10 we formulate 

an extension, proved by F'ELLER ( 1946), without conditions on {a L Other 
n 

authors also proved similar results using the methods used for the L, LL. 

for the case c; "' 2, We mention the following ones. 

2. LIPSCHUTZ ( 1956b): 

Let x1 ,x2 , ••• be positive i. i. d, random variables with common distribu­

tion function F' E V(a,1) with a 'F 1,2 and let 1jJ be a positive continuous 

non-decreasing function. Then 

in case O <a< 1 

+,.. > a ijJ(n) i.o.] = O or 1; 
n 

in case 1 <a< 2 

according as 

( 8. L 1) 

converges or . The constants are defined by (2.2,2) and (2.2.4), 

3. CROVER (1966): 

Let x1 ,x2 , •.. be i.Ld. with common distribution function F'(.;a,O) with 

0 <a< 2, Then 

according ass> O ors< 0, 
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4. HEYDE (1969): 
Let x1 ,x2 , ... be i.i.d. random variables with common distribution func­

tion FE VN(a,S) with a 'f' 1,2 and Isl ~ 1. Then 

O or 1 

according as c > O or c < O. 

In the sections 2 and 3 of this chapter we shall refer to similar theo­

rems for stable processes for large and small times. 

Let x1 ,x2 • ... be Li. d. random variables with common distribution func­

tion F(.;a,S). We define the sequence {T(n;a,S)} by 

(8.L2) 

-1 
"' (X1+ •.. +xn - (2/11)Snlog n)n 

By theorem 2. 1 • .3 it fol.lows that for every a and S 

(8. L3) T(n;a,S) g x 1 

In this section we shall prove the following theorem. 

for a 'f' 

for a "" 1 • 

for all n. 

THEOREM 8.LL Let the sequence {T(n;a,S)} be defined by (8.1.2) and let 1/; 

be a positive, continuous and non-decreasing function. Then 

a. for a is ( O, 2) and S is (-1 , 1] 

P[T(n;a S) ~ w(n) i.o.J = 0 or 1 

according as the integral K(w), defined in (8.1.1) 3 converges or diverges 

b. for a E (0,2) a:nd SE [-1,1) 

P[T(n;a,B) s -w(n) i..o.J = 0 or1 

according as the integral K(w), defined in (8.1,1), converges or diverges. 

Let c > 0. We define the function w1 and w2 by 



(8. L4) 

and 

lj, 1 ( t ) = ( log t ) a 

1±£ 
iJ, 2 (t) = (log t) a. 

In the proof of theorem 8. 1. 1 we apply the following lemma, 
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LEMMA 8.L1. Let E > O and let iJ; 1 and iJ;2 be defined by (B.1.4) and (8.1.5). 

theorem 8. 1, 1 hoZ.ds for all functions t)! satisfying 

(8.1.6) 

then it holds in generaL 

PROOF. The proof has a similar pattern as the proof of lemma 4. 3, 1. 

L In the same way as in the proof of part J.. of lemma 4. 3. 1 we show 

that convergence of ijJ) implies 1jJ (t) > 1jJ 1 ( t) for sufficiently large t. 

li. Let 1jJ be an arbitrary function satisfying the conditions of theorem 

8.1.1 and K(ij;) < 00 • Define the function$ by 

(8.L7) 

Then, for sufficiently large t, we have ;(t) = min(ij;(t),v12 (t)), implying 

K(;);) < 00 , The function $ clearly satisfies ( 8, 1. 6). By the assumption that 

theorem 8. 1. 1 holds for all functions satisfying ( 8. 1. 6) we have 

P[T(n;a,S) ~ $(n) i.o.] = O 

and obviously 

P[T(n;a,S) ~ ij;(n) i.o.J = O . 

• U.J... Let 1jJ be an arbi tary function satisfying the conditions of theo­

rem 8.L1 and K(ijJ) = 00 • Define$ by (8.1,6). In the same way as in the proof 

of' part lil of lemma 4.3. 1 we obtain $) :::: 00 • By the assumption that theo-

rem 8. . holds for all functions satisfying (8.1.6) we have 
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P[T(n;a.8) ~ ~(n) i.o.J = 

and 

P[T(n;a,8) > w2(n) i.o.J = O. 

(8.1.8) 

The inequality ~(nk) < w2 (nk) implies $(nk) ~ 1/J(nk). This yields, in view 

of ( 8. 1. 8) • 

P[T(n;a,8) ~ 1/J(n) i.o.J = 1. 

Thus the restriction (8.1.6) can also be made in case the integral 

(8.1.1) diverges. 0 

PROOF of theorem 8.1.1. Because F(x;a,8) = 1-F(-x;a,-8) we have only to 

prove part a of the theorem. By lemma 8.1.1 we may restrict ourselves to 

functions 1/J satisfying w1 s 1/J $ w2 • 

Suppose K(w) < 00 • Let c > 1 and let n denote the largest integer smal­r 
ler than er. We define the following events 

A: T(n;a,8) ~ 1/J(n); 
n 

B : 
r 

max 
nr<nSnr+l 

max 
nr<nSnr+l 

T(n;a,8) ~ w(n ) r 

and for a 'f' 1 

Then 

(8.1.10) 

C : 
r 

S > 1/a,,,(n ), _ n .,, r 
nr+1 r 

lim sup An c lim sup B . 
r 

for a 1' 1, 

for a= 
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By lemma 1.4.3 and remark 1.4.1 there exists, for a# 1, a constant k(a,B) 

such that P[B] ~ (a,B) P[C ]. The expansion of the tail of F(.;a,B) in 
r r 

theorem 2.1.7 parts I and III implies 

?. (n /n +1)1/atj;(n )] = 
r r r 

for r -+ 00 • 

Let {X(t) : O ~ t < 00 } be a stable process for which the r.v. X(1) has dis­

tribution function F(.;1,B), Then 

""P[ sup 

1 

X(n t)-(2/rr)Bn tlog(n t) 
r r r ( ) 

----------- ?. tJ; nr J "' n t 
r 

X[t)-(2/rr)Btlog t 
t 

?. tJ;(n )] 
r 

by property 4 of section 3,2. By lemma 3,5,5 it follows that for a= 

for r-+ 00 , 

Thus we have for all a E (0,2) that there exists some positive constant k 

such that 

This yields P[lim sup An]"' P[lim sup Br]= O. 

Suppose = 00 , Because, for every 

{lim sup T(n;a,§) >A} 
tJ;(n) 

is a tail event we have 

P[lim sup T(n;a,@J >A]= 0 or 1. 
tJ;(n) 



Thus. in order to prove the divergence part of the theorem we only have to 

show 

P[T(n;a,S) ~ w(n) i.o.J > o. 

Define the sequence nr as in the convergence part with c so large that 
( )-1/a 1 . 1-2 c-1 ~ 2. Define the events 

D: w(n) $ T(n ;a,S) $ 2w(n ). 
r r r r 

Then there exists a positive constant k such that P[D] ~ k --1- for 
r wa(n) 

r 
r + 00 and this yields 2 P[D] = 00 • In case a~ 1 we have for r < s 

r r 

n 1~ n 1~ 
$ P[Dr] P[X1 ~ (--s-) w(n )-2(--r-) $(nr)] S k 1P[Dr] P[Ds]• 

n- s n-s r s r 

where the constant k 1 can be chosen independent of rands. 

In case a= 1 we have for r < s 

P[D AD]= P[n w(n) s S -(2/TT)Sn log n s 2n w(n) A r s r r n r r r r 
r 

An w(n) s S -(2/TT)Sn log n s 2n w(n )] s s n s s s s s 

s P[Dr] P[S -s ~ n w(n )+(2/TT)Sn log n - 2n w(n )-(2/TT)Sn log n] n n s s s s r r r r s r 

S P[Dr] P[X1 ~ (n -n )-1(n $(n) + (2/TT)Sn log n - 2n $(n) + 
s r s s s s r r 

- (2/TT)Sn log n - (2/TT)S(n -n )log(n -n )] r r s r s r 

2 n log n - nrlog nr - (n -n )log(n -n) 
where A(r,s) = - s s 6 r s r is uniformly 

TT n -n s r 
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bounded by a constant which depends only on c. By the expansion in theorem 

2.1.7 part II we have 

P[D ADJ~ k 1P[D] P[D ], 
r s r s 

where k 1 may be chosen independent of rands. Hence for all a€ (0,2) lem­

ma 1.l+.2 yields P[D i.o.J > O. 0 
r 

REMARK 8. 1. 1. Divergence of the integral K( ij,) implies K( )ujJ) = 00 for all pos­

itive A. Consequently 

lim sup T(nia~S} 
~ A ij,(n) 

and this yields 

lim sup T~niCli@J 
"' 00 

~J( n) 
a.s. 

in case K(ij,) "' 00. 

CROVER ( 1966) makes use of his version of theorem 8. 1. 1 to prove that 

lim sup JT(n;a,O) I log log n "' e•lia 
n-r00 

'rhis result is extended to the cases Isl ¥ 1 (and a-:f,1) by HEYDE (1969). 

CROVER ( 1966) has also given some other limit points of the sequence 
1 

{iT(n;a,o)l 10g log n}. We define the sequence {T(n;a,S)}, for O <a< 2 

and I SI ,,; 1 , by 

(8.L11) T(n,a,S) = sign(T(n;a,S)) IT(n;a,S)llog log n 

The following theorem gives some J.imi t of this sequence ;a,S)L 

1rHEOREM 8.1.2. Det the sequence {T(n;a,S)} be defined by (8,1.11) for 

o <a< 2 and Isl ~ 1. Then, with probability 1, aZZ points of the following 

intervals ,we limit points of {T(n;a,S)}. 
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[ 1/a 1/a] -e ,e for s Cl, < 2 and Is I 'f 

[-e 1 /a' 1 J s a < 2 f:l = -1 

[-1,e1/a] s; a < 2 s = 
1 1 

[ 1/a - 1-a] - 1-a 1 / a] 
-e ,-e u [e ,e - 0 < a < Is I 'f 

1/a [-e ,-1] 0 < a < f3 = -1 

[1,e1/a] 0 < a < f3 = 1 . 

REMARK 8. 1 , 2. In case 1 s; a < 2 and all S and in case O < a < 1 and IS/ = 

theorem 8, 1 , 2 gives all a. s. limit points. I do not know about the points 
1 1 

. ( - 1-a - 1-a) . / j .J. in the interval -e ,e in case O <a< 1 and S , 1. 

In the proof of theorem 8. 1. 1 we need the following lemma, which is a 

simple extension of a lemma proved by SPITZER ( 1956). 

LEMMA 8,1.2. Let the sequence {T(n;a,S)} be d&fined by (8.1.2) a:nd let {an} 

be a non-increasing sequence of positive real numbers. Then for all a z 1 

P[O s T(n;a,B) s; a i.o.J = O or 1 
11 

acwor•ding as the series l an converges or diverges, 

PROOF'. Denote the event 

(8.1.12) 0 s T(n;a,B) s; a 
n 

by Dn. Then P[Dn] = P[O s x1 s; an]. Because each stable random variable has 

a bounded density it follows that 

P[D J = O(a) 
n n 

for n ➔ 00 , 

Then the convergence part easily follows. 

In the divergence part we may suppose, without loss of generality, that 
1 

an s n log n • We compute for m > n 

P[D AD]= P[O s T(n;a,B) s a AO s T(m;a,S) s a] 
n m n m 



I j P[O s 
1/a s n a 

n 
A 0 ~ s 

m 
1 / a. J :;; m a 

Ill 
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if a. "f 

:::: l P[O :;; S -(2/n)Snlog n:;; na AO:;; S -(2/n)Smlog ms ma=] 
n n m = 

if a = 1. 

We first consider the case a¢ 1. 

P[D AD] 
n Ill 

1/a 1/a 
= In an {Jm am-yf (x)dx} 

0 -y m-n 
f (y)dy, 
n 

where f. is the density of S. "' x1+ •.. +X. for ,2,... . Because the ran-
J J J 

dam variables X., 1,2, ... , have a stable distribution f satisfies 
J n 

(8 •• 13) 

and f 1 is bounded. Thus 

(8.L14) 
1/a 

P[D AD] s M2(_£!._) 
n m m-n 

a . 
m 

In case a "' 1 we obtain the same upperbound, Now the density 

(8.1.15) -1 -1 ) )Snlog n) = n f 1(n .. 

for a ¢ 1 

satisfies 

If m > 2n we have m(m-n )- 1 < 2 and because f 1 is bounded away from zero 

near the or:i.gine, ( 8. 1. 14) implies the existence of a constant k 0 such that 

(8. L 16) 

By ( 8. 1 . 11+) we have for fixed n 

m=n+1 
P(D AD] 

n m 

Some algebra shows that for n + 00 

-1 
( log n) ) 

0( 1) 

for < a s 2 

for a 
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By lemma 1. 4. 2 the divergence part of the lemma follows immediately. D 

Ii 
[/ with PROOF of theorem 8.1.2. Let the subsequence nk be defined by nk 

y > 1 and o > 1. One can show that for O <a< 2 and -1 < 13 s 1 

according as K(ij,) converges or diverges. The proof of' this assertion is sim­

ilar to that of' theorem 8, 1. ·1 and is therefore omitted. It easily follows 
1 

ao ~ that e is, with probability 1, a limit point of 11 (n;a,i3). Thus, w.p.1, every 

point of [1,el/a] is limit point of T(n;a,13) for all a and -1 < f3 s 1. Theo­

rem 8.1.1 part a .. implies that, in case a E (0,2) and -1 < 13 s 1, 

(8.1.17) lim sup T(n;a,B) = e 
1/a 

Theorem 6. 2. 1 implies that, in case a E ( 0, 1 ) and 13 = 1 , 

(8.1.18) lim inf T(n;a,S) • 

For o: E ( 0, 1 ) , it follows that the set of all limit points of 

incides almost surely with [ 1 ,e 1 /a]. Because 

(8.L19) F(-x;a,-S) = 1-F(x;a,S) 

we have also proved theorem 8.1.2 in case 0 < C! < 1 and s "' -L 

In case s C! < 2 and I a I s 1 we define the subsequence 

ko 
"' max(k,[y ]) for fixed y > 1 and 0 > o. Repeating the argument 

8.1,2 we can show 

O or 1 

;a,1)} co-

by nk = 

of lemma 

according as }: ak < 00 or "' 00 1'hen we easily obtain that all points of 

[-1, 1] are limit points of T(n;a,BL In case 1 < a < 2 theorem 6)!. I implies 

( 8. 1 • 20) lim inf T(n;a,1) = -1 a.s. , 

In case a• 1 the result (8,1.20) follows from theorem 6,3.1. This completes 
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the proof for the case ,;; a < 2 and 13 "' 1 and because of (8.1.19) also for 

the other cases with ,;; a< 2. 

In case O <a< and Isl ~ 1 we define the subsequence 
k/i 

= max(k,[y ]) for y > 1 and o?: 1-a. Now we can show that 

by 

according as l sk converges or di verges. Remark that, also in case O < a < 1 , 

we can define the events Dn by (8.1.12) and give an upperbound for P[D ADJ 
j 1n ID 

as in (8.1. 14). Then we obtain the limit 
. [ - ,-
111 -1 ,-e . - 1-a ] D 

u [e ,1 • 

8,2. LARGE TIMES 

In this section we prove the analogue of theorem 8.1.1 for stable pro­

cesses. Let {X( t) ; 0 :,; t < 00 } ·be a stable process. KHIN'rCHINE ( 1937) has 

given an integral test in order to determine whether the event 

( 8 .2. ) {w: there exists some t 0(w) > 0 such that IX(t,w) I ,;; t l/aw(t) 

for all t ?: t 0 ( w)} 

has probability zero or one. FRISTEDT { 1967) has given a similar result for 

subordinators. Symmetric processes with stationary, independent increments 

(not necessarily stable) are studied by FRISTEDT ( 1971). 

As in section 8.1 we define the process {T(t;a,13) : 0 ,;; t < 00 }, with 

a€ (0,2) and 13 € [-1,1] by 

T(t;a,13) • t-l/aX(t) for a::/-

• t- 1{X(t)-(2/n)Stlog t} for a = 1 , 

It follows from the definition of a stable process that 

'1:(t;a:,S) g. X( 1) for t > 0, a: € ( O, 2) and S E [ -1 , 1 J . 

'I'HEOREM 8, 2, 1 • Let the process ;a,S) : o s; t < 00 } be defined (8.2,2) 

continuous and non-decreasing furw-tion, Then 
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a. For a E (0,2) and BE (-1,1] 

P[foi: there exists some t 0 (w) > O suah that T(t;a,/:l) ,;; iJ,(t) 

for aZZ t ~ t 0 (w)}J = O or 1 

aaaording as the integral (8.1.1) diverges or converges 

b. For a E (0,2) and SE [-1,1) 

P[{w: there exists some t O(w) >Osuch that T(t;a,S);:,, -tj,(t) 

for au t ~ to(w)}J = 0 or 1 

according as the integral ( 8.1. 1) diverges or eonvex•ges. 

PROOF. Again it is sufficient only to prove part a and we may suppose that 

( log t) a ,;; ij,( t) :s; ( log t) a • We have only to prove the convergence part 

because theorem 8. 1 • 1 implies the divergence part. 

Define the events Cr, r=1,2, ... , by 

sup '.L'(t;a,S) > ij,( ), 

2r-1:s;t:s;2r 

By lemmas 3.4,l+, 3,5,5 and 3,6.lrb it follows that 

for r + 00 • 

It fol.lows, as in the proof of theorem 8. 1 , 1 , that for a.11. a E ( O, 2) 

I P[Cr] < 00 , implying P[Cr Lo.]= O. Therefore, for al.most all w, there 

exists a number r 0 (tu) such that 

sup T(t;a,S) :s; ~1(2r-l) 

2r-1 :;,t::,2r 

for all r ~ r 0 (w). Then the theorem follows by making use of the monotonicity 

of l/J, 0 
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8.3. SMALL TIMES 

The duality between small and large times for stable processes, given 

in property 3 of section 3,2, indicates that we may establish a similar theo­

rem for small times (cf. the references given in section 8.2). The proof of 

the following theorem follows the same pattern as the proof of theorem 8.1.1 

and is omitted. 

THEOREM 8.3.1. Let the proaess {T(t;a,13) : 0:,; t < 00 } be defined by (8.2.1) 

and let 1/1 be a posi-tive, continuous and non-decreasing function. Then 

a. For a E (0,2) and i3 E (-1,1] 

P[ {w: there exists some t 0 ( w) > O such that 'I'( t ;a, 13) :5 

for atl t :5 t 0 (w)}J = O o:r> ·1 

according as the 1:ntegral. (B.1.1) diverges 01' converges 

b. For a E (0,2) and 13 E [-1,1) 

P[{w: there e;;,"ists some t 0 (w) > Osuch that 'I'(t;a S) ? 

for all t $ t 0 (w)}J = o or 1 

aaaording as the integ1•aZ (8.1.1) diverges or aonverges. 
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CHAPTER 9 

FUNCTIONA.1 LAW OF THE ITERATED LOGARITHM 

To state the theorems in this chapter we remember that C(O, ] is the 

Banach space of all real-valued continuous functions on [0,1] with sup-norm 

II . lie and metric de. The set D[O, 1] will be the set of real-valued functions 

on [O, 1] which a.re right-continuous and have finite left-hand limits. In ap­

pendix 1 we define two topologies on D[O, 1 J. In section 1. 5 we have defined 

the mapping 

TTm D[0,1]->- C[0,1] 

as the following piecewise linear approximation 

TT x(j/m); x(j/m) 
m 

and linear on the sub-intervals [j/m, ( j+1) /m] 

for j"'O, 1, ••. ,m 

for j=O, .•• ,m-1. 

DEl?INITION 9. o. 1. Let K be the subset of absolutely continuous functions 

x E C[O, 1 J, such that x(O) = 0 and 

The set K is compact. (See for example FREEDMAN (1971), lemma 78(d).) Let 

C~ (resp. C+) be the subclasses of C[0,1] of increasing (resp. non-decreas­

ing) functions. 'I'hen we have 

The increasing and non-decreasing functions of K constitute the subclasses 

K; and K+ with 

Every finite non-decreasing function x is almost everywhere differen­

tiable and we denote his derivative by x. From theorem 1. 5. 2 we know that 

x is a version of the Radon-Nikodym derivative of the absolutely continuous 

part xa of x with respect to Lebesgue measure, We define the I 



by 

9.1. THE CASE a= 2 

STRASSEN ( 1964) proved the following functional law of the iterated 

logarithm for the Wiener process {W( t) : O :S t < 00 L Let the sequence 

{ : n 2: 3} 

f [0,1]xQ+]R 
n 

be defined by 

f (t,w) 
n 

}, 
"'W(nt.w)/(2n log log n) 2 

THEOREM 9. 1. 1 . For' almost all w, the indexed subset 

• ,w) n ? 3} 

C[0,1] ie relatively compact, with lirm'.t set K. 
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k 
In fact S'l'RASSEN proved the theorem for the Wiener process in JR , By 

using the Skorohod representation ( see chapter 10) of a random variable 

YE VN(2,0) he proved the so called strong inva:t'ia:nce princ~ple. This strong 

invariance principle will be stated in chapter 10, VERVAAT ( 1972) has obtain-

ed similar results in C[O instead of C[O, 1 J, 

9,2, THE CASE O <a< 1 

Let {X( t) : 0 s t < 00 } be a completely asymmetric stable process with 

O <a< 1 and e"' 1, We introduce the following mapping 
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defined by 

D 
a 

t -~ 
(9.2.1) D x(t) = I [x(y)J 2( 1-a) dy, 

a 0 

Define the sequences of functions {f n .: 3} and {g( •• n .m •• ) m e: N • n.: 3} 
n 

and 

by 

and 

(9.2.3) 

fn [o. 1] x O + IR 

[0,1] x N x N x O + IR 

1-a _ 1-a _1. 
f (t.w) = (2 log log n) a {2B(a)} a n a X(nt,w) 
n 

THEOREM 9,2,1, Let e: > O, 

a. For almost all wand all m there exists a number n0 = n0(e:.m,w) suah that 

+ 
d (g(.,n,m,w),K) < e: 

C 

for aU n .: n 0 • 

b. For all he: K+ there exists a number m0{e:.h) suah that 

P[{w: d (g($,n,m,w),h) <£for infinitely many n}] = 
C 

For r=2,3••••• let nr be the nearest integer to 

2 r/(log r) 
e 

For a positive integer m, there exists an integer r(m) such that for r.: r(m) 



nr+1 
n r 
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m 
< --m-1 • 

Obviously this implies that• for r ?.: r(m) • we have < (j+1)n for all 
r 

j=O,u. ,m-1, F'or fixed m and all r ?.: r(m) we define the random Yariables 

A. (j=O, ••• ,m-1) by 
J,r 

a. _1_ 

(9.2,6) [ ( ( . 1 ) -1 ) ( . -1 ) ]- 1-a: 1-a: 2B ( N ) 1-a A. == X J+ n m -X JD 1m nrLl ~ m J.r r r+ .. 

In the proof of theorem 9.2, 1 we need the following lemma, The proof of this 

lemma will be given in appendix 2, 

LEMMA 9,2, 1. Let the sequence {n } be defined by (9, 2, 4) and the random var­
r 

iahles A. by (9,2.6) for r?.: r(m). Then., for s > O there exists a number 
J,r 

k ( depending on m and s., but not on r) such that for aU r ?.: r(m) • 

2 -1-s •• +A > (1+s)· 2log log n J < kr • 
m-1,r r 

PROOF' of theorem 9,2. 1, 

~. By the definition of g(, ,n ,m,w) 

m-1 
I(g) ~ I(D TT f) = 

a: m n I [m(f ((j+1)/m)-f (j/m))J 
n n 

-1 
m 

j=O 

1 m-1 "' Z:k 2B(a)(2log log n)- 1 I 
j=O 

1 (I. -- -
[n a(X(n(j+l)/m)-X(nj/m))J l-a 

Taking nr as in (9,2,4) and r?.: r(m) so that (9.2,5) is fulfilled, we define 

the events B by 
r 

Because the paths of the completely a.symmetric stable processes for O <a< 1 

a.re increasing functions we have 
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P[B] 
r 

1-o: ( ) ( )-1 s P[{w: m 2B o: 2log log nr • 

• ,+A m-1,r 
2 

> (1+£) 2log log 

where A. is defined in (9.2.6). By le=a 9,2.1 
,J ,r 

P[B] 
r 

and hence I P[B] < 00 , By the Borel-Cantelli lemma it follows that for a.J­
r 

most all w there exists a number n0 (£,m,w) such that 

I(D ~ f (,,w)) s (1+c) 2 
o: m n 

for n 2 n 0 (c,m,ui), Since g(.,n,m,w) is obviously increasing, it follows that 

(1+£)- 1 g(.,n,m,w) EK; for almost all wand n 2 n 0 (c,m,w) and because any 
. . + . 

function in K0 is bounded by 1, 

-1 
d (g(.,n,m,w),(1+£) g(.,n,m,w)) < £ 

C 

for almost all w and n 2 n0 ( c ,m,w). 

. + 1 
Part b. F'ix h EK and c > o. Because I((1+d- h) < 1 and < f.: 

we shall further assume I ( h) < 1. By uniform continuity, there exists an u1-

teger m0(c,h) such that for all m 2 m0(c,h) 

(9.2.8) ~ h((j+1)/m)-h(j/m) < c/4 for j=O, ••• ,m-1 • 

Choose m > ma.x(m0(c,h),16c-2 ) and define the sequence {nr} by 
2 o "' me / 16-1 , Then 6 > O and by theorem 6. 2. 1 we have 

1-o: ---
P[X(n) s no: (2B(a)) o: (2(1+6)1og log n) Ol 

This implies: for almost all w, there exists an 

and 

such that 



$ E/4 

Choose positive E, for j=1,, .. ,m-1 such that 
J 

{'j (9.2.10) 

E. 
J 

and such that 

(9.2.11) 
m-1 

m }: 
j== 1 

< a./m 
J 

if a. 'f O, 
J 

< E(4m) 
-1 otherwise, 

2 (a.+E,) <1 0 
J J 

m-1 2 
this is possible because m la.$ I(h) < 1. (By lemma 80 in chapter 1 of 

FREEDMAN (1971).) j=1 J 

Define for j=1, •.• ,m-1 the events 

87 

(9.2.12) C(j) = {w: (a.-E,)+:,; g{(j+1)/m,n ,m,w)-g(j/m,n ,m,w) $a.+ E,} 
r JJ r r J J 

and 

The events C(j), j==1, ..• ,m-1 and r=1, ••. , are independent. Therefore the 
r m-1 (") 

events D~ are also independent and P[D ] =II. 1 P[C J ]. By (9.2.2) and (9.2,3) 
• r J= r 

+ ~ 1 
~ P[(a.-E.) m (21og log n )~ s 

J J r 
a 

s {2B(a) }~ x( 1 )- 2( l-a) s 
1 1 

(a.+E.) m2 (21og log n )~]. 
J J r 

Because of theorem 2.1.6 IV there is a number k such that 

2 
( ') -m(a.+E.) log log nr 

P[C J] ~ k e J J 
r 
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and hence there exists a number k 1 such that 

k1 ~----r log m 

by (9,2,11). This implies l P[D] = 00 • The Borel-Cantelli lemma gives r 
P[D i.o.J = 1. Consequently, there exists for almost all w a sub-sequence 

r 
n (w) such that r 

d (g(. ,n ,m,w) ,h) s: d (g(. ,n ,m,w) ,,r h) + d ( ,r h,h) 
c r c r m c m 

m-1 
s: E/4 + l 

j=1 
E.-I-E/4<E, 

J 
D 

+ Using compactness of K, we obtain from theorem 9,2,1 part a that, for 

almost all wand fixed m, the limit points (which in general may depend on 

w) of g(.,n,m,w) are in K+. Note that K+ is a non-random set. Theorem 9,2.1 

part b ensures that a.s. there are g(.,n,m,w) arbitrarily close to any 

(fixed) point in K+. Note that the exceptional nullset in part b depends on h. 

The existence of a countable dense subset of K+ (see FREEDMAN (1971) lemma 

100) implies that for almost all w there exist, for every h EK+, increasing 

sequences nk(w) and~ such that 

We now transform theorem 9,2,1 into one for the sequence {f }. For 
n 

every non-decreasing function x on [0,1] we define J = {t: x(t) < 00}. 
X 

DEFINITION 9,2.1. Let K(a) be the set of non-decreasing functions on [0,1] 

with the properties 

1. x(O) = O; 

2. xis strictly increasing on J · x' 
a 

J • ( ) - 1-a 3. J [x t ] dt s: 1 • 
X 

Note that a function in K(a) may have positive jumps. With regard to finite­

ness of a function x E K(a) we distinguish the following cases: 



x(1) < 00 , Then J = [0,1] and x satisfies I(D x) ~ 1. 
X Cl a 

x tends continuously to infinity in some point t E (0,1]~ Then J = 
0 X 

== [O,t0 ). 

Mi.. x jumps to infinity at t 0 (i.e. x( t 0-) < 00 and x( t 0 +) "' '"). We redefine 

x(t0 ) = x(t 0-) and have Jx = [o,t0J. 

THEOREM 9.2.2. Let the sequence {f} be defined by (9,2.2) and let the set 
n 

K(a) as in definition 9.2.1, Then 

a. Let f be an a:rbi t1•ary non-decreasing function on [ O, 1] and assume that 

there is a set A, with P[A] > o, and such that for an w E A there exists 

a sequence nk = nk(w) for which fnk(.,w) + f(.) in an continuity points 

off 1:n Jf. Then f E K(a). 

b. Let f E K(a). Then, fo1' almost all w, thex•e exists a sequence nk = nk(w) 

such that f conve1"(Jes to f in an continuity po·ints of f in J·r· 
nk 

PROOF. WI CHURA found an error in the original proof. We now give a corrected 

proof, following the original idea but making use of lemma 1. 5. 1. 

Part a. Let, f( 1) < 00 • We first prove that f has to be strictly increasing on 

[0,1]. Suppose f :is constant on some subinterval J of J·f. Then there exists, 

f . ['-1(. )-1]. . . J B .or large m, a number J such that Jm , J+1 m is contained in . ecause 

f converges to f in every point of J, we have for all w E A that 
Ilk 

tends to infinity for k ➔ 00 Since every function in K+ is bounded by 1, this 
+ contradicts the fact tha.t g(. ,nk ,m,.) approaches K as guaranteed by theorem 

9 • 2 . 1 part a. 

The restriction to [0,1] in (9.2.2) is arbitra.ry. Every (finite) in-

creasing function f on an interval has at most countably many discont:inui-

ties. We choose to 1 such that f continuous in point 
. -1 

can > :LS every JID t Q, 

with j=O, •.• ,m, for all m, and prove the theorem on [O, 1] by way of the cor-

responding theorem on [ 0, t 01. Thus we may, w:i thout loss of genera.1.i ty, sup­

pose that f is continuous in every point jm - 1, with j=O, ... ,m, for all m. 

Let e: > 0. The above remarks imply that, for sufficiently large k, 

on A 
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and also 

(9.2.14) d (D 1r f ,D 7r f) < E 
c amnk am 

on A. 

Thus, on A, the sequence D 1r f tends to the limit D 11 f. Theorem 9.2.1 
am nk am 

part a implies that Da1rmf EK+. Now it remains to show that D f EK+. We 
a a + 

shall prmre that D ~ 11mf converges to D f as m tends to infinity. As K is 
~ a a 00 

closed, this will imply that D</a E Kt-. Consider the sequence {Da 1rmf}m"'O. 

Lemma 1 • 5. 1 and Fatou' s lemma give 

(9.2. 15) lim inf D 11 f 2 D f a m a a 

and from Jensen's inequality we obtain 

Because 

we have 

D1rf SDf, 
a m a a a 

d 
dt 1f f (t) 

ma 

D ·rr f 2 D rr f. 
a m a a m 

for all t e [0,1] 

Together with (9.2.15) and (9.2.16) the result in (9,2, 17) implies 

lim D 1r f = D f. 
am a a 

m+oo 

This completes the proof of part a. for the case where f( 1) < 00 • 

In case f(1) = 00 and Jf = [o,t 0J for some t 0 e (0,1) the proof J.s simi­

lar to the case Jf = [O, 1] if we divide Jf into m disjoint intervals of e-• 

qual length. In case Jf = [O,t0 ) for some t 0 e ( O, ·1] we can repeat the proof 

for every interval [o,t 1] with t 1 < t 0 • 

~.£· 'l'ake E > O, f e K(a) and. suppose 

it follows that f is strictly increasing 

Jf"' [0,1]. From definition 9.2.1 

and I( ) s 1. An argument simi­
a 

lar to (9,2, 16) and (9.2.17) yields I(D 1r f) s 1, implying 
am 

E 
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fine for j=O, ••• ,m-1 

Then a.> O for j=O, ••• ,m-1. Choose m > 1 so large that a.< e: for all j. 
J J 

Now we basically repeat the proof of part b of theorem 9. 2. 1, but we 

apply lemma 1.4.2. Again we may suppose I(D n f) < 1. Choose for j=O, ••• ,m-1 
am 

positive n1.llllbers e:. as in (9.2.10) and such that 
J 

m-1 
m 1 

j=O 
(a. 

J 
)2 

+ E:• < 
J 

1. 

Then we have 

Define for 

(9.2.21) 

m-1 
m 1 

j=O 

2 (a.-e:.) < 
J a 

L 

••• ,m-1 the events C(j) by (9.2.12) and the events E by 
r r 

E · E · · · r c(o) f The events a.re not independent because 'r is not independent o or 
: (0) (m-1) . s_ 

s > r. For fixed r the events Cr , ••• ,Cr are independent and as in the 

proof of theorem 9,2.1.b it follows that l P[E J = 00 • r 
Consider P[E 11E J for r < s. By the independence of the increments of 

r s 
stable processes we have 

P[E AE] 
r s 

( ) m-1 
~ P[E AC O] TI P[C(j)]. 

r s j=l s 

By theorem 2. • 7 pa.rt IV and calculations similar to those in section 7 .2 

we have: there exists a constant k (independent of rands) and a number 

r 0 such that 

P[E AE] S k P[E] P[E] 
r s r s 

for r?: r 0 ands?: r + 21.og log r. In the case r < s s r + 2log log r we 

obtain 
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(9.2.23) P[E AE] 
r s 

-m 

e 

m-1 
}: 

j=1 

2 ( a . -e: . ) log log 
J J 

where k 1 is independent of rands. 

Then, using (9.2,20), (9.2.22) and (9.2.23), we find 

n 
lim inf { }: 

r=1 

n n 

I I 
r==1 s=1 

P[E AE] 
r s 

Lemma 1.l1.2 implies P[E Lo. J "' 1 and hence, :in part:ic11-lar, P[ U "' 1. r 
r=1 

Therefore, for almost all w, the sequence n contains an index n( for which 
r 

d ( D 1r f.- ,D 11 f) < c a m n a m 

m-1 
}: 

J=O 
£. < e:/4. 

J 

More precisely, for j=1 ... ,m, 

a.s, . 

By the definition of and since a. 'f' O, for all j, we have for all ,i 
J 

I ( -1 -1 I f,.. jm ) - f(jm ) 
n 

< C E: 

lli.::!tl 
where c = m{ ( 1-m- 1 )- a - 1}. Note that this constant can be bounded by 

another constant c 1, which depends on a, but not on m. Thus, independently 

of e ( and m), we have for all j 

Let n 1, n2 , ... be a decreasing sequence of real numbers tending to zero. 

For each there exists a number m. > 1 such that a ~mi) < for j=O, •.. 

1 ( m) . f. 1
( 2 18 ) J ( 2 . ld ••. ,mi- , where aj is de ined by 9. . . The result 9,_ yie s the 

existence of a set A., with P[A. J :::: 1, such that for each w E A. there is a 
l 1 l 

£. (w) with the property 
1 



( . -1 ) (· -1)1 Jm. ,w - f Jm. < c 1 1 1 

for j=O, ... ,m .. Obviously we have P[M.] = 1. Fix some w 
1 1 

f(1) < 00 , the sequence fA is uniformly bounded. Helly's n. 
1 

E M .. Because 
1 
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first theorem yields 

the existence of a subsequence f~ which converges weakly to some non-decreas-n. 
~ 1 

ing bounded function f. By (9.2.25) we have, for any w E flA., that f "' f in 
l. 

all continuity points of f. 

In case Jf = [o,t0 J (resp. [o,t0 )) with o < t 0 < 1 (resp. o < t 0 $ 1) 

we proceed as in part a. D 

REMARK 9.2.1. WICHURA ( 1973) has independently proved results of a similar 

nature for partial SU!ll processes. Re extends the space D[ 0 ,,~) with functions 

that may have the value 00 and he also extends the M1-topology to this (new) 

space. Define the sequence of functions 

f 
n 

analogous to in (9.2.2) using the partial sum process. Then he proved rel-

a.ti ve compactness of { fn} in the (extended) M1-topology. 

REMARK 9. 2. 2. As a consequence of theorem 9. 2, 1 part a we have for all in­

tegers m 

or 

lim su:_p 
n+oo 

lim sup 
n-><x> 

D11f'(1)c,; 
am n 

C! 
1 

{2B(a) )~ 
I 

(21og log n)~ 

mf [X( (.j+1 )n/m)-X( jn/m) ]- 2 ( l-a) s 
j=O (n/m) l/a 

a, s. 

In this section we consider the completely asymmetric stable process 

: 0 s t < 00 } with characteristic exponent a. "' B "' 1 . The 

and I are def'ined by (9.0.1) and (9,0,2). Let C be the subclass of C[0,1] 

of almost everywhere differentiable functions. n1 is defined by 



and 

D1 C -+ C 
+ 

Define the sequences of functions { f ( t ,w) ,n ?. 3} and 
n 

n?. 3, m EN} by 

t,n,m,w); 

f (t,w) = n- 1 {X(nt,w)-(2/rr)nt log n} + (2/rr)t log(2log log n) 
n 

and 

g(t 1 n,m 1 w) = D1rr f (t,w). 
mn 

Let n be defined by (9,2.4) and let r(m) be as in (9,2.5). Define the ran­
r 

dom variables A. for j=O, ... ,m-1 and r?. r(m) by 
J,r 

A. "'((j+1)n /m-jn 1/m)- 1 {X((j+1)n /m)-X(jn +1/m) + J,r r r+ r r 

- (2/rr)((j+1)n /m-jn +1/m) log ((j+1)n /m)-jn +l/m)L 
r r r r 

In the proof of the first theorem in this section we need the following 

lemma, 'J:he proof of this lemma will be given in appendix 2. 

LEMMA 9,3.L Fix m, Let nr, r(m) and Aj,r be as above, let E > O and define 

m-1 
A = l 4(rre)- 1 exp(-(rr/2) A. (1-E. )), 

r j=O J,r J,r 

P[A > 2( 1+E)log log n for infinitely many r] "' o. 
r r 

THEOREM 9,3.1. Let {g(.,n,m,w) : n?. 3, m EN} be defined by (9.3.3). Then 

theorem 9.2.1 is true for this sequence. 

PROOF. 

~- We shall only give the points of difference with the proof of theo-
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rem 9,2.1. Remember that the sample paths of the process X(t) are in D[0,1] 

and may decrease (continuously) but that all jumps have to be positive. We 

make use of the results in section 7.3, 

and 

'rhen 

Define the random variables B. and C. for j::::O, ••• ,m-1 and n EN by 
J,n J,n 

B. = (n/m)- 1[X(n(j+1)/m)-X(nj/m)-(2/u)(n/m) log (n/m) 
J,n 

1 

C. "'2(-rre)-, exp(-11B. /4). 
J,n J 1 n 

m-1 --rrB. /2 
I(g) = l 4(-rre)- 1(2log log n)- 1 e J,n = 

j=O 

1 m-1 2 
"'(2log log n}- L C. 

j=O J,n 

Let 11 be defined by ( 9. 2. 4). 'J'.hen we can find for every n a number r such r 
that ::; n < nr+l' If' r 2 so that (9.2.5) is we can write 

where 

and 

B. 
J ,n 

Q1 "' A. (n (j+l )/n-n 1j/n), 
J,r r r+ 

Q,)"' [{(n-n )(j+1)/m}- 1{x(n(.j+1 )/m)-X(n (j+1 )/m) + 
~ r r 

- (2/-rr}(n-n )(j+1)m-\og((n-n )(j+1)/m)}] • (n-n )(j+l)n-1, 
r r r 

Q3 "' [ { (nr+ 1-n )j /m}- 1 {X(nr+l j /m)-X(nj /m)-( 2/lr) (nr+l-n )jm- 1 

• log((nr+l-n)j/m)}J • (nr+ 1-n)jn- 1 

= (2/u)(n/m)- 1{-(n/m)log(n/m)+(n-n )( 
r 

-1 + (n (j+1 )m 
r 

-1 ( ( ) -1 jm )log n j+1 m 
r 

(n-n )(j+1 )/m) + r . 

. -1)} Jm . • 



If n = nr' we define Q2 = O. 

First we consider Q1. By the definition of nr we have 

= 1-0((log r)-2 ) for r + 00 • Hence by lemma 9,3.1 

m-1 
P[ l 4(11e)- 1 exp(-(11/2)A. ((j+1)n -jn +1 )n- 1 ) > 

j=O J,r r r 

> ( 1 +e:) 2:Log log nr for infinitely many r] "' 0. 

j+1 

Consequently, for almost all w, there exists a number r 1 = r 1 ( e: ,m,w) such 

that 

m-1 
( ) -l ' 4(11e)- 1 2log log n l 

r j=O 

11 ((') -1. -1) - 2 A. J+1 n n -Jn +1n 
e J ,r r r '.s 

s 1 + e: for all r 2 r 1 • 

Next we turn to Q2 and assume n > nr. Define the process 

{X ( t) : 0 :;; t ,;; 1 } by 
r 

X (t) = -l {X(n 1t)-(2/rr)n 1t log 
r r+ r+ 

The expression in square brackets in Q2 is distributed as X(1) and equals 

) -1 ( -1 ~ ( -1 -1 ~ ( -mn +·i (j+1 n-n ) {X ( j+1 )nm n +"l )-X ( j+1 )n m r r r r r r 
-1 ) + 

) )( -1 -1 ) ) _, -1 
- (2/11 (j+1 n-n )m n 11og( (j+1 (n-n m n +l)} 

r r+ r r 

By property 4 in section 3. 2, the process {Xr ( t) : 0 ,;; t ,;; 1] is a stable 

process with a"' S = 1. Now we have 

)/n "" 

(9,3, 10) -1 for r -+ 00 • 

Hence, by theorem 7,3.l, for almost all w there exists a number e: 

such that (9.3.9) is larger than or equal to 

(9,3,11) -(2/,r)log(,re/2)-(2/rr)log log(m(j+1 )- 1n 1 (n-n )- 1 )-(2/11)1og(1+s) 
r+ r 

for r 2 r 2 , Consequently Q2 is bounded from below by a function of r, say 

-¢(r), and by (9.3,10) and (9,3.11) <j,(r):::: O((log r)- 1) for r ➔ 00 • A simi-



97 

lar lower bound can be given for Q3 . 

Q4 can be expanded for large r. This term is O(log log r(log r)-2 ) for 

r -->- 00 for every j. Using all these estimates we have for almost all w: there 

exists a number r 3 (£,m,w) such that 

(9,3.12) 

Part b. Again we may suppose I(h) < 1. It is possible to give a proof simi­

lar to that of theorem 9. 2. 1 . b by using theorem 6. 3. 1 . We shall not do so. 

We shall follow the proof of theorem 9,2.2.b instead. 

F'ix m such that (9.2.8) holds. We first consider the case where his 

strictly increasing, so that a.> O for all J·=o, ... ,m-1. Choose£. for 
J J 

,. .• ,m-1 such that (9.2.10), (9.2.19) and (9.2,20) are fulfilled. Define 

the events C(j) and E as in (9.2.12) and (9.2.21), where g(. ,n,m,w) is de-
r r 

fined by (9,3,3), Taken "'mr. Using the definition of g(.,n,m,w) and pro­
r 

perties of the completely asymmetric stable process we find that 

(j)] = P[(a.-c.) s 2 
J J 

)/m) + 

- X(n j/m)-(2/n)(n /m)log n }exp{-~log(2log log s r r r · 

1 ; 1 

= P[(a.-s.)m (2log log n )~ s 
J J r 

2(ne)- 2exp(-nX(1)/4) s 

Now we use theorem 2,1,7 V to prove P[E] = 00 (c,f\ section 9,2). In or­
r 

der to apply lemma 1. 4.2 we have to bound 

{P[E] P[E ]}-1 P[E AE] 
r s r s 

for r < s, As in the case O <a< 1 we have 

., 1 

~ (a0-c0 )m~(2log log ns) 2 ] for s-->- 00 , 
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Fors> r+1 we can bound P[E AC(O)J by 
r s 

P[A s 2(rre)-~ exp{-(rr/4)m(n -mn )- 1(X(n /m)-X(n) + 
s r s r 

- (2/rr)(n /m-n )log(n /m-n )} s A+], 
s r s r 

where n 

1 1 

s 
-mn r 

n 
s 

) ) n -mn 
} s r A±= {(a0±c0 )m2 (21og log ns) 2} 

n r 
n -.mn 

s r 

After some algebra ( 9. 2. 22) follows for r ?: r O and s ?: r+2log log r. In the 

other cases the estimate (9.2.23) can be deriv-ed. Thus it follows that 

P[Er i, o.] :::: 1. Therefore, for almost all w there exists a subsequence nr ( w) 

such that 

d (g(. ,ti ,m,w) ,h) < £. 
C r 

If his not strictly increasing, then some of the a. will v-anish for 

large m. We distinguish two cases. In case a0 = 0 we hav-~ P[C~O)] > 1-li for 

s ?: s O ( o ) and it follows that 

{P[E] P[E ]}-l P[E AE] s (1-o)- 1 
r s r s 

and all r < s. If a 0 ,fa O and aj = 0 for some j E {1, ... ,m-1}, then we re-

place the product in by 

* 1 IT {(a.-,:.)m2(21og log 
J J 

n __ r_ 

n -mn s r 

where rr* means the product of all those factors with a. :p O. 0 
J 

We recall that in the case where O <a< 1 the fn are non-decreasing 

and that we have characterized their limit points within the class of non­

decreasing functions that may be infinite from some point on. Now the f be­
n 

long to D[O, 1] and we shall consider limit points in the class i5[ 0, 1] of 

functions f on [O, 1] which have no discontinuities but jumps and are such 
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that -"' < f(t) :s; 00 for all t and that f = "' on [t, 1] whenever f(t) = "'· For 

f E i5[0, 1] we shall denote the interval where f' is finite by Jf. We define 

the following subclass of D[0,1]. 

DEFINITION 9.3.1. Let K(1) be the set of functions x on [0,1] with the pro­

perties 

L x(O) "' 0 and x is bounded below; 

2. x = x + x, where x is non-decreasing and singular with respect to 
s a s 

Lebesgue measure and xa is absolutely continuous; 

3, 4(11e)- 1 JJ exp(-11.x(t)/2) dt :s; L 
X 

Note that a function :in K(1) cannot have negative jumps. Moreover, 2. im­

plies that x :is differentiable almost everywhere on J" so that the integral 
X 

in 3. is well defined. 

'rHEOREM 9,3,2. Let the sequence {f' } be defined by (9.3,2) and the set K( 1) 
n 

as in definition 9. 3. 1. Then 

a. Let f' be in D[ O, 1 J and assume that thern is a set A, with P[A] > O. and 

such that, for aZl w EA, there exists a sequence nk ~ nk(w) for which 

f (. ,w) + f(.) in aU continuity points of f' in Jf. Then f E K( 1). 
Ilk 

b, Let f' E K( 1). Then, fox• almost aU w there exists a sequence nk "" nk (w) 

such that f converges to f in aU cont-i.nuity points of f in J f' 
nk 

PROOF. 

~, We follow the proof of theorem 9,2,2 part a. Again we suppose that 

Jf"' [0,1]. Also, because f E iS[0,1], :it has at most countably many discon­

tinuities. By the argument in the proof of theorem 9,2,2 part a we may as-
. . -1 . . . . 

sume that, for all m, the points Jm , J=O, ••• ,m, are continm ty points of 

By theorem 9. 3. 1 part a the set of lim:i t points of g(. ,n ,m, 10) "' 

""D111 f C,w) is, for every fixed m, w.p. 1 contained in K+, From Schwarz's 
mn + 

inequality we have (see FREEDMAN ( 1971) lemma 78a) for g E K and all posi-

tive integers m 

., 
0 5 g((j+1)/m)-g(j/m) :s; m-~ 

for j=1,".,m. It easily follows that f' cannot have negative jumps. Take 
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e > o. We have for sufficiently large k 

(9.3.13) 

and 

(9,3.14) 

d (n f ,n f) < E 
c m nk m 

d (D 11r f' ,D 11r f') < E 
C ID nk m 

on A. 

on A. 

Thus on A, the sequence D17f f tends to the limit D1 ·1rm:L It follows that 
m ~ 

D11rmf EK+ for all m. Consequently 

m-1 
4(1re)- 1 l (m- 1+(1r/2)(f((.j+1 )/m)-f(j/m))-) 5 

j=O 

This yields 

m-1 
l (f( (j+1 )/m)-f(j/m) )- 5 e/2 

j=O 
for all m. 

Thus, the negative variation V-f is a finite continuous function on [0, 1]. 

Now, the assumption Jf = [0, ·1] implies that f is of bounded variation on Jf 
+ - + -and thus we can write f = V f - V f, where V f and V fare both non-decreas-

ing functions. 

Applying martingale theory WICHURA ( 1973) shows V-f is absolutely con-
+ + 

tinuous and lim D 1 TT n f "' D 1 fa. Because K is closed we have D 1 fa c K and 
n➔oo 2 

this implies f E K( 1 ) . 

Part b. Let f E: K(1) and Jf = [0,1]. As in the proof of theorem 9,2.2 we 

have, by Jensen's inequality and properties of functions in K(1), 

'rhis yields -rr f E K( 1 ) . In the proof of theorem 9. 3. 1. b we have already 
m 
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proved P[Er i.o.] = 1. From the definition of D1 we easily obtain that, for 

sufficiently large m, there exist, for almost all w, infinitely many numbers 

n such that 

(9,3,15) 

for j=O, .•• ,m. It follows that, for almost all w, there exists {nk(w)} such 

that f converges to f on a non-random countable dense subset of [0,1]. 
nk 

In order to conclude f +fin the continuity points off we first 
l\ 

prove the following assertion. For all e > O and Ost< 1, there exists a 

real constant 6 > O (independent oft) such that for almost all w there is 

a number n0 = n0(w) such that 

inf 
O<o:S6 

{f (t+o)-f (t)} > -E 
n n 

Define the event Cn by 

inf 
O<o:S6 

{f (t+o)-f (t)} s -e. 
n n 

As in the proof of lemmas 3,5.4 and 3,5,5 we can show that there exists a 

constant k such that 

P[C] s k P[f (t+6)-f (t) s -(2/w)log(we(l+e)/4)] 
n n n 

for sufficiently small 6, In a similar fashion one shows that 

P[D] s 
r 

k P[ 

nr+1 
where n is defined by (9,2,4) and D = U 

r r 
n=n r 

s -(2/w)log(we(l+e)/4)], 

C • Hence by lemma 3,5.4 
n 

Theorem 2.1,7 part V yields l P[D] < 00 • Then the assertion follows from 
r 

the Borel-Cantelli lemma. 

For every continuity point off we choose points t 1, t 2 in the countable 

dense subset where f converges to f and such that t 1 st s t 2 , t 2-t1 s 6 
nk 
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lim sup 
k-+oo 

for all t. D 

If (tl-f(tl I $ 2c 
~ 

REMARK 9.3,1, As a consequence of theorem 9,3.1,a we have for all integers m 

lim sup 
n-r00 

or equivalently 

11f(1),,; 
mn 

a.s, 

lim sup 
n-+oo 

{ 2 1 
I/lie V2log log n • 

m-1 -t:x(ili.:tll)-x(!Ll.) _ _g_ !llogll](n/m)-1} I e m m 11m m 

j=O 

9,4. THE CASE 1 <a.< 2 

Let {X(t) : 0 s: t < "'} be the completely asymmetric stable process with 

1 < a. < 2. Define the sequences {f (. ,w) : n 2 3}, {g(. ,n,m,"-1) n ?' 3, m EN} 
n 

and the function Da by 

and 

(9,4.1) 

(9,4.2) 

and 

f [0,1]xQ -+JR 
n 

1 a-1 -
f (t,w) X(nt,w) n a{2B(a)} a. (2log log n) a. 
n 

D 11 f (t ,ui). 
am n 

for n 2 3 
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Let n be defined by (9.2,4) and let r(m) be as in (9,2,5), Define the ran­
r 

dom variables A. for j=O, ...• m-1 and r 2 r(m) by 
J.r 

1 

= 2B(a)ma- ((j+1 )n -jn .1 )- a-l{[X( (j+l )n /m)-X( 
1 r r r+ r 

In the proof of the first theorem in this section we need the following 

lemma. The proof of this lemma will be given in appendix 2. 

LEMMA. 9"4"1" llix m" Let n, r(m) and A~ be as above;s let t::: > O and c. = 
_2 r J ,r J ,r 

= O{(log r) ) fo1° r + 00 , Then 

m-1 
P[ l 

j=O 
A. ( 1 
J.r 

> 2( 1+r::)log log for infinitely many r] = o. 

THEOREM 9.l+.L Let {g(.,n.m,w): n ;z: 3, m EN} be defined by (9,4.3), Then 

theorem 9.2,1 is true for this sequence. 

PROOF. 

Part a. It is sufficient to prove that for almost all w there exists a mun-

ber n 0 = c,m,ui) such that I(g) = I(D 1r f (t,w)) < (1+£) 2 for n 2 
am n 

m-1 
I(g) • L {[X((j+1)n/m,w)-X(jn/m,w) 

j=O 

• ( 2log log n )- 1 = 

_ 1 m-1 2 
• (2log log n) I C. • 

j==O J ,n 

where the random variable C. is defined by 
J,n 

1 Cl 

- Cl ~ -1 ( ) n m} m 2B a, 

a 1 1 

C. "' {[X( (j+1 )n/m)-X(jn/m)F}20:t- 1) n- 2 (0:-l) m2 (a-1) {2B(a)}~, 
J ,n 

Suppose n 2 nr(m). For every such n we can find an integer r 2 r(m) such 

that :s; n < , Then we can write 
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(9.4.6) 

where 

and 

Q1 = n-110{x((j+1)n/m)-X((j+1)nr/m)}, 

Q2 == n-110{x((j+1)n/m)-X(jnr+/m)} 

Define the process {X (t) : O ~ t ~ 1} by 
r 

This process is a completely asymmetric stable process with characteristic 

exponent a. Then 

(9.4,7) {(j+1)(n-n )/m}- 110{x((j+1)n/m)-X((j+1)n /m} = 
r r 

1/a. 1/a (. )( ) -1/a. ~ ( (. ) -1 -1 ) ~ ( (. ) -1 -1 )} = m n +1 { J+1 n-n } {X J+1 nm n +l -X J+1 nm n +l . r r r r r r r 

By theorem 7,4.1 Q1 is for almost all w bounded from below by 

a.-1 ~ l 
-(2B(a.)) a. {2(1+e)log(mnr+l(j+1)-1(n-nr)-1)} a. {(j+1)(1-nr/n)/m}0 

for r > r 0(e,m.w). Using (9,3,10) we have that Q1 > -e for r > r 1(e,m.w). 

In the same way one shows Q3 > -e for r > r 2(e.m,w). In view of the 

lower bounds for Q1 and Q3 we find 

a. 1 

"' [(Q,+Q2+Q3)_];:-:f; a.-1 {2B(a)} 

a 1 

~ [(Q -2E)-]a-1 ; a-1 {2B(a)} 
2 

a. 1 1 

~ [Q-2+2d;:-:f; a.-l {2B(a)} ~ A. {(j+1 )n /n-jn +1/n}o.-l + 2ce 
J,r r r 



:::: 1-O((log r)-2 ) for r + 00 • By lemma 9,1+,1 we have for almost all wand 

r ;c: r 4(e:,m,w) 

-1 I(g) < (l+e:) + (21og log n) 2ce:, 
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This implies that for almost a.11 w there exists a number n0 { £ ,m,w) such that 

I(g) < (1+e:)2 for all n ;c: n0(e:,m,w), 

Again we may suppose I(h) < 1, Define n, a., e:J., 
r J 

j ) 
and E as in 

r 
the proof of theorem 9.2.1.b. Then 

P[E ] "' r 

m-1 
IT 

j::::O 
P[(a. 

J 

a 

+ 1 
) m2 (21og log 

:,; (2B(a) )~{[X( 1 )J-}2 (a-l) :,; 

Using theorem 2.1.7 part VI we have I P[E J:::: 00 • l r 

where 

Consider P[E AC ( O) J for r < s. This probabili. ty can be bounded by 
r s 

P[-A+ s (n /m-n )-l/a{X(n /m)-X(n )} s 
s r s r -A J 

ili::.ll .\:.:::1 
A:t"' (1-mn/ns) a{[(a0:te:0 i+m~(2log log ns)~J a (2B(a)) a + 

m-1 
- I 

j:::O 

+ 1 
[(a.+e.) m2 (2log log 

J J 

In the case a0 f 0 the quantity A tends to 00 if s-r + 00 , Then 

1 --
P[-A+ s (n /m-n) a{X(n /m)-X(n )} s -A ~ 

s r s r 
1 

~ (2a) 2 P[B_ s Us B+], for s-r + 00 

1 

where "' -{2B(a)} 2 
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Then (9.2.22) follows for r 2 r 0 ands> r+2log log r. 

In the case a0 = 0 it follows that 

{P[E] P[E ]}-1 P[E AE J 
r s r s 

f'or s 2: s 0 (£). 

The proof can be finished as in the cases O < a < 1 and a "' 1 . D 

DEFINITION 9,4.1. Let K(a) be the set of non-decreasing functions with the 

properties 

L x(O) = 0; 

2. x is absolutely continuous on [ 0, 1 J; 
a 

3, f~[:ic(t )]~ dt ,e; L 

The following theorem deals with non-decreasing limit points only. 

'I'HEOREM 9.4.2. Let the sequence {f} he defined by (9.4.1) and let the set 
n 

K(a) as in definition 9.4.1. Let E > 0, 

a. Let f be an arbitra:t'y non-decreasing function and assume that there is 
a set A with P[A] > O and such that, for almost all w, there exists a se-

quence nk = nk(w) for which the sequence f (.,w) converges to -f. Then 
Ilk 

f e K(a) and for almost all w E A d (f ,-f) -+ O fork-+ 00 

c nk 

b, F'or all f E K(a) there exisfa a nwriber m0(s,f) such that 

PROOF. 

P[{w: d ( 
C 

]-,f) < s for infinitely many n}] = 

~. As in the proofs of theorems 9,2.2 and 9,3.2, every (non-increasing) 
+ limit point f of { f } satisfies g = Il ·rr f E K for every m. It follows that 

+ n m am 
g = lim gm EK • Computations similar to those in the proof of theorem 9,2.2 

part a give g = Dafa. 

It remains to prove f = Let E > 0. Suppose ( 1) "' f( 1 1) > o. 
Construct a set Bf as in remark 1. 5, 1. 'rhis set consists of intervals 

- 1 ,(J·+1)m-1 ) f · · · or a certain m. Let n 0 be the number of interval contained 

in Bf' For n0 > O, there exists an integer j with (jm-1 ,Ci+1 -l) E Bf and 



This implies that the function D 1T f increases on Bf more than 
a m 

'l'his contradicts D 1T f E K+. 
am 

107 

~. This part of the theorem follows directly from theorem 9. 4. 1 part 

b. 0 

REMARK 9.4.1. Theorem 9,4.2 part b suggests that the negative variation of 

any limit point is absolutely continuous. This is indeed the case, as fol­

lows from WI CHURA ( 1973) , who also describes all other limit points. 

REMARK 9. 4. 2. As a consequence of part a of theorem 9. l+. 1 we have, for all 

integers m, 

lim sup 
n+oo 

or, equivalently, 

lim sup 
n-r00 

D1lf'(1),s; 
am n 
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CHAPTER 10 

DOMAINS OF ATTRACTION 

In the preceding chapters we considered stable processes or partial 

sums of i.i.d. stable random variables. Occasionally we have already noted 

that the theorems also hold for more general processes or for partial sums 

of random variables in the domain of attraetion. Here we consider some of 

these generalizations in more detail. In seetion 10.1 we give some results 

for the ease a= 2 (normal distribution and the Wiener process). In section 

10.2 we study the case O <a< 2 and Isl s 1. 

10.1. 'I'HE CASE a = 2 

Let x1,x2 , •.. be i.i.d. random variables with Xi E VN(2,0). Suppose 

EX. = 0 and o2 ( X. ) = 1. The next theorem shows that we can embed these Li. d. 
1. l 

random variables in a Wiener process {W( t) : O s t < 00 } on some probability 

triple (n,F ,P). The proofs of the theorems in this section can be found in 

FREEDMAN ( 1971 ) . 

THEOREM 1 O. 1. 1. The:t'e exist non-negaUve random variab lea 'r 1 s'J12 , • • on 

(na F, PJ such that 

a. 'I' 1 , T2-T 1 , 'I'3-T2 , ••• are i. i, d. 1'andom variables 

b, ET 1 = EX~ 

a. W(T 1 ),gW(T2 )-W(T 1), W(T3 )-W( 

d.W(T 1)-x1 • 

) , , .. are 1:. i. d. random variables 

The representation of random variables E VN(2,0), given in theorem 10,1,1 

is called the Skorohod r•epresentation, The Skorohod representation permits 

us to generalize theorems for a Wiener process or partial sums of indepen­

dent r,v, 's with distribution function F(. ;2,0) to theorems for partial sums 

of random variables in VN(2,0), We formulate, for example, the strong 1,nvar­

iance principle proved by STRASSEN (1964), Define, for each integer n :2 3 

and all w, the function f (, E C[O, 1] by 
n 



(10.1.1) 

--j (2n log log n)-;(x1(w)+ ••• +Xi ( 

f (i/n,w) 
n 

and linear on [i/n,(i+1 )/n] 
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for i=O, ... ,n; 

THEOREM 10.L2. Let x1,x2 ,,,. be i.-i.d. random variables with EX1 = o ond 

c/(x1 ) = 1 and let {f'n} be defined by (10.1.1). For almost aUw, the -indexed 

subset {f (. ,w) : n 2! 3} of C[O, 1 J is relatively compaat_. with limU set K_. 
n 

which is given in definition 9.0.1. 

As a consequence we have the law of the iterated loga.ri thm of .RARTMAN 

and WINTNER (1941). 

THEOREM 10,1.3. Let 

(X1) == L Then 

,x2 , ••• be i.i.d. random variables with EX1 "'O and 

X1+. • ,+Xn 
lim su:p ------~ "' 

n·+a> ,(2n log log n) 2 

In case , i=1,2,,,,,are LLd. r.v. 's with E V(2,0) and ) "' 00 

we have by theorem 2.2.2 that 

H(x)"' yd F(y) f 2 

lyl~x 

-1 
is slowly varying at infinity. Let an be defined by (2.2.1) then a 11 (x1+ ••. 

. . . +X ) converges weakly to a standard normal r. v,. FELLER ( 1968) has studied 
n 

the under which restrictions on H 

liro sup 
n-+«> 

10.2. THE CABE a f 2 

a (21og log n) 2 
n 

In this section we consider i,i.d, random variables Xi' i=1,2 ... , in 

the domain of attraction of stable distributions. The definitions, criteria 
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for attraction and norming constants are given in section 2.2. 

We begin with a quite general result of FELLER ( 191+6) that has impor­

tant implications for the problem at hand. 'l'he proof rests on Kronecker's 

lemma and three-series criterion. 

THEOREM 10.2.1. Let Y1,Y2 , ... be i.i.d. random va:tiahles with EjYil 
h . h - 1 • h T en, for any sequenoe yn• for wh1,a ynn 1,nareases, we ave 

•• +YI > y i.o.J = 0 or 1 
n n 

aooording as 

l P[ I Y I > y J converges or diverges. 
n n 

Obviously theorem 1 O. 2. 1 implies that 

I > Y LO• ] "" P[ I I > Y LO, ] , 
n n 

Suppose that Xi' i=1,2,."", are positive LLd. random variables with 

(10.2.1) for x ~ x0 > 0 and O <a< 1, 

where Lis slowly varying at infinity. This implies x1 E V(a,1). Applica­

tion of theorem 10. 2. 1 yields 

••• +X > y i.o.J =: o or 1 
n n 

according as 

converges or diverges, 

provided y nn -l increases. A similar result could be obtained by generalizing 

theorem 8.1.1 but then one would have to impose restrictions on L. 

Next we consider analogues of the results in section 6.2. As a conse­

quence of theorem 6.2.1 we obtained 

(6.2.2) lim inf 
n-+oo 

for Li. d. random variables , i= 1 , 2, ... , with a completely asymmetr:i c sta-
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ble distribution with 0 <a< 1 and 8 = • Now we consider random variables 

with distribution function given by (10.2.1). Define the norming constants 

a by (2.2.2). We can ask under what conditions on the slowly varying func-
n 

tion L 

(10.2.2) lim inf la 
n➔oo 

An extension of theorem 6.2.1 given by LIPSCHUTZ (1956b) yields that (10.2.2) 

holds under the restrictions given in remark 2.2.3. In particular, for the 

case Xi E VN(a, 1 ), Le. if L(x) tends to a finite constant for x ➔ "', ( 10.2.2) 

is always true. Under a slightly weaker condition than given in remark 2.2,3 

we shaJ.l prove the following theorem. Let s > 0 and define the sequences bu 

and en for n > 1 by 

and 

(10.2.4) = ( log n) a t; 

THEOREM 10.2.2. Let £ > O and let; {b } and {c } be defined by (10. 2, 3) and 
n n 

(10.2.4). Let x1 , ••• be i,i.d, random variables with distribution fune-
tion given by (10,2,1). Asswne that 

L(a x)/L(a)--+ 1 
n n 

uniformly in x E [b 
n 

, Then (10,2,2) is true. 

PROOF. Using (10.2.1), (10,2,4) and (2,2.2) we find 

'i' P[Xn > a c J = Ia 
l n n n 

a C ) < ro, 
n n 

The Borel-Cantelli lemma implies that, w.p. 1, 

large n. 

Define the truncated. random variables 

for n + 00 

for 
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X' = X 
n n 

0 

if X < a b 
n n n 

otherwise. 

By properties of slowly varying functions (FELLER (1971) theorem 2 of sec­

tion VIII,9) we obtain 

This yields, by (2.2.2) and (10.2,5) 

< ... 

It follows from theorem 3,27 in BREIMAN (1968a) that 

a (2log log n)-(l-a)/a 
n 

--+ 0 

for n + 00 , 

a.. s. . 

Thus• only the random variables X" = X • 1 obtained by truncation n n [ab ,a c ]' n n n n 
at ab and a c • contribute to the lim inf in (10.2.2). 

n n n n 
Let A> O. There exists a number n(A) such that for all n ~ n(A) we 

have 

(10.2.6) !L(a x)/L(a )-11 < A 
n n 

for all x E [bn,cn]. This implies, by theorem 2.1.7 part I and (2.2.2), the 

existence of a number A1 such that 

(10.2.7) 

for x e [n 11¾ ,n 110c J and n sufficiently large. n n 
Define random variables X with distribution functions F such that n n 

(10.2.8) 

Then we can deduce upper- and lower bounds for the distribution function of 

S == X1+ ••• +x . Just as only the truncated r.v. 's X" contribute to the n n n 
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li:m inf in ( 10.2.2), we can now prove a similar assertion for the r.v. 's X" == 
l1 

= X •1 / • Therefore, we may restrict our attention to the ran-
n [n1/°b ac] 

n n 
do:m variables Xn. Because we can take t, (and t 1 ) arbitrarily small we can 

show that ( 10.2.2) is true for the random variables X . Therefore, ( 10.2.2) 
n 

holds for i.i.d. r.v.'s Xi, i==l,2, ... , with distribution function given by 

(10.2,1) and satisfying (10.2.5). This completes the proof', 0 

REMARK 10.2.1. The assumption (10.2.5) is comparable with (2.2.9), Comparing 

the interval [b ,c ] with the interval in (2.2.10), we see that [b ,c J is 
n n n n 

shorter. 

REMARK 10. 2. 2. The above resuJ.t s show that we may consider the random vari­

ables X f'or solving our problem. The property (10.2.8) of their distribu­
n 

tion functions suggests that X can be embedded in a completely asy:mm.etric 
n 

stable process, by using a stopping time which degenerates at the value 1, 

for n tending to infinity. Such an embedding technig_ue might also enable us 

to work under a weaker condition than ( 1 O. 2. 5) which does not imply that the 

stopping times degenerate, So far, however, I have not been able to prove 

the existence of such stopping times even under condition (10.2.5). 

REMARK "10.2.3. In view of the techniq_ues applied in this section it must 

·be possible, ·by similar reasoning, to prove results in case a z 1. 



114 

APPENDIX 1 

TOPOLOGIES ON D[0,1] 

In section 3.2 we defined D[0,1] as the set of all real-valued func­

tions on [0,1], which are right-continuous and have finite left-hand limits. 

In SKOROHOD (1956) five topologies on D[0,1] are studied. We shall define 

two of these below. 

Let A denote the class of strictly increasing, continuous mappings of 

[0,1] onto itself. If A EA, then A(O) = 0 and A(1) = 1. For x,y e D[0,1] 

we define the metric 

= inf{suplx(t)-y(A(t))I + supjt-A(t)I}, 
AEA t t 

This metric defines the J 1-topology. The sequence xn E D[0,1] is J 1-conver­

gent (or converges in the J 1-topology) to a function x e D[0,1] if 

lim dJ (xn,x) = 0. 
n-- 1 

The graph rx of x E D[0,1] is the closed set of pairs (t,z), such that 

z lying between x(t-) and x(t). A parametric representation of the graph 

rx is a pair of fUnctions (T,r,;) such that 

T [0,1] ➔ [0,1] 

is continuous and non-decreasing, 

r,; [0,1]-,. :m 

is continuous, and such that (t,z) er iff a number u e [0,1] can be found 
X 

with t = ,(u) and z = r,;(u). Note that if (, 1,r,; 1) and (,2 ,r,;2 ) are parametric 

representations of rx• there exists a non-decreasing fUnction A such that 

t 1 = -r2 °A and l; 1 = c; 2 °A .. Define a metric R in m2 by 



Let x,y E D[0,1] and let ( 

of their graphs. We define 

°"M. (x,y) "' inf sup 
1 u 
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~ ) and (t ,t ) be parametric representations 
X y y 

R((t (u) 1 t (u)),(~ (u),t (u))), 
X y X y 

where the infimum is taken over all parametric representations of l'x and ry. 

This metric defines the M1-topology. 

Convergence in the J 1-topology implies convergence in the M1-topology. 

The converse is not true. For the proof of this assertion and necessary and 

sufficient conditions for convergence in both topologies we x•efer to 

SKOROHOD (1956). 
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APPENDIX 2 

In this appendix we shall give the proofs of the lemmas 9,2.1, 9,3. 1 

and 9, 4.1. Throughout hi denotes the density of the chi-square distribution 

with i degrees of freedom. 

PROOF of lemma 9 .2. 1. It is sufficient to prove the lemma only for suffi-
. . (" -1 (" ) -1) . 1 a· ciently large r. The :intervals Jnr+ 1m , J+1 nrm , J=O, ••• ,m- , are is-

joint. This implies that the random variables A. , defined in (9.2.6), are 
,J ,r 

independent. 

A. has the same distribution as b. •2B(a)[X( 1)]-a/( 'I-a), where 
J ,r J ,r 

b. 
J ,r 

By theorem 2. L6 part IV we have the following expansion for the right tail 

of the density f . of b "'." 1 A. 
J,r J,r J,r 

for x + 00 

Note that the density f. is independent of j and r. If O < ct :s: ; it fol-
J ,r 

.lows, from theorem 2. 1. 6 part I, that there exists a constant c "' c (ct) such 

that f. :s: ch.1• On the other hand, if ; < ct < 1 there is, f'or every x0 > O, 
J,r 

a constant c = c(a,x0 ) such that fj,r(x) :s: ch 1(x) for x ~ x0 • 

Choose O < 6 <£.For sufficiently larger we have 

1 < b. < 1 +o J,r 

Then we have in case ct E (o,;J 

2 
> 2(1+c) log log s ,r 



For the case a E (~,1) we only give the proof form= 2, Form> 2 the 

proof is similar. Consider 

I(x) "' h2-\x) Jx f 0 (t)f1 (x-t)dt 
0 ,r ,r 

for x > 2x0 • Then 

X 
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j h 1(t)f1 r(x-t)dt. 
x-xo ' 

The first and last terms on the right are 0( (x-x0 ) for x ➔ 00 • This im-

plies the existence of a constant such that 

-1 1 Consequently the density of b0 A0 + b- A is bounded by c2h2(x) for ,r ,r 1,r 1,r 
x ~ 2x0 and the lemma follows. D 

PROOF of lemma 9, 3. 1. Using a similar argument as in the proof of lemma 

9,2,1 we can prove the following assertion, For all C > 0 there exist 

a number r 0 = r 0(x0 ) and a constant k0 = k0(x0,r0 ,c) (both independent of 

j ,r and x) such that the density of the random variable 

4(rre)- 1 exp(-(rr/2)A. ( 
J,r 

can be bounded by k 0h.1(x) for all x E [x0 ,c log r] and r ~ r 0 • 

Choose a constant C such that C > 2m(1+E/2). For fixed r the random 

variables AO , •.. ,A 1 , defined in ( 9, 3. 4), are independent. Denote the ,r m- ,r 
density of A by g . In a similar way as in the proof of lemma 9. 2. 1 we can 

r r 
show g (x) < kh (x) for x E [mx0 ,c log r] and some constant k (L ... ~~,,~,,~, ... r m · 
of r). ry:hus, for sufficiently large r, 

r 1+E/2 P[A > 2(1+E)log log n] 
r r 

~ rl+E/2 {P[i ? Clog r] + P[2(1+E)log log 
r 

< < C log r]} 
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Just as in the proof of lelllllla. 9,2,1 the last term on the right is bounded. 

Because Ar is a sum of i.i.d. random variables we have 

P[A ?. Clog r] s m P[4(rre)- 1exp(-(rr/2)X(1)( 
r 

By theorem 2. 1 • 7 parts V and VII it follows that 

rl+e/2 P[A ?. Clog r] = o(1) 
r 

Now apply the Borel-Cante1li lelllllla.. 0 

-1 
?. Cm log r]. 

for r + 00 

PROOF of lemma 9,4.1. Let f. be the density of A. From theorem 2,1.6 
J,r J,r 

part VI it follows that 

By the continuity off. we have for all x0 > 0 that there exist numbers 
J,r 

r 0 "' r 0 (x0 ) and k 0 = k 0(r0 ,x0 ) such that this density is bounded by k 0h 1(x) 

for all x ?. x0 • 1rhen we prove as in case O < a < 1 , for sufficiently large r, 

m-·1 
P[ l A. ( 1 

j=O J,r 
) > 2( He:)log log n ] ,r r 

A. > 2(1+e/2)log log n] J,r r 
-1-e:/4 :;:; kr , 

Now the Borel-Cantelli lemma yields the desired result. O 
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