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PREFACE 

Combinatorics has come of age. It had its beginnings in a number of 

puzzles which have still not lost their charm. Among these are EULER's 

problem of the 36 officers and the KONIGSBERG bridge problem, BACHET's 

problem of the weights, and the Reverend T.P. KIRKMAN's problem of the 

schoolgirls. Many of the topics treated in RoUSE BALL's Recreational Mathe­

matics belong to combinatorial theory. 

All of this has now changed. The solution of the puzzles has led to 

i 

a large and sophisticated theory with many complex ramifications. And it 

seems probable that the four color problem will only be solved in terms of 

as yet undiscovered deep results in graph theory. Combinatorics and the 

theory of numbers have much in common. In both theories there are many prob­

lems which are easy to state in terms understandable by the layman, but 

whose solution depends on complicated and abstruse methods. And there are 

now interconnections between these theories in terms of which each enriches 

the other. 

Combinatorics includes a diversity of topics which do however have 

interrelations in superficially unexpected ways. The instructional lectures 

included in these proceedings have been divided into six major areas: 

1. Theory of designsi 2. Graph theoryi 3. Combinatorial group theoryi 

4. Finite geometryi 5. Foundations, partitions and combinatorial geometryi 

6. Coding theory. They are designed to give an overview of the classical 

foundations of the subjects treated and also some indication of the present 

frontiers of research. 

Without the generous support of the North Atlantic Treaty Organization, 

this Advanced Study Institute on Combinatorics would not have been possible, 

and we thank them sincerely. Thanks are also due to the National Science 

Foundation for the support of some advanced students, in addition to the 

support of those with their own NSF grants. The IBM Corporation has kindly 

given us financial support to supplement the NATO grant. The Xerox Corp­

oration has helped with donations of material and equipment. 

Finally we must acknowledge the extensive activities of the Mathematical 

Centre of Amsterdam in making all the arrangements necessary for holding this 

conference and preparing these proceedings. 

M. HALL, Jr. 

J.H. VAN LINT 
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*) 
INDETERMINATES AND INCIDENCE MATRICES 

H.J. RYSER 

California Institute of Technology, Pasadena, Cal. 91109, USA 

1. INTRODUCTION 

We let 

( 1.1) 

denote a non-empty set of n elements. We call such a set an n-set. We let 

(1.2) 

denote m not necessarily distinct subsets of X. We refer to this collection 

of subsets of X as a aonfiguration and remark that configurations occur in 

great profusion throughout the combinatorial literature. 

We now let F denote an arbitrary field. We interconnect F and our con­

figuration by regarding the elements x 1 , ... ,xn of X as n independent 

indeterminates with respect to the field F. This simple device immediately 

imposes an algebraic structure on our original configuration and allows us 

to carry out various algebraic manipulations within the polynomial ring 

( 1. 3) 

We exploit this algebraic structure further by the introduction of an 

incidence matrix A. We set aij 1 if xj E Xi and we set aij = 0 if xj i Xi. 

In these equations the 1 and the Oare the identity element and the zero 

element, respectively, of the field F. The resulting matrix 

*) This research was supported in part by the Army Research Office-Durham 
under Grant DA-ARO-D-31-124-72-G171 and the National Science Foundation 
under Grant GP-36230X. 
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(1.4) A (i=l, •.• ,m; j=l, •.. ,n) 

of size m x n is the incidence matrix for the subsets x1 , •.. ,xm of X. Row i 

of A displays the subset Xi and column j of A displays the occurrences of 

the element x. among the subsets. Thus A gives us a complete description of 
J 

the subsets and the occurrences of the elements within the subsets. 

We may now write 

(1.5) 

where the component yi of the vector on the left side of (1.5) is precisely 

the sum of the elements of the subset Xi of X. The equation (1.5) opens the 

door for important matrix manipulations. For example, equation (1.5) and its 

transpose allow us to associate with our configuration the quadratic form 

(1.6) 

We point out that this quadratic form has been exploited with great success 

in the study of block designs. (See, for example, [3], [11], [19].) 

Indeterminates may be associated with a given configuration in various 

ways. In what follows we discuss in some detail two such associations. The 

one deals with n independent indeterminates that represent the elements of 

then-set X and the other involves mn independent indeterminates associated 

with the positions of the incidence matrix A of size m x n. Much of the 

material that we discuss is in the very early stages of its development. 

But we anticipate that these topics hold great potential for further study. 

Our concluding remarks deal with indeterminates and the incidence matrix A 

of a (v,k,A)-design. 

2. A FUNDAMENTAL MATRIX EQUATION FOR FINITE SETS 

We return to a configuration of subsets x1 , ••• ,Xm of an n-set 

X = {x 1 , ••• ,xn}, where we regard the elements x 1 , •.. ,xn as n independent 

indeterminates with respect to a field F. This configuration now has an 



incidence matrix A of size m x n. We also denote by X the diagonal matrix 

of order n 

(2 .1) 

and we then form the matrix equation 

(2. 2) 
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where AT denotes the transpose of the matrix A. All of the matrices in (2.2) 

have elements in the polynomial ring F[x1 , .•• ,xn]. 

The fundamental matrix equation (2.2) is a most remarkable one because 

it contains a vast amount of information in a highly compact form. The 

matrix Y is a symmetric matrix of order m and we know the structure of this 

matrix explicitly. Thus the matrix Y has in its (i,j) position the sum of 

the indeterminates in the set intersection X. n X., and it follows that the 
l. J 

matrix Y gives us an explicit representation for all of these set inter-

sections. In particular, the elements on the main diagonal of Y display the 

subsets x 1 , ••• ,Xm of our original configuration. The matrix equation (2.2) 

was introduced by RYSER in [20] and [22]. Some other investigations that 

deal with matrices and set intersections include [9], [10], [14], [21]. 

The matrix Y involves the indeterminates x 1 , ••• ,xn and we write 

(2.3) y 

We may assign the indeterminates in the matrix equation (2.2) arbitrary 

values of the field F, and each such assignment produces a new matrix 

equation that must be satisfied by the incidence matrix A of our configur­

ation. Suppose, for example, that we have m = n. Then A is a square matrix 

of order n and suppose further that the matrix A is non-singular. Then if 

we assign xi the value ei in Fit follows that the matrix Y(e 1 , ••• ,en) is 

congruent to the diagonal matrix 

(2.4) E 

with respect to the field F, and this congruence relationship remains valid 

for arbitrary choices of the ei in F. 

In many problems it is desirable to select Fas the field of rational 

numbers or some extension field of this field. The incidence matrix A is 

then a (0,1)-matrix of size m x n. If we now set x 1 = ... = xn = 1, then 
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(2.2) reduces to the classical equation 

(2.5) AAT = Y(l, ••• ,1). 

In this case the matrix Y(l, ... ,1) on the right-hand side of (2.5) reveals 

the cardinalities of the set intersections. 

The following theorem appears in [20] and affords a good illustration 

of the type of result that is motivated by the matrix equation (2.2). The 

proof of the theorem uses techniques similar to those employed by VAN LINT 

& RYSER [15] in their study of block designs with repeated blocks. 

THEOREM 2.1. Suppose that A is a (0,1)-matrix of order n and suppose that A 

satisfies the matrix equation 

(2.6) 

where AT is the transpose of the matrix A. Suppose further that the matrices 

D and E are real (or complex) diagonal matrices of order n and that Dis 

non-singular. Then it follows that A is a permutation matrix. 

PROOF. The matrix Dis non-singular so that we may write 

(2.7) 
T -1 

EA D A = I, 

where I is the identity matrix of order n. Hence it follows that 

(2. 8) 

We now let 

(2.9) 

and inspect the main diagonal of (2.8). Then we obtain 

(2.10) 

We note that in (2.10) we have made strong use of the fact that A is a 

(0,1)-matrix. We now multiply (2.10) by AE and this gives 
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(2.11) 

Thus each of the row sums of the matrix A is equal to 1. But A is a non­

singular (0,1)-matrix and hence it follows that A is a permutation matrix. □ 

Thus far our discussion has been motivated entirely by combinatorial 

considerations. But the matrix equation (2.2) also suggests some algebraic 

questions that are of considerable interest in their own right. The follow­

ing theorem illustrates this point [22]. 

THEOREM 2.2. Suppose that Y is a matrix of order n ~ 3 a:nd such that every 

element of Y is a linear form in then independent indeterminates x1, ••• ,xn 

with respect to a field F. We let 

(2.12) X 

a:nd we suppose that the determinant of Y satisfies 

(2.13) 

where c # O and c E F. We suppose further that every element 

linear form in x;1 , .•. ,x:1 with respect to the field F. Then 

matrices A and B of order n with elements in F such that 

(2.14) AXB = Y. 

-1 • of Y -z,s a 

there exist 

The proof of theorem 2.2 is available in [22]. Further theorems that 

imply a factorization of Y of the form (2.14) are also valid. These results 

deal with compound matrices and do not require Y to be a square matrix [22]. 

Much earlier investigations by KANTOR [13], FROBENIUS [8], and SCHUR [24] 

study related problems but with X a matrix of size m x n and such that the 

elements of X are mn independent variables over the complex field. A more 

recent account of this older theory appears in [16]. 

3. THE FORMAL INCIDENCE MATRIX 

We now let 

(3.1) (i=1, ••• ,m; j=1, ••• ,n) 
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denote a matrix of size m x n with elements in a field F. We may still 

regard A as the inaidenae matrix for our configuration of m subsets of an 

n-set, where the non-zero elements of A play the role of the identity 

element of the field in our earlier representation. One of the most remark­

able general theorems in combinatorial matrix theory is the following 

theorem of KONIG. (The theorem is also frequently referred to as the Konig­

Egervary theorem or the Frobenius-Konig theorem.) Throughout our discussion 

a line of a matrix designates either a row or a column of the matrix. 

THEOREM 3.1. Suppose tha.t A is a matrix of size m x n with elements in a 

field F. Then the minimal number of lines in A that aover all of the non­

zero elements in A is equal to the maximal number of non-zero elements in A 

with no two of the non-zero elements on a line. 

An enormous literature centers around this theorem and the related 

theorems of P. HALL [12], DILWORTH [4], and FORD & FULKERSON [7]. A detailed 

discussion of these topics is available in the recent book by MIRSKY [17]. 

KONIG's theorem is frequently stated in the terminology of (0,1)-matrices. 

But the nature of the theorem is such that it holds quite generally for an 

arbitrary rectangular array in which all of the elements of the array have 

been partitioned into exactly two components. 

(3.2) 

At this point we disregard our earlier notation and we let 

X = [x, , ] 
l.J 

(i=l, ••• ,m; j=1, ••• ,n) 

denote the matrix of size m x n, where the elements of X are mn independent 

indeterminates with respect to the field F. We call the Hadamard product 

(3.3) 

the formal inaidenae matrix associated with A. The elements of M belong to 

the polynomial ring 

(3.4) 

The formal incidence matrix is useful in various combinatorial investigations 

[2],[6],[18],[23],[26]. 

The maximal number of non-zero elements in A with no two of the non­

zero elements on a line is called the term rank of A. It turns out that this 

important combinatorial invariant of A is equal to an algebraic invariant 



9 

of M. The tern1 rank of A is equal to the rank of M. This observation is due 

to EDMONDS [6] and may be derived as follows. We note that a submatrix of M 

of order r has a non-zero determinant if and only if the corresponding sub­

matrix of A has term rank r. This is a consequence of the definition of the 

formal incidence matrix. But the rank of a matrix is equal to the maximal 

order of a square submatrix with a non-zero determinant. Hence we obtain 

the desired conclusion. 

We next discuss another basic combinatorial property of A in terms of 

an algebraic property of M. We now deal with square matrices of order n with 

elements in a field F. We say that a matrix A of order n > 1 is fully inde­

aorrrposahle provided that A does not contain a zero submatrix of size 

r x (n-r), for some integer r in the interval 1 ~ r ~ n-1. It follows that the 

non-zero elements of a fully indecomposable matrix A of order n > 1 cannot 

be covered by n lines that are composed of both rows and columns of A. In 

case the matrix A is of order n = 1 then we say that A is fully indeaorrrpos­

able provided that A is not the zero matrix of order 1. We may conclude at 

once from theorem 3.1 that a fully indecomposable matrix A of order n has 

term rank n. Hence our earlier observation implies that a fully indecompos­

able matrix A has det(M) # 0. But it is clear that det(M) # 0 does not in 

general imply that the matrix A is fully indecomposable. However, the 

following theorem in a recent paper by RYSER [23] shows that a fully inde­

composable matrix A is characterized by a somewhat deeper algebraic property 

of det(M). 

THEOREM 3.2. Suppose that A is a matrix of order n with elements in a field 

F and let M =A* x denote the formal inaidenae matrix assoaiated with A. 

Then the matrix A is fully indeaomposable if and only if det(M) is an 

irreduaible polynomial in the polynomial ring 

(3.5) * F 

We do not attempt a derivation of theorem 3.2 here. But we remark that 

it is easy to show that if the polynomial det(M) is irreducable in F* then 

the matrix A is fully indecomposable. The proof of the converse proposition 

is more difficult. 

We describe briefly a lemma of some intrinsic interest used in the 

derivation of the converse.A diagonal produat of a matrix of order n is a 

product of n elements of the matrix with no two of the elements on a line. 
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We now let Xr denote a submatrix of X of order r. We designate the u r! 

diagonal products of Xr by 

(3.6) 

We say that the polynomial f has an indeterminate pattern based on X 
r 

provided that 

(3. 7) f 

where the coefficients ai are in F and not all of the ai are zero. A poly­

nomial with an indeterminate pattern based on Xr is homogeneous and of 

degree rover F. We note that if det(M) f O, then det(M) is an example of a 

polynomial with an indeterminate pattern based on X. Two submatrices Band 

C of orders rand n-r, respectively, of a matrix A of order n are called 

compZementary provided that they are formed from complementary sets of 

lines of A. We are now ready to state the lemma used in the derivation of 

theorem 3.2 [23]. 

LEMMA 3.1. Suppose that h is a poZynomiaZ with an indeterminate pattern 

based on x and suppose that in F* we have 

(3.8) h = fg, 

where f and g are poZynomiaZs of positive degrees rand n-r, respeativeZy. 

Then it foUows that the poZynomiaZs f and g have indeterminate patterns 

based on x and x , respeativeZy, where x and x are aompZementary r n-r r n-r 
submatriaes of x of orders rand n-r, respeativeZy. 

We now let A denote a matrix of order n with elements in a field F and 

we suppose that A is of term rank n. Then it follows that there exist 

permutation matrices P and Q of order n such that 

(3.9) PAQ 

* * 

0 

0 

A r 

where the matrices A1 ,A2 , ••• ,Ar are fully indecomposable. These matrices are 



called the fuUy indecomposable components of A. A theorem of DuLMAGE & 

MENDELSOHN [1],[S] asserts the following. 
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THEOREM 3.3. Suppose that A is a matrix of order n with elements in a field 

F and suppose that A is of temi rank n. Then the fuUy indecomposable 

components of A are unique apart from order and row and colwrm pemiutations 

within components. 

PROOF. Our proof follows [23] and is based on algebraic properties of the 

fo:rmal incidence matrix M =A* X. The matrix A is of term rank n so that 

we know that det(M) ~ O. We let A1 , ••• ,Ar and B1 , ••• ,Bs denote two sets of 

fully indecomposable components of A. Suppose that we apply certain 

permutations to the rows and the columns of A and also apply the identical 

pe:rmutations to the rows and the columns of M. Then we observe that the 

zero elements in both of the permuted matrices occupy the identical posit­

ions. Thus we may write 

(3.10) det(M) = ± fl f 
r 

where each of the polynomials fi and gj in (3.10) has an indeterminate 

pattern based on the appropriate submatrix of x. Each of these polynomials 

uniquely describes,its associated submatrix of X. Moreover, this submatrix 

of X corresponds in A to a fully indecomposable component of A. Hence by 

theorem 3.2 we may conclude that the polynomials fi and gj are irreducible 

* * polynomials in F. But F is a unique factorization domain and this means 

that r =sand the fi and the gj are the same apart from order and scalar 

factors. Hence it follows that the fully indecomposable components Ai and 

B. are the same apart from order and row and column permutations within 
J 

components. D 

The preceding proof is especially intriguing because the uniqueness of 

the fully indecomposable components is now a natural consequence of the 

* unique factorization property of the polynomial ring F. 

Suppose that A is a fully indecomposable matrix of order n with ele­

ments in a field F and let M =A* X denote the formal incidence matrix 

associated with A. Then by theorem 3.2 we may associate with A the irreduc-

* ible polynomial det(M) in F. This correspondence between fully indecompos-

able matrices and irreducible polynomials is a most remarkable one because 

the polynomial det(M) determines the matrix A uniquely apart from multiplic-
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ation of A on the left and the right by diagonal matrices [23]. Our deriv­

ation of this fact requires the following theorem of SINKHORN & KNOPP [25]. 

THEOREM 3.4. Suppose that A is a fuUy indecomposable matrix of ord.er n 

with elements in a fieZd F and suppose that aU of the non-zero diagonal 

products of A are equaZ. Then there exists a unique matrix B of order n with 

non-zero elements and of rank one such that b,. = a .. whenever a .. -/ O. 
iJ iJ iJ 

The following theorem concerning the correspondence between fully 

indecomposable matrices and irreducible polynomials is now a fairly easy 

consequence of theorem 3.4. Details of the proof are available in [23]. 

THEOREM 3.5. Suppose that A and B are fuUy ind.ecorrrposabZe matrices of 

ord,er n with elements in a fieZd F and Zet M = A * x and N = B * x d.enote 

the formal incidence matrices associated with A and B, respectively. 

Suppose further that 

(3.11) det(M) = c det(N) -/ O, 

where c is a scaZar in F. Then there exist diagonal matrices D and E with 

elements in F suah that 

(3 .12) DAE B. 

4. SYMMETRIC BLOCK DESIGNS 

We recall that a (v,k,A)-d.esign (symmetric bZoak design) is a config­

uration of subsets x1 , ••• ,xv of av-set X = {x1 , ••• ,xv} subject to the 

following postulates: 

(4.1) 

(4.2) 

(4.3) 

each xi is a k-subset of X; 

each Xi n Xj for i-/ j is a A-subset of X; 

the integers v, k and A satisfy 0 <A< k < v-1. 

These postulates imply that the incidence matrix A of a (v,k,A)-design 

is a (0,1)-matrix of order v that satisfies the matrix equation 

(4.4) (k-A)I + AJ, 

where AT is the transpose of the matrix A, I is the identity matrix of 

order v, and J is the matrix of l's of order v. One may show that the 
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incidence matrix A of a (v,k,:>.)-design is normal, namely, 

(4.5) 

and that the parameters v, k and A satisfy the relationship 

(4.6) 

Of special importance are the (v,k,A)-designs with A= 1. These configur­

ations are called finite projective planes. One of the main unresolved 

problems in the study of block designs is the determination of the precise 

range of values of v, k and A for which (v,k,:>.)-designs exist. Detailed 

discussions of these topics are available in the books by DEMBOWSKI [3], 

HALL [11], and RYSER [19]. 

In what follows we make some observations concerning indeterminates 

and the incidence matrix A of a (v,k,:>.)-design. We look mainly at the matrix 

equation (2.2). Then we have 

(4. 7) 

where 

(4.8) 

AXAT = Y, 

An appropriate analysis of the matrix equation (4.7) could conceivably 

yield important breakthroughs concerning the non-existence of (v,k,A)­

designs. One possible attack is an ingenious assignment of values ei to the 

indeterminates xi so that the resulting matrix equation contains a contra­

diction. 

We now prove a new result that illustrates this idea. 

THEOREM 4.1. Suppose that A is the incidence matrix of a (v,k,:>.)-design and 

suppose that A satisfies the matrix equation 

(4.9) AEAT = C, 

where Eis a diagonal matrix such that all of the diagonal elements of E 

are equal to :1:1. Suppose further that all of the off-diagonal elements of c 

are also equal to :1:1. Then it follows that :>. = 1 and thus A is the incidence 

matrix of a finite projective plane. 

PROOF. The matrix A is the incidence matrix of a (v,k,A)-design and A 

satisfies the matrix equation (4.9). We let ci denote the element in 
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position i of the main diagonal of C and we inspect the main diagonal of 

(4.9). Then we obtain 

(4.10) 

We note that in (4.10) we have again made strong use of the fact that A is 

a (0,1)-matrix. We now multiply (4.10) by its transpose and we thereby 

obtain 

(4.11) 

We next square the matrix equation (4.9) and by (4.4) and (4.5) we have 

(4.12) 

But 

(4.13) 

and hence by (4.4) and (4.11) we have 

(4.14) 

The off-diagonal elements of Care equal to ±1 and hence an inspection of 

the main diagonal of (4.14) implies 

(4.15) 2 
Ci+ (v-1). 

Then by (4.6) we have 

(4.16) 

We may rewrite (4.16) in the form 

(4.17) 1'2-1 k(ll-1) 
-"-~ A 

Now the assumption A> 1 implies 

(4.18) A ~ k-1. 

But by (4.3) we have A~ k-1 and hence A= k-1. But then k = v-1 and this 

contradicts (4.3). Hence we have A= 1 and A is the incidence matrix of a 

finite projective plane. D 
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We note that a converse type proposition is immediate. Thus suppose 

that A is the incidence matrix of a finite projective plane. Then each 

off-diagonal element of the matrix Yin (4.7) is equal to some indeterminate 

xi. Hence it follows that an arbitrary assignment of values ±1 to the inde­

terminates xi in (4.7) gives us a matrix equation of the form (4.9) that 

satisfies all of the requirements of theorem 4.1. 

We conclude with a few remarks on the formal incidence matrix 

(4.19) M A * X 

where A is the incidence matrix of a (v,k,\)-design and 

(4.20) 

is the matrix of v2 independent indeterminates with respect to the rational 

field. It is easy to verify that the incidence matrix A of a (v,k,\)-design 

is fully indecomposable and hence by theorem 3.2 we have that det(M) is an 

irreducible polynomial in the polynomial ring of the v 2 independent inde­

terminates with respect to the rational field. 

One is now tempted to study the matrix equations 

(4.21) 

and 

(4.22) 

These matrix equations afford vastly greater substitution possibilities 

than does the matrix equation (4.7). For example, suppose that A is the 

incidence matrix of a finite projective plane and that we replace the matrix 

X on the left sides of (4.21) and (4.22) by an arbitrary (1,-1)-matrix of 

order v. Then the resulting matrices on the right sides of (4.21) and (4.22) 

have the property that all of their off-diagonal elements are also equal to 

±1. 
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CONSTRUCTIONS AND USES OF PAIRWISE BALANCED DESIGNS *l 

R.M. WILSON 

Ohio State University, Columbus, Ohio 43210, USA 

1. INTRODUCTION 

A pairwise baZanaed design (PBD) of index unity is a pair (X,A) where 

Xis a set (of points) and A a class of subsets A of X (called bZocks) such 

that any pair of distinct points of Xis contained in exactly one of the 

blocks of A (and we may also require IAI ~ 2 for each A EA). Such systems 

are also known as linear spaces. PBD's where all blocks have the same size 

IAI = k are known as balanced incorrrpZete bZock designs (BIBD's) of index 

A= 1, as 2 - (v,k,1) designs, and as Steiner systems S(2,k,v). The more 

general concept, where multiple block sizes are allowed, was introduced by 

BoSE, SHRIKHANDE & PARKER [4] and H. HANAN! [9], and played important roles 

in their respective work on orthogonal Latin squares and BIBD's. 

The purpose of this paper is to present some of the methods for con­

structing designs and to briefly indicate how PBD's have and can be used 

in the construction of related combinatorial structures. We also take this 

opportunity to add various remarks and indicate variations on proofs of 

known results. Many of the proofs, if not omitted, will be very brief. 

A PBD[K,v] is to be a PBD (X,A) where lxl = v and IAI EK for every 

A EA. Here K is a (finite or infinite) set of positive integers. For the 

case where K consists of a single positive integer k, we write B[k,v] in 

place of PBD[ {k}, VJ. 

We observe that the existence of a PBD[K,v] (with v > 0) implies 

(i) v = 1 (mod a(K)), and 

(ii) v(v-1) = 0 (mod f3(K)), 

where a(K) is the greatest common divisor of the integers {k-1 kEK} and 

*) 
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S(K) is the greatest common divisor of the integers {k(k-1) : kEK}. Here (i) 

follows from the fact that the blocks containing a given point of a PBD 

partition the remaining v-1 points; and (ii) follows since the(;} pairs 

of points are partitioned by the blocks. 

The above conditions (i) and (ii) are "asymptotically sufficient" for 

the existence of a PBD[K,v]. The following theorem is proved in [24] using 

the methods discussed in this paper. 

THEOREM 1.1. Given K, there exists a constant cK such that designs PBD[K,v] 

exist for all v ~ cK which satisfy the congruences v = 1 (mod a(K)) and 

v(v-1) = 0 (mod S(K)). 

For example, PBD[{7,8,9},v] exist for all large integers v; 

PBD[{S,7},v] exist for all large odd integers v; and B[6,v] exist for all 

large v = 1,6,16, or 21 (mod 30). Complete characterizations of the set 

lBJK) of positive integers v for which there exist designs PBD[K,v] are 

known only for a few sets K (see section 5). 

In section 2, we use difference methods and finite fields to construct 

BIBD's. As far as the author is aware, this provides the only known method 

of ascertaining for each k the existence of a design B[k,v] for some v > k. 

In section 3 we attempt to communicate the flavor of some purely 

combinatorial techniques for constructing PBD's. We give some very general 

methods, but do not attempt to survey the tremendous variety of constructions 

which are known for, say, Steiner triple systems. 

The application of pairwise balanced designs in the construction of 

related combinatorial systems is illustrated in several places. We mention 

in section 3 how PBD's were used in the construction of resolvable designs. 

In section 4, we point out the use of PBD's in the construction of certain 

quasigroups (Latin squares). The results on PBD's and the difference method 

are used in section 6 to obtain infinite classes of what we call edge­

decompositions of complete graphs. 

2. CONSTRUCTION OF DESIGNS BY DIFFERENCE METHODS 

The "method of differences" introduced by R.C. BoSE [1] has been an 

effective method for the construction of designs B[k,v], especially for 

small values of k. We consider below the simplest case of the method. 
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Let G be an abelian group of order v = k(k-1)t+1. By a sirrrple differen­

ce family D[k,v] in G, we mean a family A1,A2 , ••• ,At of k-subsets of G such 

that every non-zero group element occurs exactly once in the list of dif­

ferences 

(x-y x,y € Ai; X f y; i=l,2, .•• ,t). 

This includes the case of planar difference sets (t = 1). 

Examples include the D[3,13] ({1,3,9}, {2,6,5}) in z13 and the D[4,25] 

({Co,o), (1,0), (0,1), (2,2)}, {(0,0), (2,0), (0,2), (4,4)}) in z5 x z5 • 

The existence of a simple difference family D[k,v] implies the exis­

tence of a design B[k,v]. For the design, take X = G and A= 
{Ai+ g: i=l,2, .•. ,t; g E G}. 

The existence of simple difference families D[3,v] in cyclic groups of 

order v = 6t+1 was established in 1939 by R. PELTESOHN [16], and a con­

struction of R.C. BoSE [1], also in 1939, shows that D[3,v] always exist in 

elementary abelian groups of order v = 6t+1. 

We conjecture that for each fixed k, simple difference families D[k,v] 

exist in all but finitely many abelian groups of orders v = k(k-1)t+1. The 

following theorem provides some evidence towards this conjecture. 

THEOREM 2.1. If q = k(k-1)t+1 is a prime power and 

k2+2k log k 
q > e 

then there exists a simple difference family D[k,q] in the elementary abelian 

group of order q, and hence a design B[k,q]. 

was This theorem in a weaker form (with the bound q > [k(k-1)/2]k(k-l)) 

proved in [21]. While this improvement in the bound is significant, it 

surely is still very far from best possible. (Note that here e denotes the 

exponential e 2.718 •••• , in distinction to its use in [21].) 

The main idea of the proof is to exploit the multiplicative structure 

of finite fields to find simple difference families in their additive groups. 

Proposition 2.1 below reduces the problem of finding a single k-subset with 

a certain property. It remains to establish the existence of such k-subsets 

for large q, and we take this opportunity to give a proof which is more com­

binatorial in nature than that of [ 2 l.] (i.e. , we avoid the use of 



character sums). 

Let q = mf+1 be a prime power and let F GF(q) be the field with q 

elements. The cyclic multiplicative group of F has a unique subgroup c 0 of 

index m (and order f = (q-1)/m). The multiplicative cosets c 0 ,c1, ••• ,cm-l 

of c 0 are the cyclotomic classes of index m. They evidently partition 

F - {O}. 

PROPOSITION 2.1. Let q = k(k-1)t+1 be a prime power and put m = lk(k-1). 
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If there exists a k-tuple (a1 ,a2 , ••• ,~) of elements of GF(q) such that the 

m differences 

(a - a. : 1 :;; i < j :;; k) 
j ]. 

form a system of representatives for the _cyclotomic classes c 0 ,c1, ••• ,cm-l 

of index min GF(q), then there exists a sirrrple difference family D[k,q] 

in the additive group of GF(q). 

PROOF. Let A= {a1, ••• ,~}. Since 2m divides q-1, -1 will belong to c 0 • Let 

S be a system of representatives for the cosets of the factor groupc0 /{1,-l} 

(i.e., S consists of half of the elements of c 0 , one element from each pair 

{x,-x},; c0). 

We claim that (sA: s € S) is a simple difference family, where sA 

{sa1, •.• ,s~}. To see this, we need only observe that for each i,j 

(1:;; i < j:;; k), we find among the differences from (sA: s € S) 

sa. - sa. 
J ]. 

and s € s, 
or 

s € S) 

which exhaust precisely the cyclotomic class represented by a. - a .• D 
J ]. 

Examples fork= 4 include (0,1,3,24) in GF(37) and (0,1,5,11) in 

GF(61). 

For prime powers q - 1 (mod k(k-1)), let N(k,q) denote the number of 

k-tuples (a1, ••• ,~) with the property required in proposition 2.1. We prove 

that N(k,q) > 0, i.e. that such k-tuples exist, for q sufficiently large 

with respect to k by showing that 
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N(k,q) 
m' k-1 
-;;;- q(q-1) ••• (q-k+l) + O(q ) 
m 

where m = (zj . This is stated in a more exact form as theorem 2.2 below. 

The corollary 2.1 of this theorem, together with proposition 2.1, will 

complete the proof of theorem 2.1. 

their mean, and 

their variance. If we put N 

2 1 2 
IN - la! s l(n-l)V s 4n v. 

PROOF. It is sufficient to establish the inequality in the case a= O. For 

this case, let 2- denote the vector (a1, ••• ,an), ~ = (1,1, ••• ,1), and w = 
= ( 1, ••• , 1 , 0, ••• , 0) ( ones in the first 1 coordinates, zeros in the last 

n-1). Then the dot product<~,~ is O and by the Cauchy-Schwarz inequality, 

for any real S. Taking S (n-1)/n, we obtain 

which is the desired inequality. D 

For the following lemma, we fix a prime power q = mf+l and write 

F = GF(q), Z = {0,1, ••• ,m-1}. c., i E zm, are the cyclotomic classes of 
m i r index m. For a set X, X denotes the set of all r-tuples (x1 , ..• ,xr) of 

elements of x, and X(r) denotes the subset of Xr consisting of (x 1 , .•• ,xr) 

with x 1, ... ,xr distinct. Thus if IX I = n, then I xr I = nr and I x(r)I = n(r) = 
n(n-1) (n-2) ••• (n-r+l). 



denote the number of field elements x € F such that x-a1 € C. , 
1.1 

€ c .• 
l. 

r 
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r (r) 
LEMMA 2.2. The mean value of E(1.") (a)= E. . (a1, ..• ,a) (over them q 

1 1··· 1 r r (r) -r 
choices of (i) (i 1 , ..• ,ir) e: Zi and (a) = (a1, ..• ,ar) e: F ) is (q-r)m , 

and the variance v of these mrq(r) quantities is 

V 
r 

r 

= q(q-1) [q-m-1J(r) + s::!_ _ (q-r)2 < q-r 
r (r) m r r r m q m m m 

PROOF. It is immediate that for (a) € F(r), 

and then 

l E (i) (a) 
(i) 

q-r, 

l E(i)(a) 
(i) , (a) 

(r+1) 
q 

So the mean is as claimed. 

With the usual notation E( 2) = E(E-1), [E(i) (a)J( 2) is the number of 

pairs (x,y) € F( 2) such that x-a. and y-a. both belong to the class C. for 
J (r) J l.j 

j=1,2, ••• ,r. Then for fixed (a) € F , 

\ (2) 
l [E(1.")(a)] 

(i) 

is the number of (x,y) € F( 2) such that x-aJ. and y-a. belong to the same 
J 

cyclotomic class for j=l,2, •.• ,r; and 

\ (2) 
l [E(i) (a)] 

(i), (a) 

counts the number of (r+2)-tuples (a1, •.• ,ar; x,y) with (a) e: F(r), 

(x,y) e: F( 2), and such that x-a. and y-a. are in the same class. For fixed 
(2) J J 

(x,y) € F , such an (r+2)-tuple is obtained by choosing a 1 , •.• ,ar as 

distinct elements of the set S(x,y) of c with x-c and y-c in the same class. 
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Now x-c and y-c are in the same class if and only if x-c b(y-c) for 

some b E c0 . But for each of the (q-m-1)/m elements b E c0 , b ~ 1, there 

is a unique such solution c; that is, ls(x,y) I = (q-m-1)/m (independent of 

x,y). So 

'i' (2) 
l [E (i) (a) J 

(i), (a) 

The computation of the variance Vr is now straightforward, and the 

inequality V < m-r(q-r) is elementary. D 
r 

THEOREM 2.2. Let m = ½k(k-1). Then for prime powers q 2mt+1, 

IN(k,q) - m~ q(k) I < m½(k-l)l-1. 
m 

(r) 
PROOF. For O $ r $ k, let Mr denote the set of (a1 , ••• ,ar) E F such that 

the differences a.-a., 1 $ i < j $ r, represent (r2) distinct cyclotomic 
J 1. 

classes and write Mr IMrl. Thus M0 = 1, M1 = q, M2 = q(q-1), and Mk= 

= N(k,q). The members of M 1 may be partitioned according to their first r 
r+ 

coordinates (which determine a member of M) and we evidently have 
r 

M = r+l 
l E' (a) , 

(a)EM 
r 

where E'(a1, ••• ,ar) is the number of x such that (a1, ••• ,ar,x) E Mr+l" 

But clearly 

E. . (a1, .•• ,ar) , 
1.1 • • .1.r 

where the sum is extended over the [m-(~)J(r) choices of distincti1 , ••• ,ir 

chosen from the set of m-(~) elements i E zm for which the class Ci is not 

represented by a difference from (a1 , ••• ,a ). 
r ( ) 

In summary, Mr+l is a sum of M/m-(~] r of the quantities E(i) (a). 

By lemmas 2.1 and 2.2, 



With 

C 
r 

q-: [m-@J (r), 

m 
d 

r 
1 r/2 r+! 
2m q , 

we have IM 1-c MI < d for r=0,1, ••• ,k-1. Using the triangle inequality 
r+ r r r 

inductively, and M0 1, we arrive at 

Now cr < q and 

so 
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I. m! (k) I 1 k-!.( (k-1)/2 (k-2)/2 l) (k-1)/2 k-} □ 
~ -m q < 2q m + m + ••• + < m q • 

m 

COROLLARY 2.1. If q = k(k-l)t+l is a prime power, then N(k,q) > 0 whenever 

k 2 2k 
q > e k 

PROOF. By theorem 2.2, 

m! (k) !(k-1) k-! 
N(k,q) > -; q - m q , 

m 

! k m' (k) 
q - N(k,q) > .....!... /q (.s..._) 

m k 
!(k-1) 

- m , 
m q 

where m = k(k-1)/2. Using the inequality m!/mm > e-m (which is immediate on 

noticing that mm/m! is one of the terms in the power series expansion of 

em) and the (very poor) inequality q(k) /qk > e-k/2 for q satisfying the 

hypothesis, 

The assertion of the corollary is now clear. D 
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3. CONSTRUCTION OF DESIGNS BY COMPOSITION METHODS 

In this section we discuss a class of recursive methods for the con­

struction of PBD's. We make no attempt to be complete, but just enumerate 

certain principles and illustrations that the author finds of interest. 

A concept which has played an important role in the construction of 

BIBD's and sets of orthogonal Latin squares is that of a group divisibZe 

design (GDD). We use the term to mean a triple (X,S,A) where (i) Xis a set 

(of points), (ii) Sis a class of non-empty subsets of X (called groups) 

which partition x, (iii) A is a class of subsets of X (called bZocks), each 

containing at least two points, (iv) no block meets a group in more than 

one point, and (v) each pairset {x,y} of points not contained in a group is 

contained in precisely one block. 

At least in the case where all groups G €Shave size !GI ~ 2, a GDD 

can be thought of as a PBD (X,S u A) in which a class of blocks which 

partition X has been distinguished. But it seems important to make the 

distinction between PBD's and GDD's, as GDD's are clearly the right concept 

for the Fundamental Construction (F.C.) 3.1 below. We preface the F.C. with 

several remarks concerning the relation between PBD's and GDD's. 

REMARK 3.1. If S consists of all singleton subsets of X, then (X,A) is a PBD 

if and only if (X,S,A) is a GDD. 

REMARK 3.2. (ADJOINING AND DELETING POINTS). If (X,S,A) is a GDD, we may 

ad.join a point 0 i X to obtain a PBD (X',A')where 

X' XU {0}, 

A' Au {Gu {0} : G € S} 

Conversely, given a PBD (X 1 ,A 1 ) we may deZete a point 0 EX' to obtain a GDD 

(X,S,A), where 

X X' - {0} 

{A - {0} A EA•, 0 EA} , s 
A {A A EA', 0 i A}. 

By a subdesign of a PBD (X,B), we mean a PBD (Y,C) such that Y £ X and 

CS B. Evidently, the blocks B-C cover exactly the pairs x,y of distinct 



points of X with not both x,y € Y. We admit IYI ~ 1, in which case C is 

empty. 
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REMARK 3.3. (ADJOINING SUBDESIGNS). Let (x,S,A) be a GOD and Fa set, FnX= 

= ¢. Let (F,V) be a PBD, and for each group G € S, let (Gu F, BG) be a PBD 

containing a PBD (F,CG) as a subdesign. Then with 

X' X U F 

(X' ,A') is a PBD. 

REMARK 3.4. (BREAKING UP BLOCKS). Let (X,A) be a PBD and for each block 

A€ A, let (A,BA) be a PBD. Then with 

B = UA B I A€ A 

(x,B) is a PBD. 

THE FUNDAMENTAL CONSTRUCTION (F.C.) 3.1. Let (X,S,A) be a "master" GOD and 

let a positive integral weight sx be assigned to each point x € X. Let 

(Sx: x € X) be pairwise disjoint sets with lsxl sx. With the notation 

SY= x~Y Sx for Y s X, put 

For A€ A, we have a natural partition ~A 

for each block A€ A, a GOD 

is given, and put 

Then (x*,s*,A*) is a GOD. 

x € A}); we suppose that 

We point out that in view of remark 3.1, remark 3.4 is a special case 
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of the F.C. 3.1 (where the master GDD has groups of size 1 and we weight 

each of its points with 1). 

We give below some of the neater corollaries of our remarks and the 

F.C. In the various applications here and in the following section, all 

points of the master GDD in the F.C. will be weighted equally. But instances 

of non-uniform weighting were essential for the proof of theorem 1.1. 

A GDD (X,S,A) will be said to have block sizes from Kand type 
11 12 13 11 12 13 

(1 2 3 ••• ) when IAI EK for each A EA and (1 2 3 ••• ) is the parti-

tion of the integer lxl arising from the partition (X,S) of the set x, i.e. 

there are li groups of size i, i = 1,2,3, •... We say a class B of sets is 

k-uniform when IBI = k for each BE B. 
k Transversal designs TD(k,n) are GDD's with type (n ), i.e. k groups 

of size n, and block size k. The existence of a TD(k,n) is equivalent to the 

existence of a set of k-2 mutually orthogonal Latin squares [8]. 

THEOREM 3.1. (MACNEISH). If there exists a TD(k,n) and a TD(k,m), then there 

exists a TD(k,mn). 

PROOF. Take the TD(k,n) as the master GDD in the F.C., and weight each of 

its points with m. The type of each partition TIA is then (mk), and as there 

exists a TD(k,m), we may choose BA to be k-uniform. The F.C. then produces 

a TD(k,mn). □ 

From the existence of TD(q+l,q) for prime powers q (obtainable by de­

leting a point from a B[q+l, q 2+q+l] by remark 3.2) follows 

a a a 
THEOREM 3.2. If n = p 11p 2

2 ..• prr is the factorization of n > 

of distinct primes, then there exists a TD(k,n) whenever k ~ 

The following theorem was first proved in the case k = 3 by E.H. MOORE 

[15] and in [18]. The generalization was pointed out to the author by 

D.K. RAY-CHAUDHURI. 

THEOREM 3.3. If 

(i) there exists a B[k,u] containing a B[k,w] as a subdesign (w 

k is pemitted), and 

(ii) there exists a TD(k,u-w), 

0,1, or 

then the existence of a B[k,v] irrrplies the existence of a B[k,v(u-w)+w]. 

PROOF. As the master GDD in the F.C., take a B[k,v] with all singletons as 

groups, and weight each point with u-w. The type of each partition TIA is 
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((u-w)k) and BA may be taken to be k-uniform by (ii). The F.C. produces a 

GDD of type ((u-w)v), to which we may adjoin a subdesign on w points by (i) 

and remark 3.3 to obtain a B[k,v(u-w)+w]. D 

THEOREM 3.4. If 

(i) there exists a B[k,u] aontaining a B[k,w] as a subdesign w~1, and 

(ii) there exists a TD(k,(u-w)/(k-1)), 

then the existenae of a B[k,v] irrrplies the existenae of a 

B[k, (v-1) (u-w)/(k-1)+w]. 

PROOF. Delete a point (remark 3.2) from a B[k,v] to obtain a GDD with group 

type ((k-1)r), r = (v-1)/(k-1), and block size k. Weight each point with 

(u-w)/(k-1) (which is an integer since u = w - 1 (mod k-1)). By (ii), BA 

may be chosen k-uniform. The F.C. produces a GDD of type ((u-w)r) to which 

we adjoin a subdesign on w points by (i) to obtain a B[k,r(u-w)+w]. D 

The next theorem is an elegant and powerful construction due to HANANI 

[9]. For each k ~ 2, we let¾ denote the set of positive integers r for 

which there exists a B[k,r(k-1)+1]. 

THEO;REM 3.5. If there exists a PBD[¾,v], then v E ¾· 

PROOF. By remark 3.2, ¾ is exactly the set of positive integers r for which 

there exists a GDD of type ((k-1)r) with block size k. 

As the master GDD in the F.C., take a PBD[¾ 1 v] considered as a GDD of 

type (kv) with block sizes from¾· Weight each point with k-1. The type of 

a partition TIA is ((k-1)r) where \Al= r E ¾• and so BA may be chosen k­

uniform. The F.C. produces a GDD of type ((k-1)v), block size k, which by 

the- observation of the previous paragraph means v E ¾· D 

A PBD (X,A) is said to be resolvable iff there exists a partition 

such that each set Ai of blocks is a partition of X (a parallel alass of 

blocks). If we let a;_ denote the set of positive integers r for which there 

exists a B*[k,r(k-1)+1] (i.e., a resolvable B[k,r(k-1)+1]), then we have 

* * THEOREM 3.6. If there exists a PBD[¾,v],then v E ¾· 
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This theorem, due to RAY-CHAUDHURI and the author, may be found in 

[17]. We remark only that it can be proved with the same construction as in 

theorem 3.5, and that it was an important step in the proofs that B*[3,6t+3] 

and B*[4,12t+4] exist for all t (see [17,13]) and that B*[k,k(k-l)t+k] exist 

for all t sufficiently large with respect to k (see [18]). 

Resolvable designs B*[k,v] (with fixed parallelism, i.e. partition of 

the blocks into parallel classes) are also known as Sperner spaces. 

Instances and/or extensions of the constructions discussed in this 

section can be found in [3,9,11,12,17,22,23]. 

We conclude this section with two remarks to be used in section 5. We 

do not attempt to state these in the most general form. 

REMARK 3.5. (COMPLETION). If (X,A) is a resolvable B[k,v], say A=A 1 u •.• uAr 

is a partition of A into parallel classes (r = (v-1)/(k-1)), then we may 

aorrrplete (X,A) to a PBD[{k+l,r},v] (X' ,A') by adding r "points at infinity" 

e1, ... ,er and a "block at infinity" B = {e 1, ... ,er}. That is, we put 

For 1 S: r, we may partially complete (X,A) by adding a block of size 1 "at 

infinity" (adjoining "points at infinity" only to 1 of the parallel classes 

A.) to obtain a PBD[{k,k+l,l},v+l]. 
l. 

REMARK 3.6. (TRUNCATION). Given a transversal design TD[k+l,t], we obtain 

a GDD of type (s1tk) with block sizes from {k,k+l} by deleting t-s points 

from one of the groups (and from the blocks which contain them) of the 

transversal design. 

4. A CLOSURE OPERATION 

Given a set K (finite or infinite) of positive integers, we denote by 

lB(K) the set of positive integers v for which there exists a PBD[K,v]. 

The mapping K + lB(K) is a closure operation on the subsets of the positive 

integers; that is, it enjoys the properties 

(i) KS lB(K) , 

(ii) K1 S K2 • lB(K1) ~ 13(K2) , 

(iii) lB(E(K)) = lB(K) 
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These are easily verified. (Property (iii) is a consequence of remark 3.4.) 

We call a set K of positive integers PED-closed (or simply closed) 

when lB(K) = K. Theorem 1.1 asserts that every closed set K contains all 

sufficiently large integers v with v = 1 (mod a (K)) and v (v-1) = 0 (mod 13 (Kl). 

Thus there are only countably many closed sets. 

Using the fact that the greatest common divisor of any set is equal to 

the g.c.d. of a finite subset, a consequence of theorem 1.1 is (see [23]) 

THEOREM 4.1. If K is a closed set, then thePe exists a finite subset J ~ K 

such that K = lB (J) • 

Examples of closed sets seem to arise naturally in certain existence 

problems. We give several such examples below. The proof that a set defined 

combinatorially is closed invariably involves a construction (as in remark 

3.4, which shows that lB(K) is closed for any set K). Of course, the con­

struction contains far more information than simply the assertion that a 

set is closed. 

Theorems 3.5 and 3.6 can be rephrased as 

* EXAMPLE 4.1. For any k 2: 2, the sets 1\ and 1\ are closed. 

To apply theorem 1.1 to a closed set K, it is necessary to know some­

thing about the parameters a(K) and 13(K). This involves exhibiting some 

elements of K. For if we know k EK, then already we can say 13(K) divides 

k(k-1) and hence all large v = 1 (mod k(k-1)) belong to K. More generally, 

if we know 13(K) divides band u EK, Ka closed set, then K contains all 

large v = u (mod b) • 

We point out some simple arithmetic examples of closed sets. 

EXAMPLE 4.2. Let a be a positive integer. Then Ha= {v: v = 1 (mod a)} is 

closed. 

For a clearly divides a(H ); hence v E lB(Ha) implies v E Ha. 
a 

EXAMPLE 4.3. Let b be a positive integer. Then Hb = {v: v(v-1) = 0 (mod b)} 

is closed. 

For b divides 13(~); hence v E lB(Hb) implies v E ~• 

ExAMPLE 4.4. Let m be a positive integer. Then {1} u {v: v 2: m} is closed. 

This is easily seen. Since the intersection of closed sets is closed, 

we have 
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ExAMPLE 4.5. Let a,b,m be positive integers. Then 

and 

Ha {v: v = 1 (mod a),v(v-1) - 0 (mod b)} 
b 

~ n {v V 1 or v ~ m} are closed. 

We remark that a(H:) = a and ~(H:) b if and only if a divides b, 

bis even, and b/a is relatively prime to a (allowing a= b = 0) [23]. 

The next several examples of closed sets arise from the following ob­

servation that PBD's can be used to combine idempotent quasigroups to form 

another, larger, idempotent quasigroup. 

A quaeigPoup on a finite set Xis a binary operation Q: xxx + X which 

satisfies both cancellation laws, i.e. the values of any two of x,y,z € X 

uniquely determine the value of the third so that the equation xQy = z is 

valid. The quasigroup Q is iderrrpotent when xQx = x for all x EX. 

Let (X,A) be a PBD and for each block A€ A, let QA be an idempotent 

quasigroup on A. Then define Q on X by xQx x, and for distinct x,y € X, 

xQy = xQAy where A is the unique block of A containing x and y. It is 

easily checked that Q is an idempotent quasigroup on X. 

ExAMPLE 4.6. Given k, let Lk denote the set of positive integers n for 

which there exists a set of k mutually orthogonal Latin squares of order n 

which admit a common transversal (we may suppose, e.g., that all symbols 

occur on the diagonal of each square). Then Lk is a closed set. 

This is an observation of BoSE, SHRIKHANDE & PARKER [4] and was in­

strumental in their disproof of EuLER's conjecture (see also [B,14]). We 

find it convenient here to explain their construction in terms of quasi­

groups. 

Two quasigroups Q1,Q2 on the same set X are oPthogonaZ iff for any 

a,b € X, the system of equations 

has a unique simultaneous solution (x,y). The assertion n € Lk is equivalent 

to the existence of k mutually orthogonal idempotent quasigroups of order n. 

Now given n € lB(Lk), there exists a PBD (X,A) with lxl = n and 

!Al € Lk for all A€ A. For each block A, we can find k mutually orthogonal 

idempotent quasigroups Q~l) , •.• ,Q~k) on A. Then the above construction 
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produces idempotent quasigroups Q(l) , •.. ,Q(k) on X, which are readily seen 

to be mutually orthogonal. Hence n E Lk and we have shown that Lk is closed. 

There is no point in applying theorem 1.1 to the existence problem for 

orthogonal Latin squares, since these results are used heavily in the proof 

of theorem 1.1. However, one can easily see that the number of non-isomorphic 

sets of k mutually orthogonal Latin squares of order n goes to infinity with 

n (use theorem 4.1 in a manner analogous to the proof of theorem 2 in [24]). 

A quasigroup Q is self-orthogonal when it is orthogonal to its trans­

pose Q' defined by xQ'y = yQx. 

EXAMPLE 4.7. The set S of positive integers n for which there exists a self­

orthogonal quasigroup of order n is closed. 

The same construction works, as noticed by J.F. LAWLESS [14]. Using 

S = 1B(S) and some special constructions, BRAYTON, COPPERSMITH & HOFFMAN[S] 

have recently shown that S contains all positive integers except 2,3 and 6. 

Again, we claim that the number of non-isomorphic such quasigroups tends to 

infinity with n. 

A Room pair of quasigroups is a pair Q1,Q2 of commutative idempotent 

quasigroups on the same set X such that for any a,b EX, there is at most 

one unordered pair {x,y} with xQ1y = a and xQ2y = b. 

ExAMPLE 4.8. The set R of positive integers n such that there exists a Room 

pair of quasigroups of order n is closed. 

This was first noticed by J.F. LAWLESS [14]. The construction is also 

discussed in [19]. 

We conclude our remarks on quasigroups by observing that GDD's can be 

used to construct (not necessarily idempotent) quasigroups: if each block A 

of a GDD (X,S,A) is equipped with an idempotent quasigroup QA and each group 

G is equipped with any quasigroup QG ,then there is a natural quasigroup Q 

on X, where xQx = xQGx for x E G. When S consists of all singleton subsets 

of X, this construction degenerates into the basic construction with PBD's 

(cf. remark 3.1). 

We introduce designs PBDA[K,v], where each pair of distinct points is 

contained in exactly A blocks, just for the purpose of stati~g 

EXAMPLE 4.9. For any set K of positive integers and a positive integer A, 

the set 1BA(K) = {v: there exists a PBDA[K,v]} is a closed set. 
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Other examples of closed sets are 

EXAMPLE 4.10. The set of positive integers r for which there exists a reverse 

Steiner triple system of order 2r+1 (J. DOYEN [6]). 

EXAMPLE 4.11. The set of v for which there exists a pair of orthogonal 

Steiner triple systems of order v (J.F. LAWLESS [14]). 

EXAMPLE 4.12. The set of integers n for which there exists a GDD of type 

(mn) and block sizes from K (see [22,20]). 

One further example is given in section 6. 

5. GENERATING CLOSED SETS 

We observe that each closed set K has a unique minimal generating set. 

Let us call an element x € K essential in K iff xi lB(K - {x}),or equiv­

alently, xi lB({y € K: y < x}). Letting EK denote the set of all essential 

elements of K, we have 

PROPOSITION 5.1. Let J be a subset of a alosed set K. Then lB(J) 

only if EK~ J. 

K if and 

PROOF. Clearly, lB (J) = K implies EK ~ J. We claim now that lB (EK) = K. If 

not, let x be the least element of K-lB(EK). Then xis not essential, so 

x € JB({y € K : y < x}) ~ JB(lB(EK)) = JB(EK), a contradiction. D 

Note that theorem 4.1 implies EK is finite. 

We may ask for the set of essential elements, or at least a reasonably 
a small generating set, for the arithmetic examples~ of section 4. HANANI 

[9,10] establishes that 

1 
H3 

1 
H4 

{ 0, 1 (mod 3) } 

{0,1 (mod 4)} 

1 
HS= {0,1 (mod 5)} 

lB{3,4,6} , 

lB{4,5,8,9,12} , 

lB{S,6,10,11,15,16,20,35,36,40,70,71,75,76}, 

as preliminary results before proving 



H2 = 
6 

{1,3 (mod 6)} = lB{ 3} , 

3 
H12= { 1, 4 (mod 12)} lB{ 4} , 

4 
H20= {1,5 (mod 20)} lB{ 5} • 

The reader may check that the essential elements of H~ and H! are 

exactly those listed. We can improve the result for H; to 

1 
PROPOSITION 5,2. HS= lB{S,6,10,11,16,20,35,40}. 

PROOF. We assume HANANI's result above and proceed to show that 36,70,71, 

75,76 are not essential in H;. 
3 R.C. BoSE [2] has shown the existence of resolvable B[q+l, q +1] for 
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all prime powers q. In particular, we have the existence of a resolvable 

B[S,65], which we may partially complete (remark 3.5) by adding a block at 

infinity of size 5,6,10,11, respectively, to find 70,71,75,76 E lB{S,6,10,11}. 

To see 36 is non-essential in H;, we remove two intersecting lines 

(and their points) from a B[7,49] (affine plane of order 7) to obtain a 

PBD on 36 points with 18 blocks of size 6 and 36 of size 5 (i.e., 36 E 

lB{S,6}). 0 

1 The author does not know whether 35 and 40 are essential in H5 • 

HANANI's paper [g] also exhibits finite generating sets for the closed 

sets {1} u {v: v ~ k} fork= 3,4,5. And the result {1} u {v: v ~ k} = 

= lB{k,k+1,k+2, ••• ,kqk-1} where qk is the smallest prime power such that 

qk ~ 2k-1,can be found in [12]. 

THEOREM 5. 1 • 

(i) H2 
2 

{1 (mod 2)} lB{3,S}, 

(ii) H3 
3 

{1 (mod 3)} lB{ 4, 7, 10, 19} , 

(iii) 4 
H4 {1 (mod 4)} lB{S,9,13,17,29,33,49,57,89,93,129,137}. 

LEMMA 5 .1. If k and k+l are prime powers, the existence of a GDD on v points 

with block sizes from {k+1,k+2} and at least two groups implies that vk+l 
k is not essential in Hk = {1 (mod k)}. 

PROOF. We take such a GDD as the master GDD in the Fundamental Construction 

3.1. Each point is to be weighted with k. The type of any partition rrA is 

(kk+l) or (kk+2). The classes BA may be taken to be (k+l)-uniform as GDD's 
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with these types and block size k+1 may be obtained by deleting points 

(remark 3.2) from B[k+1, k2+k+1] and B[k+1,(k+1) 2], respectively. The F.C. 

produces a GDD on vk points with groups of size divisible by k, and blocks 

of size k+1. Adjoining a point by remark 3.2, we obtain a PBD on vk+1points 
k with block sizes from Hk = {1 (mod k)} (and less than vk+1). This proves 

the lemma. D 

PROOF OF THEOREM 5.1. If there exists a TD(k+2,t), remark 3.6 shows that 

GDD's with v points satisfying the hypothesis of lemma 5.1 exist for 

(k+1)t s vs (k+2)t. With this observation and theorem 3.2, it can be seen 
k 

(we omit the details) that with Ek denoting the essential elements of Hk, 

E2 S {3,5,11,13,15,17} , 

E3 S {4,7,10} U {19,22, .•• ,43,46} U {79,82} , 

E4 S {5,9,13,17} u {29,33, ••• ,93,97} u {125,129,133,137} 

We proceed to show that some of the indicated integers are not essential in 
k 

the respective sets Hk. 

Case k = 2. 13 and 15 belong to m{3} and hence are certainly non-essential 

in H;. Completing a resolvable design B*[2,6] by remark 3.5 

shows 11 € m{3,5}. Deleting a point (remark 3.2) from a B[3,9] 

gives a GDD satisfying the hypothesis of lemma 5.1; hence 17 = 

= 2·8+1 is non-essential in H~. Thus E2 s {3,5}. 

3. 25,28,37,40 € m{4}. Completing B*C3,15] and B*C3,21] shows Case k -----
22 € m{4,7} and 31 € m{4,10}. We show 43,46,79,82 are non-

essential in H~ by exhibiting GDD's on 14,15,26,27 points, res­

pectively, with blocks of size 4 and using lemma 5.1. For 15 and 

27, delete points (remark 3.2) from B[4,16] and B[4,28]. For 14, 

take the 14 points to be z14 , groups {i,i+7} (i=0,1, ••• ,6), and 

blocks {2+i,4+i,8+i,7+i} (i=0,1, ••• ,13). For 26, take points 

z26 , groups {i,i+13} (i=0,1, ••. ,12), and blocks {2+i,6+i,18+i, 

13+i}, {4+i,12+i,10+i,13+:i} (i=0,1, ••• ,2~. Finally, 34 E m{4,7,10} 

follows from lemma 5.2 below (q = 3). We have proved 

E3 S {4,7,10,19} (and it is easily checked that equality holds). 

Case k 4. 41,45,61,65,81,125 € m{5} (cf.[9]) and 73 € m{9} (projective 
----- 4 

plane of order 8), hence these values are non-essential in H4 • 

Completing (by remark 3. 5) resolvable designs B * [ 4, v] for v 

= 28,40,52,100 (which exist [13]), we see that 37,53,69,133 are 
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4 non-essential in H4 • Deleting a point from a B[5,25] gives aGDD 

on 24 points and lemma 5.1 shows 97 = 4·24+1 is non-essential. 

Finally, lemma 5.2 below (q = 4) shows 77 € lB{5,13,17}. We have 

proved that all x = 1 (mod 4) are non-essential in H: with the 

possible exceptions of x = 5,9,13,17,29,33,49,57,89,93,129,137. D 

. 3 2 2 2 LEMMA 5.2. If q is a pr~me power, then q +q -q+l € lB{q+l,q -q+l,q +1}. 

PROOF. Let TI be a projective plane of order q 2 with a Baer subplane n0 (of 

order q). Let 8 be a point of n0 ,L0 ,L1;···,Lq the lines of TI which contain 

8 and belong to the subplane n0 , and L another line of TI containing 8. Let 

L! denote the set of the q 2-q points of L. which do not belong to n0 • The 
1 2 1 2 

set X = L* u (Ui=o L1) of (q +1) + (q+l) (q -q) points of TI, together with 

the non-trivial intersections of lines of TI with X, provides a PBD with one 

block (namely L*) of size q2+1, q+l blocks (namely, L! u {8}, i=0,1, •.• q) of 
J. 

size q2-q+1, and the remaining blocks have size q+l. This last assertion 

follows from the fact that each line of TI contains exactly one or q+l points 

We indicate how theorem 5.1 (ii) can be used to derive two known results. 

* . Kirkman Designs B [3,v]: Simple direct constructions [17] show that 

B*[3,v] exist for v = 9,15,21,39, i.e. {4,7,10,19} s R;. By theorems 5.1 (ii) 

3 * * and 3.6, H3 lB{4,7,10,19} s E(R3 ) R3 ; which means that resolvable designs 

B*[3,6t+3] exist for all t. 

Designs B2[4,3t+1] (A= 2): If we establish that designs B2[4,v] exist 

for v = 4,7,10,19, it follows from theorem 5.1 (ii) and example 4.9 that 

B2[4,3t+1] exist for all t. 

6. EDGE-DECOMPOSITIONS OF COMPLETE GRAPHS 

Let r be a graph. By an edge-deaorrrposition (or simply a deaorrrposition) 

r* * of a graph into r-graphs we mean a set r 1,r2 , ••• ,rt of subgraphs of r , 

each isomorphic tor, such that each edge of r* occurs in exactly one of the 

subgraphs ri. 

A design B[k,v] may be considered as a decomposition of the complete 

graph on v vertices into k-cliques (complete graphs on k vertices). (More 

generally, a PBD can be viewed as a decomposition of a complete graph into 

cliques; and a GDD should perhaps be viewed as a decomposition of a complete 
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multipartite graph into cliques.) 

Given a simple graph r, we denote by Kr the set of positive integers v 

for which the complete graph on v vertices admits a decomposition into r­

graphs. The purpose of this last section is to provide a proof for 

THEOREM 6.1. Let r be a sirrrpZe graph with m edges. Then Kr is a closed set 

and S(Kr) 2m. 

That Kr is closed is easily verified ; a consequence of theorem 6 .1 

and theorem 1.1 is that Kr contains all sufficiently large integers 

v = 1 (mod 2m). 

We observe that if v E Kr, then surely the number m of edges of r 

divides(;), i.e. v(v-1) = 0 (mod 2m). Thus 2m is a divisor of $(Kr). We 

show below that Kr contains the set Q of sufficiently large prime powers 

q = 1 (mod 2m) (lemma 6.1), and observe that S(Q) = 2m (lemma 6.2). Q ~ Kr 

implies S(Kr) divides S(Q) = 2m, and the proof of theorem 6.1 will then be 

complete. D 

LEMMA 6.1. If r is a sirrrpZe graph with m edges and k vertices, then the 

corrrpZete gra:ph on q vertices can be decorrrposed into r-graphs whenever q 
k2 is a prime power of the form q = 2mt+1 and q > m 

PROOF. Let c 0 ,c1, ••• ,cm-l be the cyclotomic classes of index min GF(q) and 

let Si be the set of pairs {x,y} of distinct field elements such that 

x-y EC. (since -1 E c 0 in our case, x-y and y-x belong to the same class). 
i 2 

Theorem 3 of [21] asserts that if q >Jc, then for any choice of 

lij E {0,1, •.• ,m-1} there exist field elements a 1,a2 , ••• ,~ such that 

{a.,a,} E S1 for all i,j (1 Si< j S k). (This can also be proved with 
i J . . 

lemmas 2.1 a~J 2.2). If we think of the edges of Si as being colored with 

color i, then the claim is that all possible m-colorings are found among 

the edge colorings induced on k element subsets. So surely we may find a 

subgraph r 0 of the complete graph with vertex set GF(q) which is isomorphic to 

rand such that its m edges receive distinct colors. 

Let S be a system of representatives for the cosets of the factor group 

c 0/{1,-1}. Then the set (not necessarily group) of permutations 

{x + ax+b: a Es, b E GF(q)} of GF(q) is sharply transitive on the edges 

of color i for each i. Applying these permutations to r 0 produces a set of 

isomorphic subgraphs which partition the edges of the complete graph on G:Elq). D 
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powers q suah that q - 1 (mod 2m) and q > c. Then S(Q) = 2m. 
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PROOF. Clearly S(Q) is divisible by 2m, say S(Q) = 2mt. We claim t = 1. If 

not, let p be a prime divisor oft. Now for at least one choice of sign, 2mp 

and 2m(p±1) + 1 are relatively prime, and by DIRICHLET's theorem on primes 

in arithmetic progressions, there exists a prime q = 2mpl + 2m(p±1)+1 > 

> max(c,S(Q)). Then q E Q, so S(Q) divides q(q-1). Since q is prime and 

larger than S(Q), S(Q) = 2mt divides q-1; hence 2mp divides q-1 = 2m(pl+p±D. 

This contradiction shows that t has no prime divisors and completes the 

proof of the lemma. D 

We close by remarking that theorem 6.1 can be used to prove a recent 

theorem of B. GANTER [7]. A partial PBD[K,v] is a system (X,A) such that 

lxl = v, IAI EK for all A EA, and each pair of distinct points x,y EX 

is contained in at most one block A EA. GANTER's theorem asserts that for 

any finite partial PBD[K,v], there exists a finite PBD[K,v*J (x*,A*> such 

that x ~ x* and A~ A*. 
Now given a partial PBD (X,A), we may consider the graph r with vertex 

set X and edge set consisting of those pairs {x,y} of points which do occur 

in some block A EA. If the complete graph with vertex set x* can be de­

composed into r-graphs, then it is clear that we may find a PBD (x*,A*> where 

A* is a union of isomorphic copies of A. 
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ON TRANSVERSAL DESIGNS 
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University of the Negev, Beer Sheva, Israel 

1 • BASIC LEMMAS 

A design is a pair (X,8) where Xis a finite set of points and Bis a 

family of -not necessarily distinct- subsets B. (called bZoaks) of X. 
l. 

A paraZZeZ aZass of blocks of a design (X,B) is a subfamily B1 c B of 

disjoint blocks which cover X. 

In a design (X,B) let the family B of blocks be composed of two sub­

families B =Gu P where G is a parallel class of blocks. The elements 

(blocks) of G will be called groups and the elements (blocks) of P -proper 

bZoaks or for short- bZoaks. A design (x,G u P) is a transversaZ design 

T[s,),,r] iff 

(i) !Gil = r for every Gi € G, 

(ii) IGI s, 

G and every B. € P, 
J 

(iii) IGi n Bj I = 1 for every Gi € 

(iv) every pairset {x,y : x 

exactly A blocks of P. 
€ Gi, y € Gj, Gi F Gj} is contained in 

It follows immediately that in T[s,A,r], lxl = sr, IB.I 
J 

B P d lpl = r2' . • € , an " 
J 

s for every 

Let us denote by T(s,A) the set of integers r for which designs 

T[s,A,r] exist. The following lemmas are evident. 

LEMMA 1. T(s,A) c T(s',A) for every s' ~ s. 

LEMMA 2. T(s,A) c T(s,nA) for every positive integer n. 

Lemma 2 may be generalized as follows. 

LEMMA 3. If r € T(s,A) and r·E T(s,A'), then r € T(s,nA+n'A') for aZZ 
non-negative integers n and n'. 



The following lemma has been proved by MACNEISH [5] for A= A'= 1. 

However, this, more general wording, does not involve any change in the 

proof. 

LEMMA 4. If r E T(s,A) and r' E T(s,A'), then rr' E T(s,AA'). 

We shall now prove 

LEMMA 5. In a transversal design T[s,A,r], s s 2 (r A-1)/(r-1) holds. 

PROOF. Let X = I X I . We may assume that one of the blocks is r s 
{ (0;a) : a E I }. There are exactly rA-1 additional blocks containing the s 
point (0 ;0). Each of the points (0 /Q" I) I a'=1,2, ••• ,s-1 occurs in these 
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blocks exactly A-1 times and accordingly the total number of points having 

as first index 0 in those rA-1 blocks is rA-1+(s-1)(A-1). The total number 

of pairs {(0;a),(0;a') : a,a' E Is, a ,fa•} occurring in the blocks is 

minimized if each of the blocks has the same number of points having first 

index 0, namely l+(s-1) (A-1)/(rA-1) and then the total number of the said 

pairs is ~(rA-1)[(s-1)(A-1)/(rA-1)+1][(s-1)(A-1)/(rA-1)]. 

There are exactly (r-1)rA blocks not containing the point (0;0). The 

number of points with first index 0 in those blocks is (r-l)A(s-1) and the 

total number of pairs of such points is minimized if in each block there is 

an equal number, i.e. (s-1)/r, of points with first index 0. 

Summing up we have for the total number P of pairs of points with first 

index 0 

P ½s(s-1)A 2: 

2: ½s (s-1) + ½(d-1) [ (s-!~~t1) + 1] (s-!~~t1) + 

s-l[s-1 + !{r-1)d- -­r r 

which gives s s (r2A-1)/(r-1). D 

Transversal designs satisfying s = (r2A-1)/(r-1) will be called 

complete transversal designs. Transversal designs withs< (r2A-1)/(r-1) 

will be called incomplete transversal designs. 

If the blocks of a transversal design T[s,A,r] can be partitioned into 

rA parallel classes of blocks then the design will be called a resolvable 

transversal design RT[s,A,r]. As usual the set of integers r for which 

designs RT[s,A,r] exist will be denoted by RT(s,A). 
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By adding an additional group to a resolvable transversal design 

RT[s,A,r] and adjoining each element of this group to A distinct parallel 

classes of blocks we obtain 

LEMMA 6. RT(s,A) c T(s+l,A). 

For A= 1 the stronger result is known 

LEMMA 7 • RT ( s , 1) T(s+l, 1). 

2. COMPLETE TRANSVERSAL DESIGNS 

2.1. Hadamard matrices 

The complete transversal designs with r = 2, namely the designs 

T[4A-1,A,2], are equivalent to the Hadamard matrices. To see this, write 

the groups of the design in any fixed order and in each group denote one 

point by +1 and the other by -1. Further write the blocks of the design as 

rows of a matrix and add a column of +l's. The obtained matrix is a 

4A x 4A Hadamard matrix. 

The designs T[4A-1,A,2] with A=2,3, ••• ,8 are given herewith. 

2 € T(7,2) X = I 2 X z7 

{(0;0),(0;1),(0;2),(0;3),(0;4),(0;5),(0;6)} 

{(0;1),(0;2),(0;4),(1;0),(1;3),(1;5),(1;6)} mod (-;7) 

2 E T(ll,3) 

{(0;~) : ~ E Z11} 

{(1;0), (0;22a), (1;2 2a+l) 

2 € T( 15,4) X 

{(0;~) : ~ E Z15} 

a=0,1,2,3,4} mod (-;11) 

{ ( 0; 1) , ( 0; 2) , ( 0; 3) , ( 0; 5) , ( 0; 6) , ( 0; 9) , ( 0; 11) , (1; 0) , (1 ; 4) , (1 ; 7) , (1; 8) , ( 1; 10) , 

(1; 12), (1 ;13), (1; 14)} mod (-; 15) 

2 € T(19,5) 

{(0;~) : ~ € Z19} 

{ ( 1; 0) , ( 0; 22a) , ( 1; ia+l) a=0,1, .•• ,8} mod (-;19) 



2 € T(23,6) X 

{CO;sl : s € z23 } 

{ ( 1; 0) , ( 0; 5 2a) , ( 1 ; 5 2a+ 1) a=0,1, ••• ,10} mod (-;23) 

2 € T(27,7) X = I2 x GF(27) 3 
X X + 2 

{ (O;s) : s € GF(27)} 

2a 2a+l {(l;O),(O;x ),(l;x ) 

2 € T(31,B) X 

{(O;sl : s € z31 } 

{(l;O), (o;la), (1;3 2a+l) 

2.2. Projective planes 

a=0,1, ••• ,12} mod (-;27) 

a=0,1, ••• ,14} mod (-;31). 
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The complete transversal designs with A= 1, namely the designs 

T[q+1,1,q] are equivalent to the finite projective planes PG(2,q). As lines 

in the plane may serve the blocks as well as the groups with an additional 

point (00 ) adjoint. 

It is known that finite projective planes exist whenever q is a power 

of a prime and accordingly we have 

LEMMA B. If q is a power of a prime, then q E T(q+l,1). 

2 • 3. · Projective geometries 

It is known that finite projective geometries PG(d,q) of any dimension 

d exist if q is a power of a prime. Such geometry enables us to construct a 

complete transversal design T[(qd-1)/(q-1) ,qd-2,q]. To this end fix any 

point A of PG(d,q) and define as groups all the (qd-1)/(q-1) lines through 

A, with A deleted. Every (d-1)-dimensional hyperplane not incident with A 

intersects every group in exactly one point and we may define those (d-1)­

dimensional hyperplanes as blocks of the design. Through every two points 

of distinct groups goes exactly one line of the geometry. This line is 

contained in (qd-l_l)/(q-1) (d-1)-dimensional hyperplanes; out of these 
d-2 d-2 hyperplanes (q -1)/(q-1) are incident with A, the other q are blocks 

of the design. Accordingly every pair of points in distinct groups is 

contained in exactly qd-2 blocks. Consequently we obtain 
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d d-2 
THEOREM 1. If q is a power of a prime, then q E T((q -1) /(q-1) ,q l for 

every integer d > 1. 

Two designs of the described form are given herewith. 

3 E T(13,3) 

{( 00 ;~) : ~ E z13 } 

{ (oo;0), (oo; 24a+1), (0; 24a), (l ; 24a+2), (1; 24a+3) a=0,1,2} mod (2;13) 

5 E T(31,5) X = (Z U {oo}) x Z 
4 31 

{(oo;~) : ~ E z31 } 

{ (oo; 310a), (oo; 31oa+3), (0;0), (0; 310a+1), (0; 31oa+4), (l 131oa+S), (1; 310a+7), 

(1;310a+9),(2;310a+B),(3;310a+2),(3;310a+6) : a=0,1,2} mod (4;31). 

3. INCOMPLETE TRANSVERSAL DESIGNS 

3.1. Affine geometries 

In the case A= 1 an incomplete resolvable transversal design RT[q,1,q] 

representing an affine plane AG(2,q) is obtained from a complete transversal 

design T[q+l,1,q] representing a projective plane PG(2,q) by omitting one 

group. Such a design exists whenever q is a power of a prime. 

In the general case, finite affine geometries AG(d,q) of any dimension 

d exist if q is a power of a prime. Such geometry enables us to construct a 
d-1 d-2 resolvable transversal design RT[q ,q ,q] as follows: 

Take any class of parallel lines of the geometry as groups and every (d-1)­

dimensional hyperplane which does not contain a group, as a block. In this 
d-1 

construction we obtain q classes of q parallel blocks each. Consequently 

THEOREM 2. If q is a power of a prime then for every integer d, 

q E RT(qd-1,qd-2). 

A design of the described form is given herewith 

3 E T(9,3) X = z3 x GF(9) x2 = 2x + 1 

{ 2a 2a+1 
(0;0), (1 ;x ) , (2;x ) a=0,1,2,3} mod (3;9) 
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3.2. Latin squares 

It has been observed long ago, that the existence of a transversal 

design T[s,1,r] is equivalent to the existence of s-2 mutually orthogonal 

Latin squares of order r. As the Latin squares have become more popular, 

most of the results are stated in a form convenient in that field. We shall 

word these results in a way accepted for transversal designs. 

From lemmas 4 (with\=\'= 1) and 8 follows the result of Ml\,CNEISH [6]. 

Ct. 

LEMMA 9. If r = TT pi 1 is the faatoT'ization of r into powers of distinat 
Ct. 

primes, then r € T(s,1), where s-1 = min p. 1 
l. 

Some other most important results in this field are listed below. 

(1) r € T(s,1) whenever r > (3s) 91 (CHOWLA, ERoos & STRAUSS [3]). 

This result has been improved by ROGERS [8] and lately by WILSON who 

proved 

(2) r € T(s,1) whenever r > s 17 (WILSON [9]). 

( 3) 

(4) 

(5) 

(6) 

Further it has been proved 

for every r > 6, r € T(4,1) 

for every r > 51, r € T(5,1) 

for every r > 62, r € T(7,1) 

for every r > 90, r € T(8,1) 

holds (BOSE, PARKER and 

holds (HANANI [5]), 

holds (HANANI [5]) ' 

holds (WILSON [9]) • 

SHRIKHANDE [7,2,1]), 

For further reference we mention a result by DULMAGE, JOHNSON & 

MENDELSOHN [4] who proved the existence of 5 mutually orthogonal Latin 

squares of order 12, or, in our notation 

LEMMA 10. 12 € T(7,1). 

3.3. General transversal designs 

Let a transversal design T[cr,\,p] exist. Delete some elements from one 

of the groups s6 that in this group p's p elements are left. The blocks 

will be of size a and cr-1. It follows immediately 

LEMMA 11. If p € T(cr,\) and p' s p, and if for a givens, {cr,cr-1} c RT(s,1) 

and {P,P'} c T(s,\), then r = p(s-1) + p' € T(s,\). 

We shall now prove 

THEOREM 3. For every r :?: 1 and every \ > 1, r € T(7 ,\) hold.8. 
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PROOF. For r 1 the lemma is trivial. Further, it follows from lemmas 4 

and 11 that in order to prove our lemma for every r > 1 it is sufficient to 

prove it for the factors of 60. This is done presently. 

For r = 2 we proved in section 2.1 that 2 E T(7,2) and 2 E T(ll,3). 

By lemmas 1 and 3 it follows 

(3 .1) 2 E T(7,A) for every A> 1. 

For r = 3 it follows from theorem 1 (with d 

Further we have 

3) that 3 € T(13,3). 

3 € RT(6,2) 

{ ( 0; 0, 0) , ( 0; 1, 0) , ( 1; 2, 0) , ( 2; 0, 1) , ( 2; 1, 1) , ( 1 ; 2, 1) } mod ( 3; 3, - ) 

{(0;2a,0),(a;2a+1,0),(2a;2a+2,0),(0;a,1),(a;a+1,1),(2a;a+2,1)} mod (3;-,-), 

Consequently by lemmas 6, 1 and 3 we have 

(3. 2) 3 E T(7,A) for every A> 1. 

For r = 4 we have 

4 € RT(B,2) X = GF(4) x (z7 U {oo}) 

{ ( 0; z;) : z; E ( z7 u { 00 })} mod ( 4; -) 

0 a 1 a+2 2 a+4 {(0; 00),(0;0),(x ;3 ),(x ;3 ),(x ;3 ) 

4 € RT(B,3) X = GF(4) x IS 

2 
X X + 1 

a=0,1} mod (4;7) 

x2 = X + 1 

a=0, 1, 2. 

{ a a+l a+l a a (0;0),(0;1),(x ;2),(x ;3),(0;4),(x ;5),(x ;6),(x ;7)} mod (4;-), a=0,1,2 

{ a a+l a+l a a+l (0;0),(x ;1),(0;2),(x ;3),(x ;4),(0;5),(x ;6),(x ;7)} mod (4;-), a=0,1,2 

{ a a+l a+l a a 
( 0 ; 0) , ( x ; 1) , ( x ; 2) , ( 0 ; 3) , (:x ; 4) , ( x ; 5) , ( 0 ; 6) , ( x ; 7) } mod ( 4; - ) , a=0 , 1 , 2 

{ a+l a+l a+l a a a 
(0;0),(x ;1),(x ;2),(x ;3),(x ;4),(x ;5),(x ;6),(0;7)} mod· (4;-), a=0,1,2. 

Considering lemnas 1, 3 and 6 we have 

(3.3) 4 E RT(8,A) and 4 E T(9,A) for every A> 1. 
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For r 5 

5 E RT(10,2) X = Zs x (Zs x 12) 

2a 2a+1 2a 2a+1 
{(0;0,a),(4;2 ,0),(1;2 ,0),(2;2 ,1),(3;2 ,1) 

2a 2a+1 2a 2a+1 
{(0;0,a),(2;2 ,0),(3;2 ,0),(3;2 ,1),(2;2 ,1) 

a=0,1} mod (5;5,-) 

a=0, 1 } mod ( 5; 5, -) • 

5 E RT(7 ,3) 

{ (0; 1;) : 1; E z7} mod ( 5; - ) 

{ ( 0 ;0) , (2"5; 33a), ( 2f3+1 133a+2), ( 2f3+\ 33a+l) a=0,1} mod (5;7), f3=0,1. 

Consequently by lemmas 1, 3 and 6 

(3.4) 5 E RT(7,A) and 5 E T(8,A) for every A> 1. 

For r 6 

6 E T(7,2) 

{( 00 ;1,;) : I; E z 7} 2 times 

{(oo;0) ,(0; 33a), ( 2f3 133a+2) ,( 2 f3+2 13 3a+1) a=0,1} mod (5;7), f3=0,1. 

6 E T(7,3) 

2a 2a+1 2a+3 
{ ( 00 ;0), (0;2), (0;3), (0;5), (2 ;4), (2 ; 1), (2 ;6)} mod (5;7), a=0, 1 

{ ( 00 ; 0) , ( 0 ; 3 30) , (1 ; 3 3 a+ 2 ) , ( 4 ; 3 3a+ 1) : a=0, 1 } mod ( 5 ; 7) • 

Consequently, by lemma 3, we have 

(3.5) 6 E T(7,A) for every A> 1. 

For r = 10 

10 E T(7,2) X = (z9 U {oo}) X z7 

{(00;1,;) I; € z7} 2 times 

{ (0; I;) I; € z7} mod (9;-) 

{(oo;0),(0;33a),(1;33a+2),(2;33a+4),(4;33a+5),(6;33a+1),(7;33a+3)} mod (9;7), 

ct=O, 1 

a=0,1} mod (9;7). 
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10 e: T(8,3) X = (Z X (Z U {co})) X (Z X Z X Z ) 
3 3 2 2 2 

{(co;r;) : I;€ z2 X z2 X z2 } 3 times 

{(0,0;r;) 

{ (co;0,0,0), (0,0;0,0, 1), (0,0;0, 1,0), (0,1;0,1, 1), (0,2; 1, 1,0), (1,2; 1,0, 1), 

(1,2;1,0,0),(2,0;1,1,1)} mod (3,3;2,2,2) 

{(co; 0 1 0 1 0) 1 ( 0 1 0; 0 1 1, 0) 1 (0 1 0; 1 1 0 1 0) , ( 0 1 1; 1, 1, 0) 1 (0 1 2;1,0 1 1) , ( 1, 1; 0 1 1, 1) 1 

(1,l;0,0,1), (2,1;1,1,1)} mod (3,3;2,2,2) 

{ (co;0,0,0), (0,0; 1,0,0), (0,0;0,0, 1), (0, 1; 1,0,1), (0,2;0, 1, 1), ( 1,0; 1, 1,0), 

(1,0;0, 1,0), (2,2; 1,1, 1)} mod (3,3;2,2,2) 

{(0,0;0,1,1),(0,1;1,0,1),(0,2;1,1,0),(1,0;0,1,0),(1,1;1,0,0),(1,2;0,0,1), 

(2,0;0,0,0),(2,0;1,1,1)} mod (3,3;2,2,2). 

By lemmas 1 and 3 it follows 

(3.6) 10 e: T(7,A) for every A> 1. 

For r = 15 

15 e: RT(7,2) 

{(0,0;r;): r; e: z 7 } mod (3,5;-), 2 times 

{(0, 2y+3 10),( 2a+S 10133a),( 2a+B 12y 133a+2),( 2a+B 12y+2; 3 3a+4) : a=0,l} 

mod (3,5;7), B=0,1, y=0,1. 

15 e: RT(7, 3) 

{(0;r;) : r; e: z7 } mod (15;-), 3 times 

{(0;0),(1;3a),(2;3a+l),(4;3a+2 ),(5;3a+3 ),(8;3a+4 ),(10;3a+5)} mod (15;7), 

a=0, 1, ••. , 5. 

By lemmas 3 and 6 we have 

(3. 7) 15 e: RT(7,A) and 15 e: T(8,A) for every A> 1. 



For r 20 

20 € T(7 ,2) X = (Z U { 00 }) x Z 
19 7 

{( 00 11;) : r; € z7 } 2 times 

{(oo 10),(26a.+µ13 20J ,(26a.+µ13 2a.+3) : a.=0,1,2} mod (1917), µ=2,12 

{ (0 10), c26a+9 l3 1/a.+4y), (26a+9 l3+l 132a.+4y+3) : a.=0,1,2} mod (1917), 13=0, 1, 

y=0, 1. 

20 € T(7,3) X = (z 19 U { 00 }) x z7 

{( 00 11;) : r; E z7 } 3 times 
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{( 00 10),(26a.+µ13 2a.) ,(26a.+µ13 2a.+3) : a.=0,1,2} mod (1917), µ=6,14,16 

{(010),(26a.+213+9y132a.) ,c260+213+9y+l13 2a.+3) : a.=0,1,2} mod (1917), 13=0,1,2, 

y=0,1. 

By lemma 3 we have 

(3.8) 20 € T(7,A) for every A> 1. 

For r = 12 see lemma 10 and for r = 30 and r = 60 apply lemma 11: 

in the case of r = 30 with parameters cr = 8, p = 4 and p' = 2, and in the 

case r = 60 with parameters a= 8, p = 8 and p' = 4. D 
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COMBINATORICS OF FINITE GEOMETRIES 

A. BARLOTTI 

Universit4 di Bologne, Bologna, Italy 

In this lecture we intend to present a quick survey of very recent 

results. We shall be interested in the development of some topics consi­

dered in section 3.2 of DEMBOWSKI's book [16] (Combinatorics of finite 

planes) and in problems connected with the existence of finite geometrical 

structures. 

1. 

The study of systems axiomatizing finite projective and affine planes 

(see DEMBOWSKI [16,pp.138-139] *)> was carried on by U. OLIVERI (1967), 

P. BRUTTI (1969), A. BASILE (1970), C. BERNASCONI [3] and M. CRISMALE [15]. 

Similar questions may be studied for inversive planes, and this was 

done by R. BuMCROT & D. KNEE and independently by A. DALE. 

Some research similar to that done by A. BARLOTTI (1962) was done by 

C. BERNASCONI [4] for projective designs, who found the list of minimal and 

complete subsystems of 

(1) !Bl = b = 1 k(k-1) 
+ --;i.--, 

(2) !Pl = V = 1 k(k-1) 
+ --;i.--, 

(3) [BJ k for every B € 8, 

(4) [p] r = k for every p € P, 

(5) [pp' J ;i. for p,p' € P and p .;. p', 

(6) [BB'] µ ;\ for B~B' € 8 and B ,f,. B', 

*) Logical questions connected with the replacement of condition (i) by 
(i') or (i") are considered in R. MAGAR! [24]. 
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with the hypothesis A> 0 and k-A ~ 2. 

Other papers in connection with the above topics are by P. BISCARINI 

[5] and I. REIMANN [28,29]. 

2. 

Representation of nets and planes by sets of mutually orthogonal Latin 

squares is one of the central topics in combinatorics of finite geometric 

structures. For recent results and problems in this field we refer to 

A. BARLOTTI [2]. 

3. 

The purpose of Galois geometries is to study geometry of finite spa­

ces. Non-linear properties are of particular interest. Characterizations 

of algebraic varieties in finite spaces are illustrated in G. TALLINI [31]. 

Problems related to (k;n)-arcs and (k;n)-caps of given "kind" are conside­

red in M. TALLINI SCAFATI [32]. 

In connection with the "packing problem" fork-caps, we quote the fol­

lowing results: 

m(4,3) 

m(S,3) 

20 
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due to 

due to 

G. PELLEGRINO [26], 

R. HILL [23]. 

we wish also to point out how a representation of the plane in higher di­

mensional space may sometimes simplify the study of the arcs in the plane. 

(See R.C. BoSE [6].) 

4. 

Combinatorial arguments may be of big help in problems connected with 

the existence or non-existence and characterization of finite geometric 

structures. See R.H. BRUCK [8], A. BRUEN [9], A. BRUEN & J.C. FISHER [11], 

J. COFMAN[14] and R.H.F. DENNISTON [17,18,19,20,21]. 
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INTRODUCTION 

We consider incidence structures (cf. DEMBOWSKI [10,p.1]) consisting 

of a non-void set of elements called points, certain subsets of points 

called lines, an operation sometimes called join, mapping every ordered 

pair of different points surjectively onto the set of all lines and finally 

a binary relation on the lines called parallelism, all these things with 

additional properties gained in a natural way. The most known structures of 

this type are the well-known affine spaces (e.g. in the sense of TAMASCHKE 

[20,21]) but also many other examples have been developed in recent times 

(see e.g. DEMBOWSKI [10], PICKERT [18], SPERNER [19], ARNOLD [6], WILLE 

[26], also ANDRE [1], BACHMANN [8]). 

In very general spaces with a commutative join many results are known 

in the meantime, especially by the extensive work of WILLE [26]. For spaces 

with a non-commutative join, however, almost nothing is known up to now. It 

is the purpose of this paper to develop some results just for such "non­

commutative spaces". But we do not want to consider too general spaces of 

such a type. For this reason we introduce some further axioms in such a way 

that the space under consideration becomes an affine space (in the usual 

sense) if additionally the join is commutative, thus obtaining "non-commu­

tative affine spaces". If we do so in a suitable way we get the so-called 

quasi-affine spaces and some of their particular types, especially the near­

affine spaaes (fastaffine Raume), 

As we shall see in this note these geometries can be applied to the 

theory of groups,esp. permutation groups (see also ANDRE [3]), to algebra, 

esp. nearfields (see also ANDRE [4], BACHMANN [8]), to the theory of com­

binatorial designs (see also ANDRE [2]) and to the foundations of geometry 

(see also ANDRE [5] and BACHMANN [8]). 

There may possibly be other applications. For instance, by consider­

ing the set of all countable sequences with elements of a Kalscheuer­

nearfield (cf. KALSCHEUER [16]) and with a convergent series of the squares 



of their absolute values we get a generalization of Hilbert space which 

could give new aspects on functional analysis, perhaps also new deep in-

h · d l' t' *) sights in quantum mec anics an genera iza ions. 
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In the first chapter the basic definitions, esp. of the quasi-affine 

and nearaffine spaces, will be stated (cf. sections 1 and 3). A simple but, 

as I suppose, far reaching application to transitive permutation groups 

(not necessarily of finite degree) is contributed in section 2. In the last 

section of this chapter axioms of configurations, some of them analogous 

to that of DESARGUES in affine spaces, are described; their significance 

for geometric structures will be given in the last chapter. It may also be 

possible to generalize e.g. the Reidemeister-, Thomsen- and Klingenberg­

configurations (see e.g. KLINGENBERG [17], HUGHES & PIPER [12], PICKERT 

[18]) to nearaffine spaces and then to characterize such spaces in some 

other ways (e.g. algebraically). All results stated in this first chapter 

are valid for both finite and infinite spaces. 

For the second chapter, however, the condition of finiteness for all 

spaces under consideration is essential. We introduce there the concepts of 

order, dimension, subspaces and others for finite nearaffine spaces in a 

natural way. We gain many theorems concerning their detailed structure some 

of them being analogous to well-known properties in affine spaces. One of 

the main results is that two different points are incident with either 

exactly one or exactly n lines where n is the order (i.e. the number 

of points on a line) of the space under consideration (cf. chapter II, 

theorem 6.1). This leads to another type of join introduced in definition 

6.1. It is commutative but deeper properties of it are not yet known. 

In the last chapter we consider finite nearaffine spaces with further 

properties which, roughly spoken, assume the existence of "sufficiently 

many" points, lines etc. with special properties. Under such conditions 

one can prove the little Oesargues condition (cf. chapter III, section 1) 

and as a consequence the existence of sufficiently many translations. 

Nothing, however, is known to the author which hypotheses imply the general 

Desargues theorem. But if this is true then the nearaffine space can be 

described as a space over a nearfield, even in the infinite case; this will 

be sketched in the last section. 

*) For a "geometrical" theory of quantum mechanics see e.g. VARADARAJAN 
[22,23], with further references. For perhaps possible generalizations 
in this direction see e.g. JORDAN, VON NEUMANN & WIGNER [ 15] , JORDAN 
[13] or (with respect to non-commutative lattices) JORDAN [14]. (See 
also problem (7) of the appendix.) 
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Finally we shall list some unsolved problems related to quasi-affine 

and nearaffine spaces whose solutions might possibly lead to a deeper un­

derstanding of those structures and their relations to other fields of math­

ematics. 

I. BASIC CONCEPTS 

1. QUASI-AFFINE SPACES 

We consider structures of the type 

(1. 1) s (X,L,LJ,lll 

with the following basic hypotheses: 

(1) Xis an arbitrary non-void set whose elements are called points. They 

are denoted by small latin letters. 

(2) Lis a subset of the powerset P(X) of X; their elements are called 

lines (Linien). They are denoted by capital latin letters. 

(3) Li is a surjective mapping of the set of all ordered pairs (x,y) of 

different poin~s onto L: 

( 1.2) 

(x, y) I--+ xLly, (xfy) • 

The line xlJy is called the connection-line or join from x toy (in this 
order).*) 

(4) II is a binary equivalence relation on L called parallelism. 

In this way S becomes an incidence structure (in the sense of 

DEMBOWSKI [10] **)) where Eis the incidence relation between X and L. 

We shall give some further conditions on Sin such a way that S be­

comes an affine space (in the usual sense) if we additionally assume the 

commutativity of LJ. We subdivide these axioms into four classes: (L) con­

ditions on lines, (P) conditions on parallelism, (R) a condition of rich-

*) It is sometimes useful to define also xUx =: {x}. 

**) There the lines are called bloaks. 
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ness, and (Tl a aondition on similar triangles (see also ANDRE 12]). 

DEFINITION 1. 1. A structure S = (X,L,LJ, II) with the basic hypotheses (1) to 

(4) is called a quasi-affine spaae if the following conditions hold: 

(L1) x,y E xlly for all x,y Ex with x f y. 

(L2) z E (xlly)\{x} - xLly = xLJz. 

(L3) xLly = ylJx = xLJz ,. xLJz = zllx. 

(Pl) For L E. L and x E x there exists exaatly one line L' II L suah that 

L' = xLly for a suitahle y EX (Euclid's axiom of parallelism). This 

line is denoted by 

(1.3) (x II L) • 

(P2) If G = xLly = ylJx and L II G then x' ,y' E L with x' f y' imply x'L]y' 

= y'Llx'. 

(R) There exist at least two lines in S. 

(T) If x,y,z are pairoise different and x' ,y' are different points with 

xLly II x'Lly' then 

(1.4) (x' II ,gjz) n (y' II ylJz) f ~- *) 

Consequences and remarks 

(a) Condition (Ll) implies that every line contains at least two points. 

(b) A point x on a line L such that L = xlly for a suitable y EX is called 

a base point (Aufpunkt) of L. 

A simple consequence of (L3) is 

(c) The following conditions are equivalent: 

(o) L has at least two base points. 

(6) Every point of Lis a base point of L. 

(y) If x,y are different points on L then L = xl]y = ylJx. 

(d) A line with a condition given in (c) is called a straight line (Gerade). 

The set of all straight lines of the space Sis denoted by G. Lines not 

being straight are called pPOper lines. 

(e) Condition (P2) means that every line parallel to a straight line is 

also straight. 

*) 
See TAMASCHKE [21,p.319] for an analogous condition on affine spaces. 
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(f) If we specialize (T) by x 

Veblen-condition: 

x' we get the following affine version of a 

(V) Let x,y,z be pairwise different points, y' E xlJy, then 

(1.4') (xlJz) n (y' 11 ylJz) 'F (6. 

Note that this intersection [as well as (1.4)] need not consist of only 

one point. 

The following theorem is easy to prove (see also ANDRE [2,theorem 2.1]). 

THEOREM 1.1. A quasi-affine space S = (X,L,LJ, II> with a corrorrutative join LJ 

is an affine space (of dimension :::: 2). 

DEFINITION 1.2. Let A~ X. Two points x,y EA are called joinable (verbind­

bar) with respect to A, denoted by 

X A y, 

if either x = y or there exist finitely many points x = x0 ,x1 , ••• ,xn = y 

such that all x.Ux. 1 (iE{0,1, •.• ,n-1}) are straight lines totally con-
1. 1.+ 

tained in A (i.e. x and y can be connected by a finite chain of straight 

lines all completely belonging to A). 

It is straightforward that A is an equivalence relation on X. For 

A= X we simply say that x and y are joinable and simplify the sign A to • 

The equivalence classes with respect to~ all reduce to single points iff 

S contains no straight lines. 

2. EXAMPLES RELATED TO PERMUTATION GROUPS 

Let X be a non-void set (not necessarily finite) and r a permutation 

group acting on X. For x EX let rx be, as usual, the stabilizer, i.e. the 

subgroup of all those y Er leaving x fixed. Moreover, assume always that 

x 'F y implies r 'F r • we define a join U on x by 
X . y 

(2. 1) 

thus obtaining a set L of lines on X. Such a line with a base point x 

therefore consists of x and an orbit of rx different from x. A parallelism 

on Lis defined by 
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(2.2) L II L' -L' y(L) for a suitable y Er. 

In this way we get a structure 1 r = (X, L ,LJ, 11) possessing all basic hypo­

theses [cf. section 1, (1) to (4)]. Moreover, the following property is 

easy to verify. 

PROPOSITION 2.1. If r is a transitive but not doubly transitive permutation 

group on x then the space 1 r defined by (2 .1) and (2. 2) is a quasi-affine 

space. Moreover, for ally Er we have 

(2.3) y (xlJy) y(x)Liy (y) 

for all x,y Ex, thus y being an automorphism of Tr. 

We give some characterizations for additional conditions on r or Ir. 

PROPOSITION 2.2. The condition 

(2.4) xLJy 11 yLJx, (x,y E X, X ,f. y) 

holds iff r contains· a y exchanging x and y. *) 

PROOF. y(x) = y, y(y) = x and (2.3) imply xlJy 11 y(xlJy) = y(x)LJy(y) = ylJx, 

hence (2.4). 

Conversely assume now (2.4). By (2.2) there exists a o Er with ylJx = 
o(xlJy) = o(x)LJo(y). Using (2.1) we have o(x) = y and o(y) Er (x). This 

y 
yields the existence of an n Er mapping o(y) on x. The permutation 

y 
y := no Er exchanges x and y. 

PROPOSITION 2.3. The equation 

(2.5) xlJy ylJx, (x,y EX, X ,f. y), 

holds iff for any y Er \r there exists a y' Er \r such that 
X y y X 

*) 
Another interesting characterization of this exchanging condition is 
given in WIELANDT [25,theorem 16.4,p.45]. Moreover, it is easy to prove 
by similar methods that the orbit ,f. {x} of r x given by (x II ylJx) is the 
reflection (cf. [25,§16,p.44]) of the orbit determined by xlJy, indepen­
dently of the special choice of y. 
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y(y) y'(x) 

and a aorresponding relation holds if the roles of x and y are interahanged. 

PROOF. See ANDRE [3,Satz 1.1]. 0 

THEOREM 2.1. Let r be a transitive but not doubly transitive pe!'T11Utation 

group on x suah that for all different points x, y and any y Er \r there 
. X y 

exists a y' Er \r with y(y) = y' (x). Then r is isomorphia (as pe!'T11Utation 
y X 

group) to the group of all dilatations (i.e. translations or homotheties) 

of a desarguesian affine spaae (of dimension~ 2). 

This is a consequence of theorem 1.1 and proposition 2.3. For further 

details cf. ANDRE [3]. 

PROPOSITION 2.4. The equivalenae alasses on x with respeat to the joinable 

relation~ (cf. definition 1.2) form a aorrrplete bloak system of r (see e.g. 

WlELANDT [25,p.12]), i.e. 

(1) for any equivalenae alass x. and any y Er we have either y(X.) = x. or 
l. l. l. 

x. n y(X.) =~.and 
l. l. 

(2) for any two alasses x. and x. there exists a y Er with x. = y(X.). 
l. J J l. 

This follows because the image y(xlly), y € r, of a straight line is 

again straight. A consequence is the following necessary condition for the 

primitivity of r. 

THEOREM 2.2. If r is a primitive group the quasi-affine spaae Ir defined by 

(2.1) and (2.2) either aontains no straight lines or all points are join­
ab?e . I *l ,_, -z..n r· 

For considerations occurring in the next section and in chapter III 

the following concept may be useful. Again let r be a group operating 

transitively but not doubly transitively on X. 

DEFINITION 2.1. AT€ r is called a translation if either T 

tity) or Tacts fixpointfree on x and 

See also addendum (p. 105). 

1 (the iden-
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(2.6) x!Jr(x) II y[JT(y) 

holds for all x,y EX. 

The set T of 

ly TE Tandy E f 

x,y EX then TE T 

all translations need not be a subgroup of r but trivial­
-1 imply YTY ET, and if additionally (2.5) holds for all 

implies T-l ET due to 

xlJT-1 (x) = 

= T-1 (T(x)LJx) II T(x)LJx II xlJT(x) II ylJT(y) II T(y)I.Jy II T-1 (T(y)I.Jy) 

= ylJT-1(y). 

PROPOSITION 2. 5. A fi:r:pointfree pel'TTIUtation T E r belongs to T iff for aU 

x,y Ex there exists a y Er suah that 

(2.7) y = y(x) and 
-1 

y = T YT(X) 

hold. 

PROOF. Assume (2.7); ·then 

-1 
ylJT(y) = y(x)lJTT yT(X) y (xlJT (x)) II xlJT (x) • 

Conversely suppose (2.6) for T. According to the transitivity of r there 

exists a o Er with o(x) = y, Now (2.6) and (Pl) yield 

ylJ0T(X) 0(XlJT(x)) ylJT (y) , 

hence T(y) Er 0T(x) due to (2.1). Thus we have 
y 

-1 
y ET r oT(xl, 

y 

-1 so that we can find an n Er with y = T noT(x). The permutation 
y 

y := no Er has all properties of (2.7). O 

DEFINITION 2.2. A translation Tis called straight (strikt) if either T 1 

or xUT(x) is straight. 
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REMARK. Because of (P2) this condition does not depend on the special 

choice of x. 

The straight translations will play an important role in some special 

type of quasi-affine spaces considered in the next section. It should be 

important to characterize those groups r whose translations form a subgroup, 

especially a (sharply) transitive subgroup. It is an interesting but up to 

now unsolved problem to characterize the spaces Ir in a purely geometric 

way. This problem is only solved for some very special types of permutation 

groups r. (See also problem (2) of the appendix in this paper.) 

3. NEARAFFINE SPACES 

In this section we specialize the concept of a quasi-affine space in 

such a way that we essentially assume the existence of "sufficiently many" 

straight lines. 

DEFINITION 3 .1. A quasi-affine space F = (X,L ,U, II l is called a nearaffine 

spaae (fastaffiner Rawn) if the following additional conditions hold in 

F (they are subdivided into two classes: one aondition aonaerning parallel­

ism (Pl and two aonditions (G) aonaerning straight lines): 

(P3) For all x,y € x with x # y we ho:ve *) 

xUy 11 yllx . 

(Gl) Every line L meets every straight line G #Lin at most one point, 

i.e. !GnLI s 1. 

(G2) Chain condition. All points of x are joinable in the sense of defini­

tion 1. 2. 

As a consequence of (Tl [cf. definition 1.1] and (P3) the following 

condition holds. 

THEOREM 3.1. Condition for closed parallelograms (Pa). Let x,y,z be pair­

wise different points with xUy # xlJz; then 

( 3 .1) Cz II xUyl n Cy 11 xUzl # !,,l 

*) This is exactly the condition (2.4). 
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(but the intePseation need not aonsist of only one point). 

PROOF. Consider the diagonal ylJz. Using (P3) we have xLJz 11 zLJx , xlJy 11 ylJx 

and ylJz 11 zlJy • If we apply (T) on the triangle x, y, z and on z, y we obtain 

(3.1). □ 

REMARK. For nearaffine spaces (V) and (Pa) are consequences of (T). It is 

an unsolved problem, even in the finite case, whether conversely (T) fol­

lows from (V) and (Pa). For the analysis of finite nearaffine spaces as 

done in the following chapters, however, we only need the conditions (V) 

and (Pa). 

A fundamental property of nearaffine spaces is given by the following 

theorem. 

THEOREM 3.2. AU lines of a neaPaffine spaae have the same nwnbeP of points. 

PROOF. The proof will be given in several steps: First using (V) and (Gl) 

we show that two intersecting straight lines have the same number of points. 

By the use of (G2) we secondly prove that any two straight lines have 

equally many points._The third step is to verify that two lines with a com­

mon base point have the same number of points. For that we heavily use (G2) 

in the form of an induction on the number of straight lines connecting two 

points of both lines, different from their common base point. The complete 

theorem is then a simple consequence of this result. For further details 

cf. ANDRE [2,I,theorem 3.1]. D 

Note that for the proof of this theorem we use the axioms (G) and (V) 

but neither (P3) nor (Pa). 

DEFINITION 3.2. The (common) number of points on a line (which may of 

course be infinite) is called the oroep of the nearaffine space. It is 

usually denoted by n. 

REMARKS. 

(1) By (Ll) we always haven~ 2. For n = 2 we get xlJy = {x,y} = ylJx, i.e. 

an affine space. Hence n ~ 3 holds for any proper nearaffine space. 

(2) It is well-known that the numbers of points of the orbits of rx differ­

ent from x differ in general (see e.g. WIELANDT [25,chapter III]). 

Therefore theorem 3.2 does not hold in a general quasi-affine space. 
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ExAMPLES OF NEARAFFINE SPACES. We consider the following permutation group 

r acting on the set X. Let I be an index set consisting of at least two 

elements. Moreover, let F be a set in which a multiplication and for every 

i EI an addition +i is defined in such a way that (F,+i,•) becomes a (not 

necessarily planar) nearfield (with the distributive law a(8 +. y) = 
*) J. 

ay for all a,8,y E Fl and all these nearfields have the same = a8 +. 
J. 

neutral element O with respect to their additions +i. Let X be defined by 

(3.2) 

Define addition and multiplication by 

(3.3) 

and 

(3.4) 

resp., (a,F,;i,1\ E F). Then (X,+) is an abelian group and every a E F\{O} 

becomes an automorphism x 1--+ ax of (X,+). Moreover, ax= 8x implies a= 8 

or x = 0. 

The group r of all permutations 

(3. 5) x r-+ ax+v, (x,v Ex, a E F\{O}) 

is transitive but (due to Ir! ~ 2) not doubly transitive on x. Their trans­

lations (cf. definition 2.1) are exactly the mappings (3.5) with a= 1; 

they form a sharply transitive normal subgroup of r. A translation x t-+ x+v 

is straight (cf. definition 2.2) iff v belongs to the so-called quasi­

nueleus(Quasikern) Q of x defined by 

(3. 6) Q := {v EX I Va,S E F 3y E F with av+Sv yv}. 

The lines xLJy of Ir can also be described by 

*) 
For the definition and properties of nearfields see e.g. DEMBOWSKI 
[10,p.33] (with the left distributive law instead of the right one 
quoted here) • 
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(3.7) xlJy := F{y-x) + x := {a(y-x) + x I a E F}. 

Such a line is straight iff y-x € Q. The parallelism of two lines is given 

by 

(3.8) Fz + v 11 Fz' + v • -Fz Fz', {z,z' E X\{O}, v,v' € X). 

The cardinality III of the index set I is sometimes called the dimension 

of Ir; it is denoted by 

(3.9) 

and does only depend on the geometrical structure of Ir. 

DEFINITION 3.3. The spaces Ir defined by the group (3.5) are sometimes 

called nearfield spaaes. 

Due to proposition 2.1 all nearfield spaces are quasi-affine. But we 

can prove more. 

PROPOSITION 3.1. A neapfield spaae is neapaffine. 

The proofs of (P3) and {G2) are straightforward. For the proof of (G1) 

we essentially have to use that 

av+ ax a'v + f3'x, {v € Q\{0}, x € X\Fv) 

implies a= a' and f3 = (3'. For the proof of ~his proposition cf. ANDRE [4, 

Satz 4.17].*) Also the following proposition is easy to verify. 

PROPOSITION 3.2. Let Ir be a neapfield spaae. Then the additions +i given 

in ( 3. 3) do not depend on i ( so that we aan put +. =: + J i ff the following 
l. 

additional condition holds in Ir. 
{G3) Triangle condition. For any two different straight lines G and G' with 

the aommon point x there exist y E G\{x} and y' E G'\{x} suah that yUy' 

is straight. 

* In that paper one can find an algebraic theory of the structures defined 
by (3.2) to (3.4), there called Fastvektorraume (nearveatorspaaes). The 
geometric consequences will be given in ANDRE [SJ. 
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We conclude this section with a proposition valid for general near­

affine planes which will be useful in the next chapter. 

PROPOSITION 3.3. Let x and y be different points on a straight line G and 

let L be a line different from G with x as a base point. Then 

L n (y II L) = ~-

PROOF. Assume z E L n (y II L) • Then L xLJz and (y II L) = ylJz by (L2). 

Using (P3) we get 

zl.Jx II L II (y II L) II zl.Jy, 

by (Pl) thus zl.Jx = zl.Jy, hence x,y E G n (zl.Jx) contradicting (Gl) because G 

is straight. 0 

4. CONFIGURATIONS 

In order to get deeper properties of nearaffine spaces it is often 

necessary to add further hypotheses. They may be of group-theoretical 

nature, e.g. by ass1.lllling the existence of "sufficiently many" collineations 

(automorphisms) with certain properties. On the other hand it is sometimes 

useful to make hypotheses of geometrical nature, i.e. by requiring geomet­

rical configurations analogous to the Desargues or Pappos configurations in 

affine spaces. We first formulate three types of Desargues conditions. 

(D1) Little Desargues configuration. I.fx,x' ,y,y' ,z,z' EX arepairuise different, 

xlJx' 11 ylJy' 11 zLJz' ewe straight and pairuise different, then 

xl.Jy II x'l.Jy' and xLJz II X •LJz I irrrply ylJz n y'Uz I • 

(D2) Desargues configuration (first kind). If u,x,x',y,y',z,z' Ex are 

pai!'I/Jise different, ul.Jx is straight and uLJy, uLJz are lines different 

from each other and from ul.Jc, then x' E ul.Jx, y' E ul.Jy, z' E uLJz, 

xl.Jy II x'l.Jy' and xlJz II x'lJz' irrrply ylJz II y'lJz' • 

(D3) Desargues configuration (second kind). If u,x,x',y,y',z,z' EX are 

pai!'I/Jise different, uLJx, ul.Jy and uLJz are pairuise different lines, and if 

xl.Jy 11 x' Uy' and xLJz 11 x 'Uz' are straight then ylJz 11 y 'Uz ' . 

The following configuration has no analogue in affine spaces because 

in those spaces it always holds trivially. 



(Di) Diagonal condition for quadrilaterals. If x,y,z,w EX are pairwise 

different such that xl.Jy, ylJz, zl..lw, wLJx and the one diagonal, xLJz are 

straight then also the other diagonal, yL.lw is straight. 
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d • *) 
Nearaffine spaces with (Dl), (D2) and (Di) are called esargues~an. 

The following theorem is fundamental. 

THEOREM 4.1. Any nearfieZd space (cf. definition 3.3) is desarguesian. 

For the proof see ANDRE [SJ. Conversely all desarguesian nearaffine 

spaces are essentially of that type; for more details see section 4 of 

chapter III and ANDRE [ 5 J . 

There exist non-desarguesian nearaffine spaces of arbitrarily high 

dimension. They can be constructed from affine spaces over the reals by 

"refracting" lines in a suitable way, cf. ANDRE [2,chapter IJ. In chapter 

III of this paper we shall see that in all finite nearaffine spaces,being 

no planes,the little Desargues condition (Dl) holds. In the infinite case 

this problem remains open. 

It is also possible to state a condition analogoustoPappos' configu­

ration (ANDRE [2,SJ). A nearfield space is pappian iff the multiplication 

of the nearfields (F,+i,•) is commutative, hence all those nearfields be­

come (commutative) fields. If additionally (G3) holds then by proposition 

3.2 the set X forms a vectorspace over a field and F becomes an affine 

pappian space. 

II. GENERAL THEORY OF FINITE NEARAFFINE SPACES 

In this and the following chapter F := (X,L,LJ, Ill is always a fixed 

finite nearaffine space (see chapter I, definition 3.1), i.e. Xis a finite 

set. Hence the order n of F (cf. chapter I, definition 3.2) is a natural 

number. The case n 2 is trivial (cf. the first remark after definition 

3.2 in chapter I), hence we always assume n ~ 3. Instread of (T) we only 

suppose (V) and (Pa) (cf. chapter I, sections 1 and 3, esp. the remark 

after theorem 3.1). 

*J (D3) is then a conclusion of these conditions as will be shown in ANDRE 
[SJ. But it is unknown whether (D2) is a consequence of (Dl) and (D3), 
or whether (Dl) follows from (D2) and (D3). 
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1. SUBSPACES 

DEFINITION 1.1. A subset U of points of a nearaffine space Fis called an 

affine subspaae or simply subspaae of F if the following two conditions 

hold. 

(S1) x,y Eu, x ~ y impZy xLly ~ u. 

(S2) Any two points of u are joinabZe with Pespeat to u (cf. chapter r, 
definition 1.2). 

Trivially~. the single points, the straight lines and the whole set 

X are all subspaces. The property of U being a subspace will be denoted by 

(1.1) us x. 

PROPOSITION 1.1. Let u be a subspaae and Ga stPaight Zine. Then eitheP 

Gs u op !unGI s 1. 

PROPOSITION 1.2. Let u be a subspaae, x Eu and La Zine totaZZy aontained 

in u, then aZso (x 11 L) ~ U. ( For the definition of (x II L) see chapter I, 

(1.3) .) 

PROOF. Let y be a base point (cf. chapter I,section 1,(b)) of L. If x = y 

or L = xLly then ( x II L) = L ~ u. Assume therefore x ~ y and L ~ xLly. We 

first suppose in addition that xlJy is straight. Due ton~ 3 there exists 

a z E (x[Jy) \{x,y}, obviously z i L. Let x' be any point of (x II L) \{x}, 

then x' i x[Jy. By the Veblen condition (V) there exists a 

y' E (zllx') n L ~ U. This gives x' E U, hence (x II L) ~ U if x[Jy is 

straight. To complete the proof we apply (S2) for an induction on the num­

ber of straight lines in U connecting x with y. D 

COROLLARY. If u is a subspaae of F then aZZ a:cioms of a nearaffine spaae, 

possibZy exaept (R) (cf. chapter I,sections 1 and 3) hoZd in the spaae 

(1.2) 

whePe Lu := {L E L I L ~ u} and u1u, II lu are the Pestnations of LJ, II 

Pesp., to u (in the usuaZ sense}. If (G3) hoZds in F then aZso in Fu. 
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PROPOSITION 1.3. Let Ube a subspace and Ga straight line with G n U ~ ¢. 
Then 

(1.3) [U,G] := u (y II G) 
yEU 

is also a subspace. 

PROOF. 

(1) If G ~ U then [U,G] 

by proposition 1.1. 

u is a subspace. Assume now G $ u, i.e. !Gnu! 

(2) Let z EV:= [U,G]. Then by (1.3) and proposition 1.1 we have 

I (z II G) n ul = 1. Define zG or simply z, the projection of z on U in 

the direction G, by 

(1.4) 

(3) Let z,z' be two different points on V. If z z' then zlJz' = 

= (z II G)::: v. Assume now z ~ z'. Then zlJz' ::: U according to (S1) for u. 

By (Pa) (cf. chapter I, theorem 3.1) and the definition of V we obtain 

(z 11 zlJz I) ::: V. Applying now (V) to this line and zUz I we finally 

conclude zLJz'::; V. This gives (S1) for V. 

(4) By (S2) for u there is a chain of straight lines in u connecting z with 

z'. Because zlJz and z'lJz' are straight (or z = z, or z' = z') there 

also exists a chain of straight lines totally contained in V connecting 

z with z'. This proves (S2) for V. D 

COROLLARY. If lunGI = 1 then 

(1.5) lu II GI= luln, 

ff n is the order of the space under consideration. 

THEOREM 1.1. The number of points of a non-void subspace of a finite near­

affine spaae of order n is a power of n. 

PROOF. Let V be a non-void subspace. The theorem is true if !vi = 1, i.e. 

Vis a point. Use induction on !vi and assume !vi > 1. Let u be a proper 

subspace of V with a maximal number of points. Let x EU and y E V\U. Due 

to (S2) for Va chain of straight lines completely contained in V connects 
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x with y. Hence there is a straight line G through x contained in V but not 

in u. Thus U < [U,G] $ V, hence [u,G] = V because of the maximality of u. 

By (1.5} the induction hypothesis yields the theorem. 0 

DEFINITION 1.2. Let Ube a non-void subspace. Then the exponent din 

(1.6} iul d 
n 

(cf. theorem 1.1} is called the dimension*} of U; it is denoted by 

(1. 7} d := Dim U. 

By convention 

(1. 7') Dim fll := -1. 

The dimension of the whole space X of Fis sometimes called the dimension 

Dim F of F. 

DEFINITION 1.3. A hypeyrpla:ne of a nearaffine space Fis a proper maximal 

subspace. 

Hence, if His a hyperplane then 

( 1 .8) Dim H Dim F - 1. 

Finally we remark 

(1.9} U $ V $ X, Dim U Dim V _,. U = V. 

2. SOME NUMBER PROPERTIES 

Let F be a nearaffine space of order n and dimension d. Then F con­

tains nd points. We shall state further number-theorems for such spaces. 

*} As we ,shall see in chapter III this concept of dimension coincides with 
that given in chapter I, (3.9}. 



PROPOSITION 2.1. The number of lines pa:l'allel to a given straight line is 
d-1 

n 

PROOF. Let G be a fixed straight line and g the number of lines parallel 

to G. By (Pl) and (P2) (cf. chapter I, section 1) every point contains 

exactly one line parallel to G. Hence we have jGjg = ng = Ix! = nd. D 
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PROPOSITION 2.2. The number of lines possessing a given point as base point 

is 

nd - 1 d-1 
---;-:--r- = 1 + n + . • . + n 

PROOF. Let x be the given point. By (L2) every pointy# x contains exactly 

one line with x as a base point. This proves the proposition by counting 

arguments. D 

The axioms (Pl) and (P2) yield: 

PROPOSITION 2.3. The number y of straight lines through a fixed point does 

not depend on the special ahoiae of this point. 

REMARK. We call this number y the alass of the nearaffine space under con-

sideration. 

PROPOSITION 2.4. The number of all lines inaident with a given fixed point 

is 

(2 .1) ( nd - .1 ) nd - 1 
r := y + n ---;-:--r--y = n ---;-:--r- - (n-l)y. 

PROOF. Let x € X be fixed. The number of straight lines through xis y by 

proposition 2.3. Hence, due to proposition 2.2, the number of proper lines 

with x as base point is (nd-1)/(n-1) - y. The number of points y # x such 

that xlJy is a proper line is 

d (n-1) ((n -1)/(n-1) -y). 

Now (2.1) follows by the fact that proper lines with different base points 

are also different (by consequence (c) of chapter I, section 1). D 
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THEOREM 2 .1. A finite nearaffine space F considered as incidence structure 

(with respect to points and lines and with the incidence relation E, cf. 

DEMBOWSKI [1O,p.1]) is a tactical configuration, i.e. every line is inci­

dent with the same number k of points and dually every point is incident 

with the same number r of lines (see e.g. DEMBOWSKI [10,p.4-5)). 

If F has order n, dimension d and classy, if, moreover, v and bare 

the number of points and lines resp., then 

d b d-1 d(nd - 1 ) n , n y + n --;-::-T - y , 

(2.2) c· n , r = (nd _ 1 ) y+n----y. 
n - 1 

PROOF. By theorem 3.2 (chapter I) we have k = n. By definition 1.2 (cf. 

also theorem 1.1) the number of points is .v = nd. The formula for r is 

(2.1), that for b follows from 

(2.3) bk vr 

being valid for all tactical configurations (cf. DEMBOWSKI [10,p.5(9')]). D 

PROPOSITION 2.5. In a finite nearaffine space of order n, dimension d and 

classy the number of all straight lines is nd-ly. 

PROOF. By the propositions 2.2 and 2.3 the number of all proper lines with 
d a given point as base point is (n -1)/(n-1) - y, hence by consequence (c) 

(cf. chapter I, section 1) the number of all proper lines is 

nd( (nd-1)/(n-1) -y). our proposition follows from theorem 2.1. D 

3. A DEPENDENCE RELATION ON THE STRAIGHT LINES OF A BUNDLE 

Let F be a finite nearaffine space, and Land G the set of all lines 

and straight lines resp. Let x be a fixed point in F. Then L is by defini­
x 

tion the set of all lines with x as a base point, the bundle generated by 

x. Morover, let G := G n L. 
X X 

Let G1 , ••• ,Gk E Gx; then define 

( 3 .1) 
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Obviously [G1 , ••• ,Gk] is a subspace. We shall prove that it does not depend 

on the order of the G.'s. 
J. 

PROOF. Define [G1 , •.• ,Gk_2J =: U. First by (1.3) we get 

Moreover, 

Due to proposition 1.2 we get 

for all v E [U,Gk_1J. Hence 

By symmetry we also have the converse inequality, thus the lemma. D 

PROOF. This follows from lemma 3.1 because of 

Every permutation of 1, ••• ,k can be generated by transpositions of 

neighbouring numbers. This gives 

PROPOSITION 3.1. The subspace [Gl, •.• ,Gk] does not depend on the order of 

the G. 's. 
J. 

DEFINITION 3.1. Let G,G1, ••• ,~ € Gx. We call G dependent on G1, ••• ,Gk, 

denoted by 

(3.2) 
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THEOREM 3.1. The set G together with the dependenae relation given in 
X 

definition 3.1 forms a dependenae spaae (see e.g. VAN DER WAERDEN [24,§20]), 

i.e. the relation "dep" has the following three properties: 

(Dep 1) 

(Dep 2) 

(Dep 3) 

Gi dep {G1 , •.• ,Gk}, 

G dep {G1 , •.. ,Gk}, Gi dep {H1 , ..• ,Hr} imply G dep {H1 , .•. ,Hr}, 

Exchange condition. G dep {G1 , .•. ,Gk}, not G dep {G1 , •.. ,Gk_ 1} 

imply Gk dep {G1 , ... ,Gk_ 1 ,G}. 

PROOF. The first two conditions are straightforward. For the proof of 

(Dep 3) we first remark [G1 , ••. ,Gk_ 1J < [G1 , .•• ,Gk], hence Dim[G1 , •.. ,Gk] 

Dim[G1 , .•• ,Gk_1J + 1. For the same reason Dim[G1 , ••• ,Gk_1 ,G] = 

Dim[G1 , •.. ,Gk_1J + 1. Due to [G1 , ••. ,Gk_1 ,G] S [G1 , ••• ,Gk-l'Gk] and (1.9) 

we have equality for these spaces, hence Gk s [G1 , ••• ,Gk_1 ,G]. D 

DEFINITION 3.2. As usual we say {G1 , ••• ,Gk} ~ Gx is independent iff Gi does 

not depend on {G1 , ••• ,Gi-l'Gi+l'"""'Gk} for all i £ {1, ... ,k}. Otherwise 

the set is called dependent. 

THEOREM 3.2. Let F be a finite nearaffine spaae and G1 , •.• ,Gk straight 

lines of F going through a fixed point. Then 

(3.3) 

and equality holds iff {G1 , ••• ,Gk} is independent. 

PROOF. Formula (3.3) follows easily from (3.1), (1.5) and definition 1.2 by 

induction on k. Equality in (3.3) is equivalent with 

(3.4) 

for all i £ {1, ••• ,k-1}, hence by proposition 3.1,equivalent with 

(3.4') 

for any permutation {s1 , ••• ,sk} of { 1, ••• ,0. Now it is easy to see that 

the specialization i = k is really equivalent to (3.4'). This completes the 

proof. 0 



COROLLARY. In a finite nearaffine space of dimension d the set G of all 
X 

straight lines through x contains d independent straight lines, but more 

than d straight lines of G are always d.ependent. 
X 
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THEOREM 3.3. Any k-dimensional subspace u of a finite nearoffine space con­

taining the point x can be represented by 

where G1 , •.. ,Gk are independent straight lines of Gx. 

PROOF. We prove this theorem by induction on k = Dim U. Fork= 1 we have 

u = [u]. Fork> 1 let V be a maximal proper subspace of u. It has the 

dimension k-1. Let Gk s u, Gk$ Va straight line, then u 

theorem is proved by using the induction hypothesis. 0 

PROPOSITION 3.2. Let u = [G1,·••1Gk], Gi E Gx and y Eu. Define 

G'. := (y II G.)EG. ThenalsoU= [G1', ••• ,Gk']. 
1 1 y . 

PROOF. Due toy EU and Gi SU we have G1 s U by proposition 1.2. This im-

plies [Gi,···,Gk] s U. But otherwise Gi 

yields the converse inequality. D 

( x 11 G '. ) and the same argument 
1 

PROPOSITION 3.3. Let u, G., y and G' be defined as in proposition 3.2 and 
1 i 

let 

Then either u 
y 

u or u nu 
y 

PROOF. Assume z Eun u. Then proposition 3.2 yields U 
y 

4. PENCILS OF PARALLEL HYPERPLANES 

u z u . □ y 

Let F = (X,L,LJ, II) be a finite nearaffine space of order n and dimen­

sion d. Let H be an arbitrary hyperplane (cf. definition 1.3) of F; it has 

the dimension d-1. By (G2) (cf. chapter !,section 3) there is a straight 

line G such that H n G = {x} is a point. Using theorem 3.3 and proposition 
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3.2 it is easy to see that the hyperplanes H (for the definition cf. prop­
y 

osition 3.3) are pairwise disjoint for different y E G. By counting argu-

ments we thus obtain 

(4.1) X U H 
yEG y 

where the dot on the union sign means that the sets whose union will be 

formed are pairwise disjoint. The set 

H := {H I y E G} 
y 

*) 
is called the pencil of (parallel) hyperplanes generated by H or more 

briefly a pencil. We shall give some properties of such a pencil. For 

most of them we essentially use the finiteness of the space F. The first 

proposition, however, is also valid in the infinite case provided of course 

that hyperplanes do exist. 

LEMMA 4 .1. Let H be a hyperplane, xi H and L a Zine with x as a base point 

and y E L\{x}. Moreover, let G ¢ H be straight and x,y the projections of 

x, y resp. in the direction G (cf. ( 1. 4)) . Assume x = y or L -ft xl.ly. Then 

L n Hf 0. 

PROOF. This is trivial if L = G. Assume therefore L -r G 

Using (Pa) (cf. chapter !,theorem 3.1), we obtain 

(y 11 yllxl n (xllxl -r 0; 

hence by (Gl) 

(y II y[Jx) n (xl..lx) {x'}. 

xi.Ji. Then x -r y. 

Now L -r G implies x' -r y and xlJy -/t xl.ly , hence ylJx -ft yL]x by (P3) ; this im­

plies x' -r x. Thus we can apply the Veblen condition (V) and we get 

(xl.ly) n (xlly) -r 0. 

*) 
It is easy to verify that the pencil is independent of the special posi-
tion of G provided only that G $ H. 
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This proves the lemma because of xlJy ~ H. D 

PROPOSITION 4.1. Let Hand H' be hypePplanes of the same pencil and L be a 

line contained in H. Then y E H' implies (y II L) ~ H' • 

PROOF. This is clear for H = H' by proposition 1.2. Assume HI H'. Let x be 

a base point of Land let x' EH' be such that xllx' is straight. Assume 

z E L\{x} and let z be the projection of z onto H' in the direction G (cf. 

(1.4)). Obviously xLJz ~ H'. If x'LJz -Jt xLJz = L then (x'LJz) n H 'F ~ according 

to lemma 4.1, hence H n H' #~-But this contradicts H # H' and (4.1). Thus 

H' ?. (x' II L) = x'Uz II L and also (y II L) ~ H' • D 

PROPOSITION 4.2. Let L be a line and Ha pencil of hypePplanes. Then 

either L ~ H for exactly one HEH or IL n HI= 1 for all HEH. 

PROOF. Assume Li H for all HEH. Let X be a base point of Land Ho the 

(by (4.1)) uniquely determined hyperplane of H containing x. By our hypo­

thesis there exists an H1 E H\{H0 } and a point y E L n H1 , consequently 

L = xlJy. Let G be a straight line containing x but not contained in H0 . 

Using (4.1) we see that {x'} := G n H1 defines a point. Let H2 be an other 

hyperplane of Hand x" defined by {x"} := G n H2 . If y = x' then L = G has 

exactl:r one point in common with H2 • If y # x' then x'lJy ~ H1 • According to 

proposition 4.1 we get (x" II x'lJy) ~ H2 • Now (V) implies 

(xlJy) n (x" II x'lJy) # ~- Hence L n H2 # ~ for all H2 E H. But both H and L 

contain n elements. By counting arguments thus jL n H2 1 = 1 for all H2 EH. 

This proves the proposition. D 

COROLLARY. Any hypePplane Hof a finite nearaffine space F = (X,L,LJ, Ill is 

a fiat (cf. ANDRE [1]), i.e. any line incident with x,y EH, x # y (not 

necessarily as base points) lies completely in H. 

We now generalize this property. 

THEOREM 4.1. Evexy subspace of a finite nearaffine space is a fiat. 

PROOF. Let u be a subspace. We use induction on su := Ix! - lul. For su = 0 

we have X = U and the theorem is true. Assume su > 0 and select Vin such a 

way that U is a maximal subspace of V, i.e. a hyperplane of the space FV 

(cf. (1.2)); this can be done e.g. by using proposition 1.3. Obviously 

sv < su so that we can apply the induction hypothesis to V. Let x,y be dif-
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ferent points of U and La line incident with both x and y. The induction 

hypothesis and x,y EV imply L ~ v, hence Lis a line belonging to the 

space FV. The corollary to proposition 4.2 now proves the theorem. D 

We apply this theorem and obtain a generalization of proposition 3.3 

of chapter I. 

PROPOSITION 4.3. Let u be a suhspaae, x Eu a:nd La Zine having x as a base 

point suah that LE u. Then y E U\{x} implies L n (y II L) = 1/l. 

PROOF. Assume z E L n (y II L). Then z i. u and L = xLJz and (y 11 L) = ylJz. 

Due to (P3) we get 

zUx II L II (y II L) II zlly, 

hence zlJx = zlly by (P1). Because of x,y Eu, x # y, theorem 4.1 now yields 

zlJx ~ U, hence z EU contradicting our hypothesis. D 

Now we give another description of the hyperplanes of a pencil. 

PROPOSITION 4.4. Let H be a hypePpZa:ne a:nd ya point. Then that hypePpZa:ne 

of the penaiZ defined by Hand passing through y aa:n be desaribed by 

u (y II L). 

H~LEL 

PROOF. Let H' be the (uniquely determined) hyperplane going through y and 

belonging to the pencil generated by H. Due to proposition 4.1 we have 

u (y 11 L) ~ HI • 
H~LEL 

But on the other hand both point sets have the same numberofpoints, namely 
d-1 

n • Hence they coincide. D 

We conclude this section with a characterization of two-dimensional 

subspaces. 

DEFINITION 4.1. A nearaffine space is called a nearaffine pZa:ne if every 

line L intersects every straight line G ,,}t L in exactly one point (cf. also 

ANDRE [2]). 
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PROPOSITION 4.5. A nearaffine spaae is a nearaffine plane iff its dimension 

is two. 

PROOF. 

(1) Dim X = 2. Then any straight line G is a hyperplane. Using proposition 

4.2 we see that any line L )r G has exactly one intersection point with 

G. 

(2) L -ft- G implies IL n GI = 1. Assume Dim X <! 3. The corollary of theorem 

3.2 then implies the existence of three independent straight lines G1 , 

G2 , G3 going through a point x. According to the dependence conditions 

stated in section 3 we assume G = G1 without restriction of generality. 

But then e.g. (y II G2) has no intersection with G whenever 

y € G3 \{x}. □ 

5. WEAK SUBSPACES 

Let F = (X, L ,U, 11) be a finite near affine space of order n. 

DEFINITION 5.1. A subset S s xis called a weak subspaae if 

(1) x,y Es, x # y imply xlJy s s, 
(2) if Lis a line totally contained in Sand x € S then also (x II L) S S. 

By proposition 1.2 any subspace is also a weak subspace. It is our aim 

to prove the converse relation, i.e. that both concepts coincide. 

PROPOSITION 5.1. The interseation of weak subspaaes is also a weak subspaae. 

For the sake of simplicity we shall give the two following definitions. 

DEFINITION 5.2. Let Ube a subspace and La line. We say Lis parallel to U 

if for any x € U we have (x 11 L) s U. The relation thus defined is denoted 

by 

(5 .1) L II u. 

Moreover, a weak subspace satisfying (S2) (cf. definition 1.1), i.e. a 

subspace, is sometimes also called a strong subspaae. 
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THEOREM 5.1. Every weak subspace of a finite near-affine space is a (strong) 

subspace. 

COROLLARY. The set U of all subspaces forms a lattice with respect to the 

set-theoretical intersection n and the generating union given by 

[u,vJ w, (U,V E U). 

The same is also true for the set U of all subspaces containing the point 
X 

x. 

PROOF OF THEOREM 5.1. we subdivide this proof into several steps. 

(1) Minimal counterexample. Assume there is a finite nearaffine space pos­

sessing a proper weak subspace (i.e. a set of points being a weak sub­

space but not a strong one). Then there exists a nearaffine space say 

F = (X,L,LJ, Ill of minimal dimension d with this property. In a plane 

the only weak subspaces are the empty set, the points and the straight 

lines, all of them being strong. Hence d ~ 3. 

(2) Minimal weak subspaces. Let S be a fixed proper weak subspace of F with 

minimal Isl. Moreover, let u be a fixed proper subspace of S with maxi­

mal lul. By the minimality of Sand u cs we see u is strong. 

(3) If G is straight, G c s, then G II U; especiaZZy u is not a point. 

Assume G -H- u and let x E u and G' := (x II G) ~ s, then G' n u = {x}. 

Because u is strong, by proposition 1.2 we have [U,G'] is strong due to 

proposition 1.3. On the other hand Uc [U,G'] ~ s, hence [U,G'] = S by 

the maximality of lul assumed in (2). But thens is strong, contradict­

ing our hypothesis on s. 

(4) Let v be strong, v 2 u. Then either V n s ~ u or v = x. Assume 

V n s i u. This implies u c V n s ~ S. If V n s cs then by the mini­

mality of Isl (cf. (2)) we conclude that V n sis strong. Hence any 

y E (VnS)\U can be connected with x EU by a chain of straight lines 

totally contained in V n s. This yields the existence of a straight 

line in V n s c Snot parallel to u contradicting (3). Thus we have 

V n S = S, S ~ V. By (1) it must be V = x. 

(5) Let v be strong, v 2 u and v n s ~ u such that v has maximal dimension. 

Then vis a hypeI'[)lane. For v n s ~ u first implies v < x. Let x Eu. 

Then we can find a straight line G with G n V = {x}, especially G -It U. 



87 

Hence G f S by (3). Due to Us V < [V,G] and the maximality of Dim V we 

have [V,G] n Sf U, hence [V,G] = X by (4). Thus Vis a hyperplane. 

(6) Let G be straight a:nd x Eun G, G n v = {x}. Then there exists a 

hyperplane w suah that G ~ W a:nd u f w. Step (1) implies d = Dim X ~ 3, 

hence Dim V ~ 2 by (5). Let G' be straight such that x E G' ~ U. Using 

the results of section 3, esp. theorems 3.1 and 3.3, there exist inde­

pendent straight lines G' = G1 , ..• ,Gd-l such that V = [G1, •.. ,Gd_1J. 

Then W := [G2 , ... ,Gd_1 ,G] is a hyperplane with the desired properties. 

(7) Let x, u, G, v, w a:nd s be as before. If Lis a line suah that L ~ s 
but L f V, then L II w. Assume L ,H' W and y E u\w, hence also Sf w. 

Propositions 4.1 and 4.2 imply 

(y II L) n W = {z} 

for one point z. Due to L ~ S but L f V we have z E S\V. Because of 

Sn W c S we know Sn Wis strong, hence there exists a chain of 

straight lines totally contained in Sn Wand connecting x with z. But 

this contradicts (3). The hypothesis L ,H' W is thus wrong. 

(8) Conclusion of the proof. Let again y E U\W. As before let x EU n W 

and let L be a line in Shaving x as a base point such that L f U. By 

(7) we have L II W, hence L ~ W by (Pl). Now let z E L\{x} ~ W and 

L' := ylJz ~ s, hence L' 11 W by (7). Using (P3) we get 

zlJy = (z 11 L') ~ W, 

again by (7). But this gives y E w, contradicting the hypothesis 

y '- w. □ 

The following proposition is useful for the next section and also for 

the next chapter. 

PROPOSITION 5.2. Let Ube a non-void subspace. Then 

(5.2) u n{H I u ~ H,H hyperplane}. 

PROOF. Let D be the intersection of all hyperplanes H 2 U. Then trivially 

D 2 U. Assume now x EU and y E D\U. Then V := [U,y] ~ U = [G1, ... ,Gs] 

where the straight lines Gi E Gx are assumed to be independent. There exists 

a straight line Gs+l SV not lying in U. Enlarge the set {G1 , ••• ,Gs+l} to a 

set {G1 , .•• ,Gd} of d independent straight lines of Gx (d = Dim F). Then 
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. 
H := [G1, ••. ,Gs,Gs+2 , ••• ,Gd] is a hyperplane with U ~ H but V $ H, hence 

D f H, contradicting the construction of D. D 

6. NEARAFFINE SPACES AS COMBINATORIAL DESIGNS 

Let F = (X,L,LJ, II) be a finite nearaffine space of order n. we shall 

prove in this section that given any two different points x and x' such 

that xLJx' is not straight there exist exactly n different lines incident 

with both x and x' (cf. also ANDRE [2], BACHMANN [8]). 

PROPOSITION 6.1. Let x and x' be different points. Then there exists a pen­

cil Hof parallel hyperplanes (cf. section 4) such that x € H € H, 
x' € H' € H and H ,/ H'. 

PROOF. According to proposition 5.2 applied to U = {x} there exists a hyper­

plane H containing x but not x'. The pencil generated by H (cf. section 4) 

has the desired property. D 

PROPOSITION 6.2. Let u be a subspace and x,x' two different points in it. 

Let L,L' tu be lines having x,x' resp. as base points. Then IL n L'i ~ 1. 

PROOF. First L,L' tu imply L nu {x} and L' nu= {x'}. Assume L n L' 

contains two different points y and y'. Both these points do not belong to 

U. Using (P3) we obtain 

yllx' 11 x'L.ly = x'L.ly' 11 y'Llx' . 

By counting arguments we conclude that the set S of all those points 

z € (xllx')\{x} for which there exists a line L* with a base point on Land 

parallel to yllx' such that L* n (xlJx') = {z} is a proper subset of xllx'. 

For z* € (xllx')\S we then have 

(z II x'L.ly) n L ~ 

contradicting the Veblen condition (V). D 

PROPOSITION 6.3. Let x and x' be two different points of a finite nearaf­

fine space of order n. Then there exist at most n lines incident with both 

xandx•. 
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PROOF. Let H be a pencil as in proposition 6.1 and H, H' those (uniquely 

determined) hyperplanes of H going through x, x' resp. For any H* E H\{H,H'} 

there exists at most one pointy such that yllx = yllx'; this is a conse­

quence of the preceding proposition. But H possesses exactly n hyperplanes 

(cf. (4.1),(4.2)). This proves the proposition. 0 

THEOREM 6.1. Two diffePent points on a finite nea:r>affine space of oPdeP n 

not being on a stroight line a:r>e incident with exactly n lines. 

PROOF. Let x be a fixed point of the nearaffine space F considered as in­

cidence structure (with respect to E). Denote by F the internal structure 
X 

(cf. DEMBOWSKI [10,p.3]) obtained from F by removing x and all lines not 

incident with x. Let v', k' and b' be the number of all points, all points 

on a line and all lines resp. of F. Then theorem 2.1 gives 
X 

{" v-1 nd-1, 

(6.1) k' k-1 n-1, 

b' (nd-1 ) nd-1 
(n-1)y; r = y -f n---y n---n-1 n-1 

here y is the number of all straight lines of F incident with a given point 

(cf. proposition 2.3 and the remark thereafter). Let vi (iE:N) be the num­

ber of all points of F incident with exactly i lines of F. Clearly 
X X 

(6.2) v' 
1 

y(n-1) 

is the number of all those points y of F for which xlly is straight. By 
X 

proposition 6.3 we have vi= 0 for i > n. Trivially 

n 
(6.3) v' }: vi· 

i=l 

Using the principle of double counting (see e.g. DEMBOWSKI [10,p.4,(10)]) 

we get 

n 
(6.4) b'k' }: iv~. 

i=1 J. 

Assume now v~ > 0 for some i E {2, ••• ,n-1}. Using (6.1) to (6.4) this hypo-
J. 

thesis would give the contradiction 
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d 2 
n(n -1) - y(n-1) = b'k'. 

This proves the theorem. D 

DEFINITION 6.1. Let x,x' be two different points of a finite nearaffine 

space F = (X,L,U, 11). Define xVx' as the set of all points being base 

points of lines through x and x', i.e. 

(6. 5) xVx' := {x,x'} u {y € X I ylJx ylJx I}. 

Point sets of this type are called gravity aurves *) (Schwerpunktkurven) 

or blocks (cf. ANDRE [2,II,§3]). The points x,x' are called the nodes 

(Knoten) of xVx'. 

We note the following obvious results on gravity curves (see also 

ANDRE [2]). 

THEOREM 6.2. Let F = (X,L,LJ, Ill be a finite near>affine space of or>der> n. 

Then the join V defined by (6.5) has the following proper>ties: 

(1) x,x' € xVx', 

(2) xVx' x'Vx, 

(3) xVx" xVx', x" ! x' • xVx' x'Vx", 

(4) lxvx• I = n, 

(5) xVx' xlJx' iff xlJx' is stmight, 

(6) if H is a hyperplane not containing xlJx' then IH n (xVx') I 1, 

(7) if u is a subspace, x,x' € u and x ! x', then xVx' 5. u. 

*) This name has been chosen because in the case of a nearfield space (cf. 
chapter !,definition 3.3) the set defined by (6.5) takes the form 

(6.5') xVx' = {y I oy+o'y = ox+o'x' for some (o,o') € F2\{(0,0)}}. 

Here y € xVx' looks like the centre of gravity (Schwerpunkt) of x and x' 
provided that x,x' are covered by suitable "masses" o,o' resp. (not both 
0). Of course this interpretation here is only a formal one and has no 
physical reality 
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III. FINITE NEARAFFINE SPACES WITH SPECIAL PROPERTIES 

In this chapter we expand the theory developed in the last chapter to 

special types of finite nearaffine spaces. 

1 • THE LITTLE DESARGUES CONFIGURATION AND TRANSLATIONS 

It is our aim to prove the validity of the little Desargues configura­

tion (Dl) (cf. chapter !,section 4) for all finite nearaffine spaces of 

dimension~ 3. To do so it is useful to generalize (Dl) in the following 

way. 

(Dl') If x,x',y,y',z,z' EX are pai!'Wise different and xllx' II ylJy' II zLJz' 

are pai!'Wise different lines then x!Jyll x'L!y' and xLJz II x'Uz' 

irrrp ly ylJz 11 y 'Uz' • 

REMARK. (Dl') yields (Dl) by the additional hypothesis xllx' is straight. 

PROPOSITION 1.1. (Dl') holds provided that there exists a hyper-plane H con­

taining x,y,z but not xllx' (and hence also not y[Jy• and zlJz'). 

PROOF. The hyperplane H' through x' belonging to the pencil (cf. chapter II, 

section 4) generated by His different from H due to the hypothesis. Using 

xlJy II x'lJy' , xlJz II x'IJz' and proposition 4.4 from chapter II, we get 

y',z' EH'. Applying now propositions 4.1 and 4.2 (chapter II) we get 

xlJz II x'IJz', hence (Dl'). D 

For the proof of the general validity of (Dl) we need the following 

lemma. 

LEMMA 1.1. Let G be a straight line and x,y i G. Then there exists a hyper­

plane H ~ G not containing x and y. 

PROOF. Define U := [G,x,y]. Applying chapter II, proposition 5.2 to G on 

the one hand and to U on the other hand we immediately obtain a hyperplane 

with the desired properties. D 

THEOREM 1.1. In a finite nearaffine space F with dimension d ~ 3 the 

little Desargues configuration (Dl) generally holds. 
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PROOF. This is true if x,y,z and x',y',z'lieon different hyperplanes by 

proposition 1.1. Assume now that all points occurring in (Dl) belong to the 

same hyperplane H which due to d ~ 3 is at least two-dimensional. Applying 

lemma 1.1 we can find a hyperplane S of H containing x and x' but not y and 

z. Let G be a straight line through x with G $ H. Then [s,G] =: H1 is an­

other hyperplane of our space F. Fix x" E G\{x} and let H' be that hyper­

plane of the pencil generated by H which contains x". Using results of sec­

tion 4 from chapter II we obtain y" and z" by 

{y"} := Cy II GJ n H', {z"} := (z II G) n H' 

resp. and xlJy II x"Lly", xLJz II x"Uz" and ylJz II y"Uz". Now we use proposi­

tion 1.1 for the triangles x,x' ,x" and y,y' ,y" and conclude x"Ux' II y"L.ly', 

similarly x"Ux' 11 z "Uz' • Again apply~ng proposition 1 .1, now to the trian­

gles x",y",z" and x',y',z', we get the desired result yLJz lly'Uz'. D 

We apply this theorem in view of group-theoretical properties. 

THEOREM 1.2. The translations (cf. chapter I, definition 2.1) of a finite 

at least three-dimensional nearaffine spaae form an ahelian group generated 

by the straight translations (cf. chapter I, definition 2.2) and aating 

sharply transitive on the points of the spaae. 

SKETCH OF PROOF.*) If x,x' are points such that xLJx• is straight then due 

to (Dl) there exists a straight translation mapping x onto x'. The proof 

goes just as in the case of the affine space (~ee e.g. ARTIN [1,chap. II]). 

According to (G2) we now see that the translations form a group generated 

by the straight translations. This group operates transitively on the 

points. On the other hand it is easy to verify that any translation is 

uniquely determined by its action on one point. Hence the transitivity is 

sharp. 

It remains to prove that the translation-group is abelian. To do so we 

first show by straightforward methods using (Pa) and (Gl) that two straight 

translations commute if they have different "directions". Using this result 

one verifies this commutativity also for straight translations with the 

same direction. Due to the fact that the straight translations generate the 

*) A detailed proof of this theorem will be given in ANDRE [5]. 
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whole group the commutativity is now straightforward. 

By standard methods we can now shift the structure of the translation­

group to the points. In this way X becomes an abelian group whose operation 

and neutral element are, as usual, denoted by+ and O resp. The transla~ 

tions are the mappings of the type 

( 1.1) x .....+ x+v, (X,V€X). 0 

PROPOSITION 1.2. A subspace u containing O is a subgroup of (X,+). 

PROOF. Let u € U and define 

( 1.2) s-u := {x-u J x € s} 

for any subset S of X. By the definition of a translation (chapter I, defi­

nition 2.1) we have 

(1.3) L II L-u 

for all lines L. Hence L ~ U implies L-u ~ U due to u € U and chapter II, 

proposition 1.2. But 

u = U { L J O € L ~ U, L line} 

yields now U-u ~ U, hence U is a subgroup of X,. D 

LEMMA 1.2. u € u0 and G € G0 imply u+G = [u,GJ € U0 • 

PROOF. First u, G and [U,G] are subgroups of x. Hence U+G ~ [U,G] = 

= U0 (u II G) (cf. chapter II, (1.3)). On the other hand let v € [U,G] and 
U€ 

v its projection on U in the direction G (cf. chapter II,(1.4)). Then 

X >--+x + (v-v) is a translation with direction G and V = V + (v-v) € U+G. □ 

By induction we easily see using this lemma 

PROPOSITION 1.3. u,v € uo imply [U,V] = u+v € uo. 

THEOREM 1.3. The group (X,+) in an at least three-dimensional finite near­

affine space is elementary abelian. 
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PROOF. Assume first x,y EX such that OL!x # OLiy, both straight lines, and 

define kx (kEZ) as usual. Then kxl..Jky II xlly provided that kx # ky. The hy­

pothesis kx = O, ky # 0 would lead to the contradiction 

OL!x 11 OL.lky OLiy, i.e. OL!x OLiy. 

The case OL!x = OLiy straight can be reduced to the previous case in the 

usual manner. Hence all straight translations have the same order. The 

theorem now follows because any translation is a product of straight trans­

lations (cf. theorem 1.2). D 

COROLLARY. The order n of a finite at least three-dimensional nearaffine 

spaae is a power of a prime. 

PROOF. Any GE G0 is a subgroup of X by proposition 1.2; hence it is ele­

mentary abelian due to theorem 1.3, especially a p-group. The corollary 

holds because of jGj = n. D 

We conclude this section with a description of the lattice U0 of all 

subspaces through O. 

THEOREM 1.4. The lattice (U0 ,n,[]) (cf. also chapter II, corollary of theo­

rem 5.1) is aompZete, of finite length, modular and aomplementar,y. *) 

PROOF. The lattice U0 is complete and of finite length because it is finite. 

The modularity follows from proposition 1.3 and the fact that the lattice 

of all subgroups of an abelian group is modular. Due to theorem 3.3 of 

chapter II any element# {O} of U0 can be represented as a join of atoms 

(i.e. straight lines in our case); this yields that U0 is complementary. 

2. COMPATIBILITY OF STRAIGHT LINES 

Let F = (x,L,LJ, II) be a finite nearaffine space. We fix a point in X, 

say O. Remember that G0 and U0 are the sets of all straight lines and all 

subspaces resp. going through 0. 

*) For these and other lattice-theoretical concepts see e.g. BIRKHOFF [9]. 
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traglich), symbolically 

(2.1) G' cp G, 
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if either G G' or there exist x € G\{O} and x' € G'\{O} such that xllx' is 

straight. 

Trivially cp is a reflexive and symmetric relation on G0 . We shall see 

later that cp is also transitive. 

DEFINITION 2.2. A subspace u € U0 is called compatible if any two straight 

lines G,G' ~ u, € G0 are compatible in the sense of definition 2.1. This 

obviously means that either u itself is a straight line or the triangle 

condition (G3) (cf. chapter !,section 3) holds in F0 (cf. chapter II,(1,2)). 

PROPOSITION 2.1. A plane E € uo is compatible iff any point of E contains 

at least three different lines contained in E. *l 

This is an easy consequence of (Pl), (P2) and proposition 4.5 of chap­

ter II. 

COROLLARY. G cp G' implies [G,G'] is compatible. 

The following proposition is similar to the diagonal condition (Di) of 

quadrilaterals (cf. chapter !,section 4). 

PROPOSITION 2.2. Let x,y,z,w be pairuise different points not all lying in 

one plane and such that xlly, yl_Jz, zL.lw and wL.lx are straight. Then the diag­

onals xlJz and yL.lw are straight too. 

PROOF. The intersections [xlly,xL.lw] n [zl]y,zL.lw] and [yL.lx,ylJz] n [wL.lx,wlJz] 

are straight lines because x,y,z,w do not belong to the same plane; these 

straight lines coincide with xUz and yL.lw resp. D 

PROPOSITION 2.3. The diagonal condition (Di) holds in a compatible subspace 

of dimension at least three. 

*) This means that E considered as a nearaffine plane has the type (n,s) 
withs~ 2 in the sense of ANDRE [2,II,§1]; see also section 3 of this 
chapter. 
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PROOF. Assume that x,y,z,w are the four corners of the quadrilateral under 

consideration. If they do not belong to the same plane (Di) holds because 

of proposition 2.2. Assume that x,y,z,w lie in the same plane Es U. Due to 

Dim U ~ 3 there exists a straight line G $ E with x E GS U. Select a 

u E G\{x} in such a way that u[Jz is straight; this is possible because xLJz 

is straight by hypothesis of (Di) and U is compatible. By proposition 2.2 

both yUu and wUu are straight. Further application of proposition 2.2 now 

to the quadrilateral x,y,u,w yields that yLJw is straight. D 

THEOREM 2.1. The compatibility relation in the sense of definition 2.1 is 

transitive. The equivalence classes with respect to this relation are sub­

spaces of U0, hence maximal compatible subspaces, having pairwise only {O} 

as intersection. 

PROOF. Fix a GE G0 and consider 

(2.2) <G> := {G' E Go I G' cp G}. 

If <G> = {G} then all fa proved. Let VE U0 be a subspace with GS V and in 

which any straight line through O and contained in Vis compatible to the 

fixed G. Assume it has already been proved that Vis compatible. If V con­

tains all straight lines compatible to G the proof is finished. Otherwise 

let G' be compatible to G and G' $ V. We shall enlarge the subspace V to 

another compatible subspace. If V = G then [G,G'] is compatible by proposi-

tion 2.1. Assume now Dim V ~ 2 and 0 E Gl $ v, Gl FG. Using proposition 2.2 

we easily see G' cp G1 • Hence G' is compatible to all lines of G0 lying in 

v. Now select a G" $ [V,G'], $ v, belonging to Go and different from G'. 

Then [G' ,G"] is a plane. Using chapter I, (1.3) we see that its intersection 

with Vis a straight line G2 different from G' and G". Proposition 2.1 

yields that G" is compatible to G' and a further use of proposition 2.2 

gives the compatibility of G" to all lines of G0 contained in V. This 

yields that [V,G'] >Vis also compatible. 

Repeating this method we finally get a maximal compatible subspace U 

and the lines of G0 compatible with the given Gare exactly those straight 

lines which are subspaces of U. Hence cp is an equivalence relation and the 

lines of G0 contained in u form the equivalence class generated by G. Of 

course two different maximal compatible subspaces have only Oas common 

element. This proves the theorem. D 
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THEOREM 2.2. Let {x1 , ••. ,xt} ~ U0 be the set of all maximal aorrrpatible sub­

spaaes of the finite nearaffine spaae F = (x,L,LJ, II) satisfying (D1). Then 

the group (X,+) (cf. section 1, esp. theorem 1.2) is a direat sum of the 

subgroups xi. 

PROOF. As subspaces going through O the sets Xi are subgroups of X due to 

proposition 1.2. Moreover, 

(2. 3) X 

because any GE G0 is contained in (exactly) one Xi, and any x EX is a sum 

of elements y such that Olly is straight (i.e. the mapping z i-+ z+y is a 

straight translation); this is a consequence of theorem 1.2. It remains to 

prove that the sum (2.3) is direct, i.e. 

(2 .4) {O} 

holds for all j E { 2, .... , t}. Assume the contrary of ( 2. 4) • Then there 

exists a j and an x in the intersection stated on the left hand side of 

(2.4) such that OlJx is straight. But theorem 2.1 yields that every straight 
~j-1 line lying in xj not compatible with any straight line on li=l Xi is not 

contained in this sum. This yields (2.4). D 

Let U0 (xi) be the lattice of all subspaces of Xi (iE{l, ... ,t}) through 

0 and U0 = U0 (x), as before, the lattice of all subspaces through 0. 

Theorem 1.4 stated that U0 forms a complete complementary modular lat­

tice of finite length. By simple lattice-theoretical arguments we are now 

able to sharpen this theorem. 

THEOREM 2.3. The lattiae U0 is the direat produat of the lattiaes U0 cxi) 

of all subspaaes of x. going through O where the x. (iE{l, ••. ,t}) are the 
l. l. 

maximal aompatible subspaaes of x. The Zattiaes U0 cxi) are irreduaibZe aom-

plementary modular Zattiaes of finite length. EspeaiaUy U0 itself is irre­

duaible iff xis aompatible, i.e. (G3) holds in x. 

We conclude this section with a sufficient condition for the validity 

of (Di) in a finite nearaffine space. 

THEOREM 2.4. Let F = (x,L,LJ,11> be a finite nearaffine spaae in whiah all 
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ma:cimal admpatible subspaaes x. are at least three-dimensional. Then the 
l. 

dia,gonal aondition (Di) holds *> in F. 

PROOF. This is an obvious consequence of proposition 2.3 and theorem 2.2. D 

It is unknown whether the condition on the X. can be weakened. 
l. 

3. THE TYPE OF A NEARAFFINE SPACE 

Let F be a finite nearaffine space of order n. As we have seen in 

chapter II, proposition 2.3 the class of F, i.e. the number y of straight 

lines going through a given point in F does not depend on the special 

choice of this point. If the space is a plane then defines by y =: s+l and 

call (n,s) the type of this plane (see also ANDRE [2,II,§1]). We shall gen­

eralize this concept for arbitrary finite nearaffine spaces. The fundamen­

tal idea for this is given by the following theorem. 

THEOREM 3 • 1. A ZZ subp l(!-Yl,eS of a finite aompatib le nearaf fine spaae ( i. e. a 
**) spaae with (G3); cf. section 2) have the same type. 

PROOF. We may assume that the compatible space under consideration is at 

least three-dimensional. Let E and E' be two different subplanes; they are 

also compatible. We have to consider two cases. 

(1) En E' =: G is a straight line. Select x E G and two straight lines 

H,H' # G with x €HS E and x' €H'S E'. Fix y € H\{x} and y' € H'\{x} 

such that y{Jy' is straight; this is possible because the space under 

consideration is compatible. Let K be any straight line through y and 

contained in E. Define a mapping f by 

*) 

**) 

***) 

f(K) 

***) 
{ y'lJ(KnG) 

(y' II K) 

if 

if 

K -Jt G, 

K II G, 

Compatible spaces with (Di) are also called regular (cf. 
[2,I,§3]). 

For this theorem no results of section 1 are used. 

Here we identify the set Kn G =: {z} with the point z. 

ANDRE 



It yields a bijection from the pencil of all straight lines in E 

through y onto the respective pencil of the straight lines in E' 

through y'. Hence the planes E and E' have the same type. 

(2) E,E' are in an arbitrary situation. Then one can find a chain 
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E = E0 ,E1 , •.. ,Et = E' of planes such that Ei n Ei+l (iE{O, ••• ,t-1}) are 

straight lines and hence E and E' are of the same type. In order to 

find such a chain we consider the following possibilities. 

(al E n E' {x}. Select different straight lines G, G' with x E G :5 E 

and x' € G' :5 E'. Then E = E0 , El= [G,G'], E2 = E' is a chain with 

the desired properties. 

(b) There are x EE, x' EE' suah that xl.Jx' is straight. Then choose a 

straight line H such that (xl.lx') n His a point. We see 

E" := [xl.Jx',H] is a plane related to E and E' by (a) or (1). 

(c) Arbitrary aase. Select x EE and_x' EE'. By (G2) these points can 

be connected by a chain of straight lines x.Llx. 1 . Choose a plane 
]. J.+ 

Ei 3 xi'. Using induction on the length of the chain of straight 

lines we can reduce this case to (a). D 

DEFINITION 3.1. A compatible finite d-dimensional (d~2) nearaffine space is 

said to be of type (n,s,d) if all subplanes are of type (n,s). A straight 

line with n points is said to be of type (n,1,1). 

PROPOSITION 3.1. In a nearaffine spaae of type (n,s,d) uJith d ~ 2 the num­

ber of all straight lines through a fixed point is 

(3. 1) y d-1 1 + s + ••• + s 

PROOF. We prove this proposition by induction on d. It is true ford= 2 

due to the definition of s. Let us consider the general case and assume 

d > 2. Select a hyperplane H, a point x EH and a straight line G $ H 

through x. Obviously His compatible. Fix a y E G\{x}. By our induction 

hypothesis the number of all straight lines in H through xis 

d-2 
y' := 1 + s + •.. + s 

Given any straight line G' with x E G' :5 H, then [G,G'] is a plane contain­

ing y and X E G', G" :5 H, G' 1' G" imply [G,G'] n [G,G"] = G. There exist s 

straight lines -I G through yon any such [G,G']. Hence the number of all 
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straight,lines through y is 

y 1 + sy' 1 + s ••• + sd-l □ 

Using well-known structure theorems on irreducible complementary modu­

lar lattices (s~e e.g. BIRKHOFF [9]) we get the following properties of 

compatible spaces. 

THEOREM 3.2. If the aompatib"le nearaffine spaae F = (x,L,LJ,11> of type 

(n,s,d) is thr>ee-dimensionaZ the irreduaib"le aomp"lementary modular Zattiae 

U0 is a projeative p"lane of ord.er s. If F is at "least four-dimensional then 

U0 fol'TT/8 an at "least three-dimensional, henae desarguesian projeative spaae. 

In this aase s must be a p(}l,)er of a prime. 

It is an open question whether sis a divisor of n in the general case. 

Select now a point O of the finite d-dimensional nearaffine space 

f = (x,L,U, II) and consider the maximal compatible subspaces x1 , ••• ,Xt 

through O. Assume that Xi is of type (n,si,di). Then we say that f is 

•Of type 

(3 .2) 

(The curved brackets { } notify of course that the order of the (si,di) is 

inessential.) Using theorem 2.2 we can easily prove the following theorem. 

THEOREM 3.3. A finite a-dimensional nearaffine 8paae of a type given by 

(3.2) has the a"lass (cf. the remark after proposition 2.2 from chapter II) 

(3. 3) y 

di 
t s - 1 I _i_ 

i=l Si - l 

and its dimension is 

t 
(3.4) d = l di 

i=l 
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4. THE STRUCTURE OF DESARGUESIAN NEARAFFINE SPACES 

In this section we add to the conditions (Dl) and (Di) the Desargues 

configuration (D2) (cf. chapter I, section 4). But while we have reasonable 

sufficient conditions for the validity of (Dl) and (Di) (cf. sections 1 and 

2 resp.) no such condition for (D2) is known to the author. But if we 

assume (Dl), (D2) and (Di) and another condition stated below for the near­

affine space F then a complete survey can be given even in the infinite 

case; this will establish an analogue of Hilbert's characterization of 

desarguesian affine spaces. Let us now state the additional condition which 

is a weakened form of (G3): 

(G3') Weakened triangle condition. For any straight line G and x E G there 

exists a straight line G' ~ G with x E G' such that G and G' are 

compatible (cf. section 2), i.e. there exist y E G\{x} and 

y' E G'\{x} such that yl.Jy' is straight. 

REMARK. This condition is e.g. true if the hypotheses of theorem 2.4 hold. 

THEOREM 4.1. (Structure theorem for desarguesian nearaffine spaces). 

Let F = (x,L,LJ,lll be a nearaffine space with the additional conditions (Dll, 

(D2), (Di) and (G3'). Then Fis isomol'phic to a nearfield space in the 

sense of definition 3.3 of chapter I. 

*) SKETCH OF PROOF. Using (D1) and theorem 1.2 we get a group-theoretical 

structure on X in a natural way. For the sake of brevity we call the elements 

of (X,+) vectors. Define the set Q by 

(4.1 l Q := {xEX I OLJx is straight} U {O}. 

Introduce now scalars as mappings a. from Q into itself such that 

(4.2) a.O = 0 

and 

(4. 2 I) u,v E Q implies a.u a.v or uUv 11 a.ulJa.v • 

*) -
A detailed proof of this theorem will be given in ANDRE [SJ. The proof 
goes essentially the same way as ARTIN's proof (cf.[7]) of the 
structure theorem for desarguesian affine spaces. 



102 

We denote the set of all scalars by F. It is rather difficult to prove that 

for all a€ F either a= 0 or a is a bijection on Q and 

(4. 3) a(u+v) au+ av 

provided that u,v,u+v € Q. For this proof (Di) must be used. If a€ F\{O} 

then also a -l € F. Moreover, the product of scalars is again a scalar. Using 

(D2) one can prove that there is .an a € F mapping u f, 0 onto v iff v € OLJu. In 

this case a is uniquely determined by u and v. A u € Q is called dependent of u ~ Q 

if u can be represented as a linear combination of finitely many elements of U 

whose coefficients belong to F. For this relation all usual dependence conditions 

hold (see e.g. VAN DER WAERDEN [24,§20], also chapter II, theorem 3.1) so 

that Q is a dependence space. Let B be a basis of Q, i.e. an independent 

set generating Q; such a basis exists because of Zorn's lemma. Let <B> be 

the set of all those x € X which can be represented as a linear combina­

tion of B with coefficients in F. Using (G2) one can prove <B> = X and 

extend the multiplication of the elements of F with those of Q to a gen~ral 

multiplication of scalars with vectors. In this way every a € F\ { 0} becomes 

an automorphism of (X,+) thus generalizing (4.3). Moreover, the following 

cancellation law holds: 

(4. 4) ax= Sx implies x = 0 or a= S. 

By heavily using (D2) and also (G3'), (Di) (at one step of the proof) one 

can show that the lines are just the sets of the form Fx+y with x € X\{O}, 

y € X, and two lines Fx+y and Fx' +y' are parallel: iff Fx = Fx' • Moreover, 

u € Q\{O} iff for all a,S € F there exists a y € F such that 

(4. 5) au + Su = yu. 

Using (4.4) we can define an addition ton F by at S := y. It is easy to 

see that (F,t,·> becomes a nearfield and that (X,+) together with F will be 

a structure defined in chapter I, (3.2) to (3.4). Hence Fis isomorphic to 

a nearfield space. D 

REMARK. One can further prove that this algebraic structure is uniquely 

determined by F up to isomorphism and that (D3) holds in F. 

If the desarguesian nearaffine space is finite, d-dimensional and 

compatible then X = Fd for a suitable nearfield F. If the space is of 



type (n,s,d) (cf. section 3) it is easy to see that IFI 

proves= IKI where K is the nucleus of F defined by 

n and one can 

K : = {a € F I u; +n) a = /;a + na for all 1;,n € F}. 

Hence in this cases is a divisor of n. 

APPENDIX: UNSOLVED PROBLEMS 

103 

(1) State a complete set of geometric axioms characterizing the spaces of 

the type I (cf. section 2 of chapter I)! This has only been done if r 

is a group as defined in chapter I, (3.5), i.e. essentially aFrobenius 

group; the essential result in this case is given by the hypotheses of 

chapter III, theorem 3.1. 

(2) Search for further relations between r and Ir·· Especially it might be 

possible to describe the full automorphism group of Ir (which has of 

course r as a subgroup) and the translations T of Ir (cf. chapter I, 

definition 2.1). Under what conditions is Ta transitive subgroup of r? 

(3) Determine all those primitive permutation groups r, at least the finite 

ones, for which all points of Ir are joinable (cf. chapter I, theorem 

2.2). 

(4) Do (V) and (Pa) imply (Tl (cf. sections 1 and 3 of chapter I) at least 

in the finite case? (chapter I, section 1, consequence (fl together with 

theorem 3.1 imply the converse.) 

(5) What further reasonable geometrical configurations may hold in quasi­

affine or nearaffine spaces? Are there generalizations of the 

Reidemeister-, Thomsen-, Klingenberg- and other configurations (cf. also 

KLINGENBERG [17])? State relations among them! State connections between 

transitive permutation groups rand configurations in Ir! 

(6) What further properties hold in quasi-affine, nearaffine and especially 

nearfield spaces if suitable topological properties of U and II are 

required? Characterize the spaces over the Kalscheuer nearfields 

(cf. KALSCHEUER [16]). 

(7) Let F be a Kalscheuer nearfield and consider 
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00 

/;i E F, l j!;ij2 < oo} 
i=l 

(for the absolute value in a Kalscheuer nearfield see KALSCHEUER [16]), 

leading to generalizations of Hilbert spaces. Search for properties 

of such spaces, especially with respect to functional analysis! Are 

there reasonable relations to quantum mechanics? 

(8) Let S = (X,L ,U, II) be a quasi-affine (or more specially a nearaffine) 

space and let G be the set of all straight lines in S. Then the inciden­

ce structure S := (x,G,E) is a partial plane (cf. DEMBOWSKI [10,p.9]), 

i.e. any two different points are incident with at most one line of G. 

Under what conditions for Sis it possible to reproduce S from Sin a 

unique way? 

(9) Let Ube a point set of a finite nearaffine space of order~ 3 such 

that x,y EU, x # y imply xlly ~ u. Is U a subspace? (This would be 

theorem 5.1 of chapter II under weakened hypotheses.) 

(10) Let F be a finite a-dimensional nearaffine space. It is easy to see that 

two of its points can be connected by a chain of at most d straight 

lines. Define A. (i E {1, ••• ,d}) as the set of all those 2-subsets {x,y} 
1. 

of different points which can be connected by i but no fewer straight 

lines. Is x together with these A. an association scheme of class 
1. 

number d (DEMBOWSKI [lO,p.281])? If the answer is affirmative then F 

would be a partial design (l.c. ,p.282). the parameters 
h 

and Compute pij 
n. in this case! 

1. 

Remark. If d = 2 then X with A1,A2 is an association scheme of class 

number 2 and thus a strongly regular graph (cf. ANDRE [2,II,§2]; for 

strongly regular graphs see e.g. GoETHALS & SEIDEL [11]). 

(11) For any finite nearaffine space F = (X,L.,LJ, II) there exists a commuta­

tive join V defined by (6.5), chapter II. Some of its properties are 

given in chapter II, theorem 6.2. State further conditions on V, if 

possible in such a way that the original space F can uniquely be 

reproduced from (X, L, V, II)! Give a complete survey of all possible 

situations of the nodes of xVy! 

(12) Let F be a compatible nearaffine space of type (n,s,d) (cf. chapter III, 

section 3). Under what conditions does sin hold? 

Remark. This is true if Fis desarguesian (cf. chapter III, section 4). 
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If Dim F ~ 4 then theorem 3.2 of chapter III together with the 

corollary to theorem 1.2 of chapter III yield either sin or (s,n) = 1. 

(13) State sufficient conditions for the validity of (D2) (cf. chapter I, 

section 4)! Does Dim F ~ 3 suffice in the finite case? Is the following 

a:nti-hyperplane-aondition (Hl sufficient? 

(H) If x and y are different points then [x,y] is neither the whole 

spaae x nor a hyperplane in it.*) 

(14) Give examples of proper finite nearaffine spaces, esp. planes, being 

no nearfield spaces, hence not dearguesian, or prove that there cannot 

exist such spaces! 

ADDENDUM 

Theorem 2.2 of chapter I can be sharpened in the following way solving 

problem (3) • 

THEOREM 2.2a. A transitive group r whose group spaae Ir aontains at least 

one straight line is either doubly transitive or imprimitive. 

PROOF. Assumer to be transitive but not doubly transitive. Let G be a 

straight line of Ir then 0 f G c X. Let x E X\G and y E x\ { x} such that xLJy II G. 

Then y(x) E G implies y(y) E G for ally Er. Due to Rudie's theorem (see 

e.g. WIELANDT [25, theorem 8.1]) r is imprimitive. D 

We shall give an application of this proposition. 

THEOREM. A finite transitive but not doubly transitive perrrrutation group r 

whose group spaae Ir has the properties (Gl) and (G2) (but not neaessarily 

(P3); see chapter I, definition 3.1) is either sharply transitive or a 

Frobenius group (WIELANDT [25,p.10]). 

PROOF. Due to theorem 3.2 of chapter I (holding also without (P3)) all 

lines of Ir have the same number of points; thus it makes sense to speak 

*) If Fis affine then (H) coincides with Dim F ~ 3. Moreover, it is easy 
to see that Dim[x,y] = s iff x and y can be connected bys but no fewer 
straight lines. Hence (H) is equivalent to Dim[x,y] ~ d-2 for all 
x,y EX. 
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about the order n of Ir. If n = 2 then r is sharply transitive. For n > 2 

the group r is 3/2-fold transitive (cf. WIELANDT [25,p.24]). Then r is 

either either primitive or a Frobenius group by WIELANDT [25, theorem 10.4]. 

But the first case is impossible by theorem 2.2a. D 
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WEIGHT ENUMERATORS OF CODES 

N.J.A. SLOANE 

Bell Laboratories, Murray Hill, New Jersey 07974, USA 

ABSTRACT 

A tutorial paper dealing with the weight enumerators of codes, espe­

cially of self-dual codes. We prove MACWILLIAMS' theorem on the weight dis­

tribution of the dual code, GLEASON's theorem on the weight distribution of 

a self-dual code, some generalizations o-f this theorem, and then use 

GLEASON's theorem to show that very good self-dual codes do not exist. 

1. INTRODUCTION 

We shall mostly consider codes which are binary (have symbols from F2 , 

the field with two elements) or te!'Y/,ary (have symbols from F3 , the field 

with 3 elements). Let Fn denote the vector space of all vectors of length 
q 

n, i.e., having n components, from F. 
q 

An [n,k] code Cover F is a subspace of Fn of dimension k. The vec-
q q 

tors of Care called codewords. So a binary code is a set of vectors which 

is closed under addition. A ternary code is closed under addition and under 

multiplication by -1. 
n The (Hamning) weight of a vector x = (x1 , ••• ,x) € F , denoted by 

n q 
wt(x), is the number of non-zero x.; and 

l. 

vectors x,y € Fn is dist(x,y) = wt(x-y). 
q 

the (Hamning) distance between 

If every non-zero codeword in Chas weight~ d, the code is said to 

have minimum weight d, and is called an [n,k,d] code; n,k,d are the basic 

parameters of the code. The codewords contain n symbols, and so the 

rate or efficiency of the code is~- Furthermore the code can correct [d;l] 

errors. 
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The dual aode Ci is the orthogonal subspace to C: 

{u I u•v 

Ci is an [n,n-k] code. 

n 

l uivi 
i=1 

0, for all v EC}. 

If Cc Ci, C is called self-orthogonal, while if C 

self-dual. (See the examples below.) 

Ci it is called 

Let A. be the number of codewords in C with weight i. Then the set 
]. 

{ A0 , •.• ,An } is called the weight distribution of C. It is more convenient 

to make a polynomial out of the A.'s. The weight enumerator of C is 
]. 

I n-wt(u) wt(u) 
X y 

UEC 

This is a homogeneous polynomial of degree n in the indeterminates x and y. 

We could get rid of x by setting x = 1 , but the theorems are simpler if W is 

homogeneous. 

The weight enumerator gives a good deal of information about the code 

(see for example [1, §16.1] for some things you can do with the weight enu­

merator). But is has been calculated for only a few families of codes (e.g. 

Hamming codes [34], second order Reed Muller codes [41]). 

OPEN PROBLEM 1. Find the weight enumerators of all Reed Muller codes (cf. 

[15]). 

We mention in passing a related problem. The distribution of coset 

leaders by weight is also important for finding the error probability of a 

code, and for other reasons. But almost nothing is known about calculating 

it ([4],[12],[42]). 

OPEN PROBLEM 2. Find the weight distribution of the coset leaders of the 

first order Reed Muller codes. 

A code is maximal self-orthogonal if it is self-orthogonal and is not 

contained in any larger self-orthogonal code. For binary codes, a maximal 

self-orthogonal code has dimension k = n;l if n is odd, or k = i (and is 

self-dual) if n is even. This paper is concerned with weight enumerators of 

maximal self-orthogonal codes. First we give some examples. 



EXAMPLES. These are binary codes 

[n,k,d] Code 

1. [2,1,2] {00,11} 

2. [3,1,3] {ooo, 111} 

3. [3,2,2] {000,011,101,110} 

4. [7,3,4] Even weight Hamming code 

5. [7,4,3] Hamming code 

6. [8,4,4] Extended Hamming code 

Weight enumerator 

2 2 
X +y. 

3 3 
X +y • 

3 2 
X +3xy • 

7 3 4 
X +7x y 

7 43 34 7 
x +7x y +7x y +y 

8 4 4 8 
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7. [17,8,4] 1(3) 
17 

of [37] 

<f,8 = X +14x y +y 
17 17 13 4 187 9 8 51 5 i2 X + X y + X y + X y 

8. [23,11,8] Even weight Golay code 23 506 15 8 1288 11 12 X + X y + X y + 

+253x7/ 6 

9. [24,12,8] Extended Golay code 
24 16 8 8 16 

<f, 24 = X +759(X y +x y )+ 
2576 12 12 24 

+ X y +y 

(The subscript of a polynomial almost always gives its degree.) 

All except examples 3 and 5 are maximal self-orthogonal. Examples 1, 

6, 9 are self-dual. 

Observe that examples 4, 6, 7, 8, 9 have the property that every code­

word has weight divisible by 4 (because only powers of y4 appear in the 

weight enumerators). Codes with this property are important because they 

have connections with block designs [1], sphere packings [17], lattices and 

finite groups [6-8], and projective planes [26] (see also [22]). 

For non-binary codes it is often useful to have more detailed infor­

mation than is given by the Hamming weight enumerator. Let C be a code over 

F , where the elements of F are labeled w0=0-,w1 , ••• ,w 1 in some fixed 
q q q-

order. Then the composition of a vector v € Fn is defined to be s(v) = 
q 

= (s0 (v),s1 (v) , ••• ,sq-l (v)), where si (v) denotes the number of coordinates 

of v that are equal tow,. Clearly l, s.(v) = n. Let A(s) be the number of 
J, J, J, 

codewords v EC such that s(v) = s. Then the complete weight enumerator of 

C is the polynomial 

This is a homogeneous polynomial of degree n in the q indeterminates 

zo•···•zq-1" 
The next two examples are of self-dual codes over F3 = {0,1,2}, having 

allweights divisible by 3. The exponents of x,y,z give the number of O's, 
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l's, 2's respectively. 

[n,k,d] Code ComElete (V) and Hamming (W) 

weight enumerators 

10. [4,2,3] {0000,1110,0121, = 1ji 
4 3 

V -4 x +x(y+z) , 

2220,0212,1201, 1/!4 
4 3 w X +8xy 

1022,2011,2102} 

11. [12,6,6] Extended Golay f12 
12 12 12 6 6 6 6 6 6 

V X +y +z +22(x y +x z +y z )+ 
6 3 3 3 6 3 3 3 6 

code over GF(3), +220(x y z +x y z +x y z ), 

containing the w 1/!12 
12 6 6 3 9 12 

x +264x y +440x y +24y 

vector 11 ••• 1 

2. MACWILLIAMS' THEOREM 

This theorem, due to Mrs. F.J. MACWILLIAMS [20,21], is one of the most 

remarkable results in coding theory. It says that the weight enumerator of 

the dual code Ci is completely determined by the weight enumerator of C. 

We shall prove the binary case. The proof depends on the following 

lemma, which can be considered as a version of the Poisson summation for­

mula [9,p.220]. Here F = F2 • 

LEMMA 2.1. (cf. [19]). Let f: Fn +Abe any mapping from Fn into a vector 

space A over the complex numbers. Define the Fourier transform f: Fn + A 

by 

f(u) 

Then for any linear eode Cc Fn we have 

Li f(v) - - 1- l f(u). 
vEc - lei uEC 

PROOF. 

I f(u) I l u•v I n f(v) I (-l)u·v. f(v) (-1) = 
UEC UEC 

n 
UEC VEF VEF 

If V E Ci, ICI. 
i 

the inner sum is equal to But if V r/- C, u•v 0 and 1 

equally often and the inner sum is zero. □ 
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THEOREM 2.1.(MACWILLIAMS' theorem, binary case). Let C be an [n,k] binary 

code and Ci its duaZ code. Then the weight enwnerator of Ci is given by 

1 
W (x,y) = -k WC (x+y,x-y). ci 2 

PROOF. In the lemma, let A be the set of polynomials in x,y with complex 
n-wt(v) wt(v) h coefficients, and f(v) = x y . Ten 

f(v) L n 
n-wt(v) uwt(v) (-l)u•v = X 

V€F 
1 1 1 n 1-v. v. u.vi 
L }' L TT X ].y ].(-1) ]. 

v 1=0 v 2=0 V =O n i=l 

n 1 
xl-vyv (-1) 

U,V 
TT L ]. 

i=l v=O 

0 the inner sum is x+y; if ui = 1 the inner sum is x-y. Therefore 

f(u) ( ) n-wt(u) ( )wt(u) x+y x-y • □ 

Examples of MACWILLIAMS' theorem 

(i) 

(ii) C {Q.,.!), WC= xn+yn, Ci= {even weight vectors of length n}, 

W = ½{(x+y)n+(x-y)n}. 
ci 

(iii) Example 1 of section 1: C = {00,11} = Ci, WC 2 2 
X +y = cj>2. 

(iv) Verify the theorem for the pairs of examples 2 and 3, and 4 and 5. 

We state without proof two more general versions. 

THEOREM 2.2. (MACWILLIAMS' theorem for Hamming weight enumerators). Let C 

be an [n,k] code over F. Then 
q 

1 w (x,y) = k Wc(x+(q-l)y,x-y). 
Ci q 

For the next theorem we need a little more notation. Let q = pa where 

pis prime. Let f(x) be a primitive irreducible polynomial of degree a over 

F and let a be a root of f(x). Any element A of F can be written uniquely 
p q 

as 
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0 $ \ < p. 

21ri/p >-o 
Let~= e , a complex p-th root of unity. Then the mapping x: A+~ 

is a character of F , i.e., 
q 

a homomorphism from the additive group of F to 
q 

the multiplicative group of 
X x E F2 onto (-1) • 

the complex numbers. E.g., if q = p = 2, x maps 

THEOREM 2.3. (MACWILLIAMS' theorem for complete weight enumerators.) Let C 
be an [n,k] code over F. Then the complete weight enumerator of C.1 is 

q 
given by 

EXAMPLE. q 3, ~ = w 
21ri/3 

e 

1 2 2 
V (x,y,z) = -k VC(x+y+z,x+wy+w z,x+w y+wz). 

c.1 3 

Verify that theorems 2.2 and 2.3 hold for the code of example 10. For 

the proofs of theorems 2.2 and 2.3 see [20],[21],[19], and for other gener­

alizations see [23],[24]. 

3. GLEASON'S THEOREM 

If the code is self-dual, C = C.1, then the MACWILLIAMS' theorems 2.1, 

2.2, 2.3 give identities which the weight enumerators must satisfy. For 

example theorem 2.1 states that the weight enumerator of a binary self-dual 

code must satisfy 

1 
W(x,y) = 2n/2 W(x+y,x-y), 

or since W(x,y) is homogeneous of degree n, 

(3 .1) W(x,y) W(~~) {2' v2. 

From this GLEASON [11] was able to prove the following remarkable theorems. 
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THEOREM 3.1. (GLEASON's theorem I). Let C be a binary self-dual code. Then 

the weight enumerator WC(x,y) of C is a polynomial in the weight enumera­

tors 

of section 1. Equivalently, w is a polynomial in $2 and 

THEOREM 3.2. (GLEASON's theorem II). Let C be a binary self-dual code in 

which every codeword has weight divisible by 4. Then the weight enumerator 

wc<x,y) of C is a polynomial in the weight enumerators $8 and 

of section 1; or equivalently in $8 and 

THEOREM 3.3. (GLEASON's theorem III). Let C be a self-dual code over F3• 

Then the Harruning weight enumerator Wc<x,y) of C is a polynomial in the 

weight enumerators 

4 3 
x + 8xy and 1/1 12 

of section 1; or equivalently in 1/1 4 and 

Applications of theorem 3.1. 

(i) A self-dual code of length 12 contains no codewords of weight 2. What 

is its weight enumerator W? Answer: By theorem 3.1 W has the form 

6 2 
W = a1$2 + a2$2 88 

12 10 2 4 2 2 4 2 2 2 2 2 
a 1 (x +6x y + ..• ) + a 2 (x +2x y +y )x y (x -y) . 
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(ii) 

But since there are no words of weight 2, this is also 

12 0 10 2 
X +xy+ •••• 

Therefore a 1 1, a2 = -6, and 

Is there a self-dual code of length 32 with minimum distance 10? 

Answer: By theorem 3.1 its weight enumerator W has the form 

w 16 
alcj>2 + 

12 
a2cj>2 68 

8 2 
+ a3cj>2 68 

4 3 
+ a4cj>2 68 

4 
+ a568 

32 0 30 2 X + X y + 0 28 4 X y 0 26 6 + X y + 0 24 8 X y + AlOx 
22 10 

y + ... 

Equating coefficients we find that a 1 , ... ,a5 are uniquely determined 

and that 

w 

Since a weight enumerator cannot have a negative coefficient, no such 

code exists. 

(iii) The extended Golay code (example 9) has 

(iv) Exercise: Take all the codewords in the extended Golay code which 

begin either with 00 .•• or 11 ••• , and delete the first two coordi-

nates. Use theorem 3.1 to obtain the 

(An 22 22 77 ( 16 6 6 16) 
~: X + y + X y +X y 

+ 616 (X12y10+x10y12)). . 

Application of theorem 3.2. 

weight distribution of this code. 
14 8 8 14 + 330(X y +x y ) + 

The extended quadratic residue [48,24,12] code ([1,p.433]) has weights 

divisible by 4, so its weight enumerator has the form (from theorem 3.2) 
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(3.2) w 

8 4 4 8 6 4 4 4 4 4 8 4 4 8 3 
a0 (x +14x y +y) + a 1x y (x -y) (x +14x y +y) + 

8 8 4 4 8 
+ a2x y (x -y) . 

But since the minimum weight of this code is 12, Wis also equal to 

(3.3) 

Equating coefficients in (3.2), (3.3) we find a0 ,a1 ,a2 are uniquely deter­

mined: a0 = 1, a 1 = -84, a2 = 246, and 

(3.4) w 

This example shows how powerful theorem 3.2 can be in obtaining weight 

enumerators: the fact ·that the minimum weight was 12 was enough to deter­

mine the full weight distribution! 

We return to this example, and give further consequences of theorem 3. 2, 

in section 6. 

4. INVARIANT THEORY, AND PROOF OF GLEASON'S THEOREMS 

Introduction 

Other methods of proof are possible (see [3]) but the following proof 

from invariant theory is the simplest, once the necessary machinery has 

been developed, and is the easiest to generalize. 

Suppose C is a binary self-dual code with weight enumerator W(x,y). We 

have already seen in (3.1) that W(x,y) must satisfy 

(4.1) W(x,y) = w(xif,xif). 

Since C is self-dual, for any x EC, x•x = 0, so x has even weight, and 

only even powers of y appear in W(x,y). Therefore 
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(4.2) W(x,y) W(x,-y). 

For an nxn matrix A= (aij) and a polynomial f(~) = f(x 1 , ... ,xn), the 

result of transforming the variables off by A is denoted A0 f(x) 

f(Ia1 .x., •.. ,Ia .x.). Note that B0 (A 0 f(x)) (AB)of(~). 
J J nJ J -

So (4.1), (4.2) state that T1°w = W, T2°w = w, where 

This implies T 0 W = W, where Tis any matrix in the group generated by T1 

and T2 • We denote this group by G1 = <T1 ,T2>. It is not difficult to check 

that G1 is isomorphic to the dihedral group of order 16. 

Invariants 

Let G be any finite group of nxn complex matrices, and let x be a 

homomorphism from G into the multiplicative group of the complex numbers. 

(I.e., xis a character of G.) Then f(x) is called a relative invariant of 

G ~ith respect to x if 

X(A)f(~) for all A E G. 

In particular, if xis identically 1, and 

for all A E G, 

then f(~) is called an (absolute) invariant of G. 

Clearly if f, g are absolute invariants of G so are f+g and fg, so the 

absolute invariants form a ring. If f is an absolute invariant and g,h are 

relative invariants with respect to X, then g+h and fg are also relative 

invariants with respect to X• 

(4.1), (4.2) state that W(x,y) is invariant under G1 . To prove theo­

rem 3.1, it will be sufficient to specify the ring of invariants of G1 . 

For any finite group G let ](G) denote the ring of absolute invariants. 

The problem of characterizing ](G) is very old, and there are many classi­

cal results (see [5,Chapter 17],[32,Part II], [44]). It is enough to char­

acterize the invariants which are homogeneous polynomials, since any in­

variant is a sum of homogeneous invariants. 
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Existence of a basic set of invariants for finite groups 

DEFINITION 4.1. Polynomials f 1 (~) , ••• ,fm(~) are algebraically dependent if 

there is a polynomial p with complex coefficients, not all zero, such that 

p(f1 (~) , ••• ,fm(~)) is identically zero. Otherwise f 1 (!_) , ••• ,fm(~) are alge­

braically independent. 

THEOREM 4.1. ([13,p.154]). Any n+l polynomials inn variables are algebra­

ically dependent. 

By far the most convenient description of ](G) is a set of invariants 

f 1 , .•• ,fm such that any invariant is a polynomial in f 1 , .•• ,fm. Then 

f 1 , ••• ,fm is called a polynomial basis for J(G). By theorem 4.1 if m > n 

there will be polynomial equations, which are called syzygies, relating 

fl, .•• ,fm. 

E. NOETHER'S THEOREM 4.2. (cf. [44,pp.275-276]). ](G) has a polynomial 

basis consisting of not more than (g+n) invariants, of degree not exceeding 
n 

g, where g is the order of G. 

Theorem 4.2 says that a polynomial basis for J(G) can always be found. 

Finding invariants is fairly easy using: 

THEOREM 4.3. If f(x) is any polynomial then 

h(~ l Aof(x) 
AEG 

is an invariant of G. 

PROOF. For any A' € G, 

l A'o(Aof(~)) 
AEG 

Furthermore, it is clear that all invariants of G can be obtained in 

this way. In fact the proof of theorem 4.2 shows that a polynomial basis 

for the invariants of G can be obtained by averaging over Gall monomials 
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of total degree Lb. ~ g. 
]. 

More generally, any symmetric function of the g polynomials 

A E G} is an invariant of G. 

MOLIEN's theorem 

The next three theorems enable one to determine when enough invariants 

have been found to make a basis: 

THEOREM 4.4. (cf. [32,p.258]). The number of linearly inclependent invari­

ants of G of the first degree is 

- 1- l trace(A). 
/GI AEG 

THEOREM 4.5. (MoLIEN [33],[32,p.259]). The nwnber of linearly independent 

invariants of G of degree v is the aoeffiaient of ;>._ v in the expansion of 

(4.3) 1 , 1 
fil l det/I-;>..A/ 

AEG 

~(;>._) is called the Molien series of G. 

A similar result holds for relative invariants: 

THEOREM 4.6. (MOLIEN [33],[32,p.259]). The number of linearly independent 

relative invariants with respeat to x of degree vis the aoeffiaient of ;>._v 

in the expansion of 

(4.4) 1 l X (A) 
fil AEG det/I-;>..A/ ' 

where the bar denotes the aomplex conjugate. 

A simple example 

Let C be a self-dual code over GF(q) with Hamming weight enumerator 

W(x,y). By theorem 2.2, W(x,y) is invariant under the transformation 

2 
Now T3 

_ 1 (1 q-1 \ 
T3 - 7q 1 -1/ . 

I, so T3 generates the group G2 
the invariants of G2 . 

{I,T3} of order 2. We shall find 
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By averaging x over the group, using theorem 4.3, we obtain the in­

variant x + k(x+(q-1)y), or equivalently o1 = x + (fq-1)y. By averaging 

x2 we obtain the invariant x2 + .!..(x+(q-1)y) 2 , or equivalently, subtracting 
2 q 

(1+1/q)o1, o2 = y(x-y). 

Any polynomial in o1 ,o2 is of course an invariant of G2 , and the num­

ber of products oio~ of degree vis equal to the number of solutions of 

i+2j = v, which is the coefficient of Av in 

(4.5) 
2 2 4 1 

(1+A+A + ••. ) O+A +A + ••. ) = 2 
(1-A) (1-A ) 

To see if this includes all the invariants of G2 we compute the Molien 

series (4.3). This is 

which agrees with (4.5) ! We conclude that we have found all the invariants, 

i.e., that o1 ,o2 are a polynomial basis for the invariants of G2 . 

For coding applications we are interested in invariants of even degree. 

This corresponds to extending G2 by adding the matrix -I, and the Molien 

series becomes 

and as a basis for the new invariants we may take o~,o; or equivalently 

o3 = x2+(q-1)xy, o4 = xy-y2 . Thus we have shown that the Hamming weight 

enumerator of any self-dual code over GF(q) is a polynomial in o3 and o4 • 

For example, the code generated by {11} (which is self-dual if q is 

even) has weight enumerator o3-(q-1)o4 • 

The preceding argument enables us to give a short proof of a recent 

result of LEONT'EV. 

THEOREM 4.7. (LEONT'EV [18]). For a linear aode Cover GF(q) 

W ( )w ( x+(q-1)y x-y) 
C x,y C {q ' lq 

is a polynomial in o3 and o4 • 
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PROOF. This product is clearly invariant under T3 and -I, and so the result 

follows from what we have just proved. 0 

Notation. The following notation is convenient for describing invariants. 

~ denotes the complex numbers. If f,g,h, •.• are polynomials ~[f,g,h, ... ] 

denotes the ring of polynomials in f,g,h, ... with complex coefficients. If 

Rands are rings, Res denotes their direct swn. 

Using this notation, we see that the following result implies theorem 

3 .1. 

PROOF. Let ](G1) denote the ring of invariants of G1 • We know from coding 

theory that ¢2 and ¢8 are in ](G1), and so ](G1 ) ~ M = ~r¢ 2 ,¢8 ]. 

To show J(G1) = M, let ad (or bd) be-the number of linearly indepen­

dent polynomials of degreed in J(G1) (or M). Clearly 

I 
d=0 

But from MOLIEN's theorem 4.5, 

(4.6) 

after a straightforward calculation. Therefore ad= bd for all d, and so 

M. D 

In a similar manner we deduce theorems 3.2 and 3.3 from: 

* THEOREM 3.2. The ring of invariants of the group G3 = <T1 ,T4>, where 

G3 has order 192, and the Molien series (4.3) is 

(4. 7) 
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' 
THEOREM 3.3*. The ring of invariants of G4 = <T5 ,T6>, where 

1 (1 
TS = v'3 1 G ~2rri/3 ). 

G4 has order 48, and the Molien series (4.3) is 

(4.8) 

* * * Theorems 3.1 , 3.2 , 3.3 must have been known to KLEIN and BURNSIDE 

(see [16],[5,p.362],[39]). 

Note that in all these examples the degrees of the basic invariants 

can be read off the Molien series (4.5)-(4.8) (cf. [28]). 

5. GENERALIZATIONS OF GLEASON'S THEOREMS 

In this section we give three generalizations of GLEASON's theorems. 

Other generalizations will be found in [23],[29]. The proofs always follow 

the same procedure: 

Step 1. Translate assumptions about the code into algebraic constraints on 

the weight enumerator. 

Step 2. Use invariant theory to find all possible polynomials satisfying 

these constraints. 

But each of the three examples given has special features of its own. 

Theorem 5.1 is unusual in that it is rather difficult to find the basic in­

variants. (Usually one quickly finds what one thinks is a basis for the in­

variants and the difficulty lies in proving that it is a basis.) Theorems 

5.2 and 5.3 use a group whose order becomes arbitrarily large, and theorem 

5.4 also requires the introduction of new indeterminates and the use of 

relative rather than absolute invariants. 

(I) COMPLETE WEIGHT ENUMERATOR OF A TERNARY SELF-DUAL CODE 

Let C be an [n,lnJ self-dual code over GF(3) which contains the code­

word 1 = 11 ... 1. Let the complete weight enumerator of C be 

V(x,y,z) 
s 0 (u) s 1 (u) s 2 (u) 

X y Z 
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where s .'Cu) is the number of components of u which are equal to i (as in 
1 

section 1). 

THEOREM 5 .1. (cf. [ 30]). 

(i.e., v(x,y,z) ca:n be written uniquely as a polynomial in a 12 , s12 , 036 

plus y24 times a:notheP such polynomial), whePe 

3 3 3 
a = X + y + z , 

p 3xyz, 

b 
3 3 3 3 3 3 

X y + X Z + y z , 

3 3 
a12 a(a +8p ), 

812 
(a2-12b) 2 , 

b[(9b-a2) 3 3 2 3 3 6 
Yz4 - 3ap (9b-a) - a p - p J, 

036 
3( 3 3)3 p a -p • 

(As usual, the subscript of a polyn~mial gives its degree.) 

PROOF. We carry out the two steps just mentioned. 

Step 1. Let a typical codeword u EC contain a O's, b l's, and c 2's. Then 

since C is self-dual and contains 1 

u•u O (mod 3),. 3Jb + c, 

u•l O (mod 3),. 3Jb - c,. 3Jb and 3Jc, 

l•l = 0 (mod 3),. 3la + b + c,. 3Ja. 

Therefore V(x,y,z) is invariant under the· transformations 

211i/3 
e . 

Also -u contains-a O's, c l's, b 2's, and.!_+ u contains c O's, a l's, 

b 2's. Therefore V(x,y,z) is invariant under 



(g 
0 
0 
1 

1 
0 
0 

i.e., under any permutation of its arguments. 

127 

Finally from the MACWILLIAMS' theorem (the example after theorem 2.3), 

V(x,y,z) is invariant under 

1 1 
w w2). 
w2 w 

These 6 matrices generate a group G5 , of order 2592, consisting of 1944 

matrices of the type 

2TTi/12 
s = e , 

and 648 matrices of the type 

where Os vs 11, 0 s a,b,c,d s 2, e 

matrix. 

1 or 3, and Pis any 3x3 permutation 

Step 2. This step consists of showing that the ring of invariants of G5 is 

equal to ~[a12 ,a12 ,o36 J e y24~[a12 ,a12 ,o36J. First, it is straightforward 

to show that the Molien series (4.3) of G5 is 

\P(\) 
1+\24 

which suggests the degrees of the basic invariants that we should look for. 

Next, G5 is generated by J, M, and all permutation matrices P. Ob­

viously the invariants must be symmetric functions of x,y,z. So we take the 

symmetric functions a,p,b, and find functions of them which are invariant 

under J and M. For example, 

Ml Jl Mi 2 
a -<---+ 13 (a+2p)-+ 13(a+2wp) -<---+ 13(a+2w p), 

so one invariant is 

2 
a(a+2p) (a+2wp) (a+2w p) 

3 3 
a(a +Sp). 
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Again 

2 M 2 
a -12b +----+ -(a -12b), 

' ' . 13 (a2-12b) 2 . . so another invariant is 12 = Again 

M 1 2 2 J 1 2 22 -bA b +----+ 9(a +ap+p) - b--+ 9ca +wap+w p) 

1 2 2 2 
- ~(a +w ap+wp )-b] 

gives the invariant 

2 2 2 2 2 2 2 2 
y 24 b(9b-a -ap-p) (9b-a -wap-w p) (9b-a -w ap-wp) 

2 3 3 3 6 3 2 
b[(9b-a) -a p -p -3ap (9b-a )]. 

Finally 

Ml Jl Ms 2 
p +----+ 73Ca-p) ->- 73<a-wp) +----+ iG (a-w p) 

gives the invariant 

3 3 3 2 3 
036 = p (a-p) (a-wp) (a-w p) 3 ( 3 3) 3 p a -p 

One can show that a 12 ,13 12 ,o 36 are algebraically independent and that there 

is a syzygy of degree 48: 

Remark. Without the assumption that the code contains the all-ones vector 

the theorem (due to R.J. MCELIECE [23,§4 .. 7]) becomes much more complicated. 

Applications of theorem 5.1. 

For the ternary Golay code (example 11 of section 1), V 

For PLESS's [24,12,9] symmetry code ([35],[36]), 

V 
179 2 19 595 2 352 
432°12 - ~12 812 + 432 812 - g7'24· 
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We have also found the complete weight enumerator of the symmetry codes of 

lengths 36 and 48 ([30]). 

(II) SPLIT WEIGHT ENUMERATORS 

We define the left and right weight of a vector v = 

(v1 , ••• ,vm,vm+l'"""'v2m) to be respectively wL = wt(v1 , ... ,vm) and 

wR wt(vm+ 1, ••. ,v2m). The split weight enwnerator of a [2m,k] binary code 

C is 

Wc(x,y,X,Y) = l 
vEC 

m-wL(v) wL(v) m-wR(v) wR(v) 
X y X Y 

THEOREM 5.2. (cf. [29]). Let C be a [2m,m] self-dual binary code satisfying: 

(Bl) C contains the vectors Omlm = o ••• 01 ..• 1 and.!_; and 

(B2) the nwnber of codewords with (wL,wR) = (j,k) is equal to the nwnber 

with (wL,wR) = (k,j). 

Then 

(il WC(x,y,X,Y) is an element of ~[p 4 ,n8 ,e 16J, where 

2 2 2 2 
p 4 (x +y ) (X +Y ) , 

4 4 4 4 4 4 4 4 2 2 2 2 na = x X + x Y + y X + y Y + 12x y X y, 
2 2 2 2 2 2 2 2 2 2 e 16 = (x X -y Y) (x y -y x) . 

(ii) Furthermore, if all weights in Care multiples of 4, then WC(x,y,X,Y) 

is an element of ~[n8 ,e 16 ,y24 J, where 

2 2 2 2 4 4 2 4 4 2 Y24 = X Y X Y (x -y) (X -Y) • 

A code satisfying (Bl), (B2) is "balanced" about its midpoint, 

and the division into two halves is a natural one. 

Applications of theorem 5,2. 

If u = (u1, ••. ,un) and v = (v1 , ••• ,vn) let ulv = (u1 , •.. ,un,v1 , ••• ,vn). 

For j = 1,2 let C. be a code of length n with ordinary weight enumerator 
J 

Wj(x,y) and split weight enumerator Wj(x,y,X,Y). The code C1 1C2 = 

= {ulv: u E C1 , v E C2 }hasordinaryandsplitweightenumeratorsw1 (x,y)W2 (x,y) 

and w1 (x,y)w2 (x, Y). The equivalent code C1 11 C2= { u' Iv' I u" Iv": 

: u=u'lu" EC1; v=v'lv" EC2}, where u and v are broken in half, ,has ordi-
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nary and split weight enumerators w1 (x,y)W2 (x,y) and W1 (x,y,X,Y)W2 (x,y,X,Y). 

There is a MACWILLIAMS theorem for split weight enumerators (easily 

obtained from lemma 2.1): 

(5. 1) 
1 WC~ (x,y,X,Y) = 7cT WC(x+y,x-y,X+Y,X-Y). 

We use a detached-coefficient notation for W, and instead of the terms 

a b C d a b d C b a C d b a d C 
a(x y X Y +x y X Y +x y X Y +x y X Y) 

we write a row of a table: 

c/0 X y X Y # 

a a b c d 4 

giving respectively the coefficient, the exponents, and the number of terms 

of this type. The sum of the products of the first and last columns is the 

total number of codewords. 

A quadratic residue code of length 81 q+l, where q is a prime, with 

Table I. Split weight enumerators 

Code w c/0 X y X y # 

Ha na 1 4 0 4 0 4 
12 2 2 2 2 1 

8 16 
1 8 0 4 4 4 

-2 6 2 6 2 4 
4 4 4 4 4 1 

Y24 1 10 2 10 2 4 
-2 10 2 6 6 4 

4 6 6 6 6 1 

G24 1 12 0 12 0 4 
132 10 2 6 6 4 
495 8 4 8 4 4 

1584 6 6 6 6 1 

248 
1 24 0 24 0 4 

276 22 2 14 10 8 
3864 20 4 16 8 8 

13524 20 4 12 12 4 
9016 18 6 18 6 4 

125580 18 6 14 10 8 
256335 16 8 16 8 4 
950544 16 8 12 12 4 

1835400 14 10 14 10 4 
3480176 12 12 12 12 1 
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generator matrix, in the canonical form of figures 1-7 of [14], satisfies 

the hypotheses of theorem 5.2(ii), Table I shows 3 such codes, the [8,4,4] 

Hamming code H8 (example 6 of section 1), the [24,12,8] extended Golay code 

G24 (example 9 of section 1) for which W = n! - 3n8e16 - 42y24 , and the 

[48,24,12] quadratic residue code 248 . Also if S2 = {00,11}, S2 1S2 has 

W = p4 • H8 iH8 has W = n! + 12016 • Let R(r,m) denote an r-th order Reed­

Muller (RM) code of length 2m. Then RM codes can be constructed recursively 

from R(r+l,m) * R(r,m) = R(r+l,m+l), where c1*c2 {ul (u+v): u E cl, v EC} 

[43]. The first order RM code of length n obtained in this way has 

PROOF OF THEOREM 5.2(ii). (Part (i) is similar.) Let C satisfy the hypo­

theses of theorem 5.2(ii) and have split weight enumerator W = W(x,y,X,Y). 

From the hypotheses, equation (5.1), and the fact that in each term 

j kl m f W · k 1 ' f 11 h W' . ' t d x y X Y o , J+ = +m, it o ows tat is invarian un er 

for any complex number a. Let us choose a to be a primitive complex p-th 

root of unity, where pis a prime greater than deg W = length of C = 2m. 

Then one can show that these matrices generate a group G6 of order 

6144p, and that the Molien series for G6 is 

(5.2) 

(See [29] for details.) On the other hand, we know from coding theory that 

J(G6) contains M = t[n8 ,e 16 ,y24 J. But the number of linearly independent 

polynomials of degree 2m in Mis the coefficient of A2m in 

(5.3) 1 

Because p > 2m, the coefficients of A2m in (5.2) and (5.3) agree, and so 

](G6 ) = M. □ 
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(III) WEIGHT ENUMERATORS OF MAXIMAL BINARY SELF-ORTHOGONAL CODES OF ODD 

LENGTH 

THEOREM 5.3. 

(A) (cf. [29]). For n odd, let C be an [n,½ (n-1)] binary self-orthogonal 

code. Thus C~ =Cu (.!_+CJ. Then 

(i) wC(x,y) is an element of the direct sum xc[cp2 ,cp8 J e ¢7c[cp2 ,cp8J, 
2 2 7 34 8 44 8 where ¢2 = x +y, ¢7 = x +7x y, ¢8 = x +14x y +y. In words: 

WC(x,y) can be written in a unique way as x times a polynomial in 

¢2 and ¢8 , plus ¢7 times another such polynomial. 

(Bl Suppose in addition that all weights in C are multiples of 4. Then 

(ii) 

(iii) 

(iv) 

n must be of the form Bm±l. 

If n = Bm-1, then wc<x,yl is an element of 
23 15 8 cp 7c[cp8 ,cp24 J e cp 23c[cp8 ,cp 24 J, where cp 23 = x + 506x y + 

+ 1288xlly12 + 253x7yl6, cp 24 = x4y4(x4-y4)4. 

If n = Bm+l, then WC(x,y) is an element of 
~ ~c~ ~ J wh ~ 17 + 17x13y4 + 187x9y8 + xc[cps,<P24J e 

+ 51x5y12. 
o/17~ o/B'o/24, ere o/17 = x 

See the examples in section 1. Some other examples: The [31,15,8] qua­

dratic residue code: W = - 14cp7cp 24 + cp 23cp 8 • The [47,23,12] QR code: 

W = t£-253cp7cp!cp24 + ¢23 (7¢!-41¢24 )}. See [37] for additional examples. 

It is not presently known if a projective plane of order 10 exists. If 

it does exist, then from [26] the rows of its incidence matrix generate a 

[111,55,12] code with 

1 10 7 2 , 4 3 4 
w = yf¢7 (-253¢8 cp 24 + 24123cp8cp 24 - 430551¢8¢24 + c 1cp8cp 24 > + 

11 8 5 2 2 3 
+ ¢23< 7¢9 - 825¢s<P24 + 22077¢9<P24 + c2¢s¢24>}, 

where c 1 ,c2 are constants, at present unknown. 

PROOF OF THEOREM 5.3. Let C be a code of length 4m-1 satisfying the hypo­

theses A,B of theorem 5.3, with weight enumerator W(~) = W(x,y). Let 

1 (1 1) M = t'2 1 -1 ' 

-1/2 
By the MACWILLIAMS theorem 2 .1, MoW(~) = 2 (W(~) + RoW(~)). Also JoW(x) = 

W(~). Let M be the set of all polynomials satisfying these two equations. 
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From coding theory M contains N = ¢7~[¢8 ,¢ 24 ] ~ ¢23~[¢8 ,¢ 24 ]. To show 

M = N, let ad (or bd) be the number of linearly independent polynomials of 
,oo d 7 23 8 24 

degreed in M (or N). Clearly ld=O bdA = (A +A )/(1-A) (1-A ). We show 

M = N by showing ad= bd for all d. 

The key device is to consider not W(x,y) but f(u,v,x,y) = uW(x,y) + 

+ vW(y,x). Then f(u,v,x,y) is invariant under 

and acting o{)-
As in theorem 5.2, let w be a primitive complex p-th root of unity, where 

pis a prime greater than deg W = length of C. Then f(u,v,x,y) is a rela­

tive invariant under P = diag(w,w,1,1) with respect to x(P) = w. 

Now M,J generate a group G192 of order 192, consisting of the matrices 

(5.4) v(l r 0 0) rv(O 
a, I a, 

where r = (l+i)/fi, 0 s vs 7, a.,8 E {1,i,-1,-i} (cf. [23]). So M+, J+, P 

generate a group G of order 192p consisting of the matrices (wvA A), 

0 s v $ p-1, A E G 192 . Then the set M+ of the relative invariants of G 

with respect to x(M+) = x(J+) = 1, x(P) = w is in 1-1-correspondence with 

M up to degree p-1. Therefore from theorem 5.1, for all p > d, ad is the 

coefficient of Ad+l in 

_1_ I ...@__ 
192p I I-AB I -

BEG 

2rr 

1 1 J I I-AA I 2iT 
0 

This proves (iii) and half of (ii). The case n = 4m+l is treated similarly, 

taking M+ (~ ~), J+ (g ~). For part (i) we take J = ( 1 _1), obtaining 

a group of order 16p. D 
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6. VERY GOOD SELF-DUAL CODES DO NOT EXIST 

Let C be a binary self-dual code with all weights divisible by 4 and 

of length n = 8j = 24µ+v, v=0,1 or 2. From GLEASON's theorem 3.1, the 

weight enumerator of Chas the form 

µ 
\' fj-3i i 
l ai g, 

i=O 
(6.1) w 

2 4 4 
where f = 1+14y+y, g = y(l-y) • (We have replaced x by 1 and y by y.) 

(6.2) 

Suppose the µ+1 coefficients ai are chosen so that 

w * w 

* This determines the ai and Ai uniquely. The resulting W is the weight 

enumerator of that self-dual code with the greatest minimum weight we could 

hope to attain, and is called an extremal weight enumerator. 

* If a code exists with weight enumerator W, it has minimum weight 

* * d 4µ+4, unless A4µ+4 is accidentally zero, in which cased ~ 4µ+8. 

But it can be shown (cf. [27]) that A4µ+4 , the number of codewords of 

minimum non-zero weight enumerator, is equal to: 

if n 24µ, 

1 (5µ) ! 
~(n-1) (n-2) (n-4)µ! (4µ+ 4) ! if n 24µ+8, 

3 (5µ+2) ! 
z°(n-2)µ!(4µ+4)! if -n 24µ+16, 

and is never zero. This proves 

THEOREM 6.1. (cf. [27]). The minimwn weight of a binary self-dual code of 

length n with all weights divisible by 4 is s 4[ 2~] + 4. 

However, the next coefficient, A4µ+8 , turns out to be negative if n is 

* large (above about 3712), and so a self-dual code with weight enumerator W 

does not exist for large n. In fact one can show that no self-dual code can 

even have minimum distance within a constant of K, if n is sufficiently 

large: 



135 

THEOREM 6.2. (cf. [31]). Let b be any aonstant. Suppose the ai in (6.1) aJ"e 

ahosen so that 

wher>e d 2!: i -b • Then one of the aoeffiaients Ai is negative, for> all suf­

fiaiently la,r,ge n. So a binaJ"]J self-dual aode of length n, weights divis­

ible by 4, and minimum weight d does not exist for> all suffiaientZy Za-pge n. 

On the other hand it is known that self-dual codes exist which meet 

the Gilbert bound ([25],[38]). 

Similar results hold for self-dual codes over GF(3) (see [31]). 

OPEN PROBLEM 3. What is the greatest n for which equality holds in theorem 

6.1? (cf. [40],[10]). 
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THE ASSOCIATION SCHEMES OF CODING THEORY 

P. DELSARTE *) 

MBLE Research laboratory, Brussels, Belgium 

1. INTRODUCTION 

This paper contains the bases of an algebraic theory of certain 

association schemes, called polynomial schemes. Special emphasis is put on 

concepts arising from the theories of error correcting codes and of combin­

atorial designs. The main goal is to provide a general framework in which 

various applications can be treated by similar methods. In this respect, an 

interesting formal duality is exhibited between non-constructive coding and 

design theory. 

First, in section 2, some general definitions and preliminary results 

are given about an association scheme (for short, a scheme), especially 

from the point of view of its Bose-Mesner algebra [3]. The natural schemes 

of coding theory are defined and some polynomial properties of their Bose­

Mesner algebras are emphasized. 

Section 3 is devoted to the concept of inner and outer distribution of 

a subset in an association scheme. Essentially, it is shown that the inner 

distribution of any subset satisfies certain well-defined inequalities. 

This result leads to linear programming problems having interesting appli­

cations in classical theory of codes and designs. Useful relations between 

the inner and outer distributions are also obtained. 

In section 4, we give an axiomatic definition of polynomial schemes, 

which generalize the "coding schemes". In· this context, several results 

about generalized codes and designs are presented. To be more specific, let 

us mention the questions of perfect codes and tight designs, among others. 

Finally, in section 5, as an application, we briefly consider the 

linear codes, for which certain aspects of the general theory have simple 

interpretations. 

The present paper essentially constitutes part of the author's recent 

*) The author's participation in this meeting was not supported by NATO. 
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work [8], where proofs of all theorems given below can be found. A few 

proofs are incorporated herein, mainly to illustrate the methods. 

2. DEFINITIONS AND PRELIMINARIES 

Before examining more general notions, we shall briefly describe a suit­

able framework for classical coding theory. Let F be a finite alphabet, of 

cardinality q ~ 2. Then, for a given n ~ 1, the set X = Fn of all n-tuples 

over Fis made a metric space (X,dH) by definition of the Hamming distance: 

(The distance between two n-tuples is the number of coordinate positions in 

which they differ.) A q-ary code of length n then simply is any non-empty 

subset of X, endowed with the Hamming metric. 

Let us now define the set R = {R0 ,R1, .•• ,Rn} of distance relations on X: 

Ri = {(x,y) E x2 I dH(x,y) = i}, i=0,1, •.. ,n. 

We shall call the pair (X,R) a Hamming scheme, using the notation H(n,q) 

for it. (Another terminology is "hypercubic type association schemes" i we 

refer to YAMAMOTO, FuJII & HAMADA [28].) The following properties of H(n,q) 

are easily checked: 

A1. The set Risa partition of x2, the R. are symmetric 
l. 

all i) and R0 is the diagonal(= {(x,x) Ix€ x}J. 

(i.e. R~ 1 
l. 

A2. Let (x,y) € R. The integer p, . k = l{z €,XI (x,y) E R1., k 1, J, 
(y,z) € R.}I 

J 
is a constant; it only depends on (i,j,k). 

We now turn to a more general situation. Let X be a finite set of 

cardinality ~2, and, for a given integer n ~ 1, let R 

set of n+1 relations Rion X satisfying the axioms A1 and A2. Then (X,R) is 

called an association scheme with n classes. This is the concept introduced 

by BOSE & SHIMAMOTO [4]. (According to HIGMAN's terminology, it is a homo-

geneous coherent configuration with trivial pairing [13].) Two points 

x,y € X are said to be i-th associates whenever (x,y) € R, holds. The Pi,j,k l. 

are the intersection nwrbers of the scheme. They satisfy the symmetry 

relations p .. k p. i ki for less trivial identities, the reader is 
l.,J, J, , 

referred to BOSE & MESNER [3]. 
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The case n = 2 corresponds to the strongly regular graphs introduced 

by BoSE [2]. In general, an association scheme (X,R) may be viewed as a 

complete graph on the vertex set X, with n distinct colours c 1, •.. ,cn for 

the edges: the edge (x,y) is coloured in ci if and only if x and y are i-th 

associates, for i=l,2, ••• ,n. 

REMARKS 

(i) Let G be a transitive permutation group on a set X, with 2 S \x\ < 00 , 

and let R = {R0 ,R1 , ••• ,Rn} denote the set of all G-orbits of x2 . Then, 

provided the Ri are synmetric, it is well-known that (X,R) is an 

association scheme. This is called the group oase (cf. HIGMAN [13]). 

For instance, the Hanming schemes belong to the group case. 

(ii) Assume that, for a given scheme (X,R), two points x,y EX are i-th 

associates if and only if they are at distance p(x,y) i in the graph 

(X,R1). Then (X,R1) is called a perfectly regular graph (cf. HIGMAN 

[13]) or a metrically regular graph (cf. DOOB [9]). It can easily be 

seen that an association scheme has such a property of being "generated 

by a graph" if and only if the intersection numbers satisfy p. . k -r 0 
1,J, 

whenever k i+j and 

(p .. k -r 0) • (\i-j\ S k S i+j). 
1,J, 

In this case, we call (X,R) a metric Boheme. The Hamming schemes 

clearly are metric, with p = dH. 

Let Ri be any relation on X. We shall denote by Di the adjaoenoy matrix 

of (X,Ri), i.e. the square matrix of order \x\· over R, having X as row and 

column labeling set, whose (x,y)-entry is 

if (x,y) E Ri, 

otherwise, 

for all x,y EX. The axioms Al, A2 for an association scheme (X,R) can now 

be expressed in matrix form as follows: 

A'l. L D, J (= all-one matrix), D7 = D, for au i, DO I. 
. 1 1 1 
1 

A'2. D.D. D,D. I p, . kDk for au i,j. 
1 J J 1 k i,J, 
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As an immediate consequence, we have the following result, due to BoSE 

& MESNER [ 3]: Let R be a set of n+l relations Ri on X, satisfying Al. Then 

(X,R) is an association scheme, with n classes, if and only if the adjacency 

matrices Di generate an (n+l)-dimensional commutative algebra over lR. 

We shall now examine in some detail the properties of the algebra 

A= <D0 ,D1, ••. ,Dn> of an association scheme (X,R), which we call the Bose­

Meaner algebra. It is easy to show that A is a semisimple algebra, iso­

morphic to lRn+1.In other words, A admits a unique basis (J0 ,J1, ••• ,Jn) of 

rrrinimal idempotents Jk, being mutually orthogonal: J,Jk = o. kJk, and 
l. l., 1 

satisfying LJk =I.Moreover, for a suitable numbering, we have J 0 = lxl- J. 

This structure has been described first by OGAWA [22]. 

Let us write the expansion of the adjacency matrices Dk with respect 

to the basis of minimal idempotents Ji: 

(2.1) D = 
k 

n 
I Pk(i)Ji, 

i=O 
k=0,1, ••• ,n, 

for some real numbers Pk(i), uniquely defined. These are the eigenvalues of 

Dk. Indeed (2.1) yields DkJi = Pk(i)Ji. This shows, in addition, that the 

column spaces of the Ji are the common eigenspaces of all matrices belonging 

to A. We shall denote byµ,, and call i-th rrrultiplioity, the dimension of 
l. 

the i-th eigenspace, i.e. µi = rank(Ji), i=0,1, ••• ,n. We also point out that 

the eigenvalue vk = Pk(O) has an obvious combinatorial meaning, namely 

vk = valency of~= number of k-th associates of a fixed point in X 

(= number of ones in each row of Dk). 

It is often more interesting to characterize an association scheme by 

the eigenvalues Pk(i) rather than by the intersection numbers p, . k' 
l., J, 

although either set of parameters can be derived from the other. In fact we 

shall make use of the eigenma.trioeB P and Q: these are the non-singular 

square matrices of order n+1 defined to be 

P = [Pk ( i) : i, k € { 0, 1, •.. , n}] , 

So Pk(i) is the (i,k)-entry of P. Similarly, Qk(i) will denote the (i,k)­

entry of Q, for i,k=0,1, ••• ,n. Thus, according to (2.1), we have 

n 
(2. 2) lxlJk = I Qk(i)D., 

i=O 1. 

k=0,1, .•• ,n. 

It is easily seen that Q0 (i) = 1 and Qk(O) = µk hold, for all i,k. 

Given an (n+1)-tuple c = (c0 ,c 1, .•• ,cn) of real numbers ci, we shall 
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denote by 6c the diagonal matrix diag(c0 ,c1, ••• ,cn). The following theorem, 

due to YAMAMaro, FUJII & HAMADA [28], exhibits interesting orthogonality 

relations on the eigenmatrices. 

THEOREM 1. 

PROOF. One easily obtains the first identity by expressing JiJk = oi,kJk in 

the basis of matrices Dj. The details will not be given. Then the second 

identity follows from the first one, by use of P = \x\Q-1• D 

When the eigenmatrices P and Qare interchanged, the relations of 

theorem 1 are transformed into each other. This is the first occurrence of 

a nice formal duality appearing at several places in the theory. In this 

respect, one may ask the question whether there exists a dual scheme of 

(X,R), that is, an association scheme (X',R') whose eigenmatrices are P' Q 

and Q' = P. Such an "actual duality" can indeed by defined for certain 

association schemes, such as those admitting an Abelian regular automorphism 

group. (In this case the Bose-Mesner algebras are in fact Schur rings. The 

duality introduced by TAMASCHKE [25] for Schur rings can be used to define 

dual association schemes.) For instance, the Hamming schemes admit a dual. 
2 n 

More precisely, they are self-dual so that one has P = Q, ie. P q I. 

For the Hamming schemes, it turns out that the eigenvalue Pk(i) can be 

expressed as a polynomial of degree k with respect to i: 

! (-q) j (q-1/-j (n=~) (~), 
j=O k J J 

k=O, 1, ••• ,n. 

In fact, the Pk(z) constitute a well-known class of orthogonal polynomials, 

first introduced by KRAWTCHOUCK [16]. Theorem 1, with vk = µk = (~) (q-l)k, 

precisely contains the orthogonality relations on the KrCIJ;)tchouck polynom-

ials: 

n 
l P.(k)P.(k)(kn)(q-1/ 

k=O 1. J 
n(n) i q . (q-1) 0, .• 

l. l.,J 

It can be shown that the association schemes whose eigenmatrix P has such 

"polynomial properties" are exactly the metric schemes. They will be studied 

in section 4.1. 

We conclude the present section with a definition of a class of metric 

schemes that constitute a natural framework for the theory of constant weight 

binary codes, first considered by JOHNSON [15]: for F = {0,1} and an integer 

v ~ 2, the weight of an element x € Fv is the number of coordinates xv being 
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equal to 1. Let X denote the set of elements of a given weight n in Fv, 

with 1 s n S v/2. For k=0,1, ••. ,n, we define the distance relations 

¾ = {(x,y) EX I dH(x,y) = 2k}. 

Then it is easily verified that (X,R) is an association scheme, with n 

classes, for R = {R0 , ••• ,Rn}. We shall call it a Johnson scheme, using the 

notation J(n,v). (The classical terminology is "triangular type association 

scheme".) 

It turns out that, for the Johnson scheme J{n,v), the eigenvalue Pk(i) 

can be expressed as a polynomial of degree k with respect to the variable 

zi = i(v+1-i). Explicit formulae for Pk(i) have been discovered by OGASAWARA 

[21] and by YAMAMOTO, FUJII & HAMADA [28]: 

~ _ k-j (n-j) (n-i) (v-n+j-i) 
l ( 1) k-j . . • 

j=O J J 

On the other hand, it can be shown that the elements of the second eigen­

matrix have similar properties: Qk(i) is a polynomial of degree kin the 

variable zi = i, for all k. Notice that, according to theorem 1, the P- and 

Q-polynomials of the scheme J(n,v) form two families of orthogonal poly-

nomials, with vk = (~) (vt) and µk = (:J - (k~l) • 

3. DISTRIBUTION OF A SUBSET IN AN ASSOCIATION SCHEME 

Let Y be a non-empty subset of X for any given association scheme (X,R). 

We define the inner distribution of Y to be the (n+1)-tuple 

a= (a0 ,a1 , •.. ,an) of rational numbers ai given by 

i=0,1, •.• ,n. 

Thus, ai is the average number of points of Y being i-th associates of a 

fixed point of Y. Clearly, a0 = 1 and Iai = IYI hold. For a metric scheme, 

Y is called a code in (X,R) and a is the distance distribution of the code. 

A central question in the rest of this paper will be the following. 

What can be said about a subset (a "code", a "design") when its inner 

distribution is given? First, however, we wish to characterize those (n+1)­

tuples that are inner distributions of subsets. we shall now establish a 

very useful result in this direction. 
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THEOREM 2. The inner distribution ~ of a:ny subset Y s x satisfies ~Qk 2: o, 
for all k, where Q [Q0 ,Q1, ... ,Qn] is the seaond eigenmatrix of the 

assoaiation saheme (X,R). 

PROOF. We shall make use of the vector u E IR(X), characterizing Y as a sub-

set of x, defined by u(x) = 1 or O according to whether XEYorxE X-Y. 

Then we clearly have \Y\a. = uTD.u. Hence, using (2 .2), we deduce 
J_ - J_-

Now the idempotent matrix Jk is positive semi-definite. Therefore, the right 

member is 2:0 and the theorem is proved. D 

REMARK. Let us briefly indicate an interpretation of theorem 2 in the theory 

of linear codes. When the alphabet Fis a field GF(q), the set X = Fn has 

the structure of a vector space over F. Then a q-ary code of length n is 

called linear whenever it is a subspace of X. The distance distribution a of 

a linear code with respect to the Hamming scheme simply is the classical 

weight distribution: a. is the number of codevectors having weight i. (The 
J_ 

Hamming weight of x E X is the number of non-zero components x\/.) The dual 

Y' of a linear code Y is the set of vectors x EX such that 

x1y 1 + ••• + xnyn = 0 holds for every y E Y. Clearly, Y' is itself linear, 

with dim(Y') n - dim(Y). Then the weight distributions a and a' of Y and 

Y' are related by \Y\a' = aQ, where Q =Pis the matrix of Krawtchouck poly­

nomials Pk(z). This is a version of the celebrated MaaWillia:ms identities 

[20] on the weight distributions of dual linear codes. Thus, in the linear 

case, theorem 2 reduces to the trivial property~ 2: O. We have seen that 

this remains valid for unrestricted codes in Hamming schemes when a' is 

defined as the formal "Krawtchouck-MacWilliams transform" of the distance 

distribution a. 

Theorem 2 leads to linear programrring problems in the theory of subsets 

Y S X whose specific properties can be expressed in terms of linear rela­

tions on theinner distribution with respect to a given association scheme. 

One is interested in upper or lower bounds on the cardinality of subsets 

satisfying these conditions. The linear programming problems in the (n+l)­

tuple a= (a0 ,a1, ••• ,an) of real variables ai, have the following form: 
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f .. a. = O, 
]. , J ]. 

j=l,2, ... ,m, 

V i,k, 

n 
maximize (or minimize) g = I 

i=0 
a .• 

]. 

The first line contains the specifications of the problem, whereas the 

second line contains general necessary conditions (cf. theorem 2). So, since 

g = IYI holds, each subset Y under consideration satisfies the lineax> 

programrm'.ng bounds 

min(g) ~ IYI ~ max(g). 

In fact, we are mainly interested in two types of applications (i.e. in two 

types of matrices [f. . ] ) , that are "dual to each other": 
J.,J 

(i) The aodes with speaified distanae 6, characterized by a 1 a 2 

= a 0_1 = O, for a given o ~ 1. 

(ii) The designs with speaified strength T, characterized by ~Q 1 ~ 2 

= ••• = ~T = O, for a given T ~ O. 

The significance of problem (i) of o-aodes in metric schemes is obvious 

and needs no comment. As for the problem (ii) of T-designs (cf. section 

4.2), we can give no general "combinatorial interpretation" of it. However, 

for the Hamming and Johnson schemes, we have the following result. 

THEOREM 3. A T-design Y in H(n,q) is equivalent to an orthogonal ax>ray 

[AqT,n,q,T], without repeated aolumns, of strength T, having n aonstraints, 

index A, in q synffJols, with IYI = AqT. (This is the concept introduced by 

RAO [23].) AT-design Yin J{n,v) is equivalent to a alassiaal T-design 

SA(T,n,v), without repeated bloaks, on v points, bloak size n, with 

I YI = A ('.J /(~) . ( This is the concept introduced by HANAN I [ 12] and HUGHES 

[14].) 

PROOF. We shall only consider the case of Johnson schemes: (X,R) = J(n,v). 

Let X. denote the subset of {0,1}v formed by all elements of weight i, for 
]. 

i=0,1, .•. ,n. Next, let Y be a non-empty subset of X (= Xn). Given z E Xi, 

we shall denote by Ai (z) the number of "blocks" y E Y such that dH(y,z) = 
= n-i. Then the average value of Ai (z) over Xi is equal to 

A. 
]. 

i=0,1, ... ,n. 



By definition, Y forms a ,-design SA(t,n,v), with A= A1 , if and only if 

Ai (z) is a constant (= Ai), for all z E Xi, whenever i=0,1, ••• ,t. 

On the other hand, it is easy to show, by a counting argument, that 

I <\ (z) - Ai) 2 = 
ZEXi 
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holds, for all i Sn, where~ is the distance distribution of Y. Therefore, 

Y forms a ,-design if and only if the right member vanishes, i.e. 

for i=0,1, .•• ,t. Observing that X itself forms a trivial ,-design, and that 

the distance distribution v of Xis given by the valencies vj, we can also 

write this as follows 

n 
I {jxja. - jYjv.}(n~j) = o. 

j=O J J i 

Since the polynomials r~z) ElR[z], with i=0,1, ••. ,t, form a basis of the 
i 

vector space of polynomials of degree St, the above system is equivalent to 

n 
I {jxJa. - jYjv.}Qk(j) = O, 

j=O J J 

for k=0,1, ••. ,t. (We have used the property deg(Qk(z)) = k of the eigen-

matrix Q.) From the orthogonality relations on 

desired characterization of a ,-design, namely 

k s t. □ 

Q we finally obtain the 

? ajQk(j) = jYjo0 ,k for 
J 

all 

According to theorem 3, we may use the linear programming method in 

order to obtain a lower bound on the index A of orthogonal arrays with given 

t,n,q and of ordinary ,-designs with given t ,n,v. It can be shown that the 

linear programming bound improves the RAO inequality [23] for orthogonal 

arrays as well as the FISHER-PETRENJUK-WILSON inequality [27] for ,-designs 

(cf. section 4.2). 

Similarly, the linear programming method implies several classical 

bounds for the problem of 6-codes in the Hamming and Johnson schemes, such 

as the elementary sphere packing bound, the Singleton bound and the Plotkin 

bound (for references, cf. [8]). A major interest of the method lies in the 

fact that, by use of duality in linear programming, it yields strong 

characterizations for codes achieving the bounds. In particular, the Lloyd 

theorem for perfect codes can be obtained in this manner (see section 4.1). 
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Let us finally introduce the outer distribution of a non-empty subset 

Y S X with respect to a given association scheme (X,R): it is the integer 

matrix B, having X and {0,1, ••. ,n} as row and column labeling sets, 

respectively, the (x,i)-entry being defined as 

B(x,i) = IR. n ({x} x Y) I, 
1. 

for x € X and i=0,1, ••• ,n. Thus, B(x,i) is the number of points in Y that 

are i-th associates of the fixed point x. We shall now establish a useful 

relation between the inner distribution a and the outer distribution B of 

any Y s X. Like before, P and Q denote the eigenmatrices and ~c stands for 

diag(c0 ,c 1, •.• ,cn). 

PROOF. Counting in two different ways the number of triples 

(x,y,y') €Xx Y x Y such that (x,y) € Ri and (x,y') € Rj we obtain the 

identity 

n 
(BTB) (i,j) = IYI l Pi,j,k~· 

k=O 

Define b = ~Q, whence lxl~ = e_P. Using the formulas P.(u)P.(u) 
1. J 

deduced from axiom A'2 we readily deduce 

T 1 n 
(BB) (i,j) = lxi- IYI l b P. (u)P. (u), 

u=O u 1. J 

which is the desired result. 0 

lP• . kpk (u) k i,J, 

It follows from theorem 4 that the rank of the matrix Bis equal to 

the number of non-zero components of the vector ~Q. Notice also that, since 

BTB is positive semi-definite, we have obtained a new proof of theorem 2: 

all components of ~Qare non-negative. 

Let Q0 ,Q1 , •• ,Qn be the columns of Q. Then theorem 4 clearly implies 

the identity 

O~k~n, 

where II . II denotes the euclidean norm. This not only shows that ~Qk ;>: 0 

holds, but also that the vector BQk is zero if and only if ~Qk is zero. 

This property is very useful for actual computation of the outer distri­

butionB. In certain cases, it allows to determine B from the inner 
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distribution a. More details about this matter are given below, in the 

context of metric schemes. The reader shall have noticed the significance 

of the outer distribution in the classical theory of linear codes: the rows 

of Bare the weight distributions of the cosets of the given code (cf. 

section 5). 

4. POLYNOMIAL SCHEMES 

We have mentioned the polynomial properties of the eigenmatrices P and 

Q for the Hamming and Johnson schemes occurring in the classical theory of 

codes and designs. In the present section, we shall take these properties 

as axioms and set up the bases of a general theory of "codes and designs in 

polynomial schemes". The main idea consists in trying to derive as much 

information as possible about a code (or a design) from its inner distri­

bution, and,more precisely, from certain fundamental parameters depending 

on the inner distribution. 

DEFINITION. Let z0 ,z 1 , ••. zn be distinct non-negative real numbers, with 

z0 = 0. Assume that the entries of the eigenmatrix P can be written as 

i,k=0, 1, .•. ,n, 

where ~k(z) E JR[z] is a polynomial of degree k. Then the given association 

scheme is said to be P-polynorrrial with respect to the zi. A Q-polynomial 

scheme is defined analogously from the properties of the eigenmatrix Q. 

We recall that the Hamming and Johnson schemes are P-polynomial for 

zi i and zi = i(v+l-i), respectively. They both are Q-polynomial for 

zi i. In fact, there exist several other families of association schemes 

having the P- and Q-polynomial properties. Some of them also have interest­

ing applications in coding theory. 

The orthogonality relations of theorem 1 can be interpreted as follows. 

For a P-polynomial scheme, ~0 (z),~1 (z) , •.. ,~n(z) form a class of orthogonal 

polynomials over the set {z0 ,z1, ••• ,zn}, the weight function w being given 

by w(zi) = µi. Moreover, it can be shown that the sum polynorrrials 

with k=0,1, .•• ,n-1, form a class of orthogonal polynomials over the set 
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{z 1,z2 , ••• ,zn} for the weight function w'(z) = zw(z). The dual results hold 

in the theory of Q-polynomial schemes, the weights being w(zi) vi and 

w'(zi) = zivi. 

4.1. P-polynomial schemes 

It turns out that a given association scheme is P-polynomial if and 
2 only if it is metric, as defined in section 2. Thus the mapping p, of X 

into {0,1, ..• ,n}, given by p(x,y) i whenever (x,y) E Ri, is a distance 

function on X. (It is the natural distance in the graph (X,R1).) 

A code Y, that is, a non-empty subset Y ~ X in a metric scheme (X,R), 

will be characterized by two parameters, d and r, both deduced from the 

distance distribution a: 

(i) The minimum distanced is the largest integer ~1 such that ai 

for i=0,1, ••• ,d-1. 

00 . 
,i 

(ii) The external distance r is the number of non-zero components of the 

n-tuple (~Q1,~Q2 , ••• ,~n). 

We shall only consider non-trivial cod.es, i.e. proper subsets of x 

containing at least two elements. Then the parameters satisfy 1 ~ r, d ~ n. 

The significance of dis obvious: it is the smallest positive value assumed 

by the distance function p(x,y) for x,y € Y. As for the external distance r, 

our terminology is based on the following result. 

THEOREM 5. Each point of xis at distance ~r from at least one point 

belonging to the code Y: 

min p(x,y) ~ r, 
yEY 

Vx EX. 

PROOF. Let us first define the following two subsets of {0,1, ••• ,n}, with 

equal cardinalities: K = {0,1, ••• ,r} and L = {k I ~Qk ~ O}. We shall denote 

by B, P and l the restrictions of the matrices B, P and 6 to the sets 
aQ 

Xx K, L x Kand L x L, respectively. Then the equation of theorem 4 implies 

By definition, l is a non-singular diagonal matrix. On the other hand, from 

the P-polynomial property it clearly follows that Palso is non-singular. 
-T-Hence BB is non-singular and we deduce rank(B) = rank(B) = r+l. In other 
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words, the columns B0 ,B1, .•• ,Br of B form a basis for the column space of B. 

So, since a row B(x) of B cannot be identically zero, at least one of the 

integers B0 (x) ,B1 (x) , ••• ,Br(x) must be non-zero, for every given x € X. 

Remembering that Bi(x) is the number of points y € Y such that p(x,y) = i, 

we obtain the desired result. D 

It must be observed that, in general, r is not the "true external 

distance": there may exist no point x € X at minimum distance r from the 

code Y. As an easy consequence of theorem 5 we deduce an interesting 

inequality, first discovered by MAcWILLIAMS [19] for linear codes, 

THEOREM 6. For any code, l(d-1)/2J ~ r hotds. 

PROOF. Let us define the spheres S (y) = {x €XI O ~ p(x,y) ~ e}, of 
e 

radius e = l(d-1)/2j, centred at the points y € Y. By definition, these 

spheres are mutually disjoint. So, any point x0 € X at distance e from some 

y € Y is at minimum distance e from Y. According to theorem 5, this implies 

e ~ r. D 

Moreover, it can be shown that the equality e = r holds if and only if 

the spheres Se(y) form a partition of X, for y running through Y. In this 

case, by extension of the classical notion, Y is called a perfect code of 

order e. This concept has also been independently introduced and investi­

gated by BIGGS [1] in the context of distance transitive graphs (which cor­

responds to the group case for metric schemes). 

In connection with theorem 6, let us mention the following two bounds 

on the cardinality of any code with given parameters d and r: 

(4.1) 

withe= l(d-1)/2j. The left member is the obvious sphere packing bound. The 

right member is the "covering bound", which easily follows from theorem 5. 

It turns out that, if one of the bounds is achieved, then so is the other. 

Therefore, we may take either equality in (4.1) as a definition for perfect 

codes. 

Let us now mention, without proof, a generalized version of the Lloyd 

theorem [1,7,8,17] which yields a strong necessary condition for perfect 

codes. 
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THEOREM 7. Let there exist a perfect code of order e in a P-polynomial 

(= metric) scheme, Then the sum polynomial 'I' (zl admits e distinct zeros in 
e 

the set {z1,z2 , .•. ,zn}, namely those zk such that ~Qk f 0. 

From the fact that '!'0 (z),'l' 1 (z), .•. ,'l'n-l (z) form a class of orthogonal 

polynomials, it is possible to derive explicit expressions for the distance 

distribution of a perfect code. In fact, it turns out that the full outer 

distribution of perfect codes of a given order only depends on the para­

meters of the scheme. 

Unfortunately, there are "very few" perfect codes in the classical 

coding schemes. (We refer to VAN LINT [18].) Let us now define a weaker 

property, which however seems interesting: the complete regularity. A code 

Y is called completely regular if the row B(x) of its outer distribution 

only depends on the minimum distance between x and Y, for all x EX. The 

following theorem contains a sufficient condition for this property, in 

terms of the fundamental parameters. 

THEOREM 8. If the minimum distance d and the external distance r of a code 

satisfy d ~ 2r-1, then the code is completely regular. 

This result not only applies to perfect codes (d = 2r+l), but also to 

the nearly perfect codes defined by GoETHALS & SNOVER [11] and to the uni­

formly packed codes introduced by SEMAKOV, ZINOV'EV & ZAITZEV [24]. 

4.2. Q-polynomial schemes 

The theory is formally similar to that of the preceding section. One 

would of course like to know an intrinsic interpretation of the concept of 

Q-polynomial schemes (i.e. the "dual" of the metric property) • Unfortu­

nately, this is an unsolved question, although some useful algebraic 

criteria are known for the Q-polynomial property. 

We shall now investigate the dual notion of a code in a metric scheme. 

A design Y is a non-empty subset Y s X for a Q-polynomial scheme (X,R); it 

will be characterized by two fundamental parameters, t ands, deduced from 

the inner distribution a: 

(i) The maximum strength tis the largest integer ~Osuch that 

~Qk = IYloo,k for k=0,1, .•. ,t. 



(ii) The degrees is the number of non-zero components of then-tuple 

(a1,a2,···•an). 
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We shall only consider non-trivial designs (i.e. assume 1 < !YI < lxll. 
Then 1 $ s, t+l $ n holds. The interpretation of the degree is clear: sis 

the number of distinct colours appearing in the subgraph of (X,R) whose 

vertex set is Y. The meaning of the maximum strength is less obvious; it 

must be discovered in each particular case. For the Hamming and Johnson 

schemes, the significance oft-designs of strength t has been emphasized in 

theorem 3. This motivates a study oft-designs in general Q-polynomial 

schemes. 

The following result is dual to theorem 6 about codes in metric 

schemes (for the correspondence t ++ d-1, s ++ r). 

THEOREM 9. For any design, lt/2J $ s holds. 

PROOF. Let a be the inner distribution of Y. Assumes< e = Lt/2J. Then 

there exists a polynomial f(z) € JR[z], of degree e, vanishing at each point 

zi such that ai f O, for i=0,1, ••• ,n. Consider the expansion of (f(z)) 2 , 

which has degree $t, in the basis of polynomials ik(z) associated to the 

eigenmatrix Q: 

(The real numbers bk are uniquely derived from the values f(zi) by the 

formulas ]Xlbk = l P. (kl (f(z.)) 2.) Using ik(z.) = Qk(i), we obtain 
i ]. ]. ]. 

n 2 t 
l a. (f(z.ll l bk(~Qk) = b0 JYI. 

i=O i i k=O , 

Now, by definition of f(z), the left member is zero, whereas the right 

member, being equal to lxi-1 1YI I.v. (f(z.)) 2 , is strictly positive. The 
]. ]. ]. 

desired inequality e ~ s follows from this contradiction. D 

We have seen that l(d-1)/2J = r can be taken for the definition of a 

perfect code of order e in a metric scheme. Analogously, we take the equal­

ity Lt/2J = s as a definition of a tight design of degrees in a Q-poly­

nomial scheme. It turns out that this coincides with the concept introduced 

by WILSON [26] for classical t-designs (in the Johnson schemes). In the case 

of Hamming schemes, a tight design is equivalent to a generalized Hadamard 

code [7]. 



154 

The result of theorem 9 can also be viewed as a direct consequence of 

the following two inequalities (dual to those of (4.1)): 

e s 
(4.2) I µi ~ IYI ~ I µi, 

i=O i=O 

withe Lt/2J. The left bound is due to RAO [23] for the Hamming schemes 

and to WILSON & RAY-CHAUDHURI [27] for the Johnson schemes (where it takes 

the simple form !YI ~ (v)l. As for the right bound, it has been first dis­
e 

covered by WILSON [26] and by the author [7] in the case of Johnson and 

Hamming schemes, respectively. 

It turns out that, if one of the bounds (4.2) is achieved, then so is 

the other. Therefore, we may take either equality in (4.2) to define tight 

designs. Let us also mention a dual of the Lloyd theorem, extending known 

results on classical tight designs [26] and generalized Hadamard codes [7]. 

THEOREM 10. Let there exist a tight design of degrees in a Q-polynomial 

scheme. Then the sum polynomial 1 (z) admits s distinct zeros in the set 
s 

{z 1,z2 , ••• ,zn}, namely those zk such that ak i o. 

The above result implies that the s colours of the subgraph of (X,R) 

having Y as vertex set are determined from the parameters of the scheme, 

when Y is a tight design. Moreover, it can be shown that this subgraph 

itself is a Q-polynomial association scheme, withs classes. This is a 

particular case of a more general result (to be compared with theorem 8): 

THEOREM 11. If the ma:dmum strength t and the degrees of a design satisfy 

t ~ 2s-2, then the design carries a Q-polynomial scheme, withs classes. 

Fors= 2, this theorem has been discovered first by G::)ETHALS & SEIDEL 

[10] in the case of Johnson schemes and by the author [6] in the case of 

Hamming schemes (at least for linear codes). This led to some interesting 

constructions of strongly regular graphs. Recently, CAMERON [SJ also 

obtained theorem 11 for designs of any degrees in a Johnson scheme. 

5. APPLICATION. LINEAR CODES IN HAMMING SCHEMES 

In the preceding section we have exhibited a formal duality between 

the theories of P- and Q-polynomial schemes, between the concepts of codes 

and designs, both characterized by a pair of fundamental parameters. In 
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Hamming schemes this duality becomes actual for the class of linear codes 

(or designs). We recall that the eigenmatrices P and Q of a Hamming scheme 

H(n,q) are equal, and they are determined from the Krawtchouk polynomials. 

For a given linear code Y of length n over GF(q), the Hamming weight 

of an n-tuple over F = GF(q) is defined to be the number of its non-zero 

components. Let w1,w2 , ••• ,ws be the values assumed by the Hamming weight 

over non-zero elements of Y. Thew. are called the weights of Y. The degree 
l. 

of Y clearly is equal to the number of distinct weights, and the minimum 

distance is equal to the minimum weight. 

We shall denote by Y' the dual of the linear code Y. Then the respect­

ive weight distributions a and a' of Y and Y' are related by the MacWiZ­

Zi01ns identities JYI.!:,' = .!:,Q. Let d,r,t,s be the four fundamental parameters 

of Y and d' ,r',t',s' the corresponding parameters of Y'. Then it immediately 

follows from the Macwilliams identities .that we have 

d' = t+l r' = s t' = d-1 s' = r 

Consequently, a linear tight design (= generalized Hadamard code) is 

nothing but the dual of a linear perfect code (that is, a Hamming code, a 

Golay code, or a binary repetition code of odd length). 

Finally, let us mention a criterion for a linear code Y having s 

weights to carry an association scheme withs classes. By definition, the 

row B'(x) of the outer distribution matrix B1 of Y' is the weight 

distribution of the coset code x+Y', for any given x € X = Fn. We shall de­

note bys* the number of distinct weight distributions B' (x), with xi Y'. 

It follows from theorem 4 that the degrees of Y (i.e. the external dis­

tance r' of Y') is equal to rank(B')-1. Hence,'s $ s* holds. It turns out 

* that we haves= s if and only if the code Y carries a subscheme, withs 

classes, of the Hamming scheme H(n,q). Moreover, this subscheme admits a 

dual (cf. section 1), which has a natural representation on the cosets of 

Y' in X: two cosets are associated according to the weight distribution of 

their difference. 
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RECENT RESULTS ON PERFECT CODES AND RELATED TOPICS 

J.H. VAN LINT 

Technological University, Eindhoven, The Netherlands 

1. INTRODUCTION 

In this paper we will use the framework and terminology explained by 

DELSARTE in the previous paper [3]. We consider perfect codes in the 

Hamming and Johnson schemes and in association schemes corresponding to 

distance-transitive graphs. For these schemes we illustrate some recent 

examples and concentrate on the recent developments concerning non­

existence proofs. Here the main tools are the sphere packing bound {cf. 

[3, § 4.1]) and LZoyd's theorem [3, Theorem 7]. 

The completely regular codes briefly mentioned by DELSARTE contain 

two classes which have properties similar to the perfect codes. The most 

interesting of these properties is that such codes can be used to construct 

t-designs. The search for such codes started a few years ago. Again we 

will illustrate some examples and prove some non-existence theorems. 

2. HAMMING SCHEMES H{n,q) WITH q A PRIME POWER 

Let q = pr {pa prime). We consider a perfect e-error-correcting code 

Y, i.e. a perfect code of order e. The minimum distance of Y is d = 2e+l. 

Fore= there are many known examples of perfect codes {cf. [7]). For 

e > 1 one always has the trivial example e = n and IYI = 1. For q = 2 and 

n = 2e+l the repetition code Y := {(0,0, •.• ,0),(1,1, ..• ,1)} provides an 

example. Besides these there are 2 non-trivial perfect codes known as the 

Golay codes {cf. [7]). The parameters of these codes are n = 23, q = 2, 
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e = 3 respectively n = 11 I= 3, e = 2. For both of these codes it was 

shown recently [4], [12] that they are unique (up to translations and 

permutations of coordinate places). In 1970 VAN LINT [8] proved that if 

there are any other perfect codes then they have e > 3 and pie. A year 

later TIETAVAINEN [13] proved that if e ~ 3 and p ~ e then there is no 

perfect code of order e in H(n,q), thus completely settling the problem 

for the case where q is a prime power. The same result was obtained in­

dependently by ZINOV'EV & LEONT'EV [15]. All these theorems had quite 

complicated proofs. A few months ago TIETAVAINEN [14] succeeded in short­

ening the proof considerably for q > 2. It turns out that very little more 

is needed if q = 2. We shall present the complete proof below. 

We remind the reader of the definition of the J(rC11,Jtchouk polynomial 

¾(n,q;u) of degree k: 

(2.1) ¾<n,q;u) := 

The sum polynomial ~e occurring in Lloyd's theorem which we quote below is 

e 
(2. 2) ~ e (x) := Ke (n-1,q;x-1) I 

i=0 

The two necessary conditions for the existence of a perfect code of order 

e in H(n,q) mentioned in [3] are 

(2.3) 
k 

q 

for some integer k (cf. [7]) and Theorem 7 of [3] which states 

(2.4) { 
~e has e distinct zeros x1 < x2 < ••• < xe which are integers 

in [ 1,n]. 

The following properties of ~e and its zeros are easily obtained by sub­

stitution or by calculating suitable coefficients of fe. 

e 
(:)(q-l)i (2.5) ~ (0) I e i=0 

(2.6) ~ ( 1) 
e 

(n~l) (q-l)e 
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(2. 7) 
e 

e(n-e) (q-1) e(e+l) I x. +---
i=l 

J. q 2 

(2.8) 

e 
ne (q-1) I x. s (for q > 2) , 

i=l 
J. q 

e 
(2.9) IT 

-e 
x. e!q 'l'e(O) 

i=l 
J. 

e 
(2.10) IT (x.-1) 

-e = e!q 'l' (1) 

i=l 
J. e 

For integral values of x between 1 and n the terms of the sum in (2.2) 

alternate in sign. Since the terms decrease in absolute value, with in­

creasing i, for x < (n-e;l} ~q:!) + e we have (if 'l'e has integral zeros) : 

(2. 11) (n-e+l) (q-1) + e 
xl <! q - 1 + e 

It was suggested by D.H. SMITH that the following lemma could prove 

to be useful in non-existence proofs of perfect codes. 

LEMMA 1. If a non-triviaZ perfect code of order e in H(n,q) exists then 

(i) if q > 2 , 

(ii) e 2 + 4e + 2 if q = 2 • 

PROOF. Let Y be a non-trivial perfect code of order e and let 

~ (a0 ,a1 , ... ,an) be the distance distribution of Y. Then we have 

e!n! (q-l)e+l { (n-e-1) ! (2e+l) ! }-l 

l st:.!. 2 
2a2e+l {e+l (n-e -3e-1) + e} 

and 
2 -1 

a 2e+3 = a 2e+l (n-2e-1) (n-e -4e-2) {(2e+2) (2e+3)} if q 2. 

Then (i) and (ii) follow from the observation that a 2e+2 <! 0 and a 2e+3 ~ O. D 

We need one more concept which will play an important role in the non­

existence proof. we define for n E JN 



(2.12) a (n) := max{m € lN I min, pi-m} , 
p 

161 

i.e. a (n) is the largest divisor of n which is not divisible by p. 
p 

We call n 1 and n2 p-equivalent if ap(n1) = ap(n2 ). 

Since one can explicitly determine the zeros of ~2 it is easy to show 

that the ternary Golay code is the only non-trivial perfect code of order 

2 (cf. [7]). In the following theorem we therefore take e > 2. 

THEOREM 1. If~ pr, e > 2 then there is no perfect code Y of order e, 

with IYI > 2, in H(n,q). 

PROOF. Assume Y is a perfect code of order e < (n-1)/2 in H(n,q). For the 

zeros of ~ewe find from (2.3), (2.5) and (2.9) 

(2. 13) 

and hence 

k-e e!q 

e! . 

It follows that there are zeros x.,x. which are p-equivalent or 
l. J 

{a (x1),a (x2), ••• ,a (x )} = {1,2, •.• ,e}, i.e. p > e ~ 3. In the latter 
P P P e 

case there is a zero xi= pa and a zero xj = 2pS and then either xi~ 2xj 

or xj ~ 2xi. Hence we always have 

(2.14) 

Now by (2.5), (2,8), (2.14) and the arithmetic-geometric mean inequality 

we find 

(2.15) 

If q 

e -e -e 
(q-1) q n(n-1) .•• (n-e+l) < e!q 'Pe (0) 

e 
2 the final expression is ~(n+l) 

9 2 

e 
n 

i=l 

8 e -e e 
~ 9 (q-1) q n 

(for q > 2). 
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Now let q > 2. From (2.6) and (2.10) we find qel<n-1) .•. (n-e) and 

therefore 

(2 .16) 
2 e(r --1-) re-[e/p]-[e/p ]-... p-1 

n > P > P 

By (2.15) we have 

1 _ e(e-1) < n(n-1) ••. (n-e+l) s 8 
2n e 9 

n 

i.e. 

9 
n < 2e(e-1) 

and hence (2.16) implies 

, i.e. e s 11. 

It then follows that q S 8 and n S 495. In 1967 (cf. [9]) a computer 

search had found all solutions of (2.5) for n s 1000, q S 100, es 1000. 

This yielded no new codes. Hence for q > 2 the proof is finished. 

For the case q = 2 (n # 2e+l) we do not have an inequality of type 

(2.16). We now have to use lemma 1 to get a lower bound on n and generalize 

the method used above to obtain an upper bound. Starting from (2.14) one 

shows by induction that 

s 

TT ~i 
i=l 

s 

I 
i=l 

if ~1,~ 2 , ••• ,~s are 2-equivalent. Then in the same way as above the 

arithmetic-geometric mean inequality yields 

(2.17) 

if x 1 ,x2 , ... ,xe are divided over m equivalence classes under 2-equivalence. 

This means that if we can prove that ms e-6 then the analogue of (2.15) 

extended by (2.17) gives us 

n(n-1) ••. (n-e+l) < [~]\n+l)e, 

i.e. n < e 2+e, which contradicts inequality (ii) of lemma 1. 

In the proof of the remaining step we let p(x) denote the product of 

the odd integers s x. Then 



Furthermore, 

and 

-[~] 

a 2 (ei) s p(e)[~]!2 4 < 

< p(e)e 

[e+l]-m 
2 p(e) s p(2m)e 

[~]-5 
2 (for e ~ 16) • 

p(2m) • 

Combining these inequalities we find 

i.e. ms e-6 (fore~ 16). Hence the proof is complete fore~ 16. 
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This leaves es 15 and then by (2.15) n < 1000 and we again refer to 

the computer. search. D 

Admittedly the case q = 2 is still rather messy. However, it seems 

likely that further simplifications of the proof are possible. We advise 

the reader to study the proof given here carefully in order to appreciate 

the great difficulties that arise when one tries to generalize to values 

of q which are not prime powers. In the next section we will see that even 

the case e = 2, where one can explicitly determine the zeros of ~e' is 

difficult. 

3. HAMMING SCHEMES H(n,q) WITH q NOT A PRIME POWER 

If q is not a prime power the sphere packing condition no longer has 

the form (2.3) which is replaced by 

e 
(3. 1) }: 

i=O 

n 
q 

The other necessary condition for the existence of a perfect code still 

has the form (2.4). 
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Condition (3.1) is satisfied fore= 1 and n = q+l. It has been 

shown that a perfect code of order 1 in H(7,6) does not exist. As far as 

we know this is the only case where non-existence has been proved (for q 

not a prime power). Attempts to generalize the non-existence proofs for 

e ~ 2 have failed up to now because (3.1) is so much weaker than (2.3) 

that as a consequence (2.13) is replaced by a weaker statement. But even 

if (2.13) remained true the idea of splitting the zeros of re into equiv­

alence classes, which was the essential step in section 2, cannot be 

generalized. 

As a small step on the road to complete understanding of perfect 

codes we shall completely treat the case q = 10, e = 2 since the alphabet 

of 10 symbols is of practical interest and this case illustrates how some 

of the ideas of section 2 can still be used. 

We assume that a perfect code of order e in H(n,q) exists. From now 

on we take q = 10 but continue to use the symbol q in view of application 

to other examples. We shall keep e arbitrary as long as possible and then 

specialize toe= 2. The sphere packing bound now reads 

e 
(3.2) I 

i=0 

k a 
qp 

where p = 2 or p = 5. We define p by q 

find by subtraction that 

- . ~n 
pp. Since li=O 

n 
q we 

Fore~ 2 this implies that a= 0 (mod 6). For the zeros of re we again 

have (2.8) and (2.11). Instead of (2.9) we have 

(3.3) 
e 

TT xi 
i=l 

k-e a 
e!q p 

Furthermore we find from (2.6) and (2.10) in precisely the same way as 

(2.16) the inequality 

(3.4) 

(from the fact that Se divides (n-1) ••• (n-e)). 

Next we remark that the argument of (2.15) still holds if 2x1 ~ xe. 

This would again yield the inequality n < ~e(e-1), which contradicts (3.4). 

Hence we now have 



(3.5) > X 
e 

THEOREM 2. There is no perfeat aode of ord.er 2 in H(n,10) for n > 2. 

PROOF. Assume on the contrary that such a code exists. By the sphere 

packing bound we have 

(3.6) 

Since 292 - 41 = 8q2 we find by subtraction 

(3.7) 
k a, 2 

36(9n+ll) (n-2) = 8(q p -q) • 

Lloyd's theorem states that the zeros x 1 ,x2 of 

(3.8) 
2 9 k-2 a, x - {5(n-2)+3}x + 2q p 

are integers between 1 and n. 

We can already draw the following conclusions: 

(3. 9) 

(3.10) 

n - 2 (mod 5) , 

k ;?; 2 , 

the latter because x 1x2 is an integer only if k;?; 2 or k = 1 and p = 5 

but in that case x 1x2 = 5a-l which contradicts (3.5). From (3.9), (3.10) 

and (3.7) we find that n = 2 (mod 25) and using this we see from (3.8) 
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that x 1 + x2 t 0 (mod 5). It follows that one of the zeros is a power of 2. 

Let 

(where we no longer require x 1 to be the smaller of the two zeros). 

We consider the equation (3.7) mod 32. The right-hand side is 0 and there­

fore we have two possibilities to consider, namely n = 2 (mod 8) and n = 5 

(mod 8). 

Case i n = 2 (mod 8). In (3.8) one of the zeros is odd and since x 1 # 1 

we must haveµ 0. Furthermore, x 1 + x2 is divisible by 3 which 

implies that v + a is odd. We now return to the sphere packing 

bound (3.6) with the knowledge that 

~(n-2) + 3 = 2v + 5cr (v+cr odd) • 
5 
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Substitution yields 

i.e. 

which is a contradiction. 

k a 
8•10 •p 

Case ii n = 5 (mod 8). We now have x 1 + x2 = 2 (mod 8) and since (2.11) 
a implies x1 F 2 we must have x2 = 2•5. Again we substitute in 

(3.6). we find 

-5•2v+2 = 40 (mod 25), i.e. v - 3 (mod 4) 

and 

24 ,520+2 - 23,5a+l = 40 (mod 64) unless k = 2 and p = 5 

If k = 2 and p = 5 then x 1 = 16 and hence by (2.11) n $ 20 

contradicting n - 2 (mod 25). So we must have a even. Then 

x + x = 2v + 2•5° - 1 (mod 3) 
1 2 

which contradicts (3.8). 

This completes the proof. D 

Of course this is an isolated example of a non-existence proof. 

In order to generalize this, e.g. to all q which are twice a prime, more 

ideas are necessary. We hope that some of the ideas used above will prove 

fruitful in future research on perfect codes. 

4. JOHNSON SCHEMES J(n,v) 

Let n = 2e+1 and v = 2n. We consider the two word code 

Y := {(1,1, ••• ,1,0,0, ••• ,0),(0,0, ..• ,0,1,1, .•• ,1)} which we can interpret 

as an analogue of the repetition code in a Hamming scheme. Clearly every 

element of J(n,v) has distance$ e to exactly one of the elements of Y, 

i.e. Y is a perfect code of order e. These examples and the perfect codes 

with IYI = 1 and e = v we again consider trivial. No example of a non­

trivial perfect code in J(n,v) is known. In a search for such codes one 
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quickly sees that it is again the sphere packing bound which is difficult 

to exploit. We shall briefly illustrate the case e = 2. We then have the 

two necessary conditions for the existence of a perfect code of order 2 

in J(n,v): 

(4. 1) 

(4. 2) 4'[1 2 (x) x 2 + {2n2 - 2vn + v - 6}x + 

4 3 2 2 2 + {n - 2vn + (v +v-S)n + (-v +Sv)n + 4} 

has two zeros which are both integers of the form i(v+l-i) with Os i $ n. 

So far the only solutions to these two conditions which we have been able 

to find correspond to trivial codes. 

5. OTHER METRIC SCHEMES; GRAPHS 

Let X be the set of rowvectors with 7 coordinates, three of which are 

1 and the others O. For ~,y EX we define 

p(~,y) 

p(~,y) 

1 if (~,y) 

2 if (~,y) 

3 if (~,y) 

0 

2 

where (~,y) is the inner product over lR. It is easy to check that this 

is a distance function for X. With each vector in X we associate a vertex 

v(~) of a graph G and we join the vertices v(~) and v(xl by an edge iff 

p(~,Xl = 1. It turns out that p(~,y) is the distance of v(~) and v(Il in 

the graph G. It is straightforward to check that the distance p defines 

a metric scheme in the sense of Remark (ii) of [3,§2]. 

G is a perfectly regular graph with valency v 1 4. Let Y be the set of 

7 rowvectors of the incidence matrix of PG(2,2). If~ and y are two dis­

tinct rows of Y then clearly p(~,y) = 3. Since lxl = 35 we have 

i.e. equality in the sphere packing bound [3, § 4.1, formula (3)]. 

Hence Y is a perfect code of order 1 in the metric scheme. This is the 

first example given by BIGGS [1] in his paper on perfect codes in distance-
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transitive graphs. In [2J a number of other examples is given, all with 

e = 1. We have illustrated the example here in the setting of [3J. In both 

points of view it is clear that proving that Y is a perfect code is easy 

compared to showing that we have a metric scheme to start with. In the 

terminology of graph theory the difficult problem is to show that G is a 

distance-transitive graph and not to find the perfect code. Theorems of 

the type we discussed for the Hamming schemes were possible because we had 

an infinite class of schemes in which we could search for perfect codes. 

It does not seem likely that this will be the case for distance-transitive 

graphs. So even though we still have Lloyd's theorem as a tool we do not 

know where to use it. It would be extremely interesting if a perfect code 

of order e > 1 would be found in a scheme of the type considered here. 

Of course the Golay code is such a code and there is a code derived from 

the Golay code which is also of order 3 (0. HEDEN, private communication) 

but this code is essentially the same as the Golay code. An example not 

corresponding to a Hamming scheme is not known. 

6. NEARLY PERFECT CODES 

In this section we discuss a class of completely regular codes namely 

the nearly perfect codes introduced by GoETHALS & SNOVER [SJ. 

JOHNSON [6J proved the following extension of the sphere packing bound 

(see also section 7): 

LEMMA 2. If Y is a code with minirrrum distanced= 2e+l in x := H(n,2) then 

(6. 1) /x/ . 

If e+l divides n+l then this reduces to the sphere packing bound. 

It is well known that (e+l) / (n+l) is a necessary condition for the exis­

tence of a perfect code in H(n,2). The code Y is called nearly perfect if 

equality holds in (6.1). From the proof of (6.1) it immediately follows 

that if Y is a nearly perfect code then for every~ EX with p(~ 1 Y) > e 

there are exactly [n/(e+l)J points y E Y with p(~,y) = e+l. Furthermore, 

it follows that if p(~,r) = e for some y E Y, then there are exactly 

[(n-e)/(e+l)J points~ E Y with p(~ 1 ~) e+l. In fact, such a code Y is 

completely regular. The distance distribution of Y is determined in [SJ. 
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The following theorem is an example of the theorems given in [ SJ show­

ing the importance of nearly perfect codes in the theory of designs. We 

shall interpret a point of Y as the incidence vector of a subset of a set 

S of n points. 

THEOREM 3. If Y is a nearly perfect code with minimum distanced= 2e+l in 

x H(n,2) and OE Y then the words of weight din Y form an e-design with 

A [(n-e)/(e+l)J. 

PROOF. Any e-subset Dof S corresponds to a point~ EX with weight e, i.e. 

distance e to O. We mentioned above that x then has distance e+l to exactly 

A points of Y each of which therefore has weight 2e+l. Hence Dis a subset 

of exactly A sets corresponding to code words of weight 2e+l. D 

It is also shown in [SJ that such designs can be extended to (e+l)­

designs. 

The non-linear codes known as the Preparata codes (cf. [lOJ) have 

n = 4m-1, IYI = 2n-r where r = 4m-1 (m ~ 2), and d = 5. By substitution we 

see that these codes satisfy (6.1) with equality, i.e. they are nearly 

perfect. We thus obtain an infinite class of 3-designs. 

Of course the question now rises whether nearly perfect codes with 

e > 2 can be found. (From now on we exclude perfect codes.) The definition 

alone is enough to show that the answer is negative fore= 3 and e = 4. 

GoETHALS & SNOVER mention this in their paper without giving the proof. 

We present their proof here. 

THEOREM 4. Except for the known perfect codes there are no nearly perfect 

codes with minimum distance 7 or 9. 

PROOF. 

(i) Suppose n 1 3 (mod 4). Let n+l - s (mod 4) wheres= 1,2 or 3. 

Then substituting this and e = 3 in (6.1) yields 

(6.2) 

This can be written as 

Ifs= 1, i.e. n = 0 (mod 4), we find from (6.3) 
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I I 2 n+1 
Y (n+2) (n -n+4) "'3•2 

and hence (n+2) 16 which gives us n 4, which does not correspond to 

a nearly perfect code. Ifs= 2 or 3 we obtain from (6.3) 

IYI (n+l)n(n+s-1) "' 6{2n - IYI} , 

where IYI "'2k or 3•2k (k < n). This implies that 

Here the left-hand side is= 0 (mod 4) and the right-hand side is 

= 2 (mod 4), a contradiction. 

(ii) We now consider the case e = 4. Let n+1 = s (mod 5), wheres= 1,2,3 

or 4. Again we substitute in (6.1) and replace n+l by m. We find 

J: 
3 2 

if 1 (m -Sm +14m+ 8) s = 

3•2n+3/IYI 
(m3-4m2+ 7m+20) if s 2 

[: 
(m3-3m2+ 2m+24) ifs 3 

3 2 
m+26) 4 (m -2m - if s = 

Clearly 16 t m and therefore m I 24 which leaves only a finite number 

of cases which are all easily ruled out. D 

Of course the first really interesting case is e = 5 since it could 

lead to a 6-design. In this case we were not able to do anything with (6.1) 

alone. However, GoETHALS & SNOVER also proved that there is an analogue of 

Lloyd's theorem for nearly perfect codes. We quote the theorem. 

THEOREM 5. Let there exist a nearZy perfeat aode in H(n,2) with minirrrum 

distanae 2e+1 and Zet n+1 % O (mod e+1). Then the poZynomiaZ 

(6. 4) 

(where ljl (x) is the poZynomiaZ of (2.2) with q = 2) has e+1 dietinat inte­
e 

graZ zeros between 1 and n. 

As was to be expected the case e 

either. 

5 does not yield any solutions 



THEOREM 6. There is no nearly perfect code with rrrininrwn distance 11 in 

H(n,2) for n > 11. 
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PROOF. Assume that Y is such a nearly perfect code. We write n = 6v+i 

where i = 0,1,2,3 or 4 (since i = 5 is excluded by the theorem on perfect 

codes). By substitution in (6.1), taking e = 5, we see that IYI is either 

a power of 2 or 5 times a power of 2. Hence we have 

(6. 5) 

where a= 1 or 5. As in the case of perfect codes the left-hand side of 

(6.5) is Q(O). By substitution we see that Q(l) > O. 

In the same way as (2.7) and (2.9) we find the sum and product of the 

zeros of Q: 

6 
(6.6) I x. 3 (n+l) I 

i=l l. 

(6.7) 
6 

[n:1]6 ! 2r-6/a TT x. 
i=l l. 

We observe that Q(n+l-x) = Q(x), i.e. 

(i=l,2,3). 

we now introduce the variable z 

then find that 

2 
:= (2x-n-1) • On substitution in (6.4) we 

(6. 8) * 3 2 2 Q (z) := z + 5(-2n+5-i)z + {15n + 10(3i-5)n - (70i-19)}z + 

- 15(i+1) (n-1) (n-3) 

2 has three integral zeros z. := (2x.-n-1) , i=l,2,3. Again a simple compu-
l. *l. 

tation shows that Q*(O) < 0 and Q (8) > 0. Hence by theorem 5 either n is 

* * even and Q (1) = 0 or n is odd and Q (4) 

* and Q (1) = -15i(n-2)(n-4) = 0 only if i 

O. However Q*(4) < 0 for i > 0 

0. Hence we now know that n = 6v 

and that x3 = 3v and x 4 = 3v+1. Furthermore, z 1 and z2 satisfy 

2 
z + (26-lOn)z + 15(n-1) (n-3) 0 , 

i.e. 

Sn - 13 ± x, 
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where 

(6.9) 5(2n-7) 2 + 3 = 2x2 . 

Substituting x3 = 3v and x4 = 3v+1 in (6.7) we find 

r-2 3•5•2 /a 

so either 3v+1 = 2° or 3v+1 = 5°2°, i.e. n = 2(2°-1) 

First substitute n = 2(2°-1) in (6.9). This yields 

20-1 o-2 2 
16(5•2 -55•2 +19) = X • 

or n 

The expression in brackets is= 3 (mod 4) if o ~ 4. Hence only n 

possibility, but this does not yield a solution. Substitution of 

n = 2(5•2°-1) yields a contradiction in exactly the same way. D 

7. UNIFORMLY PACKED CODES 

14 is a 

The uniformly packed codes were introduced by SEMAKOV, ZINOV'EV & 

ZAITSEV [11]. Once again the codes are in H(n,2). The definition generalizes 

the idea of perfect and nearly perfect codes (in fact these are uniformly 

packed). 

Let Y be a binary code of length n and minimum distanced. 

Let e := [(d-1)/2]. The set of all words of length n is again denoted by X. 

We define 

(7 .1) Ye := {x EX I p(~,Y) ~ e} , 

and 

(7.2) VZEY,[r(z):=IYnS 1 (z)j], - e - e+ -

i.e. r(z) is the number of points y E Y withe$ p(y,~) $ e+1. 

Clearly we have 

(7. 3) 

Since 

V~ E Ye, [r(z) $ [ (n+1)/ (e+l) J • 

l r(z) 
ZEY 
- e 



and 

e-1 
IY I e I 

i=0 

we find that the average valuer of r(z) is 

(7.4) r = 
IYI (n+l} 

e+l 
e-1 

2n - IYI l 
i=0 

Observe that (7.3) and (7.4) together yield a proof of the Johnson bound 

(6.1). 
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If\/~€ Ye, [r(~) = r] the code Y is called uniformly paaked. Clearly 

a uniformly packed code with r = [(n+1)/(e+1)] is nearly perfect (and of 

course perfect if r = (n+l) / (e+ 1) and also· if r = 1) • From now on we only con­

sider uniformly packed codes with 1 < r < [ (n+ 1) / (e+l) ] • In [ 11] the distance 

distribution of a uniformly packed code is determined and it turns out 

that these codes are also completely regular. Furthermore, theorem 3 also 

generalizes. In fact, in the extended code of a uniformly packed code the 

words of a given weight w form an (e+l)-design. So once again the search 

starts! 

We use the following notation 

(7.5) r = (n-s)/(e+l), wheres~ e. 

we restrict the search toe= 1, s ~ 15 and e 

From (7.4) we find 

(7.6) 

Since 

2 
n + 2n - s > (n-s) (n+s+2) 

and 

n + s + 2 ~ 2s + 6 ~ 8, 

2, s ~ 5. 

we see that 161 (n2+2n-s), i.e. s = 0,3,8 or 15 (mod 16). 

(a) e = 1, s = 3. There are two cases to consider. If 3 t n we have 

(n+3) (n-1) 2 k 
n + 2n - 3 = 2 , 
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i.e. n = 5, contradicting r > 1. If n 3m we find 

(3m-1) (m+l) = 2k , 

i.e. m 1 or m 

r = 3. Then IYI 
these parameters. 

3. So we have a possible solution with n = 9 and 

25 . There is indeed a uniformly packed code with 

Let C := circulant(0,1,1,0). Then the rows of 

generate a 5-dimensional linear subspace Y of X. The rows of G have 

weight~ 3 (equality occurring) and no two rows of G coincide in the 

final 4 positions. Hence the non-zero elements of Y have weight~ 3. 

We know that the maximal value of r(~) for~ E Y1 is at most 5 and the 

average value of r(~) is 3. Suppose there is a z E Y1 with r(z) = 5. 

Then without loss of generality we may assume w(z) = 1 and then the 

sum of the 4 points of Y at distance 2 from~ would have to be 

(1,1, ... ,1) - ~· Since (1,1, ... ,1) E Y this would imply~ E Y, a 

contradiction. If for some z we would haver(~) = 4 then again without 

loss of generality we may take w(~) = 1 or 2. If w(~) = 1 then the sum 

of the 3 points of Y at distance 2 from~ wouid have weight 7, again a 

contradiction. If w(~) = 2 then the sum of the 4 points of Y at dis­

tance 2 from z would have weight 8, once more a contradiction. This 

proves that Y is uniformly packed. The 2-design formed by the words of 

weight 4 of the extended code Y is the residual of the symmetric 

(16,6,2)-design. 

(b) e = 1, s = 8. Now (7.6) reads 

If n - 2 (mod 3) then n = 9m+8 and we find 

I YI (3m+4) (3m+2) 

which implies m = 0. If n % 2 (mod 3) then n-2 

n 4, a contradiction. 

(c) e = 1, s = 15. In this case we find from (7.6) 

IYI (n+5) (n-3) . 

2i, i.e. 



175 

As before we distinguish 4 cases depending on the g.c.d. of n and 15. 

In the same way as above we then find two possible parameter sets for 

uniformly packed codes: 

(7.7) n = 27, r = 6, I YI 

(7. 8) n = 35, r = 

At present we do not know whether such codes exist. 

We turn to the case e = 2. Then n = s (mod 3) and n ~ s+6. 

We find from (7.4) the equation 

(7.9) 

and we observe that 

(7.10) (n-s,n+l) = (s+l,n+l) , 

(7. 11) 
2 

(n-s, n +n-2s) = (n-s, s(s-1)). 

(d) e = 2, s 2. We then have from (7.9), (7.10) and (7.11) 

n2 + n - 4 2m 

If k > 2 then m 2 which is impossible. If k = 2 we find n = 11 which 

yields a possible set of parameters: n = 11, r = 3, IYI = 24. We now 

demonstrate a uniformly packed code with these parameters. Consider 

a Hadamard matrix H12 of order 12. From 

we leave out the first column. The rows of the remaining matrix are 

the 24 words of the punctured Hadamard code Y. From the properties of 

the Hadamard matrix it follows that Y has minimum distance 5. For any 

z E Y2 we know that r(~) ~ 4 and the average value of r(~) is 3. 

Supposer(~) 4 for some z. This implies that after a suitable multi­

plication of rows and columns by -1 and a permutation of columns there 

are 4 rows of H12 which have the form 
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xl++ +++ +++ +++ 

X --2 
+++ +++ 

X --
3 

+++ +++ 

X --
4 

+++ +++ 

(where in this notation z corresponds to (x-- +++ +++ +++)). 

Taking x 1 = +1 we must have x2 = x 3 = x4 = -1 and then there is no 

other row of 12 +l's and -l's which is orthogonal to these 4 rows, 

a contradiction. Hence there is no z with r(z) = 4, and therefore 

the code Y is uniformly packed. If we extend Y we find A. The words 

of weight 6 are obtained by leaving out the first and thirteenth 

row of A {if A has standard form). This yields a well-known 3-design. 

(e) e = 2, s = 3. From (7.9), (7.10), (7.11) we find n+l = 2k. Since 

n - 0 (mod 3) k must be even and k ~ 4. Then 

i.e. m 1, a contradiction. 

(f) e = 2, s = 4 and e = 2 1 s = 5 are treated in exactly the same way. 

We omit the details. No possible parameter sets come up. 

The equation (7.4) has a number of infinite families of solutions. 

We mention one below, the others are still being investigated. Without 

going into details we mention that there is also a generalization of 

Lloyd's theorem for uniformly packed codes. In some cases the infinite 

families of solutions of (7.4) also satisfy the conditions of this theorem. 
2k-1 1 k-1 

Let k ~ 2, n = 2 -1,e = 2, r = 3(4 -1), d n-2(2k-1) and 

IYI = 2d. Then these numbers satisfy (7.4). Fork 2 these are the para­

meters of the repetition code (which is perfect). For k ~ 2 the parameters 

are those of the 2-error-correcting primitive binary BCH-codes of length n 

and dimension d (cf. [7]). These codes are indeed uniformly packed and 

therefore we find from these codes several infinite sequences of 3-designs. 

We leave the details for a later paper. 
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IRREDUCIBLE CYCLIC CODES AND GAUSS SUMS *l 

R.J. McELIECE 

Jet Propulsion Labaratory, California Institute of Technology, Pasadena, Cal. 91109, USA 

1. INTRODUCTION 

In this paper we wish to point out the existence of a close connection 

between irreducible cyclic codes and Gauss swns over finite fields, and then 

to apply the well-developed theory of Gauss sums to the much less well­

developed theory of irreducible cyclic codes. 

We begin by giving two equivalent definitions of an irreducible cyclic 

code. 

Let p be a prime, and let q pe be a power of p. Denote by Fe the 

finite Galois field GF(q). Let n be a positive integer not divisible by p, 
k 

and let h(x) = h0+h1x+ .•• +hkx 

n-th cyclotomic polynomial. It 

be an F -irreducible divisor off (x), the 
e n 

follows from the theory of finite fields 

that k, the degree of h(x), is the order of q mod n, i.e., the least pos­
k 

itive integer such that q = 1 (mod n). The set of n-tuples (c0 ,c1 ••. ,cn_1l 

from F such that 
e 

(1. 1) 0 I (t=O, 1, ••• ,n-1), 

(subscripts are to be reduced mod n if necessary) is.called an (n,k) irre­

ducible ayalic code over F; h(x) is called the pa:rity-aheak polynomial of 
e 

the code. 

Alternatively, if 6 is a zero of h(x) in the field Fek = GF(qk), the 

code can be characterized as the set of n-tuples c(x) = (c0(x) ,c1(x), ••• ,cn_1(x)) 

from F of the form 

*) 

e 

This paper presents the results of one phase of research carried out at 
the Jet Propulsion Laboratory, California Institute of Technology, under 
Contract No. NAS 7-100, sponsored by the National Aeronautics and Space 
Administration. 
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(1.2) c. (x) 
l. 

(i=0,1, .•. ,n-1), 

for some x E F ek' where T:k ( •) is the trace of F ek over Fe. VAN LINT 

[10,Ch.3] gives a proof of the equivalence of these two formulations but 

for our purposes we shall take (1.2) as the definition of an irreducible 

cyclic code. 

Now for x E F ek, a E Fe, we denote by v (x; a) the number of integers 

ie:{0,1, ••• ,n-1} such that c.(x) = a, i.e., 
l. 

*) 
(1.3) v (x; a) a, O :,; i :,; n-1} I 

It is the study of the numbers v(x;a) that interests us, but after section 

2 we will consider only the numbers v(x;0); Since n-v(x;0) is the weight of 

c(x), i.e., the number of non-zero components of c(x), this restriction is 

equivalent to the study of the weight distributions of irreducible cyclic 

codes. It is probable, however, that many of the techniques developed in 

this paper can be extended to the numbers v(x;a) for a# 0. 

We will show in section 2 that the numbers v(x;a) are intimately re­

lated to certain Gauss sums in the field Fek" Ifµ is a character (a homo­

morphism into the complex numbers) of the multiplicative group F1~) of Fek 

and A is a character of the additive group F1;> of Fek' the Gauss sum 

G(µ,A) is defined by 

(1.4) G(µ,A) L µ(x)A(x) 

* XEFek 

We shall see in section 2 that the numbers v(x;a) can be expressed in terms 
k of the Gauss sums G(µ,A) for charactersµ of order N = (q -1)/n, i.e., 

characters satisfying µN(x) = 1 for all x # 0. The values v(x;0) actually 
N 

only depend on the sums G(µ,A) for whichµ 1 1, where N1 = 
k 

= g.c.d.(N,(q -1)/(q-1)). By invoking known theorems on Gauss sums we shall 

succeed in computing the numbers v(x;0) for all irreducible cyclic codes for 

*) Although the definition (1.2) depends upon the particular n-th root of 
unity 0,. the replacement of 8 by another such primitive n-th root of 
unity 9J with (j,n) = 1 will only permute the coordinates of c(x) and so 
will not affect the numbers v(x;a). 
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which: N1 = 1 (section 2), N1 = 2 (section 5), N1 = 3 (section 6), N1 = 4 

(section 7), p1 = -1 (mod N1) for some 1 (section 3), ordp(N1) = (N1-1)/2 

and N1 is prime (section 4). We have collected the necessary facts about 

Gauss sums in the appendix. 

Some of the results in this paper are already known, at least for 

e = 1. In particular, McELIECE & RUMSEY [11] first noticed that the 

Davenport-Hasse theorem (GS) about Gauss sums could be applied to the study 

of irreducible cyclic codes. BAUMERT & McELIECE [1] calculated v(x;a) for 

all a if p 1 = -1 (mod N) for some 1, or if N = 2, and for q = 2 and all 

N < 100. BAUMERT & MYKKELTVEIT [2] calculated v(x;a) for all a when N is a 

prime for which p generates the quadratic residues. Later, in unpublished 

manuscripts, MYKKELTVEIT settled the cases N = 3 and N = 4. The main con­

tributions of this paper are the extension of previous results to GF(q), and 

the observation that if one is only interested in the values v(x;0), it is 

the number N1 rather than N which is important. 

2. GENERAL RESULTS 

Let$ be a complex primitive N-th root of unity, and~ a primitive 

root in F ek such that ~N = 8. Then the function µ defined by 

(2. 1) 

is a character of order N of the multiplicative group F~~). Similarly ifs 

is a complex primitive p-th root of unity the function A defined by 

(2.2) A (x) 

is a character of order p of the additive group F(:). Now it is easily shown 
* . e 

€ Fek is of the form xeJ for some j if and only if that an element y 
i i 

µ (x) = µ (y) for i=0,1, ••• ,N-1. Hence v(x;a) is equal to the number of 

* elements y € Fek such that 

(2. 3) 

(2 .4) 

i -1 
µ (yx ) 

T:k(y) 

1 , 

a. 

( i=0, 1 , ••• , N) , 



182 

Ifs is a fixed element of F k with Tek(sl = 1, condition (2.4) 
~ e e 

becomes Te (y-as) = O. If we define the character Ab for b E Fek by 

it follows that (2.4) is equivalent to 

(2 • 4 I) for all b E F . 
e 

Thus it follows from the fact 

that 

(2.6) 

N-1 . {N I /· <x> = 
i=O 0 

if µ (x) = 1, 

if µ (x) t- 1, 

qNv(x;a) 

N-1 
L ]J-icxi 

i=O 

otherwise, 

Now. the sum l / (y)Ab (y) which appears in (2 .6) is just the Gauss sum 

G(µ 1 ,Ab) over the fieldiFek We begin our simplification of (2.6) by sepa­

rating out the sums G(µ ,Ab) for which either i = 0 or b = 0, using property 

(Gl). The result is 

k 
q -q + if a= 0 , 

qNv(x;a) 

if a,f-0 • 

i -1 i i 
By (G2), if b,f-0, G(µ ,Ab)= µ(b )G(µ ,A). Thus if we denote G(µ ,A) by Gi 

and µ(x) by Sj, 



(2. 7) qNv(x;a) 

k 
q -q + 

i 
q + 
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(b) -i" (b) -l 
µ al; if a ,f- O. 

i 
The inner sum in (2.7) is the complex conjugate g(µ '"a!;) of the Gauss sum 

i i 
ofµ and "a!; over the subf~eld Fe of Fek" Now the characterµ will be 

identically equal to 1 on Fe if and only if it is equal to 1 on a primitive 

root of F:. But N!k(W) = W(qk-l)/(q-l) = g is such a primitive root, and so 
i i(qk-1)/{q-1) i 

µ (g) S • It follows that the characterµ acts trivially on 

* Fe if and only if i = 0 (mod N2) , where 

(2. 8) 

We now distinguish two cases, a= 0 and a ,f- O. If a= o, the inner sum in 

(2.7) is simply lbEF: µ(b)-i, which is by our above ranarks q-1 if 

i =! 0 (mod N2) and O otherwise. Hence (2. 7) becomes in this case 

(2. 9) v(x;O) 
k 1 Nl-1 N .. 
--1 (-1) -21.J 

L......:2:. + ~ I G s 
N qN i=l N2i 

Using property (G3), we obtain the estimate 

(2.10) 
k-1 (q-1)(N1-1) 

lv(x;O) - YI s N qk/2-1 • 

In particular if N1 
that 

1 (i.e., if q - 1 (mod N) and (N,k) 

k-1 
-__ q -1 

v(x;O) N * for all x € F ek , 

1) it follows 

a result recently proved fore 1 by OGANESIAN & YADZJAN [12]. 
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Next consider the case a# 0. According to (G2),g(µi,A ~) 
. as 

-i i 
µ(a~) • g(µ ,A). Hence if we denote the sum g(µ 1 ,A) by g. and the root 

]. 
-1 

of unity µ(x a~) by y, (2.7) becomes 

(2 .11) v(x;a) a# 0. 

i * i We saw above thatµ acts trivially on Fe if and only if -

hence (Gl) and (G3) yield the estimate 

(2 .12) 
(N1-1)+(N-N1)q} 

$ 
N 

k/2-1 
q . 

Because of the relative simplicity of the formula (2.9), for the rest 

of the paper we shall restrict our attention to the case a = 0; that is, we 

shall content ourselves with a study of the weights of the codewords c(x). 

(It is probable, however, that the formula (2.11) can be used to extend our 

results to the case a# 0 as well.) The heart of the formula (2. 9) is the 

sum 

Nl-l -N ij 

l GN . f3 2 
i=l 21 

N2 i N2 i 
But GN i = G(µ ,A) is just a Gauss sum for a characterµ of 

2 -N 
order N1, and f3 2 is an N1-st root of unity. Thus we change our notation 

and for the remainder of the paper let f3 denote an N1-st root of uni~y, and 

µ a character of F;k such thatµ(~)= f3. We denote the Gauss sum G(µ 1 ,A) by 

Gi. Our goal is thus the calculation of the sum 

(2 .13) 

1 -We shall succeed in evaluating the sum (2.13) if p = -1 (mod N1) for 

some l; if N1 is prime and p generates the quadratic residues mod N1; if 

Nl = 2; Nl = 3; or Nl = 4. 
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3. THE SEMIPRIMITIVE CASE 

If N1 > 2 and if there exists an integer 1 such that p 1 = -1 (mod N1)*) 

we say that pis semiprimitive mod N1• In this case it is possible to deter­

mine the Gauss sums of order N1 in the field F21 explicitly. The result is 

(G6) that for i=l,2, ••• ,N1-1, 

i 
G(µ ,>..) 

i 
G(µ , >..) 

(-l)ip1, (Nl 

1 
p , (Nl 

pl+l 
even and ~ odd) , 

1 1 
E....:!l. odd or N even) 

1 

We are however interested in the Gauss sums of order N1 in the field Fek· 

Since N1 > 2 it follows that 21 is a divisor of ek, say 21m = ek. Thus by 

the theorem of DAVENPORT & HASSE (GS), 

pl+l 
(N1 even and N odd), 

1 

(3.1) 

1+1 
(N1 odd or 7 even) 

1 

From (3.1) it is a simple matter to compute the sums (2.13), and thus also 

to compute v(x;O) from (2.9). The result is 

m+l 
qk-1_ 1 (-1) (q-1) (N1-1) k/2_1 

N + N q 

(3.2) v(x;O) 

k-1 m L...::!. (-1) (q-1) k/2-1 
N + N q • 

The first alternative holds when j = 0 (mod N1), unless N1 is even, 
1 

(p +1)/N1 is odd, and mis odd, in which case it holdswhenj =N/2 (modN1). 

The second alternative holds in all other cases, Incidentally it is not 

necessary to know min order to use the formulas (3.2) since if the wrong 

We assume that 1 is in fact the least positive integer with this property. 



186 

sign is used the resulting numbers will not be integers. 

As an example, consider the (91,6) irreducible cyclic code over GF(3). 

Then N = 8 and N1 = 4. Since 3 = -1 (mod 4) the results of this section apply. 

From (3.2) it thus follows that 

v(x;O} 

v(x;O} 

37 if ind(x} - 2 (mod 4), 

28 if ind (x) t 2 (mod 4) • 

4. THE QUADRATIC RESIDUE CASE 

Suppose that N1 is an odd prime and that p generates the quadratic 
(N -1)/2 

residues mod N1, i.e., p 1 is the least power of p congruent to 

1 (mod N1). If N1 = 1 (mod 4), -1 is a quadratic residue mod N1 and the 

results of section 3 apply. If N1 = 3 (mod 4) the calculation of a Gauss 

sum of order Nl in F(N -l)/2 is not so easy, but BAUMERT & MYKKELTVEIT [2] 
1 (N1-1)/4 +·e 

have shown (cf. G10) that G(µ,A) = p e-1 , where 8 is as d~scribed 

in the appendix. We are interested in the Gauss sums of order N1 in the 

field Fek' however. Since pek = 1 (mod N1) it follows that ek is divisible 

by (N1-1)/2; we denote the quotient 2ek/(N1-1) by m. Then by the Davenport­

Hasse result, by choosing the primitive root~ of Fek properly, 

(4.1) 

By (G4), Gi = Gl if i is 

non-residue. Hence if we 

assumes one of the three 

k/2 ima 
-q e I a= 11-8. 

[SJ article 356 showed that n is a solution to the quadratic equation 

x2+x+(N1+1)/4 = 0, i.e., n = (-l±i-N)/2. The ambiguity inn is immaterial 

for our purposes since the mapping n + ii merely interchanges G1 n+G1 n and 

G1n+G1n. Hence without loss of generality we may take 

(4.2) n 
ip 

e I 0 < p < 11/2 • 

It follows from (4.1) and (4.2) that the sum (2.13) assumes one of the three 
k/2 ! k/2 values -(N1-1)q cos ma, (N1+1) q cos(ma±p}. Thus by (2.9) 

J 
I 

,J 



k-1 (q-1) (N1 -1) k/2-1 L.._2 -
N N 

q cos ma. , 

(4. 3) v(x;O) 
(q-1) (N1+1) ! k-1 k/2-1 L.._2 cos (ma.±p) • N + N q 

The first alternative in (4. 3) holds when j = ind (x) = 0 (mod N1 l. If 

ind(x) 1 0 (mod N1) the quadratic character of ind(x) determines whether 

the second or third alternative holds. Finally, the angles a. and pare 

given by 

tan p = N~, 0 < p < TI/2 , 

a = TI-0, tan e = bN~/a, o < .e < TI , 

(4.3') s-t" - -2p (mod N1) , 

s (p -1)/N1 . 

As an example consider the (71,5) code over GF(5). Here N = 44 and 

N1 = 11. Since 11 = 3 (mod 4) and 56 = 1 (mod 11) the results of this 

section apply. From (4.3') we compute p = tan-1/u" = 73.221345°, a. 

= TI-tan-1111'/3 132.130415° From (4.3) it then follows that 

{ 21 

ind(x) - 0 (mod 11) , 

v(x;O) = 16 ind(x) - 1,3,4,5,9 (mod 11) , 

11 ind(x) - 2,6,7,8,10 (mod 11) , 
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provided the primitive root~ of GF(55) is properly chosen. (Otherwise the 

second two values would be interchanged.) 

k We now suppose that pis odd and that N1 = 2. Then since (q -1)/(q-1) = 
k-1 

l+q+ ••• +q = k (mod 2), it follows that k must be even. In the field F1 , 

the Gauss sum of order 2 is given by (cf. G7) 
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G(µ,>..) ={/p 
~ 

if p - 1 (mod 4) , 

if p - 3 (mod 4) . 

Hence by the Davenport-Hasse theorem, in the field Fek 

if p = 3 (mod 4), ek - 2 (mod 4) , 

(5 .1) 

Thus by (2.9), 

v(x;0) 

otherwise • 

k-1 q -1 ---+ 
N -

J.s::.!l k/2-1 
N q 

If p = 3 (mod 4) and ek = 2 (mod 4), the + sign applies when j = ind(x) = 0 (mod 2). 

In all other cases the+ sign applies when ind(x) is odd. 

As an example consider the (410,4) code over GF(9). Then N 

Thus by (5.2) 

{

41 

v(x;0) = 

50 

ind(x) - 0 (mod 2) , 

ind(x) - 1 (mod 2) • 

If N1 = 3 and p = 2 (mod 3) the results of section 3 will apply. Thus 

suppose p = 1 (mod 3). Then (qk-1)/(q-1) = l+q+ ••• +qk-l = k (mod 3). Hence 

k = 0 (mod 3). According to (GS), in the field F1, the Gauss sum of order 3 

is given by 

±ie 
e 

where 0 is as given in the appendix. Thus if we denote ek by m, the cubic 

Gauss sum G1 in the field Fek can be assumed to be 

(6 .1) G = (-l)m+lqk/2 e-im0 k/2 ima 1 = -q e , a= 11-e. 
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With reasoning similar to that of section 4, it follows that the sum (2.13) 
. k/2 k/2 

assumes one of the three values -2q cos ma, -2q cos(ma±2n/3). Hence 

k-1 
:!._:l _ .?Js::..U_ k/2-1 

N N q oos=, 

(6.2) v(x;O) 
k-1 Y - 2 <s;l) qk/2-l cos(ma±2n/3) , 

where a is determined by 

3bv3/a, o < e < n/3 

(6.2') 

As an example consider the (57,3) code over GF(7). Then N = 6, N1 = 3. 
0 O 

From (6.2') we calculate a= 1, b = ±1, 0 = 26.368868 , a= 153.631132 . It 

follows from (6.2) that 

{ 56 
ind(x) - 0 (mod 3) 

v(x;O) = 53 ind(x) - 1 (mod 3) 

62 ind(x) - 2 (mod 3) 

provided the primitive root~ of GF(7 3) has been chosen properly. If the 

wrong primitive root is selected the second and third values of v(x;O) would 

be interchanged. 

If N1 = 4 and p = 3 (mod 4) the results of section 3 apply. Hence we 

assume that p = 1 (mod4). Also, since (qk-1)/(q-1) = l+q+ ••• +qk-l = k (mod 4), it 

follows that k - 0 (mod 4). By (G9) the Gauss sum of order 4 in F1 is 
l + · e p e-1 , where 0 is given in the appendix. Hence in the field Fek 

(7 .1) G __ k/2 im0 
1 -q e 

By (5.1), G2 = -qk/2 • Furthermore G3 = G1, and so the sum (2.13) is 

k/2 j+1 . 
q ((-1) - 2 cos(m0-JTT/2)). 
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Thus v(x;O) is given by 

k-1 L.__::_!_ _ (q-1) (1±2 cos me) k/2-1 
N N 

q , 

(7.2) v(x;O) 

k-1 L....:.!.. (q-1) (1±2 sin m8) k/2-1 
N + N q ' 

The angle 8 is determined by 

(7,2 I) { 

2 2 
tan 48 = 4ab/(4b -a), 0 < 8 < n/4, 

a2+4b2 p, a - 1 (mod 4) . 

j=0,2 (mod 4). · 

j=l,3 (mod 4). 

As an example consider the (39,4) code over GF(S). Then N = 16, N1 4. 
-1 4 0 

The angle 8 = ¼ tan 3 = 13.282526 • Thus the values of v(x;O) are 

5 j - 0 (mod 4) 

11 j - 1 (mod 4) 
v(x;O) 

8 j - 2 (mod 4) 

7 j - 3 (mod 4) 

APPENDIX: SOME PROPERTIES OF GAUSS SUMS 

Let Fk = GF(pk) and let N be an integer dividing pk-1. If~ is a primi­

tive root of Fk and if x 'I O is an element of Fk , we define the index of x 

(with respect to~) as ind(x) = i, where ~i = x and i € {0,1, ••• ,pk-2}. Let 

s be a complex p-th root of unity, i.e., s = exp(2nih/p) for some 

h € {0,1, •.• ,p-1}. Then for any b € Fk we may define a character of the 
(+) 

additive group Fk of Fk by 

k 
Tl (bx) 

(Al) A(X) s 

Similarly if Sis any complex N-th root of unity we define a character of 
(·) 

the multiplicative group Fk of non-zero elements of Fk by 

(A2) µ(x) = Sind(x). 



It turns out 

character of 

(+) 
that every character of Fk has the form (Al), and every 

F~-) of order N has the form (A2). 

The Gauss sum of the characters µ,A in Fk is now defined by 

(A3) L µ (x) A (x) • 

XEFk 
xfO 

191 

This is also called a Gauss sum of order N. Such sums (sometimes they are 

called Lagr>ange r>esolvents) have been intensively studied since GAUSS 

considered the special case N = 2, f = 1 in [S, article 356], and much is 

known about them. The article by IWASAWA [8] is a very good introduction 

to the subject, but is difficult to obtain. It contains an especially good 

treatment of Stickleberger's theorem. The recent book by IRELAND & ROSEN 

[7] is also a good source of information. The last chapter of HASSE's book 

[6] is not as elementary as the other two accounts but is more complete. 

In this appendix we shall list, but not prove, the results needed for this 

paper. 

The first result deals with the sums G(µ,A) where eitherµ or A is 

trivial. 

t-' if µ 1, A 1, 

(Gl) G(µ,A) = 0 if µ r' 1, A 1, 

-1 if µ 1, A r' 1. 

Property (Gl) is quite easy to prove from the definition (A3). 

The next property shows how changing the character A affects the 

value of G(µ,A). For this purpose we denote the character in (Al) by Ab. 

(G2) if b /, 0. 

Property (G2) also follows easily from the definition. 

The next property is the first really interesting property of Gauss 

sums, but it does not lie very deep. A proof may be found on p.92 of LANG 19]. 

(G3) { 
-1 

G(µ,A)G(µ ,A) k 
µ(-1) p, and so 
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The next property shows that certain automorphisms of Q(S) leave G(µ,\) 

invariant. 

(G4) for all i=0,1,2, ••• , 

i 
Property (G4) follows directly from (A3) and the fact that T~(~) =T~(x). 

We now come to the remarkable theorem of DAVENPORT & HASSE [4], the 

result which is easily the most important for the applications to irreduc­

ible cyclic codes. Let k' be the orderofp (mod N), i.e., the smallest posi­

tive integer such that pk' = 1 (mod N). Since also pk= 1 (mod N), k is 

divisible by k', say k k'm, and so Fk' is a subfield of Fk. If\' is a 

non-trivial character on F ~;) and µ' is a character on F ~ ·,) of order N, we 

may form the sum G(µ',\') in Fk,. We now "lift" the charactersµ',\' from 

Fk' to Fk by defining 

\ (x) \' (T~, (x)) 

µ (x) µ' (N~, (x)) 

The character\ is non-trivial on Fk since the trace T~, is onto, and the 

characterµ is of order N since the norm{, is onto. The theorem of 

Davenport and Hasse shows that there is a simple relationship between the 

sum G(\,µ) in the field Fk and the sum G(µ',\') in the smaller field Fk,' 

Since every character of order Nin Fk can be obtained by lifting a char­

acter of order N from Fk'' and since the value of G(µ,\) is not materially 

dependent upon which character\ f 1 is chosen, (GS) allows us to compute 

a:ny Gauss sum of order Nin Fk in terms of a Gauss sum in a smaller field. 

A proof of the Davenport-Hasse theorem was given by McELIECE & RuMSEY in 

[11]. 

The remaining results concern the explicit calculation of certain Gauss 

sums. The first is what BAUMERT & MCELIECE [1] called the semiprimitive 

aase. 

Here it is assumed that there exists an integer 1 such that p1 = -1 (mod N) • 

It is further assumed that Sin (A2) is a primitive N-th root of unity. Then 

STICKLEBERGER [13,§3.6 and 3.10] showed that for any A f 1, in F21 



(G6) 
{ 

. . 1 
G(µ 1 ,A) = (-1) 1 p, 

i 1 G(µ ,A) p 

1 
(N1 even and pN+l odd) , 

1 
1 
~ (N1 odd or N even). 

1 

This result also appears as a lemma (p.168) in BAUMERT & McELIECE [1]. 
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The remaining results of this section concern the explicit determina­

tion of the sum G(µ,A) in a variety of other special cases. However, the 

determination is not as explicit as (G6) in general for the following 

reasons. First, we did not specify exactly either the N-th root of unity S 

or the primitive root w of Fk. This uncertainty will in general cause an 

ambiguity in the determination of G(µ,A) of an automorphism of the field 

Q(S). Second, we did not specify either the p-th root of unity~ or the 

choice of b in the definition (Al) of the character L Property (G2) shows 

that this uncertainty will in general cause an ambiguity of a multiplicative 

factor of an N-th root of unity. The first ambiguity is inevitable because 

there is no "canonical" way to choose a primitive root of a finite field. 

However, the second ambiguity is in principle resolvable if we take~ 

= exp (211i/p), b = 1. Unfortunately even if this is done the problem of 

resolving the ambiguity is in general intractable. GAUSS spent a year on 

the case N = 2, and the case N = 3 has never been resolved (CASSELS [ 3 J) • 

Thus we shall not specify the p-th root of unity~ exactly, and accept this 

nagging but essentially harmless ambiguity. 

We now come to the earliest result about Gauss sums. It is due to GAUSS 

himself [ 5, art. 356 J. We assume p is odd, N = 2, f = 1. In this case 

p = 1 (mod 4) 
(G7) 

otherwise. 

Incidentally, GAUSS succeeded in determining the doubtful sign in (G7) as+, 

if~= exp(211i/p). 

Next we assume that p = 1 (mod 3) and thatµ is a non-trivial charac­

ter of order 3 in F1 • Then with a suitable choice of~, 

(""·" 
/p e ±i6 

I 

(GB) tan 36 = 3b R;a, 0 < e < 11/3, 

a2+27b2 = 4p, a = 1 (mod 3), b > o. 
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These results appear implicity in GAUSS [5, art.358] but a clearer proof is 
2 2 given by HASSE [6, §20.4]. It turns out that the representation 4p = a +27b 

in integers a,b is unique except for the signs of a and b. The sign of a is 

determined by the congruence a= 1 (mod 3). The sign of b cannot be deter­

mined, since it reflects the uncertainty in the choice of~-

Next we consider primes - 1 (mod 4) and consider Gauss sums of order 4 

in F1 • Here the result is that with a suitable choice of s, 

(G9) {

G(µ,A) 

tan 40 

a2+4b2 

, ±ie 
vp e , 

p, a= 1 (mod 4), b > 0. 

Once again this result is essentially due to GAUSS, see HASSE [6, §20.4]. 

We now come to a result about Gauss sums which is apparently new, and 

which has arisen from the study of irreducible cyclic codes. The assumption 

is that N is an odd prime= 3 (mod 4) and that p generates the quadratic 

residues mod N, i.e., that the orderofp (modN) is s = (N-1)/2. In this 

case BAUMERT & MYKKELTVEIT [2] have shown that in the field F 

(Gl0) 

{G( ') _ s/2 ±i8 
\Jtl\ - P e I 

tan 0 = b m/a, 0 < 

2 2 s-2t 
a +Nb 4p , a= 

e < 7T, 

s-t -2p (mod N). 

s 

In (G10) the integer t is determined as follows. Let n = (ps-1)/N, and let 
_ ,s-1 j 

n - lj=O njp be the expansion of n in the base p. Then tis the p-weight 

of n divided by p-1, i.e., 

(G10') 

Alternatively BAUMERT & MYKKELTVEIT show that if r 1,r2 , ••• ,rs are the 

quadratic residues mod N reduced mod N, i.e., 0 < r 1 < r 2 < ••• <rs< N, 

then 

(G10") Nt 

The key to the proof of (G10) is the determination of the highest power of 
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p which devides G(µ,A). It turns out that a famous theorem of STICKLEBERGER 

[13, §6] shows that this highest power is min(w (n),w ((N-l)n)). The fact 
p p 

that w (n) < w ( (N-l)n) follows easily from the famous theorem of Gauss that 
p p 

for primes N of the form 4k+3 there are more quadratic residues in the range 

(O,N/2) than in the range (-N/2,O). (For a proof of this result see WEYL 

[14,ch.IV].) 

LIST OF SYMBOLS 

p, a prime 

q, a power peof p 

n, an integer not divisible by p 
k 

k, the least positive integer such that q - 1 (mod n) 

F(+), the additive group of the field F 
(·) 

F , the multiplicative group of non-zero elements of F 

F*, the set of non-zero elements of F 

Fi' the field GF(pi) 

Tfj,the trace of Fij 

N~j, the norm of FiJ' 
J. k 

N = (q -1)/n 

over Fi 

over F. 
]. 

k-1 g.c.d. (N,l+q+ ••• +q ) 

N/Nl 

S, a complex primitive Nor N1-st root of unity 

~, a complex primitive p-th root of unity 

s, an element of F k with Tek(s) = 1 
e e 

w, a primitive root in Fek 

0, a primitive n-th root of unity in F k , usually 8 
e . 

ind(x), the least positive integer j such that WJ x in_Fek 

c (x), a codeword (vector) whose i-th component is T:k (x0J.) , x E F ek 

(i=O,1, ••• ,n-1) 

v(x;a), the number of components of c(x) equal to a 
(·) 

µ, a character of Fek, usually of order Nor N1 Tek 
A, a character of F~~? usually A(x) = ~ 1 (x) 

Ab' a character defined by Ab(x) = A(bx) 

G(µ, A), the Gauss sum I{µ (x)A (x) : XEF:k} 

G., the Gauss sum G(µi,A) 
]. . 

g., the Gauss sum I{ µJ. (x) A (x) : xEF*} 
J. " e 
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