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definition of the aardinaZ functions defined in chapter 1 for a topoZogicaZ 
space X, with topoZogy cr(X) 

TT-weight TT(X) = w.min { J;;.. : J:;. is an open TT-basis for X } 
weight w(X) w.min { r.-1: .G- is an open basis for X } 

uniform weight u(X) w.min { LJl : L.l is a basis for a uniformity compatible 
density d(X) = w.min { sl : S = X } with cr(X) } 
cellularity c(X) = w.sup { Lt I: L.t c o(X), L/1. is disjoint } 

c,(x)= w.sup { IJI, : u. c ot;(X), UL is disjoint } 
spread s \X) = w.sup { DI D c X, D is discrete } 
Lindelllf degree L(X) w.min {a : each open cover has a subcover of card.a: } 
height h(X) w.sup { Ml : M c X, M is right-separated } 
width z(X) w.sup { M : Mc X, Mis left-separated} 
depth k(X) w.sup { VL I: il is a strongly decreasing chain } 
character x(X) = sup{min{ ur. : Ll,is a nbd basis at p} : pEX } 
pseudo-character 1/J (X) sup{min { u, : Ul,c cr(X), r\Ul, ={p}} : ~EX } 
tightness a (X) = sup{min { o: pEAcX '? ( 3 BcA pEB, I BI =o: ) } pEX } 

partiaZ ordering of the cardinaZ functions es tab Zished in ahapter 2 for XE Tz; 
here for a cardinaZ function¢, her.¢= sup{~{Y):YcX}, so for ~E{w,u,s,h,z,x, 
1/),a} her.~=~ 

exp d 

'
t '--... Xcohned-ed '--.... 

2.18'-... -... -..., 
-... 

exp IX/ 

2.19 

moreover: 

IXI 
exp s 

L+o 

Xis paracompact ~ tsc 
X locally compact~ 1/J=x (O.8) 
X dispersed* IXl=h (2.14) 
t;<n ~ csct;scn and Xis G0E ~ 

~ ct;sexp(wt;.c) (2.11) 



Let X be infinite.Then we have as speaiaZe aases 
for X metrizabZe (i.e. u(X)=w, af.2.12,2.13,2.18,2.27) 

k :,; w = 1 = c = d = 11 = s = h = z :,; !xi :,; ww 
a=x=t/J=u = w 

for X dyadia (af.4.9,4.B) : 

d :,; t/1 = X = 11 = w = h :,; Ix! ::1 exp w and w :,; exp s 
C = L = k = w 

for X ZinearZy ordered, if j= nUJTU')er of points with an inmediate suaaessor 
{af.2,B,2, 10) : 

L :,; h = s = c :,; d = z = 11 :,; w=d+ j :,; IX I :,; exp c 
either d = c or d = c+ 
t/1 = X :,; C 

Jror an infinite aompaat Hausd.orff spaae X the partial, ord.ering of the 
resuZts of aha:pter 2 simpZifies as foUO/iJB : 
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PREFACE 

General topology can be considered as a natural outgrowth of set 

theory; the simple set theoretic nature of its fundamental notions makes 

it an appropriate area for the application of set.theoretic methods. On 

the other hand, many set theoretic problems have their roots in topology 

and this makes the interaction between the two disciplines even more 

profound. The closeness of their relationship is perhaps most apparent in 

the work done by the Moscow school of topology in the early twenties. 

The last decade has witnessed a very rapid development of set theoret

ic methods and ideas, the main sources of which were, in our opinion, the 

following: 1) the independence results of P. Cohen and his followers; 

2) the results on "large" cardinais of A. Tarski's school, and 3) the 

achievements of P. Erdos, R. Rado, A. Hajnal, and others in combinatorial 

set theory (e.g., partition calculus). Not surprisingly, this has 'stirred 

up a renewed interest in the set theoretic aspects of general topology. 

A number of old problems were settled and many new ones were raised. 

The aim of this tract is to present a variety of questions of this 

kind by centering them around the unifying concept of cardinal functions. 

Since a considerable part of the means employed in our investigations 

are relatively recent and not easily accessible in the literature, we 

have found it both convenient and timely to include an appen~ix entirely 

devoted to the detailed explanation of these methods and ideas of combina

torial set theory. 

This tract was written during the second half of 1969, while the 

author was a guest of the Department of Pure Mathematics of the Mathema

tical Centre in Amsterdam. The appendix is based on a series of talks given 

by the author during the same period at the Mathematical Centre under the 

title "Combinatorial Set Theory". 

At this point I wish to express my gratitude toward the Mathematical 

Centre for their kind hospitality which gave me the opportunity to write 

this tract, as well as for publishi~g it. I am particularly grateful to 

Professors J, de Groot and P.C. Baayen for initiating rrry invitation and 

supporting this project. 
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Special thanks are also due to Albert Verbeek, who took on the 

difficult task of actually writing the text of the appendix, and did most 

of the work necessary to turn the crude manuscript into print. I would 

also like to thank Nelly Kroonenberg, who added A6 to the appendix. 

Finally, I am greatly indebted to my friend and collegue A. Hajnal, 

whose help was essential in acquiring the methods used in this tract. 

Budapest, December, 1970.· Istvan Juhasz. 
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0. Notation and preliminaries 

0.1. For the set theoretical notations used here we refer the reader to 

the appendix ( p. 72ff) . 

0.2. For a topological space X we denote by o(X) the set of all open sub-

sets of X. We use the notation 

interior. 

to indicate closure and Int for 

o. 3. A c x is called a G,5 .i=; set iff there is an (X c o(x) with ICJll ~ WI; 

and A = ,,Ot. The complements of G0 ,i=; sets are called F O ,!; • 

We put 

Thus e.g. o0 (x) is the set of all G0's in X. 

0.4. A space Sis called right (or left) separated iff there is a well

ordering < of S such that every initial (or final) segment of S 

under < is open. It is easy to s_ee that X has a right ( or left) 

separated subspace of cardina.li ty a. iff it contains a by inclusion 

increasingly (or decreasingly) well-ordered sequence {GI';:!;< a.} of 

open sets in X. 
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0.5. (cf. [11]) The following assertions can be verified easily: 

(i) If Sis right separated by< which well-orders Sin type a, a 

regular, then S has an open covering Vl such that every subcover 

of VL is of cardinality a. 

(ii) If Sis left separated by< which well-orders Sin type a, a 

regular, then every dense subset of Sis of cardinality a. 

o.6. A subset D c Xis called discrete iff every p s D has a neighbourhood 

U in X such that D nu = {p}. We denote by D(a) the discrete space 
p p 

on a = the set of ordinals smaller than a ( see appendix) • 

A sequence {ps:s < A} of points of Xis called free (cf. [3] iff 

{p,:s < n} and {p,:n :,_s < A} have disjoint closures for every n < A. 

Obviously, every free sequence is discrete. 

A, by inclusion, decreasing sequence {G,:s <A} c cr(X) is called a 

strong~y decreasing chain iff s < n < A implies 

If {Gs :s < A} is as above and 

(for s < A), 

then, obviously, {ps:s < A} is a free sequence. 

O. 7, If F c X, t..P- c cr(X) is called a neighbourhood basis for F iff 

F c G E- cr(X) imply the existence of a B E.. Jv with F c B c. G. 

We put 

x(F,X) = min{l~I: !..#is a neighbourhood basis for F}. 

If p £- X, we write x (p ,X) instead of 'x ( {p} ,X). 

0.8. If Xis a T1 space, F c X, we introduce the following definition 



Here too we write ~(p,X) instead of ~({p},x).· 

It is well-known and easy to prove (cf. [1]) that if Xis a compact 

T2 space and F c Xis closed, then 

~(F,X) = X(F,X). 

0.9. If p E: X, we define 

3(p,X) = min{a:p s A-+ 3B c A with p E: Band !Bl _::_ a}. 

3 

0.10. Xis called a-Lindelof iff every open covering of X has a subcover of 

cardinality_::_ a. 

It can easily be shown that a compact T2 space Xis hereditary wl;

Lindelof (i.e. every subspace of Xis wl;-Lindelof) iff every closed 

subset of Xis a Go,I; set, or equivalently, every open set is an 

F " set. a,.., 

0.11. Xis called a-separable iff it has a dense subset of cordinality _::_ a. 

0.12. Xis said to have the.a-Baire property iff it is not the union of a 

nowhere dense sets. 

0.13. We say that a is a caliber for X iff 

there is a f9J'' c ~ with I~• I = a and 

for every ffjc cr(X) 

n~' f ¢. 

with !OJI = a 

0. 14. The topological product of the spaces R. , i s I will be denoted by 
l 

R = X{R.:ie I}. If I is finite (say I= {1, •.. ,k}) we also write 
l 

R = R1 x .•• x ~-

The projection onto the i th factor is denoted by 11 i. If J c I, 11 J 

denotes the projection onto the partial product X{Ri:i € J}. 

Open subsets of the product which have the form 

(U 8 cr(R. )) 
S l 

s 

are called elementary open sets. 

Similarly, a set is an elementary G0 I; set iff it is the intersection 
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of;;. w~ elementary open sets. 

0.15, X c Y (or X eel Y) means that there is a (closed) subspace of Y top 
which is homeomorphic to X. 

O. 16. We use Y to denote the class of all topological spaces. Similarly, 

'.)". denotes the class of all T. spaces. We have '.)"'. ::;, Y. if 
l l l T J 

0;;. i < j;;. 5. We denote by')'P the class of all completely regular 

spaces which are not necessarily T0 • Then 'Y3~ = ry0 A YP, 

8 denotes the class· of all compact T2 spaces. 

0.17. Let (L,2_) be a linearly ordered set. We denote by (a,b), [a,b), 

(a,b] and [a,b] respectively the open, half open and closed intervals 

of L. The order topology for Lis the one for which the open inter

vals form a basis. 

We denote by L the Dedekind completion of L (including the degenerate 

cuts¢ and Las first and last element): 

L ={Ac L: A= V{{b e L: b < a}: ae A} and A€ o(L)}, 

L being (linearly) ordered by inclusion.Lis embedded in L by map

ping a c: L onto {be L: b < a} c: L. Then L € ~ and as can easily be 

seen, the subspace topology of Lin L coincides with the original 

order topology. (This is in general false for subspaces of ordered 

spaces!) 

i., denotes the class of all linearly ordered spaces. 

0.18. A space Xis called dispersed iff every subspace Sc X has isolated 

points·, We denote by ~ the class of all dispersed spaces. 

0,19, A T3 space Xis called cocompact (cf. [9], (33]) iff there is an open 

basis Y for X such that if Y c 1-J" , and '.r has the finite intersection 

property, then () {F : Fe Y } f ¢. ( Note that the defi in [9 J is not 
equivalent!) 

0.20. A T2 space Xis called strongly Hausdorff iff from every infinite 

subset Ac X we can choose a sequence {pn:n < w} such that the pn 

have pairwise disjoint neighbourhoods in X. We denote byU the class 



5 

of all strongly Hausdorff spaces. It can be shown (cf. [ 12] ) that 
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1. Cardinal functions 

As we have mentioned above, the aim of this work is to present a systematic 

study of certain cardinality problems arising in the theory of topological 

spaces. To achieve this, we shall introduce the notion of a cardinal 

function by means of which most of the questions we are concerned with can 

be given a more or less unified treatment. 

A function~ defined on a class'e, of topological spaces is called a 

cardinal function if it assigns to each member Xe 'ea (usually infinite) 

cardinal number ~(X). 

Now we shall list the cardinal functions to be examined in what follows: 

1.1. Weight 

w(X) = min*{ l:fsi'I : 'Y is an open basis ( or: open sub basis) for X}. 

1 • 2. 11-weight 

11(X) = m:in••nv,: ~ is a 11-basis of X}, 

where'$> is a 11-basis for X iff 

'Ve o(X)\{¢} and (Vu E cr(X)\{(li})(Jv e:JJ, V CU). 



1.3. Uniform weight 

u(X) = min*{ Ml: !\)(_,is a (sub)base for a uniform structure compatible 

with o(X)}. 

Here, of course, x~ :J"P is assumed. 

1.4. Density 

d(X) = min*{lsl: s c X, s = x}. 

1.5. Cellularity 

c(X) = sup*{ l'ql : OJ c o(x), ~ disjointl, 

and analogously 

cs(X) = sup*{ltJLl:Vt,cos(X),'U{,disjoint}. 

1.6. Spread 

s(X) = sup*{ IDI: D c X, D diae:r@te as a inib~pace}. 

1.7. Height 

h ( X) = sup*{ I MI : M c' X, 
top M is right-separated}. 

1.8. Width 

z(X) = sup*{ lzl: z C X 
top ' z is left-separated}. 

1.9. Depth 

k(X) "' sup*{ le9jl: 'Uj, is a strongly decreasing chain in X}. 

1.10. Lindelof degree 

L(X) = min*{a Xis a-Lindelof}. 

1.11. Character 

x(X) = sup{x(p,X) p £ X}. 

1.12. Pseudo-character 

lfJ{X) = sup{l/J(p,X) p e X}. 

7 
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1 . 13. Tightness 

a(x) = sup{a(p,X) : PG x} 

here, X € :t; is assumed. 

Remark 

In the above definitions 

min*{.}= w.min{.} 

and 

* sup{.}= w.sup{.}. 

If~ is one of the functions x, ~ or a, then ~(X) = 1 1------> Xis dis

crete. In every other possible case, however, each occuring function 

is infinite. 



2. Interrelations between cardinal functions 

2.1. Trivial inequalities. 

a) k(X) .::_ c(X) .::_ d(X) .::_ TI(X) .::_ w(X) 

b) w(X) .::. explxl; d(X) .::. !xi 

c ) c( X) .::_ s ( X) .::_ min { h ( X) , z ( X)} .::_ h ( X) . z ( X) .:, min { IX I , w ( X)} 

moreover 

c(X) .::_ c~(X) .::_ cn(X), if~.::_ n 

d) 1/i(X) .::. min{ !xi ,x(X)} 

a(x) .::_ min{x(x), sup{d(Y):Y c X}}:. !xi 

x(X) .::_ w(X) .::_ x(X). !xi and x(X) .::_ u(X) 
TI(X) .::_ d(X) ,x(X) 

2.2 •. If Xe '10 , then !xi .::_ exp w(X). Indeed, assume that ti is a basis for 

X, l;&-1 .::_ w(X). Then x, y 6 X, x f y imply 

{Bs:£.9l: xe B} +{BE-~: ye B}, 

since X is T0 , hence there is a 1-1 map of X into [}l ~) . 

9 
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Remark 

A.V. Arhangel'skil'. [2] proved that for a rather large class of 

spaces X, which includes metric and Cech-complete spaces, 

w(X) ::_ Jxl holds. 

2.3. If X 8 'J'3 , Sc X is dense in X and p0 E:, S, then 

(i) w(X) ~ 11(X)c(x) :<; exp d(X) 

(ii) 11(s) = 11(x) 

(iii) x(p0 ,s) = x(p0 ,x). 

Proof 

For A c X and Dr c P( X) write A = Int (A) and IX. = {A : A E 01}. The set 

A is called regular open if A = A. Three observations are crucial: 
"" ~ A= A; the family~(X) of regular open sets forms a basis for X; 

and if A is regular open then A = .ArlS. Hence, if IS I = d( X), 

w(X) :<; 191.(x) I :<; IP(S) I = exp d(X). 

Next it is easy to check that if VI. is a 11-basis or a neighbourhood of Po 

basis in the subspace S, then 5i is a 11-basis or a neighbourhood basis 

of p0 in X. Hence (ii) and (iii) hold. 

Now assume that DL is a 11-basis of X and IZKI 

<j, : 9?_ (X) + P(Vl) such that 

11(X). Define a function 

<j,(A) is a maximal, disjoint subfamily of Vl. n P(A). 

Since <j,(A) is a disjoint open family l<P(A)I :<; c(X), and thus there are 

_ at most 11(xf(X) such subfamilies in Ul. Next, <j, is 1-1: if A,B E~(X) 

and A+ B, then A\B or B\A is nonempty and hence <j,(A) + <j,(B). This 

shows that 

Finally 11(X) :<; w(X) (trivially), w(X) :<; exp d(X) (see above) and 

c(X) :<; d(X) (trivially). This implies 
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2.4. For each X <=- 1-; 

I xi 2._ exp exp d(X). 

Proof 

Let Sc X be dense, /SI 2._ d(X). For x 0 e X we put 

(9 = {G n s : x 0 e Gs a(x)} c a(S). 
XO 

Now x ~ y + r5 ~ 6 , since X is Hausdorff, hence G is a 1-1 map of X 
X y 

into 0)(a(S)), which proves our assertion. 

Corollary 

If XE: ~ 2 , then 

w(X) 2._ exp exp exp d(X). 

This is immediate from 2.2 and 2.4. As is shown in [64] this in

equality is best possible, namely for any infinite a there is X EJ2 
such that d(X) = a and w(X) = expexpexp a. 

2.5. (cf. [10]) If X 8 ')'2 , we have 

Ix/ 2._ exp h(X). 

Proof (Cf. the Remark on p. 25). 

Assume /x/ > exp a. By transfinite induction we define sets 
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where X(E) are proper closed subsets of X. 

If the sets X( ) have been defined for alls< p, we 
EQ'' ••,En,••• n<s 

put 

if pis a limit ordinal, and if p = 0 + 1, we put 

where the sets on the right~hand side are proper closed subsets of 

the left-hand side, if the latter has 

Now there must be a sequence (En)n<a+ 

every s < a+, since otherwise 

at least two points. 

such that Ix I 
( En \<s 

lxl 2- i{(En)n<":s < a+ AE = ov1}i 2- l + 2lsl = 2a 
.., n s<a 

.:::_ 2 for 

would hold. Hence we have a decreasing sequence of closed sets of 

length a+, which, b;y 0.4, implies h(X) .::_a+, This completes the proof. 

2.6. For every X e'J 

(i) h(X) = sup{L(S):Sc X} = min{a: Xis hereditary a-Lindelof} 

(ii) z(X) = sup{d(S):SC X} = min{a: Xis hereditary a-separable}. 

Ad (i). We saw in 0,5 (i) that if Isl = a+, which is a regular 
+ cardinal, and Sis right separated in type a then Sis not S-Linde-

lof for any S 2_ a. This obviously implies h(X) 2_ a, if Xis heredi

tary a-Lindelof. Conversely, if Xis not hereditary a-Lindelof, then 

we can find a t9j- c cr(X), I~ > a such that for 'e3J'0 c ~, ~O I 2_ a we 

have 
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Let~= {Gs: s < S}, where S = ltJjl. If the points xp and their neigh

bourhoods Gs ( P ) E, ~ have been defined for p < v < S, then 

Hv =u{Gs(P): p < v} :j:u~by (+), hence we can choose a point 

xv 8 U t9J' \ Hv and its neighbourhood Gs ( v )"°' f9J. Obviously, {xp: p < S} 

is right-separated, hence h(X) ~ S > a. 

Ad (ii). Since every left-separated space S whose order-type is a 

(regular) cardinal a+, has density a+ (see 0.5 (ii)), we have 

z(X) ::_ sup{d(S): Sc X}. On the other hand, if d(S) = a, we can 

easily define a monotone increasing sequence of closed sets in S of 

length a, using an obvious transfinite induction. This completes the 

proof. 

Remark. 

2.5 and 2.6 (i) obviously imply that e.g., every hereditary Lindelof 

T2-space has at most .2w points. And 2.1.d+2.6.(ii) imply a(x) ::_ z(X). 

Problem. 

It is known to be consistent with the usual axioms of set theory that 

there exist hereditarily separable normal spaces (even topological 

groups) of cardinality expexp w (cf. 62 ). It is not known, however, 

whether X E 93 and z ( X) ll> imply IX I '.;'.; 2w or not. 

2.7. (cf. [13]) IfXEJ2 , d(X) '.;'.; exp s(X). 

Proof 

Suppose we have d(X) > exp a. Then, by 2.6 (ii) there is a left

separated subspace Sc X such that Isl= (exp a)+. Using 2.5 we ob

tain a right-separated subspace Tc S, ITI > a, Now Tis both right 

and left-separated, and we claim this implies the existence of a 

D c T with IDI = ITI > a such that Dis discrete. 

Indeed let ~ 1 and-<2 be two wellorderings of T which separate T right 

and left respectively. Let us define a partition of [TJ2 (def of 

[TJ 2 : p.100) into two classes'I and II as follows: 

{x,y} EI iff ~, and~2 coincide on {x,y}; 

{x,y} E II iff -< 1 and...e::2 are opposite on {x,y}. 
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Now, if H c T is infinite, [H]2 c II cannot hold, otherwise we would 

have an infinite decreasing sequence in the sense of ~ 1 or~2 , which 

is absurd, since both are well-orderings. Thus, by Erdis 'theorem 

A4.7 we obtain a D c T, IDI = ITI, such that [DJ2 c I. This, however, 

means that...c 1 and-<2 _coincide on the set D, and this joint well

ordering both right and left separates D, hence Dis obviously discrete. 

2.8. (cf. [12], [25] or [32]) If XE: i, then we have 

+ d(X) 2 c(X) • ( i) 

(ii) If X contains a discrete subspace of power a, it also contains 

a pairwise disjoint intervals. 

(iii) h(X) = c(X). 

(iv) d(X) = z(X). 1) 

Proof 
+ Ad (i). Assume X e,'i.., and d(X) ~ a • We want to show that X contains 

a pairwise disjoint intervals. This will evidently imply (i). 

Now let -«- be b arbitrary well-ordering of X. A point p E: X is called 

normal, if pis the <-smallest element of some neighbourhood U of p. 
p 

We put 

N = {p e X: p is normal}. 

First we show that N is dense in X. Indeed, if G 8 cr(X) and p0 is the 

~-smallest element of G, then p0 is obviously normal. Thus we have 

-INI > d(X) > a+ 

For each p s N let I denote the union of all open intervals contain
p 

ing p as their first element by -<.. Now, if p, p' 8 N, p -<- p' then 

either I n I , = ~, or I , c I , which follows immediately from the 
p p p ,P 

maximality of the I. 
p 

Now, if there are a pairwise disjoint I , we are done. If not, let 
p 

us put 

N0 = {p e N: I is not contained in any other I ,}; 
p p 



since p, p' e N0 + IP n Ip' = r/J, we have IN01 < a. 

Similarly, by transfinite induction, we define 

1)added in proof. Moreover it is easy to prove ~(X) = x(X) ~ c(X), as 

was observed by Nelly Kroonenberg. 

where Hs = N \ U{Nn:n < s}. Then, again, INsl < a, hence 

lu{Ns:s < a}I ~ a, This implies Ha+ r/J. 

15 

Let p' 8 Ha. This means that for each s < a there is a ps e N s such 

that I, c I , hence {I :s < a} is a decreasing chain. For each 
p Ps Ps 

s < a we can choose an x"" e. I \ I 
'-> Ps Ps+1 

where-< denotes the original ordering of X. The convexity of the I 

implies that xs-< x~ 

XS E:. r, n > s. 
holds, if xs e 0, n > s and xs >- xn, i:"' . 

Now we have 101 = a or lrl = a. In the first case ,,re have an 

p 

increasingly well-ordered, in the second a decreasingly wc,2-l--ordered 

subset of type a of X, which immediately gives us~ disjoint intervals. 

This proves (i). 

Remark 

A Suslin continuum, whose existence is consistent with the usual 

axioms of set theory, (cf, [18J or [34]) yields us a compact ordered 

space X, for which 

c(X) =wand d(X) = w1• 

Ad (ii) Let X 8 'i,, D c X discrete, 

can choose an interval I = (a ,b) p p p 
contains a isolated points of X, we 

that no point p of Dis isolated in 

a = ID I :._ w. For each p E: D we 

such that I n D = {p}. If D 
p 

are done. If not, we can assume 

X, hence either (a ,p) + r/J or 
p 
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(p,b) t ¢. Thus we have a points in D for which either the intervals 
p 

(a ,p) or the intervals (p,b) are pairwise disjoint and non-empty. 
p p 

Ad (iii) Since c(X) ::_ h(X) is trivial, we have only to show that 

h(X) ::_ c(X) = a, i.e., by 2.6 (i) that Xis hereditary a-Lindelof. 
N 

Since c(X) = c(X) (cf. 0.17) and the order topology of X coincides 

with its subspace topology in X, and finally X b'.ll, it suffices to 

prove the hereditary a-Lindelofness of a ~ompact X EJ'_ with c(X) = a. 

So in what follows we assume that Xis compact. 

By 0.10, Xis hereditary a-Lindelof (with a= wf;) iff every open 

subset Ge a(X) is an F ~set.It is well known that every Ge a(X) 
a'" 

is the disjoint union of open intervals in X, whose number, by 

c(X) = a, is at most a. Thus it suffices to show that every (a,b) c X 

is an F ~ set. 
a'" Now if a has no immediate successor and b has no immediate predecessor 

then we can choose decreasingly and increasingly well-ordered 

sequences {a :n < y < a} c (a,b) and {b :v < yb ::_ a} c (a,b), 
n a - v 

respectively, such that they converge to a and b. (y ,Yb< a follows 
a -

from c(X) = a.) Then 

hence (a,b) is the union of< a closed intervals, and thus is an 

F ~ set. 
a," 

It is obvious how to modify the above construction 1.n the cases where 

a has an immediate successor orb has an immediate predecessor. 

Ad (iv) Suppose d(X) =a.We want to show (cf. 2.6 (ii)) that for 

every S c X, d(S) ~ a. 

Let A be a dense subset of X with IAI =a.We put AS= {(x,y): 

x, y 8 A and (x,y) n S f ¢}, furthermore if (x,y) E: AS we choose a 

point p( ) e: (x,y) n S, and ,put x,y 

* Obviously, IAsl < a. Since c(X) ::_ d(X) = a, by (iii), Xis hereditary 
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a-Lindelof. Therefore if IS is the set of all isolated points of S, 

then !Isl.::_ a. We claim that DS = A; u Is is dense in S. Since 

jDSj .::_ a, this will complete the proof. 

It is enough to show that if a, be X, (a,b) n S f ¢ then 
(a,b) n Sn DS f ¢. If (a,b) n S contains an isolated point of S, 

then we are done. 

If not, then j(a,b) n sj.::.. w, hence we can choose five points 

x 1 , ••• , x5 e; (a,b) n S such that x. --< x. if i < j. Then 
. l J 

x2 e; (x1 ,x3 ) f ¢ andx4 e (x3 ,x5 ) f ¢.Hencethere arey1, y2 e A 

suchthaty1 e (x1 ,x3 ) andy2 e (x3 ,x5 ). Consequentlyx3 E- (y 1,y2 )n 

n s + ¢, and therefore (y1 ,y2 ) e AS. 

Now, obviously, p( ) s (y1 ,y2 ) n Sc (a,b) n S, hence 
Y1 ,Y2 

DS n (a, b) n S f ¢, which was to be shown. This completes the proof. 

+ We do not know whether d ( X) .::_ ( s ( X) ) holds for a larger class of 

spaces than 'l, say for '-:J 3 ( ! ) , independently of GCH, of course. 

(cf. 2.7.) 

(cf. [13]) For each X e tr we have , 2 

jxj .::. exp exp s(X). 

Proof ( see p. 100 for the definition of [xf) . 

Assume jxj > exp exp a and let< be a well-ordering of X. Since 

Xe -:12 , for each pair {x,y} e [x] 2 with x < y we can choose neigh

bourhoods U(x,y) and V(x,y) of x and y respectively, such that 

U(x,y) n V(x,y) = ¢. 

Now we define a partition of [ x] 3 as follows: 

If { x ,Y , z} e [ x] 3 , x < y < z then we put 



18 

according to the following rules: 

E 1 = o, if X8 U(y,z); 

E1 = 1 , if X fU(y,z); 

E2 = o, if z e, V(x,y); 

E2 = 1 ' if z f V(x,y). 

By A4.5 there is a subset H c X, IHI = a+ such that for a fixed 

pair (n 1,n2 ) (n.=0,1) we have [HJ3 c I( )" Suppose now ye Hand 
i n1 ,n2 

y has both an immediate predecessor and an immediate successor in H 

by<, say x and z respectively, i.e. x < y < z. We shall show that 

H n U(y,z) n V(x,y) = {y}, 

hence y is isolated in H. Since H obviously contains a+ such points 

y, this yields a discrete subspace D of Hand hence X, of cardinality 
+ .. a and proves our proposition. 

Assume now that p £ H n V(x,y) n U(y,z) and p + y. Since p + x and 

p + z are obvious, we have either p < x or z < p. In the first case 

p e, U(y,z), hence the triple {p,y,z} gives us n1 = 0. This, in turn 

implies p e U(x,y), looking at the triple {p,x,y} 8 [HJ 3 , and thus 

p ~ V(x,y), which is a contradiction. A similar contradiction arises 

if p > z is assumed. This completes the proof. 

Problem 

Can one exp be omitted in 2.9 if X €$.? (cf. [62]). 

2. 10. For X 8 £ we have 

I X I ~ exp c ( X) • 

Proof 

This follows immediately from 2.5 and 2.8 (iii). A direct proof goes 

as follows: 



Let .Z be an arbitrary well-ordering of X, while < is the ordering 

which defines the topology of X. We put for any {x,y} f:, [iJ2 

{x,y} 6 Is resp. {x,y} 6 Iop' 

according to whether-<. orders {x ,Y} in the same, or in the opposite 

way as < does. 

Now, if !xi > 2a, by A4.4 we have a H c X, IHI = a+ such that 

[H] 2 e, I or [H] 2 c I • Thus in the first case H is increasingly s op 
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well-ordered and in the second case decreasingly well-ordered by its 

original ordering<. In either case, X contains a+ pairwise disjoint 

intervals, hence c(X) .:_ a+. This completes the proof. 

2.11. If X 6i, for each s we have 

Proof 

First we show that, in any regular space Y, each H 8 crs(Y) contains 

a closed H' 6 crs(Y),-where H' f ¢ if Hf¢. Indeed let p e HE- crs(Y). 

Then H = r\ {HP :p < ws}, where HP 6 cr(Y) for each P < ws. Now because 

Y is regular, for any fixed P < ws we can define by induction 

open sets H(n) such that H(O) = H and for O < n < w we have 
p p p 

c H(n) c H(n) c H(n- 1) c H 
p p p p p 

Let us put 

(}/n) € cr(Y)). 
p 

This shows that p 6 H' 6 crs(Y) and H' is closed, which was to be 

shown. 

Thus, to prove our proposition, it is enough to show that X does not 

contain more than exp(ws.c(X)) pairwise disjoint closed G0,s sets. 

Assume, on the contrary, that 'CJt is such a disjoint sub-family of 
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os(X) and 1ml > exp(ws.c(X)). Since X is compact, for each A8 Vlwe 

have ~(A,X) = x(A,X).::. ws (cf. 0.8), so we can choose a basis of 

neighbourhoods 

of each A E, -eJ/.,_ Now, the normality of X implies that for 

{A1 ,A2} e [aj 2 we can choose P 1 , P 2 < ws such that 

(P1) (P2) 
GA n GA = r/J. 

1 2 

This induces a partition of ~ 2 into I w s x w s I = w s classes as 

follows 

Since teJ(,I > exp (ws.c(X)), by A4.4 we have a subsystem/..., c'€9Land a 

fixed pair (ii 1 ,iiJ) e. ws x ws such that Id> ws+c(X) ~ c(X), and for 
,~ 2 

all {e l ,e) 8 L.(, , 

(P1) (ii2) 
Ge ('\ Ge = r/J. 

1 2 
(p1) (p2) 

Now, if we put Ge = Ge n Ge for each C G: G , the family of open 

sets {Ge e e i,} is obviously disjoint. This, however, is a contra

diction, because j(,j > c(X). 

Remark 

A completely regular space Xis called a G0L space, if Xis an 

arbitrary union of G0 sets in some compactification cX (w.r.t. ex). 

Thus, e.g., Arhangel'skii p-spaces mentioned in 2.2 are G0L spaces. 

It is an easy corollary of 2.,11 that cs(X) .::. exp(ws.c(X)) holds true 

for arbitrary G0L spaces as well. 

2.12. (cf. ~o]) For Xe 'J' we have 
p 

w(X) .'.:_ u(X).c(X). 
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Proof 

Let us first note that if Xis a pseudometrisable space (i.e. u(X) = w), 

then we have 

w(X) = c(X). 

Indeed, this follows immediately from R.H. Bing's pseudometrisation 

theorem, namely the existence of a a-disjoint base. 

Now, if Xe '1P, there is a family:Y of pseudometrics with 191 = u(X) 

which generates the topology of X. For each 15 E: §) let X6 denote the 

pseudometric space on X determined by 6 . 
If u(X) = 191 .::_ w(X), we are done. If not, i.e. l'.PI < w(X), then 

and therefore for each a < w(X) we have a i60 e 9 such that 

This, however shows 

w(X) = sup c (X(!,) = c(X). 
E>e.§J 

2. 13. Xe :13~ implies 

u(X) ~ w(X). 

Proof 

Evidently, Y c X implies u(Y) ~ u(X) and this shows that it suffices 

to prove u(X) ~ w(X) for compact spaces, because every Ye 1]"'3~ has a 

compactification of the same weight as Y. 

Now, if X 8 'J, and~ is a base, for the topology of X with ~I ~ w(X), 

then, as can easily be checked, all finite coverings of X with 

members of~yield a basis for the unique uniformity of X. The number 

of these finite coverings, however, is equal to li¢'1 ~ w(X), hence 
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u(X) .::._ w(X) does hold. 

This shows that for X G :J' 3~ < can be replaced by= i~ 2.12 

2. 14. For each Xe:~ we have 

h(x) = lxl. 

Proof 

It is well-known that every dispersed space X can be written as a 

disjoint union of the form 

where for each s0 < P, Ls is the set of all isolated points of the 

closed subspace 0 

Thus we have l1sl .::._ s(X) .::._ h(X) for alls< P. On the other hand, 

choosing a point ps e Ls from each level Ls, the resulting set 

H = {ps:s < p} is vbViQuay-y- right separated, hence IHI = IP I .::.. h(X) 

holds as well. This however, shows that 

hence 

lxl = I l1sl < lr:,l.h(X) = h(X), 
s<P 

I xi = h(X). 

2.15. (cf. [13}) Suppose X e tr'1 . Then 

lxl .::._ exp(~(X).s(X)). 

Proof 

It is enough to show that ~(X) .::._ a and I xi > exp a imply the 
+ existence of a discrete subspace of X of cardinality a. To show 

this, let ~be a linear ordering of X and choose for each p € X a 

sequence of its neighbourhoods 



such that 0 'W = {p}. Now, for l;,n < a let us put 
p 

I( ) = {{p,g_}: p -<q and g_ it V<-(p) and p $ V (g_)}. 
l;,n s n 

obviously we have 

i.e., a partition of [x] 2 • By A4.4 

such that 

[D] 2 c I(- -) I; ,n 

there is a subset D c X, IDI 
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+ = a 

holds for a fixed pair (~,ii). Now it is obvious from our construction 

that 

D n (v~ (p) n vii (p)) {p} 

holds for each p 8 D, i.e., pis isolated in D and thus Dis discrete. 

This completes the proof. 

2.16. (cf. [13] or [21]) Assume Xe tr2 , A c X, IAI > 2a, furthermore 

x(p,X) .'.5_ a for each p 6 A. Then 

c(X) > a. 

The proof of 2.15 can be applied after having made the following 

· changes: 

For p e. A 'hf_ is a basis of neighbourhoods in X and we form a parti-
2 P 

tion of [A] by putting 

I 
( I; ,n) 

Corollary 

If X e -,,2 then 



24 

lxl .::.. exp(x(X).c(X)). 

2. 17. For every X e ~ 2 

ijJ(X) .::_ h(X) 

holds. 

Proof 

Since X €~'for each p 8 X we can choose 

neighbourhoods of p such that n f'vv_. = {p}. 
p 

of minimal cardinality among such systems, 

course, ap 2'.. 1/J(p,X). 

a system Iv-! of closed p ---
We can assume that "vi'_ is 

p 
say lvl =a. Then, of 

p p 

Now fix p b X. We define members Vs of~ and points xs by trans

finite induction as follows: 

Let VO e 'v£ and x0 ~. X \ VO arbitrary. Suppose s < ap and for every 

n < s the V 6 w and point x have already been defined. Then, n p n 
beoo.use of the minimality of a, p 

hence there is an xs e; i(":l V n \ {p} and a Vs E, ~ such that xs ~ Vs, 

since n rvr = {p}. 
p 

Now let us put Fs = A vn for s < 

and F n ::l F s, if n < s, hence {F s: s 

sequence of closed sets in X. This 

h(X) > a > 1/J(p,X) - p -

for all p e X, hence h(X) .:::. 1/J(X). 

Problem 

For what spaces does 

z(X) ~ ijJ(X) 

hold? 

ap. Then, obviously, xs€ Fn\Fs 

<a} is a monotone decreasing p 
implies 



Remark 

Since s(X) .::_ h(X) always holds, from 2.17 and 2.15, we immediately 

obtain another proof of 2.5. 

2.18. (cf. 6.4) If Xis connected, then 

Proof 

In fact, we shall prove that if 

is a strongly decreasing chain in X, then 

µ<a+ where a= x(X). 
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+ + 
Assume, on the contrary, thatµ> a and put ~O = {Gs:s <a}. Then 

n f9J-o ::> Ga+ f r/J. Sin~e €9Jo is strongly decreasing, we have 

hence His a non empty closed proper subset, Since Xis connected, H 

cannot be open, therefore we can choose a boundary point p0 8 H. We 

claim that x(p0 ,x) :::_ a+, which is a contradiction. 

Indeed, if {U :n < a} were a basis of neighbourhoods of p0 , then for 
+ n 

each s < a we could choose an ns < a such that 

hold. 

{Gs :v 
\) 

Now, since a+ is regular, there is a cofinal subsequence 
+ 

<a} of 1o and an n < a such that 



26 

= n 

holds for each v < a+. This implies 

+ 
Poe U- c n{G'" :v < a } = 

n "v 

which is in contradiction to the assumption that p0 is a boundary 

point of H. This completes the proof. 

Remark 

J. Gerlits [61] has shown that for Kowalski's "hedgehog space" X 

with w1 needles we have k(X) = w1 = x(X)+, while Xis of course a 

connected metrizable space. 

2.19. For every X we have 

k(X) .::_ L(X).a(X). 

Proof 

(cf. [3]) Let us put L(X).a(X) = a. We shall prove a somewhat 

stronger result, namely that every free sequence in Xis of length 

< a+ (cf. 0.6). We shall need this stronger result in the proof of 

2 .21. 

Assume, on the contrary, that 

is a free sequence in X. Since Xis a-Lindelof, there is a point 

. x0 e X such that for each neighbourhood U of x0 we have 

lu n sl + a . 

Indeed, assume that each x e ~ has a neighbourhood Ux such that 

lux n sl ~a.We can choose a subcovering 



<\?1,c{u:xex} 
X 

for which 1'111,1 < a. Then, however, 

hence Isl 2- l { lux (') sl: Ux e '\9-L} 2- a.a = a would hold, which is a 

contradiction. 

Now, 

such 

such 

since x0 GS and a(x) 2- a, there is a subset Ac s, IAI 2- a 
- . + + that x0 € A. Since a is regular, there is an ordinal 1; 0 < a 

that Ac S0 ={pl;:!;< 1; 0}, hence 

But, S is free, hence s0 n S \ s 0 = y:I. Therefore u0 = X \ S \ s 0 is a 

neighbourhood of x0 , for which u0 n S c s 0 , hence 

+ < Cl. < Cl. 

This, however, contradicts our choice of x0 , and thus finishes the 

proof. 

2.20. For X 6 '.J' 2 we have 

Proof 
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Let S c X be dense in X, Isl = d(X) and put x(X) = a. For each x € X 

we choose an open neighborhoodbasis 

U € lJl we take p(U) € U n S. Put N 
X X 

NxEd.Ja(S), if, for a set A, G\(A) is 

Consider the function 

VZ:x of cardinality a. For each 

= {p(U): U € UC } • Hence 
X 

defined as rP a (A) = {Bc:A: (B 12-a}. 
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which carries X into IP ( 6J (S)). Because X E 1;2 we find that a a . 
{x} = n{(U n N )- : U E lX }. Thus the function f is 1-1, implying 

X X 

that 

2.21. For each Xe 'J'2 we have 

I XI .s_ exp ( L( X) . x ( X) ) . 

This is a beautiful and quite recent result of A.V. Arhangel'skii, 

[3], which settled an almost fifty year old conjecture of P.S . 

.Aleksandrov namely that every first countable compactum is of 

cardinality< 2w. 

First we need two lemmas: 

Lemma a) 

Assume X e:J'2 , a~ w, lxl > exp a, furthermore if ACX, IAI < a then 

( i ) I A I .s_ exp a 

and 

(ii) ljJ(A,X) .s_ exp a 

hold. Then there is a free sequence 

of length a+ in X. 

Proof 

We shall construct a ramification system in the sense of [39], lemma 

1 , by defining sets R [j J and points pr. 7 for certain 
Po' " . 'Pi; LP o ' .. ' 'P i;J 

sequences of ordinal~where p < 2a and 1; < a+. 
, n 

First we put RO = X and pO e RO arbitrary; here O stands for the 
+ empty sequence. Suppose now that 1; < a and for all n < 1; the sets 



R r_ J and points pr: ] have been defined for each 
IYO,.· • ,P n LP o, ... ,P n 

[p 0 , ••• ,pn] e Sn+1, where Sv denotes the set of seg_uences of type v 

of ordinals< 2a. 

Let us now choose a seg_uence s € Ss and put 

R' = n {R I : n + 1 .::_ s} s s n+1 

29 

where sln+1 denotes the initial segment of s of type n+1. Now we dis

tinguish two cases, a) and b): 

s - s,PJ s 
a) IR' I < 2a. In this case we put RB 7 = R' for all p < 2a; here 

[s ,P] denotes the seg_uence IJl O, ••• ,P of type s+ 1 obtained by aug-

menting s by p. The points p [ J can be chosen arbitrarily. s,p 

b) IR' I > 2a. Since s < a+, applying (ii) and putting 
s 

{psln+1 :n + 1 .::_ s} = G(s) we can write X\G(s) = u {F~s\ p < 2a}, 

where the F(s),s are (not necessarily distinct) closed subsets of X. 
p 

Next we put 

= R • n F< s) 
s p 

for each p < 2a and choose any element of R [ .7 as p [ 7 if R r: 7 fiZI. 
s,p~ s,p~ Ls,p~ 

Otherwise p [ 7 can be chosen arbitrarily. 
s ,PJ 

By transfinite induction on v we can easily show that 

X = U{R': s E:. S } u U{G(s): s g S } 
s \) \) 

holds for each v < a+. Next we claim that there exists a seg_uence 

t 8 Sa+ such that 

holds for each v < a+. Indeed, let us put 
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and 

Then I s I .:. I s I .:. r + 2 1 V I 
v<a 

the choice of S 

+ < a 2a = 2a, hence we have, by (i) and 

Now if x0 is an arbitrary point in the complement of the above set we 

can find a sequence t e Sa+ such that 

holds for each v < a+. Indeed, if tis a maximal sequence such that 

x0 e: Rt Iv holds for each v < length of t, then the length of t must 

be a+. Because of the choice of x0 , however, we have t Iv e Sv \ Sv, 

hence IRtlvl > 2a for each v < a+ 

Let us now put t = [p O , ••• , p I; , ••• ] and 

for all I;< a+. Then for arbitrary I;< a+ we have 

and 

{p: 
n 

n < 

which shows that {pl;: I;< a+} is a free sequence, because 

G(tll;) n F(tll;) = (/J, by definition. This completes the proof. 
pl; 

Lemma b) 

Assume Xis an a-Lindelof T1 space, Ac Xis closed and IAI .:_ 2a, 
a , 

moreover ~(p,X).:. 2 holds for each p ~A.Then 
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holds too. 

Proof 

Let us choose for each pe A a system of open neighbourhoods of p, 

say '\l'P, such that n,v; = {p} and krpl .::_ 2a. Now, if x0 is an 

arbitrary point of X \ A then for each p e A there is a V e tr such 
p p 

that x0 ~ V. Since {V: p e A} is a covering of A and X (and A) are p p 
a-Lindelof, there is a subcovering l\.l, c {V : p G A} such that 

. XD p 
li.L I .::_ a. But x0 4; v,U, => A, which shows that 

XO XO 

1/l(A,X) .::. I {l.1,:.U, C u }J'_ 
P€A p 

Proof of 2.21 

and 

Let us put a= L(X).x(X) and suppose that !xi > exp a. Then, by 2.20 

and lemma b) respectively, conditions (i) and (ii) of lemma a) are 

satisfied. Thus, applying the latter we obtain a free sequence of 

length a+ in X. But by the ·proof of 2.19, the length of any free 

sequence in Xis.::_ L(X).a(X) .::_ L(X).x(X) = a, which is a contradiction. 

This completes the proof. 

We would like to emphasize the following 

Corollary 

If Xis a first countable, Lindelof T2 space, then !xi.::_ exp w. 

Remark 

It is interesting to compare this corollary with the following result 

of S. Mrowka ( [29] , Theorem 2) : 

There exists a first countable compact T1 space of cardinality a iff 

D(a)cl D(w)a, i.e., a belongs to the class of cardinals M, defined by 

Mr6wka in [2~. It is known e.g., that for each non-measurable 13 we 

have 213 G M ( see [2~ or [2'~ for more details). 
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2.22. (cf. [4 J) Assume Xe 'ri and (ijJ(p,X)=) x(p,X) ,;., a for each p t2, X. 

Then lxl :::_ exp a. 

Proof 

Let Jv denote the set of all 0-1 sequences of type v. By transfinite 

induction on v we shall define a mapping V: J = vYa Jv ➔ cr(X) as follows: 

We put V(0) = X. Assume that v < a and for alls< v, j E, Js 

V(j) e, cr(X) have already been defined in such a way that 

(a) For each s < v the system {V(jln): n < s} has the finite inter

section property. 

(b) If s is of the form n + 1 , i 8 J and j = [i, E] ( E E: { 0, 1}) , 
n 

then V(j) C V(i). 

Let j E: Jv. If vis limit, we put i = j and V(j) = X. If v = s + 1 we 

have j = [i,E] for some i E: Js. Notice that in either case 

by (a) and (b) and the compactness of X. Also H(i) + {p} for any 

p 6 X, since otherwise we would have ij!(p,X) .:_ Isl < a. Thus we can 

choose two different points p ( E = 0, 1) such that p e; H( j) and two 
E E 

open neighbourhoods V of p such that V c V(i) and v0 n v1 = 0 E E E 
Then we put 

Thus V(j) is defined for each j E; J. 

It follows immediately from the construction that for any j b J 

n{v(jln): n .:. length of j } f 0 

and if j' j ' e J and j f j ' then a 

n {V(jln)}r., n {V(j'ln)} = ¢. 
n<a n<a 



However, 

exp a. 

Remark 

exp a, and this immediately implies lxl > IJ I > 
a 

33 

If in 2.22 instead of XE P, it is only required that X has a compact

ification cX with XE crs(cX) and w~ < a, then according to the 

proof of 2.11 there is a closed, hence compact, subset Z c X which 

is also a G0,s-set in ex. It is easy to see that x(p,Z) ~ a is valid 

for all p E Z, hence IXI ~ IZI ~ exp a by 2.22. 

Corollary 

If x(p,X) = a for each point p of a compact T2 space X, then 

lxl = exp a by 2.21. 

2.23. If Xis a first countable compact T2 space then either 

/xi.::_ w or !XI = exp w. 

Proof 

Assume !xi >wand let A be the set of all condensation points of 

X, i.e., 

P 6 A - lu I > w1 p -

for each neighbourhood U of p. Obviously, A is closed in X and we 
p 

assert that A is also dense in itself. In fact, let p e, A and Ube 

an arbitrary neighbourhood of p. We can choose neighbourhoods 

V0 ::i V1 :::i ••• ::> Vn ::, ••. {n < w) 

n {Vn:n < w} = {p}. Now, since v0 \ 

IV0 \ {p}I .::_w 1, there is an n0 < w 

of p such that U ~ v0 and 

{p} = u {V \ V 1: n < w} and n n+ 
such that lvn \ Vn +1 1 .::_ w1• 

0 0 

Hence if q is a complete accumulation point of V \ V +1 , then 
no no, 

q e A, q t p and 

This shows that (U\ {p}) () A f 0, hence A is dense in itself. Thus 

x(p,A) = w holds for each p € A and by the corollary of 2.22 we have 

IAI = exp w, hence, by 2.21 
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lxl = exp w. 

2.24. Suppose Xis locally compact T2 and lxl < exp a.. Then 

S = {p: x(p,X) < a.} 

is dense in X. 

Proof 

Assume that G G cr(X) and G n S = ~- Then x(q,X) = x(q,G) ,;;. a. for 

each q e; G, and hence our Remark made at the end of 2. 22 gives us 

IGI,;;. exp a.> lxl, which is impossible. This completes the proof. 

2.25. Let X G :f, x(X) = a. and d(X) > a.. Then there is a subspace Sc X 

such that 

Isl = d(s) 

Proof 

+ = a. and c(S) ~ c(X). 

Let us first choose for each p 6 X a basis of neighbourhoods 

{V~(p): ~<a.} and then put 

r(p,q; S,n) = { 

a member of V ( ~) n V (Tl) , if 
p q 

V (~)n V (11) + ~; p q 

not defined otherwise. 

If He Xis arbitrary, we define 

H' = {f(p,q;~,11): {p,q} €, [H] 2 I\ (~,11) € a. x a,}. 

Furthermore, we set 



Obviously, IHI 2.. a implies ic1(H)i 2.. a. 
+ Now we define sets As c X for s < a , by transfinite induction as 

follows: 

Let A0 =~;assume the sets A~ have already been defined for each 

s < v, where v < a+ and jAsj <a.Let us put 
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According to our above remark, jBvj 2.. a, hence Bv cannot be dense in 

X. Therefore we c_an choose a point Pv E:. X \ Bv. Then we put 

Obviously, !Av! 2.. a, hence the induction can be carried out for all 
+ 

V < a , 

Let us put S = u{Av: v < a+}. Then, if R c S, !RI = a, there 

is av< a+ such that RC Bv, hence Pv ~ Bv ~ R implies that R can

not be dense in S. Thus, indeed, d(S) = isl = a+. 

c(S) 2.. c(X) follows immediately from our construction, because 

p, q 6 Sand Vs(p) n Vn(q) +¢imply f(p,q;s,n) 6 S, and thus any 

disjoint family of sets of the form {vs(p) n s} with p e Tc S can 

be "extended" to the disjoint family {vs(p)}. 

2.26. Let X £ ':j' and SC X. Then 

d(S) ~ d(S) ,:l(S). 

Proof 

Let Z be a dense subset of S with jzj = d(S). Then for each p 8 Z we 

can choose a subset H C S with I H I < :l ( S) such that 
p p -

p € H p 

We claim that 
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D=V{H:pe:Z} 
p 

is a dense subset of S. 

Indeed, let x e Sand V be an arbitrary open neighbourhood of x. Then 

V n S f r/J, hence there is a p e; V n Z as well. Then V is a neighbour

hood of p too, hence 

V r, Hp + r/J ' i . e • V n D + r/J 

which was to be shown. Since 

lnl <\{IHI: p€ Z} < lzl.a(s) _l p 

2.26 is proved. 

Corollary 

d(S).3(8), 

If every closed subset of a first countable space Xis separable, 

then Xis hereditarily separable, 

2.27 For XE z73~ we have 

w(X) = u(X) • L(X). 

Proof. From 2.13 u(X) .'.:... w(X) and the trivial relation L(X) .'.:... w(X) we 

find w(X) .'.:... u(X). L(X). Next, let Lil be a basis for a uniformity, 

defined by open coverings, on X compatible with the topology, such 

that ll)t;I = u(X). I.e. (cf. [17]):(J'.; is a family of open coverings, 

such that U ui is a basis for the topology and. each two covers from 

UC:, have a common star-refinement in UC. For each cover Ol E l)".: we 

choose a subcover oC c Ol of cardinality L(X). Now it is easy to 

check thatU{(X*l<X E\.Jl} is a basis for o(X). 
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3. The sup= max problem 

The functions c,s,h,z,k have the common feature of having been defined as 

the supremum of cardinalities of certain families of sets. (Sometimes these 

sets are referred to as "defining sets" of the corresponding cardinal 

function.) It is natural to ask under what conditions this supremum is 

actually a maximum, i.e., when does a defining family of maximal cardinal

ity exist. This is what we briefly call the sup= max problem. 

Obviously, if the value of one of our functions is a non-limit cardinal, 

the supremum must be a maximum. The interesting cases are therefore those 

in which the function values are limit cardinals. 

3.1. (cf. [7], 6.5) Assume X 8 ~ and c(x) = A is singular, cf (A) = 

=a< A, Then there is a disjoint family q ccr(X), with 11 = /\. 

Proof 

Let us call an open set Ge cr(X) normal if for each non-empty H c G, 

H e cr(X) we have 

c(H) c(G). 
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We claim that for each non-eil/pty Ge o(X) there is a non-empty normal 

open set G0 such that G0 CG. (in other words, the normal open sets 

constitute a TI-basis for X.) Assume that this is not true. Then we 
1 1 1 .L can find G G o(X)\ {¢} G CG, such that c(G ) T c(G), hence 

c(G1) < c(G). Now G1 cannot be normal, therefore we have a 

G2 e o(X)\ {¢}, G2 c G1 such that c(G2 ) < c(G1) < c(G). Continuing 

this procedure for each n < w we would obtain an infinite decreasing 

sequence of cardinals, which is impossible. This shows that the nor

mal open sets indeed form a TI-basis of X. 

Now let 'M., be a maximal disjoint family of normal open sets. From the 

above assertion it follows immediately that u 'fL= N is dense in X. 

If l'r\J = A, we are done. Thus we can assume that 11(.J = f3 < A. 

Next we claim that 

sup{c(G): GE:. at} = A 

holds. Indeed, if f3 <a< A, a is a regular cardinal, then there 

exists a disjoint familyq C o(X) with ~I = a. Now, since N is dense 

in X, for each H 6 ~ N n H f !ll, hence there is a GH e:. ai., such that 

H n GH f ¢. Since o > f3 is regular, there are a subfamily'% of ~ 

and an Hoe 'lt such that l~ol = o and G 6 -etto + G n Ho f ¢. This 

implies c(H0 ) .::_ a, and thus(*) is proved. 

Now, if f3 <a= cf(;\) there is a He'o°llsuch that c(H) = A, since 

otherwise(*) could not hold. Let us write A= l as' where as< A. 
s<a 

Then H (and X too) contains a disjoint open subsets {Hs: s < a} such 

that (1,.=)c(Hs) > as, because His normal. By(*) this is also true 

for X if f3 .::_a and there is no HE:'rt,with c(H) = A. 

Therefore, if we take a disjoint family,,s of open sets in Hs' such 

that ~I= as' then~= V{'1;: s < a} yields us a disjoint family 

of open sets of maximal cardinality A. 

Remark 

We shall see (example 6.5) that for inaccessible A's 3.1 no longer 

holds. 
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3.2. (cf. [14]) Suppose \ is singular strong limit, XE: ~ 2 , /x/ ~ \. Then 

X contains a discrete subspace D of power\. 

Our proof will be similar to that of 2.9, however, instead of the 

ER-Lemma A4. 5 we shall use the C-Lemma A5. 4. 

Let-< be an arbitrary well-ordering of X, and for {x,y} e [x] 2 with 

X-< y we choose neighbourhoods U(x,y) and V(x,y) of x and y respec

tively, such that U(x,y) o V(x,y) = y'j. 

Then we define a partition of [x] 3 by putting {x,y ,z} e; I( ) 
£1,£2 

(x-< y--< z) according to the following rules: 

£1 = o, if xe U(y,z); 

£1 = 1 , if X ~ U(y,z); 

£2 = o, if z e V(x,y); 

£2 = 1, if z tv(x,y) 

Applying the C-Lemma A5.4 we find an H c X, /H/ A and a 

partition of H: 

such that conditions (i), (ii) and (iii) of the C-Lemma hold (p.126). 

Suppose thats< a and ye Hs, moreover that y has an immediate 

-<-predecessor x, and an immediate --<-successor z in Hs. We shall show 

that y is isolated in the subspace H. Since the set of all such y's 

is obviously of power\, this will prove 3.2. 

In fact we claim that 

N = V(x,y) () U(y,z) n H = {y} 

Evidently, x, z ~ N. Now, if p e Hand p--< x, then p e V(x,y) implies 

p ~ U(x,y), hence {p,x,y} € I( l ,£2 ) by the definition of our parti-

tion. According to (iii), however, we also have {p,y,z} € I(l,£2 ), 

and thus p ¢ U(y,z) => N. Similarly we can show that if z--< g_, then 
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q 4 N, which completes our proof. 

Corollaty: 

Assume~ is one of the functions s, h, z, Xe 12 and ~(X) = A is a 

singular strong limit cardinal. Then ~(X) is actually a maximum. 

This follows immediately from JxJ .:::_ ~(X) = A and 3.2. 

Remark 

It is easy to see that if A is a weakly compact (inaccesible) 

·cardinal, then 3.2 and its Corollary hold for this A; in fact, the 

proof given in 1.9 can be applied, using the fact that A+ (A)~ holds 

(cf A6.4). Thus e.g., if GCH holds then the sup= max problem has 

a positive solution for s, hand z on ~ 2 , unless A is a not weakly 

compact inaccessible cardinal. We shall show that this exception is 

in fact essential (cf. Example 6.6). 

3.3. (cf. [12]) Suppose Xe lt, ~(X) = A, where ~ is one of the functions 

s, b, z and cf( A) = w. Then the answer to the sup = max problem is 

positive. 

Proof 

We shall first establish the following 

Lemma 

Assume Re~. JRI =a> 6 .:::_w. Then either R contains a discrete 

subset of power a, or ls6 I < a, where 

s6 = {x e: R: 3 Ux neighbourhood of x such that I Ux I < 6}. 

Indeed, if I s6 I = a and for each x e s6 we put F(x) = Ux n s6 , then 

Fis a set mapping on s6 such that IF(x)I < 6 < a bolds for each 

x e s6• Therefore we can apply Hajnal's theorem A3.5, and obtain 

a subset D c s6 with IDI = a such that F(x) n D = {x} holds for each 

x e D. This, however, implies U n D = { x} for each x e:. D, hence D 
X 

is a discrete subspace of R. 

Now we return to the proof of 3.3. 



Since cf(A) = w, we can write 

where k < k' ➔ a.k < a.k, and each a.k is regular. 

Since ¢(X) = A > ak, for each k < w there exists a "defining set" 

for ¢, say Dk, such that Ink/ = ak. Let us put 

Then IX'/ = A, and using the Lemma for each S = a.k <Awe obtain 

that either X' contains a discrete subset of power A (which is 

certainly a defining set for¢) or we can assume that for each ak 

only less than A points in X' have neighbourhoods in X' of power 

< a.k. 

We shall then define a sequence of points in X' as follows: 

Let x0 be an arbitrary point of X' such that each neighbourhood of 

x0 in X' has cardinality.:. a.0 • Now, if k > 0 and {x0 , ••• ,~_1} have 

already been defined, we choose as~ an arbitrary point of 
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X' \ {x0 , •.. •~-1} such that each neighbourhood of xk in X' is of 

cardinality;;;. ak. By our assumption the induction can be carried out 

for all k < w. 

Now since X ( and X') belong to -it, we can select a subsequence 

{~.: i < w} of the above sequence for which there are open neigh-
l. 

bourhoods U. of xk. in X' such that U. n U. =~if if j. 
]. ]. ]. J 

By our construction we have 

lu. I > a 
]. - k. 

]. 

for each i < w. Also, u. C X' = IJ {Dk: k < w} imply 
]. 

u. = u {Ui n Dk: k < w}. 
]. 
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Since ak. is regular, we immediately see that there exists a k < w 
]. 

such that /Dk n ui/.:. ak .. In other words, each Ui contains a 
]. 

defining set Si for~ such that /si/.:. ak.· Now these Si's are 
]. 

contained in pairwise disjoint open subsets of X', hence 

S=u{S.:i<w} 
]. 

is a defining set _for~ in X' and consequently in X too. But 

Isl = I 
i<w 

a 
k. 

]. 

= A' 

which completes the proof. 

Remark 

We do not know whether i-!., can be replaced by ~ 2 in 3. 3, or whether 

the condition cf(\)= w could be weakened(without using GCH, of 

course). Both of these problems seem to be rather difficult. 

J. Roitman [65] has shown that if w <cf(\)<\ and\< exp(cf(\)), 

then for\ the answer to the sup= max problem is negative within 

s-; for any of the functions h,z,s. 



4. Cardinal functions on products 

4.1. The aim of this section is to investigate the following basic 

problem: 

Assume¢ is a cardinal function and 

how can we evaluate ¢(R) in terms of the values ¢(R.) (i e, I) and 
1 

the cardinality of the index set I? 

In order to exclude some trivial difficulties we assume that no R. 
1 

in(*) is indiscrete, hence it contains two points p., q. such that 
-- 1 1 
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pi$ {qi}. If we denote by F the two element T0 space, in which one 

of the points is closed and the other is not, then our convention 

obviously implies (with III =a~ w) 

Fa C R 
top 

or D(2)a c 
top 

R, 

depending 'Cm whether I { i: qi e {pi}} I = a or not. 

We shall show in 6.7 and 6.8 th~t the following relations hold for 

Fa and D(2)a: 
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a) If ct, is one of the functions w, s, h, z, X then 

ct,(Fa) = ct,(D(2)a) = a· 
' 

b) If ct, is 7f, or u,or 1/J, or a, then ct,(D(2)a) = a· 
' 

c) d(D(2)a) = log a. 

For a product of the form(->+-), where ct, is defined for each R. (i 8 I), 1. 
we put 

4.2. (i) For every cardinal function we have defined, 

(ii) If ct, e {w,7f,s,h,z,x} and /r/ =a~ w, we have 

ct,(R) > Ir/ =a. 

(iii) If I is infinite and all the Ri's are T 1 then 

(iv) 

Proof 

1/J(R) > I I I. 

If all the R-'s are completely regular and Ir/ > w, then 1. 

u(R) > /r/. 

Ad (i) For the functions c, cs' 7f, k and L (i) holds because each 

Riis the image of R under the open and continuous mapping 

1..e. the projection of R onto the factor R .• For the others (i) 1.s 1. 
true because R. C R holds for each i e: I. 

1. top 



If¢+ TI then (ii), (iii) and (iv) immediately follow from 4.1 a) 

and b), respectively, because¢ is monotone with respect to subspaces. 

To prove (ii) for TI, however, we have to proceed differently. Since 

Riis not indiscrete, we can choose a non-empty, proper open subset 

Gi c Ri for each i 6 I. Let 

...., -1 
G. = TI. (G.) 

1 1 1 

and~ a TI-basis for R with l~I = TI(R). It follows from our assumption 

that the intersection of infinitely many Gi's has an empty 

interior. Therefore, each P e !j) can only be contained in a finite 

number of the sets G .. This implies III .::_ l~l .w, hence III .::_ TI(R). 
1 

4.3. (i) If¢ e {w,TI,x}, then 

(ii) If all the Ri's are T1, we have 

Proof 

Suppose that£': (i e I) is a base for R. such that I~ I= w(R.). It 
1 1 1 1 

is obvious that the system Wof all (open) sets of the form 

TI:- 1(B1) fl ••• fl TI-:- 1(Bk), where B-e !.,,! , constitute a base for R. 
1 1 lk J 1 j 

Obviously, It,,! .::_ I I I • wI (R), hence 

The opposite inequality follows from 4.2 (i) and 4.2 (ii). 

It is easy to see that if the!,,:•s above are chosen as TI-basis for 
1 

R., then the resulting°L"' is a TI-basis for R, and this implies our 
1 

proposition as above. 

Finally, if f G R and t.,,'. is, a n:eighbourhood basis ( or separating 
1 

system) for fie Ri, then ~is a neighbourhood basis (or separating 
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system) for fin R, and from this (i) for x (or (ii) for w) follows 

immediately. 

4.4. (cf. 6.9) If <j, = h or <j, = z then we have 

Proof 

The inequality on the left is an immediate consequence of 4.2 (i) 

and (ii). The proof of the other inequality is completely analogous 

for hand z, therefore we shall only prove it for <j, = h. 

First we consider the case in which 

+ Let us put h1 (R) = a and (exp a) = S. Suppose that h(R) ~ S. Then 

we can choose a right separated sequence S = {fs: s < S} CR. Thus 

for each s < S we have an elementary open set Us c R for which 

Now we form a partition of [s] 2 as follows: 

If { s , n} e [s J 2 , s < n we put for i e: I 

{s,n} e I 1- - rr.(f ) ~ rr.(U<"). 
l n l -, 

Since fn ~ Us for n > s and Us is elementary, u {Ii: i €, I} = [/3] 2 , 

hence we obtain a partition of [s] 2 , indeed. 

Now S > exp a and Jr!::_ a imply, using the ER-Lemma A4.4 , that 

there is an H c S and an i 0 e I such that 

It follows from the definition of I. that {rr. (f<"): s 6 H} c R. 1s 
lo lo ., lo 
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a right-separated subspace of R. of cardinality /H/ 
io 

+ = a . This, how-

ever, is in contradiction to 

and proves 4.4 for h, under the condition /r/ .'.:.. h1(R). In particular, 

we have 

provided that I is finite. 

Suppose now that Ir/ > h1(R) and 

h ( R ) > I I I . exp ( h1 ( R) ) = a • 

So we have a right-separated sequence S = {rs: s < a+} in R with 

suitable elementary neighbourhoods {Us: s < a+}, as above. 

For each s < a+ we put 

Then each Is is a finite subset of I, but /r/ <a< a+ and therefore 

I has only a finite subsets, consequently there is an Ac a+ with 

/A/ = a+ and a finite subset I of I such that 

Now it is obvious that 

is a right-separated subspace of 

R = X {R.: i e: I}' 
J. 
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because for each I; e A 

Thus we have 

which is in contradiction to what we showed in the first part of our 

proof. This completes the verification of 4.4 for h. 

It should be obvious to the reader that, by straightforward modi

fications, the above proof can be transformed into a proof of 4.4 
for z. 

Remark 

Examples 6.9 and 6.10 show that 4.4 cannot be improved by decreasing 

exp(~1(R)). Recently A. Hajnal and I. Juhasz have shown by a different 

method that 4. 4 also holds for ~ = s ( see reference [63]). 

4.5. (cf. [6], [16] or [30]) 

(i) d(R) ~ log lrl. d1 (R); 

(ii) If moreover each Hi contains two disjoint non-empty open sub

sets, then 

Proof 

First we show that for a,;;;, w 

holds. For this we write 
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where Ds(a) = D(a) for each s < exp a. Then we choose a T2 space X, 

say X = D(2)a, such that lxl = exp a and w(X) = a; we write X in the 

form X = {ps: s < exp a} and choose an open basis t,,': {BP: p < a} 

for X. For any ordered pair (r,s) of finite sequences of ordinals 

where 

... , n. < a 
J 

and the sets B , ... , B are pairwise disjoint, we define a point 
p 1 p. 

f(r,s) e; D(a)exp a as foliows: 

B . 
p . ' 

J 
BP u 

1 

Let S be the set of all such points f(r,s) in D(a)exp a We claim 

that Sis dense in D(a)exp a. Since Isl = a, this will imply 

d(D(a)exp a)~ a. 

Let G be an elementary open set in D(a)exp a of the form 

( s 1 < • • • < s j < exp a ) . 

These sets form a basis for D(a)exp a, hence it suffices to show 

Sn G + ¢ for each such G. Since X is T2 , the points ps
1

, ••• , psj £ X 

have pairwise disjoint neighbourhoods, and thus we can select pair

wise disjoint members of~. say BP , ••• , B such that 
1 pj 

Now l."fweputr-(p p') s=(nN 1, ... ,NnJ•),wehavef(r,s),....G, ' - 1•··••j• ,:, 
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which follows immediately from the definitions of f(r,s) and G. 

Hence we have G n Sf 0, and Sis dense in D(a)exp a 

Now let us put a= loglII .d1 (R). Then d(Ri) .::_ a, for each i e I, 

hence we can choose a dense subset Sic Ri with I Si I .::_ a. Obviously, 

s = x{s.: i er} is dense in R. 
l 

Now let gibe an arbitrary mapping of D(a) onto Si. Then gi is 

continuous, because D(a) is discrete, hence the product map 

g = X{ g. : i € I} : D ( a ) I ➔ S 
l 

is also continuous and surjective. Since log lrl ;s, a, we have 

lrl ;s, exp a, and therefore 

Since Sis dense in R, we have 

d(R) ,;S, d(S) ,;S, a, 

which proves 4.5 (i). 
(0) 

Now suppose that each R. contains two disjoint open sets U. and 

ui 1). By 4.2 (i) we hav~ d(R) ~ d1 (R), hence to prove 4.5 (ii), it 

suffices to show d(R) ~ log lrl. Suppose this is not true and Sis 

a dense subset of R with Isl < log lrl. 

Now let r = (i 1, .•. ,ij) be a sequence of pairwise different indices 

ands= (£ 1, ••. ,Ej) an arbitrary sequence of O's and 1's, with the 

same length as r. Then 

G(r,s) = -1 ( £ 1 ) -1 
( £ • ) 

1T. (U. ) n ... () 1T. (U. J ) 
11 11 l. l. 

J J 

is open in R, hence there lS a point p (r,s) 0 S . th ( r, s ) 8 G ( r, s ) 
, Wl p , 

Let us consider now the space 

D(2)I = X{D.(2): i e I; D.(2) = D(2)}. 
l l 
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Every pair (r,s) of the above kind determines an elementary open set 

in D(2) 1 , namely 

... () 

and conversely, each elementary open set can be obtained in this way. 

Furthermore, to every p GS we assign a point p of D(2)~ defined as 

follows: 

{ 
o, if 11.(p) e u\ 0 \ 

J. J. 

11.(:p) = 
J. ¢ (o) 

1 ' if 11. (p) u. , 
J. J. 

We claim that S ~ {p: p es} is dense in D(2) 1 . Indeed, if O(r,s) is 
. ( )I "'(r s) (r,s) an elementary open set in D 2 , then p ' e O , because 

p(r,s) e G(r,s), hence Sri O(r,s) + ¢. However,this implies 

which is in contradfotion to 4.1 c). Thus 4.5 (ii) is proved. 

4.6. (cf. [15] or [24]) 

Proof 

The left-hand inequality was proved in 4.2 (i). To show the other 

inequality, we first consider the case in which I is finite, 

I= {i1 , ••• ,in}. We put c1 (R) = a. 
+ Suppose c(R) > exp a and tJJ,= {Gs: s < (exp a) } is a disjoint family 

of elementary open sets in R. 

Let us define 

11. (Gs), for k = _ 1 , ••• , n 
ik 
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and 

+ Since ellJ is disjoint, every pair {1;,n} with 1; < n < (exp a) belongs 

to some Ik, i.e. we have a partition of D exp a) j 2 into n classes. 

Hence, by the ER-Lemma A4. 4 , there is a set A c ( exp a)+ with 

IAI >_ a and a k < n such that 

This implies that {Gkk): 1; € A} is a disjoint family of open sets in 

R. , hence 
lk 

which is a contradiction. 

Now let I be arbitrary and suppose that 

+ Thus we have a disjoint family {GI;: 1; < S} of elementary open sets 

in R. Let us put 

By A2.2 the system {Ii: 1; < S+} contains a subsystem {Ii;: 1; £ B}, 

where B c S+ and IBI = S , which is quasi-disjoint. Thus, if 

for 1;, n € B we have 



4.7. 

This means that {n1(G~): ~ 8 B} would be a disjoint system of open 

sets in n1(R) = X{Ri: i e I}, which is impossible by what we have 

proved above. Thus 4.6 is proved. 

Remark 
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In the second part of this proof we have shown that if c(R) > B then 

there is a finite subset I 0 c I such that 

The proof is very similar to that of 4.6. The left-hand inequality 
+ was shown in 4.2 (i). We put w~.c~,I(R) = a, B = (exp a) . 

To prove the rest, we first consider the case where III;;;,. w~. If 
+ c~(R) ~ (exp a) = B held and {HP: p < S} were a disjoint family of 

elementary G0,~ sets in R, then using the partition [s] 2 = u{Ii:ieI}, 

where 

I-= {{p1'p 2}: n.(H ) n n.(H ) = ¢}, 
i i p1 i p2 

by the ER-Lemma A4.4 we would get a+ disjoint G0 ,~-sets in one of 

the factor spaces Ri' a contradiction. 

Now, if I is arbitrary and {II: p < S} is as above, furthermore 
p 

I = {i 8 I: n.(H ) :j: R.} (p < S), we have S > exp a= (exp a)w~, p i p i 

hence by A2. 2 there is a B c S 1·i th I BJ > exp a such that 

{I : p e: B} is quasi-disjoint. This, however, implies that for 
,., p 
I= n {I : p e: B}·the projections TINI(H ); p e B are pairwise dis-

P p 

joint, which is in contradiction to the first part of our proof, 

since lrl ;;;,. w~;;;,. a. 

Recall 0.13, that a is a caliber for X iff for everyO}ca(X) with 

loJ'I = a there is a OJ, c OJ' with Jq J = a and n OJ :j: ¢. 



4.8. (cf. [i1]) Suppose a> w, a is regular. Then, if a is a caliber for 

each Ri, so is a for R. Hence c(R) :5_ sup(d(Ri) :i € I}. 

Proof 

First we consider the case where I is finite, e.g. I= {1, ... ,n}. 

Suppose now {Gs: s < a} is a family of non-empty elementary open sets 

in R, i.e. 

1, ... , n} (E; < a)' 

where G~i) is a (non-empty) open subset of Ri. Since a is a caliber 

for R1, there is an A1 c a with JA 1 J = a such that 

n { G~ 1 ) ·. ~ ,.., A } j_ n. 
s s""' 1 T 'fl• 

Then, using the fact that a is a caliber for R2 , we get a set of 

ordinals A2 C A1 such that J A2 J = a and 

continuing this procedure we finally obtain a set 

An c An-l c ... c A1 C a such that JAnJ = a and 

for each i = 1, ... , n. Thus we have 

which proves that a is a caliber for R. 

Now suppose that JrJ S .::..w, and {GE;: s < a} is a family of elemen

tary open sets in R. As usual, we put 
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By A2.2 there is an Ac a with IAI = a such that {Is: s E: A} is 

quasi-disjoint. If it is even disjoint, i.e. n {Is: s €A}=¢, then 

n {Gs: s e A} f ¢, hence we are done. If, however, 

n{Is: s e A}= I+¢, then projecting our family onto the finite 

partial product X{R.: i e I} yields us the desired result. 
1 

4.9. (cf. [17], VII. 19 or [6bJ). Suppose 

:f: R = X{R.: i 8 I} ➔ X 
1 

is a continuous map of the product space R onto the T2 space X. 

Moreover, let a=max{dI(R), ~(X)}. Then there is a set Jc I with 

IJI ~ a and a map g: RJ = X{Ri: i 8 J} ➔ X such that f = g O TIJ 

(i.e. f depends on not more than a coordinates). 

Proof 

Let p be an arbitrary point of R, f(p) = y. Then ~(y,X) ~ a, hence 

f- 1(y) is a G~ set in R, if a= w. Let H be an elementary G~ u,n 1 n p u,n 
set in R such that p €: H c f- (y). We put J 0 {i E, I: Tii (H0 ) f Ri}. 

Clearly IJ0 1 ~a.Then w~ proceed by induction. First however, we 

choose a fixed point Oi 8 Ri for each i e: I, and introduce the 

following notation: 
if { "'} "' O q is a point of a subproduct X Ri: i € I , where I c I, then q 

is the point of R specified as follows: 

0 TI.(q)= 
1 

{ 
TI i ( q)' if i G I' 

0. , if i E: I \ I. 
1 

Suppose that the sets Jk with IJkl ~ a have already been defined for 

k < n < w. Then I U Jkl .::., a, hence, by 4.5 (i) 
k<n 

d(X{Ri: i € U Jk}) .::._ a. 
k<n 

Let S be a dense subset of the above partial product; Is I~ a. Then 
n n 



for each q e S we can choose an elementary G set H in R such n o,n q 
that 

0 H C f-1(f(qo)). q €, q 

Then we set Jq = {i E:, I: TT. (H ) + R.} and 
n l q l 

J u {Jq: q£ s }. 
n n n 

Obviously, IJ I :5._ a.a= a, hence the induction can be carried out 
n 

for each n < w. Finally, we define 

J = V {J n: n < w}, 

and claim that J indeed satisfies our requirements. 

For this we have to show that TT3 (p) = TT3 (r) implies f(p) = f(r) for 

all p, re R, or equivalently that f(p) = f(p) for all p € R, where 

If q e Sn for a certain n < w, we put 

It is 

there 

set T 

{q':qeS}. 
n 

clear then that S' = V {S': n < w} 
n 

is a Moore-Smith sequence {qt: t € 

such that 4-t; ➔ TT 3 (p), hence ~ ➔ p. 

{ 
TTi(q'), if i € J· 

' 
TT.(q) 

l 

TT-(p) 'if ie: I' J' l 

then we must have~ ➔ p (t,8 T1. 

For any t e T we have 

is dense in TTJ(R). Hence 

T} over a directed index 

Also, if we define q by 
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hence, by our construction, f(~) = f(~). Thus we have f(~) ➔ f(p) 

and f(~) ➔ f(p) and consequently f(p) = f(p), since f is continuous 

and Xis Hausdorff. 

Remark 

The significance of 4.9 lies in the possibility of giving an upper 

bound for the number of factors in a product of certain spaces, when 

we originally only know the mere existence of such a product. As an 

example we mention the following. 

Corollary 

(cf. [8]) If Xis a dyadic compact space then w(X) = x(X) (= l/!(X)). 

Proof 

By definition, there is a continuous mapping f: D(2) 8 ➔ X for a 

certain S. If x(X) = a, then by 4.9 f only depends on.::_ a coordinates, 

i.e. we can assume S ~a.Now w(D(2) 8 ) = S (cf. 4.3 (i)), hence, 

w(X) ~ S, since, as is well-known,continuous functions do not in

crease the weight in the class of compact T2 spaces. Hence 

w(X) .::_ S .::_ a, i.e. w(X) = x(X). 
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5, Martin's axiom 

5,1. The following assertion (M) which we call Martin's axiom, is proved 

to be consistent with the usual axioms of set-theory (cf. ~6] or 

[31i] ) : 

(M) If'.:B is a complete Boolean algebra satisfying the countable 

chain condition ( shortly c. c. c. ) and As c '1> is a subset of'!> for 

each s < w1 with as= sup As, then there is an ultrafilterl\Jllon0 

which preserves all these sups in the following sense: 

If as€ '\XI then Asn 'I?{, + (il, i.e. there is an a E', As with a e,~. 

We shall show that (M) implies exp w > w1, i.e. it contradicts CH. 

On the other hand, (M) has several interesting consequences, which 

in the author's opinion, make it worthwile to have as an alternative 

to CH. 

5.2. The following assertion (R) is equivalent to (M): 

(R) If Xis a compact T2 space with the Suslin property (i.e. 

c(X) = w), then X has the w1-Baire property. 



Proof 

(M) + (R). Let {Ss: s < w1} be a family of nowhere dense subsets of 

X. We shall show that U{Ss: s < w1} ,j: X. 

For this we consider the complete Boolean algebra'& of all regular 

open subsets of X. Since X has the Suslin property,~ satisfies the 

c.c.c. 

For each s < w1 we put 

Since Ss is nowhere dense, it follows easily that u ...ts is dense in 

X, hence 

sup ~s =Int~= X. 
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Now let '\9{,be an ultrafilter on-:0 which preserves all the sup .A,s. Then 

Xe '191,, hence .A,s o % t ~ for each s < w1 • Let Gs€ ,ks n 'U-t,, Then 

{Gs: s < w 1} c '1'v is centered, since, as is known, finite meets in ".13 

are ordinary intersections. Since Xis compact, this implies 

Let P€ n {G( s < w1}. Then, by definition, pt Ss for each s < w1 , 

hence p E: X \ u {Ss: s < w1}. This proves (M) + (R). 

(R) + (M) Let'1> be an arbitrary complete Boolean algebra with c.c.c. 

We denote by X the Stone space of 2, which we identify with the set 

of all clopen subsets of X. Obviously, X must have the Suslin 

property. 

Let A,s ( s < w1 ) be arbitrary subsets of ';B and Gs = sup Jr,s. Then 

S =G \u.,l, 
s s s 

is nowhere dense (and closed) in X, hence using (R) we obtain the 

existence of a p e X such that p ¢ S for all s < w1. Let 'lJt be 
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defined a.s follows 

Ge. Vi.~ G E. 23 a.nd p E- G. 

Obviously, Vi is a.n ultra.filter on B . Moreover, if GI; E- 1J1., then 

p E. GI; \SI; = u Al;, hence there is a.n Al; E. .A. I; with p £ Al;, a.nd thus 

Al; E. 7Jl. This completes the proof. 

~ 
(R) implies that every open subset Hof a. compact T2 space with the 

Suslin property also ha.s the w1-Ba.ire property. 

Indeed we ca.n apply (R) to H a.nd remark that H\H is nowhere dense 

in H. 

Corollary 

(M) + exp w > w1• 

Indeed, the closed interval [0,1] is the union of exp w singletons, 

which a.re a.11 nowhere dense. 

5,3, Consider the following assertion 

(K) If Xis a.n arbitrary topological space which the Suslin 

property, a.nd ~ c cr(X), [°JI = w1, then there is a~• c °} with 

[~• [ = w 1 such that i• is centered. 

Claim: (M) + (K) (cf, [2J]) 

Proof 

Suppose ~ = {GI;: I; < w 1}, where every GI; is a. regular open subset 

of X. This does not result in a.ny loss of generality, because, a.s ca.n 

easily be shown, for arbitrary open sets G(l) , •.• ,G(n), 

G(l) n ... n G(n) = r/J + Int G(l) n ... n Int G(n) = ¢, 

a.nd therefore the GI; could be replaced by Int GI;. 

As is known, the set 8 of a.11 regular open subsets of X constitutes 

a. complete Boolean algebra. under suitably defined operations. 
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Obviously,~ satisfies· the c.c.c., because X has the Suslin property. 

Let us now put "\ = { Gn: n .::_ l;} and Hi:; = sup .AF;. 
Sincei:B satisfies the c.c.c. there is an n0 < w1 and an H€"S such 

that n0 < i:; < w1 +Hi:;= H. 

We can apply (M) to the families .It.if; ( n0 < I'; < w1) and the Boolean 

a.Jegebra@H obtained by "restricting" every member of0 to H. Thus 

there is an ultrafilter %on'l H such that 

In other words, there are cofinally many members of, in%, and this 

obviously implies 

Hence we can choose~• = ~ o '\Xi, because the finite meets in '.D ( or 

':DH) are ordinary intersections, and thus~• is centered. 

5.4. If (K) holds and Xis an arbitrary cocompact space with the Suslin 

property, then w1 is a caliber for X. 

Proof 

Let~ c <1(X), lt9JI = w1 and;t,,lbe an open base for X such that:Fc~ 

and f centered imply n {F: F e:F } + ¢. For each G €~ we can choose 

a BGe 'l"'1 such that BG c G. Then {BG: Ge"'/} has a centered subfamily 

{BG: G€-GJ,' }, where 11 I = 001 • Then however 

¢ t n {BG: Ge "'6} c () {G: Ge,}, hence w1 is a caliber for X. 

Corollary 

Assume (K) and suppose~= {GI';: I'; < w1} is a decreasing family of 

open subsets of a cocompact space X with the Suslin property. Then 

n {GI';: i=; < w1} + ¢. 
Indeed, iff ~ c ~• 1"1 I = w1, then /'\,, = n.,. but, by 5.4, there is 

a~• c ~ with i-, I = w1 such that n ~ + ¢. 
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5.5. Suppose (K). Then every product of spaces with the Suslin property 

also has the Suslin property. 

Proof 

According to our Remark made after the proof of 4.6, it suffices to 

show that any finite product of spaces with the Suslin property has 

the Suslin property, and this can be reduced trivially to the case 

of two factors. So assume X = x1 x x2 , where x1 and x2 have the 

Suslin property, let~ be a set of elementary open subsets of X, and 

I~ = OJ 1• Using (K), we can choose a subfamily 1c ~ with I~ I = OJ 1 
such that TI 1(,) is centered, and then applying (K) again, we have a 

i" c ,_, with 1-oJ' I = OJ 1 for which TI 2 ~•) is centered. Now it is 

obvious that any two members of0J," intersect, hence ~ cannot be 

disjoint. This completes the proof. 

5,6. If Xis a first countable cocompact space with the Suslin property 

and every closed subspace of Xis cocompact, then Xis separable, 
provided (K) holds. 

Proof 

First we show that ,d(X) = OJ 1 is impossible. Indeed, suppose d(X) = OJ 1 , 

and let S = {ps: s < OJ 1} be a dense subset of X. We put 

Then {Gs: s < OJ 1} is obviously a decreasing family and each Gs is 

non-empty, because Fs + X since Xis not separable. Hence, 

H = n {Gs: s < OJ 1} + 0, by the Corollary of 5,4. On the other hand 

H n S = 0, hence Int H = 0. Let p8 H be arbitrary, and {V: n < OJ} 
n 

a neighbourhood basis for p. Since p8 Hs for each s < OJ 1 , we can 

pick an n(s) < OJ such that Vn(s) C Gs. Thus there is an n0 < w and 

an a c OJ 1 , lal = OJ 1 such that 

n(s) = n0 for all sE: a._ 



diction to Int H =~-Consequently, d(X) = w1 is indeed impossible. 

Suppose now d(X) > w1 is arbitrary. By 2.25, there is an Sc X with 

Isl= d(S) = w1 and c(S) 2_ c(X) = w. Then Sis a cocompact space, 

which is first countable and has the Suslinproperty, because S ·has 

it. Moreover, d(S) 2_ d(S) = w1 , but d(S) = w cannot hold, because, 

by 2.26, this would imply 

d(S) 2- d(s).a(§) = w, 

which is in contradiction to d(S) = w1• 
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Consequently, Sis a first countable cocompact space with the Suslin 

property and d(S) = w1 , however this is impossible by the first part 

of our proof. Thus 5.6 is proved. 

Corollary (cf. [23] ) 
If (K), then every perfectly normal compact T2 space Xis heredi

tarily separable. 

Proof 

By the Corollary of 2.26, it suffices to show that every closed sub

space of Xis separable. However, it is well-known that Xis heredi

tarily Lindelof, and therefore also hereditarily "Suslin", and thus 

5.6 can be applied to every closed subspace of X. 

Remark 

As is shown by Example 6.10, first countability is insufficient to 

imply the hereditary separability of a compact T2-space X with the 

Suslin property, although if (M) holds, it implies the separability 

of X by 5.6. 
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6. Examples 

6.1. Let us denote by:F(ct) the set of all non-principal ultrafilters on 

ct and define 

X=ctv:r'(ct); 

we provide X with a 1 2 topology as follows: 

every member of ct is isolated in X, while if u e: :f (ct), then a basis 

of neighbourhoods for u is given by the sets of the form 

{u} v A, where A€ u. 

Then, as is easily seen, X e;~2 , lxl = w(X) = s(X) = exp exp ct, since 

~(ct) is discrete in X, however, d(X) = ct. 

6.2. Let R be the real line with the topology generated by the sets of 

form G \A, where G is open in the usual topology and I A I :::_ w. Then 

R € tr 2 since this topology is finer than the usual and every count

able subset of R is closed. Therefore d(R) .::_ w1. 

We show that d(R) = w1. Indeed, let us denote by Q the set of all 



intervals with rational endpoints. For each I8 Q we choose a subset 

BI CI such that IBII = w1• Then obviously 

is a dense subset of Rand Isl= w1. By 2.6 (ii), this immediately 

implies 

It is easy to verify, on the other hand, that R is hereditary Linde

lof, hence (cf. 2.6 (i)) 

h(R) = s(R) = w. 

It is also obvious that t(R) = w, but a(R) w1• 

6.3, Let R be an arbitrary space and-< a well-ordering of R. We define 
1 U• • two spaces R and R on the same underling set Ras follows: 

A basis for R1 (Ru) consists of all sets of the form G1 (Gu), where 
X X 

G is open in R, x E G and G1x = {y E G: y;;:i x} (Gu={yEG: x~y}). 
X -

Since z E G1 n Gl (zEGunGu) implies (GnH) 1 c G1 n G1 ((GnH)ucGunGu), 
x y xy z x y zxy 

both are indeed bases of some spaces whose topologies are obviously 

finer than that of R, hence in particular T2 if Risso. 

Proposition 

(i) h(R1 ) 

(ii) z(Ru) 

IRI and z(R1 ) = z(R) 

= IRI and h(Ru) = h(R). 

1 1 = IRI is trivial as-< right separates R To show z(R) = 

= z(R), let Sc R1 be left separated by a well-ordering<!, say. By 

theorem A4.7, just like in the proof of theorem 2.7, there is a sub

set T c: S with IT I = IS I suc4 that the two well-orderings -< and . <J 

coincide on T. 
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But then Tis obviously also left separated in the original space R, 

hence ITI = ISi .:5. z(R), which was to be shown. 

The proof of (ii) is completely analogous. 

Thus as we can have T2-spaces R with IRI = exp h(R), we then have 

z(Ru) = exp(h(Ru)), and as we can have ones with IRI = exp exp z(X), 

then we have h(r1 ) = exp exp z(R1 ). 

6.4. Let [0,1) denote the half open interval of reals and let 

X = w 1 x [0, 1) 

with the topology induced by its lexicographic ordering. Then X E- t., , 
and obviously Xis connected, Xis sometimes called the "long-line". 

It is easy to see that x(X) = w, but k(X) = w1, which shows that 

2.18 cannot in general be improved. 

6.5. (cf. [5]) 

Let A> w be an arbitrary inaccessible cardinal. For each o. <Awe 

define fl as the one-point compacti fi cation of D( o.), and put 
Cl. 

Then fl e 'd3 and, obviously, c(fl) = A, However, fl does not contain A 

pairwise disjoint open sets, since A is a caliber for every fl (o. < A) 
Cl. 

and A is regular, hence, by 4.8, A is also a caliber for fl. 

This shows that in 3.1 the condition of A's singularity cannot be 

dropped. 

6. 6. R. Jens en [19] has shown that if Godel' s axiom of constructabili ty 

holds (V = L), then for every non-weakly compact inaccessible cardi

nal A there is an X e i., such that_ IX I = A but X does not contain A 

pairwise disjoint intervals. Thus, since V = L + GCH, s(X) = A by 

2,9, because A is strong limit. However, X cannot contain a discrete 

subspace of power A, as follows from 2.8 (ii) and the choice of X. 

This justifies our remark made after the proof of 3.2. 



6.7. Let F = {0,1} with the T0 topology in which O is isolated but 1 is 

not. 

Looking at the elementary open sets in Fa, it is obvious that 

w(Fa) ~ a. On the other hand, if we define ps 6 Fa for s < a by 

{
o
1

, if n = s 

otherwise, 

then {p~: s < a} is a discrete subspace of Fa. Consequently 

a. 

It is easy to see ,that for the point qo €, Fa with 

O for all n < a , 
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6.8. If D(2) is the two-element discrete space, then similarly as in 6.7 
we can show 

a. 

From this and 4.2 (ii) we obtain 

Finally, since D(2)a is regular, by 2.3 (i) we have d(D(2)a) ~ log a. 

This, together with 4.5 (i) yields us 
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6.9. Let R be the set of real numbers with the "Sorgenfrey" topology, i.e. 

the one determined by all half open intervals [x,y) as a base for the 

open sets. It is well-known, and easy to show that 

d(R) = h(R) = z(R) = s(R) = x(R) = ~(R) = L(R) = w, 

but 

w(R) = exp w. 

Also, Rx R contains a closed discrete subset of power exp w, hence 

s(R x R) = L(R x R) = exp w. 

This shows that 4.4 cannot be improved. 

6.10. Let I*= Ix {0,1}, where I= [0,1] and I* is provided with the 

lexicographic ordering and the order topology determined by it. In 

other words, every point of I is "split" into two. This space is 

known as Urysohn's space. Obviously I*e -:ei and 

Let J = ( 0, 1) and J' = J X 

* It is I easy to see that 

Therefore 

s(I* X I*) = exp w, 

* * though I x I 8 ~ and 

{ 1} C 

J' is 

I~be considered as a subspace of 

homeomorphic to the space R of 6. 9. 

This justifies our remark at the end of 5.6. 



6.11 (cf. 2.3). If Xis a completely regular space, then X can be embedded 

as a closed subset of a completely regular space Y such that Y\X 

is discrete and d(Y) = log w(X). 

. w(X) w(X) Proof. Embed X in the Tychonoff cube [0,1] . Choose p E [0,1] , 
* w(X) w(X) and let A c [0,1] x [0,1] be a dense subset of power 

log w(X) (cf. 4.5). Also A= A*\[O,l]w(X) x {p} is dense in 

[O,l]w(X) x [O,l]w(X). Now 

y = X X {p} u A 

satisfies our requirements, if we refine the subspace topology of Y 

by making all {a}, a EA open. 
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AO. Notation conventions and prerequisites 

AO.O Sets. ordinals and cardinals 

A,B,C, ••• A~,A' ,. , , 

OC,k, G, ... ~:'"CX:a ... 
'6) (A) 

0 
[A]r 

Or 

~. n, e, µ, ,, •••• ~•. ~ , ••• 
n 

Each ordinal is the set 

of its predecessors 

Some consequences are 

stand for ordinary sets in naive set 

theory, or e.g. the Zermelo

Fraenkel set theory with the 

axiom of choice, but without 

CH or GCH. 

families of sets 

the power set of A 

the empty set 

the fa.Illily of r-element 

subsets of A 

the class of all ordinals 

ordinals ("variables") 

, = {nln < ,} 

n < ,~n €. ,, 

min Or= 0 = O notation 

successor of n =nu {n} 
,\n = [n,,) ={~In.::.~<,} 



(For Ac Or) sup A 

accordingly sup~ 

r; + 1, or more precisely r; + 

Card 

n,i,k,l,r 

U A (is an ordinal!) 

~=min Or 
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the ordinal which is the (ordinal) sum 

of r; and n 

successor of r; = r; u {r;} 
the class of all cardinals= initial 

ordinals 

The cardinality of A, resp. r;. 

finite cardinals(= members of w) 

infinite cardinals, or, if explicitly 

stated, arbitrary (finite of infinite) 

cardinals. 

The increasing sequence of infinite cardinals is denoted by wr;' r; E Or: 

w0 = w, w1, w2 , w3 , ••• , wr;•••• 

The finite cardinals= the finite ordinals are the natural numbers: 

0 = ~. 1 = {~}, 2, 3, ••• 

a.+13, a.. 13, 2a., l a. , n a. are cardinals defined as usual. ( Note that 
n<r; n n<r; n 

a.+13 = I a.+13 I , and a.+13 = a.+13 ~ a.<13. If a. is an initial ordinal, then a.+ 1 

may either mean: the cardinal sum, i.e. a.+1 = a., or, more frequently, the 

ordinal successor of a a.+1 = a.+1 = a. u {a.}. It should be clear from the 

context in which sense+ is meant). 

(For Ac Card c Or) sup A 

+ 
Cl, 

a. = wl;; is a limit cardinal 

a.= wl;; is a successor cardinal 

CH= continuum hypothesis 

GCH = general CH 
1 expa. = exp a. 

explla, 

U A (as before; note that 

A c Card ⇒\J A E Card) 

the cardinal successor 
+ 

Cl, = w/;;+1 
I;; lS a limit ordinal 

I;; is a successor 

ordinal (or equivalently 

]13ECard, a. = 13+) 
W = 2Wo 

1 + 
\} Cl, 2a. = a. 

' 2a. = l"G)(a.ll 

exp(exp(n-1)a) 

of a. = W/;;' 
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loga 

Yloga 

¾'(used in A2.3 only) 

w(a) (used in A4.3 only) 

Some consequences are 

Simple rules for cardinal 

lt))(a)l=2a, a<f3⇒\Jy 

min{sl213 .::_ a} 

min{f31Yf3 .::_ a} 

min{s Is Y > a} 

min{Sla f3 > a} 

exp(loga) > a 

log( expa) < a 

Y1og(a0 ) ~~.Yloga 

(~)Y = ay 

(W') = w 
GCH=::)w = cf (see A0.1.11) 

arithmetic, such as (a13 )Y = a 13 •Y, 

ya 2. y13 etc. are assumed to be well known. 

The fundamental theorem of cardinal arithmetic is Va .a.a= a, which 

has such well known consequences as a+S = a.f3 = max{a,B}, 

aa = (2a)a = 2a, a 13 = (a+s) 13 . Familiarity with the principles 

of transfinite induction is presupposed. 

Proof of a.a= a. Define a wellordering on Or x Or as follows: 

First let As= {(n,s)lmax{n,s} = s} for alls E Or, and wellorder 

each As as follows : ( s, O) < ( s, 1 ) < ( s ,s ) < • • • < ( s ,s ) < ( O, s) < 

< (1,s) < ••• (s,s) < ... for all s<s (ordertype As=s + 1 + s), Then, 

for ( n, s) E \, ( n ' , s' ) E As, s f s' we put ( n, s) < ( n' , s' ) iff 

s < s'. 
This gives a wellordering and hence a function¢: Or x Or+ Or. 

Clearly for all a I ¢(a ,O) I = la I. la I, Suppose that for some 

a ¢(a,O) >a.Then for some (s,n) ¢(s,n) = a and max{s,n} =d f 8 < a. 
2 2 . e 

Clearly ¢(8+1,0) > a and hence 10+11 = Isl ::_a> 8 ::_Isl.Now let 

a 1 = 8. Repeating this procedure we find a decreasing sequence 

. a> a 1 > a2 > ••• of cardinals, contradicting the wellorde~ing of 

Card. 

AO. 1 Cofinali ty. 

Let (X,<) be a fixed linearly ordered set. Then a set A is called 

cofinal in X if A c X and Y x E X J a E A x < a. 



The cofinality of x. cf X, is defined by 

cf X = min{ IAI Ac Xis cofinal in X} 
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Examples. If X has a largest element, x1, then {x1} is cofinal in x. 

So (X has a largest element)~cf X = 1 4==? cf X < w. 

Furthermore: cf R = w, cf w00 = w (Since lim wn = U wn = 
nEW nEW 

Some properties of cf are: 

w ) , and 
w 

A0,1.1. If Z c Y c X and Y is cofinal in X and Zin Y, then Z is cofinal 

in X. 

A0.1.2. Each linearly ordered set (X 1<) has a cofinal well-ordered subset A. 

Proof. Define~: Or ➔ X by transfinite induction so that 

$(11){> ~(i;) for all!;< 11 if {~(i;)li;<n} is not cofinal in X, 

= ~(O) otherwise. 

Then either A= {~(o)} or A= {cj,(n)lcj,(11) + cj,(O)} is as required. 

A0.1,3.Everyordinal i; = {11111<1;} has a cofinal subset of order type;_ li;I, 

Proof. Let f li;I ➔ i; be any bijection. Define~ as above, ta.king 

care also that ~(11) .::,_ f(n) be satisfied, if {~(e)le<n} is not 

cofinal with i; • 

A0.1.4. For each linearly ordered set (X,<) 

cf X = min{~lx has a cofinal subset of order type {6} E c~, 

Proof.;_ is trivially satisfied. Let Ac X be cofinal, of minimal 

cardinality. By 2 we can find A' c A such that A' is cofinal 

in A ( and in X by 1) and A I is wel]:- ordered, By 3 we can find 

A' ' c A I such that A' ' is cofinal in A ( and in X by 1 , hence order 

type A' 1 .::,_ cf(X)), and order type A 11 ;_ IAI = cf X. Thus order type 

A' 1 = cf X. By the definition of cf X, cf X E Card. 
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A0.1.5, For each linearly ordered set (X,<) 

lcfcf X = cf X j 

Proof is easy from 1 and 4. 

A0.1.6. For each limits E Or 

lcf(ws) = cf sl 

Proof. Lim(w) ~ =V{w ln<s} = w~ n n<._, n .., 

AO, 1. 7. For each successor s E Or cf ws = ws, i.e. \/ a lcf(a +) = a+ I 

Proof. Suppose Ac a+ satisfies IAI .::_ a, Then for each s EA 

s < a+, and hence. Isl .::_ a and so also I sup Al = luAI <a.a= a. 

Thus sup A< a+, and A is not cofinal in a+ 

A car'dinal a is called regular 

singular 

strong limit 

if a = cf a 

if a > cf a 

if Vs < a 

weakly inaccessible if a is regular limit 

strongly inaccessible if a is regular 

strong limit. 

Notice that it follows from 5 that each cofinality (cf X, cf a) 

is a regular cardinal. For 7 we may now read: each successor 

cardinal is regular, or equivalently: each singular cardinal is a 

limit. As to the existence of regular limit (= weakly inaccessible) 

cardinals, see A6.1. 

Ao.1:8. For two cardinals a,S with S < a the following conditions are 

equivalent: 

a) cf a = S < a 

b) Sis the minimal cardinal that there exists a sequence of ordinals 

Y n < S i;;n < a 

sup{i;; ln<S} = a 
n 
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c) a is the minimal cardinal such that there exists a sequence of 

cardinals ( a ) with 
n n<a 

a<a <a 
n n' 

each a is regular (e.g. a successor cardinal) 
n 

lim a = sup a 
n<a n n<a n 

= I a 
n<a n 

= a 

d) a is the minimal cardinal such that a= L a for some set of 
n<a n 

cardinals {a ln<a} with a < a for all n < a. 
n n 

Proof. (a)#(b) by definition. (c)9(d) and (d)~(b) hold 

trivially. As to (b) ~ ( c), define a by transfinite induction 
n 

on n e.g. by 

an = I Ufon' ln'<n} u U{r;n' ln'<n}I+ • 

(Check that a < a for each n < a). 
n 

AO. 1 , 9. For every cardinal a, the following conditions are equivalent: 

( a) a is regular • 

(b) each cofinal subset of a has order type a. 

(c) a= L a for some set {a ln<f!} c Card implies: 
n<a n n 

a > a or ] n < a a =a. 
n 

A0.1,10. For every cardinal a 

cf a Proof. Suppose f: a+ a is any mapping, cf a= a and 

(a) a is a strictly increasing sequence converging to a. We n n<., 
will define a g Ea.era (i.e. g: cf a+ a) in such a wey that 

g f f(n) for all n < a, showing that the mapping f cannot be onto. 

Note that both g and f(n) are functions a+ a. Moreover for each 

r; Ea {(f(n))(r;) I n<a} has cardinality< a <a.Thus we mey 
1; - 1; 

define g(r;) Ea \ {(f(n))(r;)Jn<ar;} arbitrarily 

for all r; <a.This yields ~(r;} ~ (f(n))(r;), and hence g + f(n) 

for all n < a,, and for all r; <a.Since {a,Jr;<a} is cofinal in a, 
we obtain g f f(n) for all n < a. 
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10a 

b cf(acfa) > a 

a 
Proof of (a). If cf 2a 2-_ a, then (2aff2 2-_ (2at = 2a contradicting 

9, Similarly for b. 

AO, 1 . 11 • Under G C H 

=U" 
if (3 < cf a 

a/3 = + if cf a< (3 a < a 

213 
-

= 13+ if a 2- f3 

Proof. Assuming G CH, y < a 2Y = y+ < a, Now if f3 < cf a then for 

each f: f3 + a sup{f(n)ln</3} <a.Hence 

a 13 = I {fif: f3+a} I 2- l 
s<a 

l{flf: s+ol 2- I lsl 13 < 
s<a 

I 2lsl .2s < a.a.2s 
s<a 

= a 

If cf a < f3 < a then by 9: 2a = a+ < acfa < aa 2- (2a)a = 2a. 

If a 2-_ f3 then 213 < a 13 < (2 13 ) 13 < 2 13 

A0.1.12. On G CH. 

Let ii{, be the class of regular cardinals and qi : ~+ Card be any "well

defined" function that satisfies (V a,13 E G\,): a< f3 =? qi(a) 2- qi(/3) 

and cf(qi(a)) > a. 

(We ma;y e.g. define qi by qi(a) + 
= (j, ' 

= w2 and qi(a) = a++ otherwise), 

or qi(a) +++ 
a or qi ( w ) = qi ( w ) 

0 1 

W. Easton, [37], has shown that there is a model of ZF + choice 

in which qi(a) = 2a for each a E ~ , provided there exists a model 

of ZF +choice.For qi(a) = a+ this yields e.g. the consistence of 

G . N al . d 2a f3 C H with ZF. ote so that, in some mo els, = 2 

may hold for some cardinals a,13,a + (3. 

A0.2 Sometimes an ordinal pis c~nsidered as topological space, by taking 

the order topology, for which {(n,sJln<s<p} u {[O,nJln<p} is a base. 

A class A c Or is called closed if ~ p E Or A n p is closed in p. 
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A1.1 Let M be a set of ordinals. A function f: M +Oris called regressive 

if 

\JI; eM\{O} 

and cj>(O)=O if Oe-M, 

A 1. 2 THEOREM [ALEKSANDROV-URYSOHN [ 1 J]. 

Proof. Put f(O)(x) = x, f(n+ 1)(x) = f c/nl(x)) and 

An={/; G:. w1 I f(n)(!;) = O}. Since for each I; e:.w 1 the sequence 

(f(n)(!;)) is non-increasing, we must have f(n)(I;) = f(n+ 1)(1;) 
nE='. W 

_and hence = O for some n E.-w, and thus I; €.An. 

Thus U An = w1, hence some An must have the cardinality w1• 
n e w1 

Since lr(O)A I= w1 and lf(n)A I= 1we can find a k < n such that 
n n 

I /k)An I = w1 but I f(k+ 1) An j < w1 •. Now we can choose a I; E: /k+1) An 

such that lr1(1;)I = w1. 
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A1.3 It is easy to see that A1.2 can be generalized as follows: 

Let f : a. + a. be regressive. 

( i) If a. is reBBJ,ar then ]s; < a. lf- 1(~l I = a.. 

(ii) If a. is singular then \/ 8 < a. ]s < a. I f-1 ( s l I > 8. 

Proof. The proof of (i) is an immediate generalization of the proof 

of A 1. 2. obtained by 

The proof of (ii) 

replacing everywhere w1 by a.. 

I + + + 
and f 8 : 8 + 8 

follows from (i) if we notice that 8+ is regular 

is regressive. 

EXAMPLE. The following example shows that (ii) cannot be sharpened. 

Let a. be singular, and (8s)s<cfa a strictly increasing Requence such 

that lim 8s = a., 80 = O and 81 = cfa.. Define f: a.+ a. as follows: 

f(n) = [ :, if 1\ < n < l\+1, s < cfa. 

if 8s = n s < cfa. 

Notice also that for no s 6.. a. is f- 1 ( s) co final in a.. 

A 1. 4 If p is a limit ordinal and M c. p an arbitrary co final subset of p, then 

a function ct, : M + p is called definitely diverging if 

ct,(n')>s, 

This means that the function values of ct, eventually exceed any 

ordinal s < p, what we also denote by lim ct, ( n) = p. 
nEM 

'If A and B are sets of ordinals and ct, : A + B is any function, then 

let i: A+ B be defined by 

i(s) = min{ct,(n) I 1J 6.A \s} 

Notice that 1 is always increasing and satisfies i.:. ct,, moreover 

lim 
n e..A 

ct,(n) = P ~ sup 
ne.A 
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A1.5 lemma If cfp > w0 and A and Bare two closed cofinal subsets of p, 

then A~ Bis cofinal, and in particular A AB f ¢. (Cf. A0.2) 

Proof. If n_ 1 < p, then define two sequences (z;;n)n E.W in A, and 

(n) in Bas follows: 
n n ,s w 

If z:;0 , ..• , z;;n, nn are defined for n E..- w or n = -1 , then 

let 

If 11.1 , z:; 0 , n0 , ••• , nn_ 1, z;;n are defined for n E. w, then 

let 

Notice that n .::. z;;o .::. no < z;; < n < ••• Put n 
w 

= u ... -1 n - n - n.sw 
n = n 

= u z;;n .'.'... n_1 • Because of cfp > w we have nw < p, and since A 
n&w 

and B are closed nw E. A r, B. 

A subset M of a limit ordinal pis stationary in p if M ~Cf¢ for 

each closed cofinal subset C of p. 

Note that, if cfp > w then by the above lemma any set containing a 

closed cofinal subset of pis stationary in p. However a stationary 

subset of p need not contain a closed cofinal subset of p (let 

P = w2 and M = { n E.. w2 I cfn = w}). But we have 

A1.5 THEOREM (W. Neumer [53]). If cf(p) > w and Mc p is cofinal with p, 

then Mis stationary iff V ¢ : M + p (¢ is definitely diverging)~ 

(¢ is not regressive) . 

.E!:22f.. Sufficiency. Let M not be stationary. Then there is a closed 

cofinal subset C of p which is disjoint from M. Define¢ : M +pas 

follows 

¢ ( µ) = sup, µ n C 
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Note that sup0 = 0, and that <j) ( µ) E C for each µ e M since C is 

closed. It is easily seen that <j) is regressive, increasing and de

finitely diverging. 

Necessity. Assume that Mis a stationary subset of p and <j): M ➔ p 

is definitely diverging and regressive. 

As follows from A1.4 we may assume that <j) is also increasing (replace 

<j) by i). 

Define a seg_uence (ni;)i; in pas follows: n0 

< P, then let 

O. Ifni; is defined and 

(i) n/;+ 1 = min{n e M 

(Notice that <ji(n) > ni; for some n < p). 

If ;;0 is a limitordinal, and ni; is defined for all i; < ;; 0 and more

over U n;; < p, then let 
i;<i;o o 

(ii) 

This procedure stops at a (limit) ordinal i; for which U n i; 
i;<i;o 

{ni; I i; < ;;0 } is a closed cofinal subset of p, and hence also 

{ ni; I i; < ;;0 and i; is a 1 .imi t} is closed and co final in p. 

Because Mis stationary, this set meets M, i.e. for some limit 

;; 1 < ;;0 ni; E: M. Since (n;;\e;; is (strictly) increasing and 
1 0 

<j) is increasing we find that 

Moreover it follows from (i) that 

If we combine these two ineg_ualities we obtain 

This contradicts the fact that <j) is regressive. 

p. Clearly 
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Remark. If cfp = w, then clearly Mis stationary iff M contains 

a tail of p, i.e. ] I; < p p '\ I; c M 

Moreover for any cofinal M c. p there is a regressive definitely 

diverging (j> : M + p. For if p = sup{pili ES w} and pi < Pi+l for all 

i E- w, then we may define 

= max{p. I p. < µ} 
J. J. 

APPLICATIONS IN TOPOLOGY. 

A1.6 THEOREM [MYCIELSKI [52]] 
+ 

D(a+) can be embedded as a closed subset in (D(a))a 

Proof. Let R = X{D(!;) I a.'.:.. I;< a+}. Since for these I; I 1; I = a, 
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and D(!;) = {n I n <!;}with the discrete topology, R is homeomorphic to 
+ . 

R ,.,, (D(a) )a • Note that R is the set of all regressive functions from 
+\ + +\ . t' . + + . a a to a. Now a a is sta ionary in a and a is regular. For 

each I; E. a+\ a we choose one fl; E;.. R with the following properties: 

(i) 

(ii) f 1(1;\a): 1;\ a+ a is 1-1. 
I; 

We claim that D = {f I a< I;< a+} has no accumula-
1; 

tion point in R. Let g 6. R, then g is regressive and hence not definite-

ly diverging (A1.5),i.e. ~I;< a+ such that {n E--a+\ alg(n) < I;} is 

f . al . + . + + . T . co in in a, i.e. has a elements, because a is regular. hen since 

Isl< c/, there is a I;'< I; such that lg-1{1;•)1 = a+. (Cf. A1.3(i)). 
+ 

Choose two elements 1; 1, 1;2 E..a \ a such that g(1; 1) = g(1;2 ) = I;'. Then 

{f E-R f(~) = f(~) =~•}i's s, s 2 s an elementary open set in R which 

·contains at most one element, fl;', of D, since fl;' is the only element 

of D which assumes the value /; 1 more than once, 
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A1.7 THEOREM. The ordered topological space w1 =· {,!, < w1} is not 

paracompact. 

Proof. Let d be any open refinement of the cover consisting of all 

initial segments of w1• We will show that some n e w1 even meets un

countably many members of ()' • Hence cf cannot be locally finite (not 

even point-finite, or point-eountable). For each n e w1, choose one 

element One e' containing n. Define f: w1 + w1 in such a way that 

f(n) < n and (f{n), n] con for all n e w1 \ {O}. By A1.2 3, < w1 
-1( ) · . · - 1( ' · d Th such that f , is uncountable, i.e. f ,J is not bounde. en 

,i1 is contained in c,,n] c O for each n e f- 1(~}. Since each 0 
n n 

is bounded this means that ,i1 is contained in uncountably many 

members of (:}. 

(The lemma that each paracompact (or: metacompact) countably compact 

space is compact, yields another proof of A1.7). 

A1.8 The product {n In ~w1} x {n In< w1} is not normal. 

Proof. We will show that the diagonal /:i = {{n,n) I new} and the 

right side R = J(w1,,n) In e w1} do not have disjoint open neigh

bourhoods. Suppose U is any open nbd of !:i. Define f: w1 + w1 in such 

a wa;y that 

f( n) < n 

and { n} x ( f( n), n] c u 

By A 1.2 there exists a , e w1 such 
- 1 ( ) . that f ~ is uncountable. Then 

w1 E f- 1(~) and 

(n,,.f.1) E {n} X c,,ri] C U 

Hence (w 1,,i1) e U, 

proving that Un Rf¢ for each neigh

bourhood U of !:i. 

n e w1 \ {O} 

'L 

'L. 
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A2. Quasidisjoint families 

A2. 1 If 0:. is a large family of finite sets then does there exist a big 

disjoint subfamily of OC ? Not necessarily. 

-3o~ 
-2 X -1 

0C = {{-2,-3}} V {{ -1,~}I~ < ~}. 

Note that nae,= ~. 

This situation suggests the following definition: 

A family ex:, is quasi disjoint if {A \ n oc I A E ex:, } is disjoint. 

A quasidisjoint family is called trivial if it contains only 2 sets 

(or even less). 

Remarks (1) The following conditions are equivalent: 

(i) a::, is a quasidisjoint family 

. (ii) Jz V A,B E a:; AfB-An B = Z 

(iii) \/A,B E a::; A f B ~A n B = n a:: 
(iv) each three-element subset of (X, is quasidisjoint. 
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(2) It follows easily from the Teichmiiller-Tukey lemma (or e.g. the 

equivalent Zorn-lemma) that an.y family of sets contains maximal guasi

dis,joint and maximal dis.joint subfamilies. 

Let OC be a "large" family, I oz; I = a, of sets of "small" cardinality, 

\/ A £. 0C I A I .::_ B. In this paragraph we will give estimations ( lower 

bounds)for the supremum of the cardinality of quasidisjoint subfamilies 

of OC, in terms of a and s. Moreover we will give conditions under 

which the supremum is actually reached, (i.e. sup= max). It can be 

shown by means of examples that the results obtained are the best pos

sible. 

At first, in A2.2, we deal with the case B = w (i.e. (X;' is a family 

of finite sets). This case has applications, e.g. in the theorems on 

the cellularity number (Suslin property) and caliber (Sanin property) 

of topological products, cf 4.6, 4.7 and 4.8 (p. 52-55). 

Secondly, in A2.3, we deal with the general case. The results are 

obtained independently from A2.2, but because the proofs and the 

examples are much more complicated, we have included A2.2 in order to 

supply relatively short proofs for the applications mentioned above. 

A2.2 lemma. Let n be a fixed integer. If Qj is a family of n-element sets, 

and ICX::I = a is regular, then JX:,,c CX:, such that 4 is quasidisjoint 

and I ~ I = I OC I = a• 

Proof. The proof will be given by induction on n. For n = 1 0::: is 

disjoint and we may take 4 = CX • 
Let the lemma be true if we replace n by any smaller integer. Let 

a:; 0 be a maximal disjoint subfamily of CX:: and suppose B = IOC) < a. 

Since each A € ~ meets at least one member of 0:::: 0 , and a is regular 

Since A is finite 
0 

I {A € OC I x € A} I = a 



87 

appendix 2 

Consider {A\ {x} I x EA E OC,}, By the induction hypothesis this 

family has a quasidisjoint subfamily 4 1 of cardinality a. Then 

4 = {B u {x} I B E ~,} 

is a quasidisjoint subfamily of CZ of cardinality a. 

THEOREM. [56 J Let qc. be any uncountable family of finite sets. Then 

sup { !kl IX'.. c a:, A ~ is guasidis,ioint} = IX I 
If, moreover, la::::I is regular, then .J~c 0::: 
4 is quasi disjoint and I~ I = I cYI • 

Proof. Let us first assume that I XI = a is regular. Then 3 n E w 

such that a:: has a subfamily· of a sets of exactly n elements. Application 

of the above lemma yields a quasidisjoint subfamily of CX:: of power a. 

1~1 . . + +. If Vu = a is singular and 13 < a then 13 < a and 13 is regular. 

Hence as we just proved, there is a quasidisjoint subfamily of X of 
+ . power 13 • This proves oi;ir theorem. 

EXAMPLES 

a. {{1,2,3, .•• n} In E w} is a countable family of finite sets whose 

only quasidisjoint subfamilies are trivial (i.e. contain two sets). 

b, If a is singular and ICXI = a then ct: need not contain quasidisjoint 

subfamilies of power a, Let (a,)~<cfc. be a strictly increasing 

sequence, converging to a, and c.0 = O. 

( a, 1) 

(o,o) (a,O) 



88 

appendix 2 

For I; < cfct put CX::, I; = {{ ( ct!; ,O), ( n, 1)} I ct I; .::._ n < ct 1;+1}, and let 

ex::, = U { CZ!; I I; < cfct}. It is easily seen that the CC I; are the 

maximal g_uasidisjoint-but-not-disjoint subfamilies of a::, , and 

lct::1;1 = ct/;+1 < ct. If on the other hand~ c CZ: is disjoint, then 

I k n CT:'!; I .::_ 1 for each I; < cfct, and hence I ~_I .::_ cfct < ct • 

A2.3 THEOREM.([40], [49], [60]) Letet"be a family of sets such that ICXJ=ct and 

VA € cX I A I ~ f3 • .then 

(i) sup{ 141 1::£.,, c CE and 4 guasidis,joint} .:.\Ya'= 

= min{y I r8 ~ ct}. 
def 

(ii) Moreover, if~is regular, then there exists a guasidis,joint 

!'., c C:X: such that I kl .:. 3/:a'. 

Before we prove of the theorem, we present some examples and simple 

lemma's. Note that the case ct< 26 is trivial. 

Example. [40] 
For any S, y let CZ: be the family of all ( graphs of) functions S + y. 

Let ~ c CZ be a g_uasidisjoint subfamily, Y 

and Z = () a;, By Z' we denote the projection 

of Z onto S. If Z' = S, th1:n ;t;,,= {Z}. 

If Z' + S, then let n ES\ Z'. For any 

two f,g Ea::;., (n,fn) f Z' = f n g, hence 

f(n) + g(n). This implies that 

I kl ::_ I { f( n) If E :t;;_} l ::_ y. Hence 00 
satisfies: 

I OCI = r6 and \/A E ct JAi = S 
and 

Vt.c ct ,¼ is g_uasidisjoint qJ l,_ l ::_ y. Z'=11 Z s 
This implies that pa.rt(i) of tqe Theorem cannot be improved. 

f 

g 

s 
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Remark. 

I · t f · ,l3r7 . . ul tis not hard to show tha for each a,13 or which v a is sing ar 

there exists a family ex; satisfying 

I CCI = a and VA E <X I Al = 13 and 

Vt c CZ: 4 is quasidisjoint ⇒l!.j <~ 

For details see IBo]. This proves that part (ii) of the theorem cannot 

be improved either, 

lemma. For any two infinite cardinals a;y and finite or infinite 13 the 

following relations hold: 

(a) ~+ 2 => 13+ ~213 <~ 

(b) y < ~~i < W 
(c) ~ = (i)+ 

Proof (a) If~+ 2 then 2 < ~- If~~ 213 , then a ~(h) 13 < 

~ 213 •13 = 213 , and hence 2 = h. 
(b) rr\3/? ~ y13 then a~ (¼') 13 ~ i· 13 = i and hence~< y. 

(c) If o < (y 13 )+, then o ~ y 13 and hence 0 13 ~ y 13 < (y 13 )+. So 

o<~. 

Proof of the theorem. 

If 213 ~ a then~ = 2 and ( i) and (ii) are trivially satisfied. So 

let us assume o/a' f 2, i. e . ( lemma ( a) ) : 

The proof is devided into two parts, In (A) we prove (i) and (ii) for the 

case that ~ is regular. This part is a slight generalization of the 

proof in (!19]. In (B) we prove that- (i) also holds if \1/a7is singular. 
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Jl,r:--,. A. v a is regular. 

Assume 

(a) V-:k c (X_, k is quasidisjoint ⇒I kl <~ 

We will define subfamilies oZI; of Ol for each s < S+ so that 

(b) (X, = u { <X~ I ~ < s +} 

(cl v, < s+ I (X I < ~ 
I; 

Because of the regularity of~ and by S + < ~ (b) and ( c) imply 

I CCI = a < ~ This contradiction shows that (a) does not hold, which 

proves (i) and (ii). 

The definition of the families Our; 

ex; 0 be a maximal disjoint subfamily 

been defined for all n < r;, then put 

is by transfinite induction. Let 

of Ol • If I; < S + and Ol has 
n 

Ar; U { U <X,n I n < r;} 

For each subset K ~f Al;, satisfying IKI :5_ S, we define C(, K by 
I; ' 

If there exist A, A' E 0G K' satisfying A n A 1 = K , then let 
I;' 

ex, * K be a maximal quasidisjoint subfamily of OC K such that 
I;' s. 

( d) n 0C ;,K = K 
If such A, A' E 0G K do not exist, then let a:,* K be any arbitrary 

I;, s, 
-maximal quasidisjoint subfamily of 

(e) oc .... 
r;,K 

Ct . In either case 
I; ,K 



Finally let 

Let us verify (b) and (c). 
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To verify (b) , suppose that for some A E C(, A ,t a, for each 
+ r, + 

r, < 13 • We will show that such an A meets each Ar,.f.l \ Ar, 1 V r, < i3 • 

This implies IAI ~ 13+, a contradiction. 

Let r, < 13+ and K =An Ar, We distinguish between two cases: (f) 

and (g). 

( f) Suppose .3 A I € a:; * K ( A (\ A') \ K + r/i • 
r,, 

Then r/i f(A n A')\ K =(An A')\ (An Ar,) c A n(Ar,.fl \ Ar,). 

(g) Suppose VA• E a:,K A n A' c K. Since A E (X , (e) implies 
.., r,,K 

that oc* K + (/J. So (d) holds. Hence a,* K u {A} is quasidisjoint, 
r,, . * r,, 

contradicting the maximality of O::; K' r,, 
This proves (b) • 

In order to prove (c), note first that ICZ:I <~(by (a)), and recall 

8+ .::_2 13 <\[Y;;'= cf~ let r, < 13+ an£ assume that 

lex I <¾' n 
for all n < r, 

Then also IUCX\I <~ for n < r,. 

Thus IAr, I .::. I I U a:; n I < ~ 
n<r, 

The set IAr,1 has IA 113 subsets K such that IKI .::_ 13, Since 

IAr,1 < ~ 1~ (b) implies IAr,1 13 <~. 

By (a) we have for each K c \ such that IKI .::_ 13 I Gt, ;,Kl < ~ 
Because of the regularity of ~ we deduce 

I a:r.1 .::. I I x;,K1 <~ 

K 

This proves ( c) , and completes' the proof of part A. 
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B.~is singular. 

Each singular cardinaJ. is limit. 

r6 <¾' and hence (yat <¾": 
that I cx*I = (ya)+. 

Let y <~ by our lemma (b) 

Let OC * be a subfamily of or. such 

Since {ya)+ is a successor and thus 

existence of a quasidisjoint k c 

regular, part A yields the 

(r* C 0(, satisfying 

(lemma ( c)) 

This proves B. 



A3 Set mappings and free sets 
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A3.1 Let IR be the topological space of real numbers and F: IR ➔~ Ra set-

valued mapping with the property that for each x E ~ F( x) is finite 

and does not contain x. A subset M c IR is called free if 

M n U {F(x) I x E M} = ¢. 

P. Turan asked whether there exist infinite free subsets for each F. 

This was solved by L~z&- who showed that there always exist free 

subsets of continuous power. Indeed for each x E ~ we may choose an 

open interval I with rational endpoints such that x EI c ~\F(x). 
X X 

Since there are only countably many open intervals with rational 

endpoints (and cf 2w > w, see A0.1) there exists an interval (a,b) 

such that the set 

M = {x E ~ I I = (a,b)} 
X 

has continuous power. It is easily seen that Mis free. 

We can generalize this in two ways: at first there still exist 

free subsets of continuous power if we replace "F(x) is finite and 

"x ,I: F{x)" by the weaker condition"x ~ F(x)". 
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Secondly we may ask for free sets of mappings F: X -->- JJ X with 

V x E X x ,j;. F(x) and F(x) finite, where X is an arbitrary set, It is 

easily seen that free subsets of power Jxl also exist if JxJ = 2a, 

a is arbitrary. One can prove this by replacing IR by the generalized 

Cantor set {0,1}a of weight a. 

This suggests the following more general definitions and problems. 

A3,2 DEFINITIONS 

A map F: X-->- Px is a set mapping ifVx EX X f F(x), 

A subset M c X is free ( under the set mapping F) if V x,y E M 

x f F(y) and y f F(x). 

We will investigate conditions on set mappings F: X ----->- cP X which 

guarantee the existence of free subsets Mc X of power JMJ = JxJ. 

Remarks. 

(1) If F: X-->- tPx is a set mapping then it is easily seen that Mc X 

is free iff 

Mn l}{F(x) I x E M} = ¢ 

(2) From the Teichmuller-Tukey lemma it follows that for any set map

ping F:X -->- /PX and free subset M c X there is a maximal free 
* subset M such that Mc M* C x. 

( 3) For each X there exists a set mapping F: X-->- ~X satisfying: 

Yx E X JF(x) I < Jxl = a, 

and YM C X Mis free= JMJ < 1 

In particular, under assumption of the (' H, there exists a set mapping 

-F: R-->- J]IR such that: Yx E X JF(x) I < w 

and \JM C IR Mis free ⇒ jMJ < 1 

Proof. Well-order X: X = {xs s < a} and put F(x) = {x I n < s} s n 



A3,3 In 1936 S. Ruziewicz [55] asked: 
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Does "lxl =ct> Sand F: X + JJx is a set mapping such that Yx EX 

IF(x) I < S" imply: "3M c X IMI = ct and Mis free"? 

Partial positive solutions were given by Lazar ( ~8], for ct 

regular), Sierpinski ([:57], for S = w), G, Fodor (Qi.3], for cf(ct) > S) 

P. Erdoe ( [38] for all ct > S, but assuming GCH),Finally A. Hajnal, 

~4], proved in 1960 that the answer is always yes, without using 

G.C.H. We will prove Hajnal's result in two steps, at first for the 

case S < cfct (A3.4) and then, in the general case (A3,5). 

A3.4 THEOREM LAZAR [48]. 

rr lxl = ct, S < cfct and F: X + I? X satisfies 

\Jx EX x ¢ F(x) 

Yx EX IF(x)I < S 

then 3M c X IMI = ct and M is free. 

Proof. Assume V M c X M is free =, IMI < ct, Let s 0 be a maximal 

free subset of X, 1s01 < ct (see remark (2)). If for some v <Sand 

all n < v we defined S satisfying n 

then let 

then 

Let 

then 

Hence 

s 

s 

is 
n 

be 
V 

Is I < ct n 
a maximal free subset of X \ v 

s<n ss 

a maximal free subset of X \ \.J s 
n<v n 

Put 

* u s = s 
v<S V 

ls*I < ct , because S < cf(ct). 

s-- = s* u U{F(x) X E s*} 

1s--1 .::. ls*I + sis*! < ct 

S.-. + X 
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Choose y E X \ S-. Then V v < 13 

S u {y} is not free, by the maximality of S . 
V V 

I. e • either 3 x E S 
V V 

y E F(x) 
V 

(which is impossible because y f S-) 

or 3x E 8 
V V 

X E F(y). 
V 

Thus F(y) meets each member of the disjoint family {Sv I v < 13}, hence 

IF(y)I .:_ 13 This contradiction proves the theorem, 

A3. 5 MAIN THEOREM ( HAJNAL ~4] ) 

If lxl = a. and 13 < a., and F: X ➔ iPx satisfies 

then ]Mc X 

V XE X 

Vx EX 

X f F(x) 

IF(x)I < 13 

IMI = a. and Mis free. 

Proof. Because 
+ 

of A3.4 we may assume that a. is singular and 

y = cfa. < 13 < a.. Let (a.~)~ be a strictly monotone increasing ', c,<y 
sequence of regular cardinals (e.g. successors), converging to a. 

and all greater then 13+, Let (A;)l;<y be a sequence of disjoint sets 

whose union is X, satisfying IA~I = a.I; for I; < y, 

We construct a new sequence (Al;)l;<y by transfinite induction in such 

a way that 

(i) V 1; < n < y A CA 
I; n 

and u {Al; I I; < y} = X 

(ii) \/1; < y IA1;I = Cl.I; 

·(iii) \/1; < y \Jx E Al; F(x) C Al; 

Assume that n < y and the Al; are defined for all I;< n. 

At first we define a sequence (An) by 
n IlEW 

for n E w. 
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Then put An = U An. Now (i) and (iii) are trivially satisfied; n€W n 
to see (ii) note that IA*I = ct is regular and 

n n 

By A3.4 there exists a free (under FIA) subset B c A satisfying 
n n n 

IB I = IA I= ct n n n 
for each n < y. 

Next we define sets C c B for all n < y, satisfying 
n n 

(iv) Yn < y le I= IB I= ct n n 
( v) Vs<y\/n~s x€C~ F(x) n C = ¢. 

s 
If the Cs are defined for alls< n, where n < y, then put 

Then 

and also lx~H 
n 

Let C = B '-.._ VH F(x). 
n n x€ n 

Notice that (iv) and (v) are fulfilled. Yet there still may be (many) 

x € Cn such that for some s < n F(x) n Cs f ¢ To avoid this 

we define another sequence of sets (D~)s<y and a partition of every Ds 

into S+ disjoint sets: D = {D~ I p < S+} satisfying 
s,P 

( vi) Vs< y D C C 
s s 

( vii) Vs < y \fp < s+ Ins) = lnsl = as 

(viii) Vs < 
+ Vx € \In < s y p y ]Ps .(_ S Ds 

Construction of (Ds)s<y' and (Ds,p)p<S+, s < Y 

P < P < s+ ⇒ s 
F(x) n D (p) = ¢. 

n 

Assume that for some n < y and all s < n, p < S+ Ds and Ds ,P have 

been defined, satisfying (vi)-(viii). 
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r-

"D, 

For each x E C , JF(x) I < S and thus Jp(x) < S+ V p>p(x) i;<n 
n 

F(x) n D~ =¢.Since Jc I~ a is regular and greater then S+, 
., ,P n n 

there is a p < S+ such that 
n 

D = {x E C p(x) = p } 
n def n n 

has a elements. Let {D I p < n n,P S+} be any partition of D in S+ 
n 

disjoint sets of power JD I= a 
n n 

> S+. Check that (vi)-(viii) are 

.satisfied. 

Now (pi;)i;<y is a sequence of ordinals smaller then S+. Since y < S+ 

and S+ is regular, .Jp < S+ such that pi; < p for all i; < y. 

Put 

M = u {D _'. I i; < y} • 
i; ,P 



Then IMI = l 
!';<y 

ID -I= 1';,p I a.s = a 
i';<y 
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by (vii). If x EM, sey x ED~_ 
s,P 

then F(x) n D -= ¢ n,P for all n .::_ I'; by (vi) and (v). Moreover 

F(x) n D -=¢for all n < I'; by (viii). This proves that n,P 

M n U {F(x) I x E M} = ¢ 

i.e. M is free. 

A3.6 Application. 

Hajnal's theorem is used to prove a lemma of 3.3 (p.40): 

Suppose XE J.e, ¢(X) = A where¢ is one of the functions s,h,z and 

cf A= w. Then the answer for the sup= max problem is positive. 
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A4 Partition calculus. Ramifications 

A4.1 Definitions 

For every set S and each natural number r 

[s] r = {X I X -5 s A IX/ = r} 

A partition of [s] r [§Jr = f,Yy If, is called an r-partition of S. 

In general we do not require that the classes of the partition are 

disjoint. 

If A c S is such 

A is homogeneous 

The symbol 

(1) 

that for some[,< y [A]r c I, then we say that the set 
[, 

(for the partition {If,I f, < y}). 

is to be read "a ~ Sf,, f, < y, r" and stands for the following 

statement: 



If 

(2) Isl = a and 

then 

( 3) 

If f\ = f3 for all I; < y then we may also write 

a + ( s)r 
y 

If y is finite we may replace ( 1) by 

The negation of ( 1) is expressed by 

We put the following restrictions to the use of (1): 

a is infinite 

r is finite, but r > 0 

y is either finite or infinite, but y < a 

SI; is either finite or infinite but r < f3 < a I; -
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for each 

I; < y 

Only in example 4° below we do not assume this restriction and 

mention what results follow. 

A4.2· Examples 

1° A 1-partition of a set Sis just a partition (or covering) of this 

set (if we identify x € S with {x}). This yields e.g. 

cfo = min{y I a-ti- (a) 1}. 
y 
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2° For r = 2 [s] 2 can be considered as the complete graph which 

has Sas its set of vertices, Then a 2-partition of Sis a par

tition of the set of edges, One of the earliest results in par

tition calculus is theorem A4.10 

due to W. Sierpinski BS]. This result can be rephrased as follows: 

There exists a partition {I0.d_ 1} of the edges of a complete graph 

with 2w vertices into two parts so that any set of vertices is 

countable if it generates a complete graph with all edges belonging 

to I 0 or to I 1 • 

3° Monotony and symmetry in ( 1 ) . 

Suppose (1) holds. What is the effect if we change one of the 

a, SI;, y, r or permute the SI;? 

(a) If a'> a then also a'+ (Sl;)~<y 

Proof of (a). 

Let IS' I = a', [§ '] r = U I • Choose S c S' such that l;<y I; 
Isl = a, then LSY = U (I n [~Y). By (3) 3A c S c S' :Ji;< y l;<y I; 

(b) If Si::._ SI; for all~< y then also a+ (Si)l;<y 

Proof of (b) • 

Let Isl = a, 

Choose A' c A 

[sY = U I • By (3) 3A cs ]1; < y l;<y I; 

IAI = SI; and [A]r c II; 

satisfying IA' I = Si, then also 

[A']r c [A]r C I 
I; 



(c) If y' < y then also ct + (13t;\<y' 

Proof' of' c . 

Let Isl= ct, [S]r = U I"". Put I""= r/J for y' :5..t; < y. 
t;<y' " " 

We can generalize (c) as follows: 

(e) If' r' <rand 13t; is infinite for each t; E y then also 

r' 
ct + (13t;) t;<y 
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Proof'. As r is finite it suffices to consider the case r' = r-1. 

Let Jsl = ct and [s]r-l = t;<y It;. Well-order Sin order type ct, 

and define the r-partition (r;)t;<y of' S by 

If' ( 1) holds, 3A c S and ::ft; < y 

(ii) 

Since 13t; is infinite we may assume that A has no largest member. Now 

we claim that 

,'7 r-1 For let {x0 , ••• ,xr_2} E LA~ • Choose x EA such that x0 , •.• ,xr_2 < x, 

then {x0 , ••• ,xr_2 ,x} E [A] r c r; by (ii) and because 

x = max {x0 , ..• ,x _2 ,x} we obtain f'rom.(i) that 
' _.:_y ' - -
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If in (ii), Ss were finite and a£ A were the largest member of A, 

then we might have concluded 

Let us define Ss.!.(r-r') = {a if 

l ,:-r+r' if 

is infinite 

as is finite 

Thus we obtain: 

(f) If r' < r then 

a ➔ 
r' ( a .:.(r-r')) 

s s<y 

(g) Substitution rule. If (i) and 80 ➔ (Sy+s)~<y' and 

f: y+y' ➔ yly• \ {O} is any bijection then 

The easy proof is left to the reader. 

4° The degenerate cases and restrictions on 8$,r and y, and a. 

Let us consider the statement 

(i) 

without any restrictions on r, Ss or y. Let S be a set satisfying 

·1s1 = a, and let (Is)s<y be an r-partition of S. 

(a) If J s0 < y 

fied, 

Ss = 0 or even Ss < r then (i) is trivially satis-
0 0 

For take any as -element subset AC s then IAlr = 
0 

¢ c Is . 
0 



(b) Let C = {s I ss = r}. Then 

(i): a+ (Ss)~<y is equivalent to (ii): a+ (Ss)~q\C 

Necessity, i ~ ii, follows from example 3d. 

Sufficiency. Assume (ii) and Isl = a, [s]r = ~Y Is and 

(iii) Vs< y YA Cs IAI = ss ⇒ [A]r 'F Is 
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In particular Vs E C VA Cs IAI = ss = r :::::::=> [A]r = {A} • Is. 

This yields VA E [s]r A If U{Is Is EC}. Thus 

By (ii) Js"' y\c ]Ac s. 

(iii). 

( c) If .=:h0 < y a < S s and Vs < y O < r .:_ S s, then ( i) is not 
0 

satisfied. Consider the trivial r-partition (I;)s<y , all whose 

elements are empty except Is , Is = l},J r. 
0 0 

(d) If r = O then (i) is trivially satisfied since [s]r = [sJ 0 = {¢} 

(e) For r = 1 see example 1°. 

(f) For the case of infinite r we mention it is proved in [}2] 

that every such analogue of (i) is false: for any a: a -1- (w,w)w. 
Other generalizations by considering partitions of the family of all 

finite subsets of S are possible (cf [!"12], and 1)9] § 17). 

(g) If a.:_ y and r .:_ Ss for alls< y, then 

let (I;)s<y bear-partition of S such that 

consists of oner-element subset of S. 

(i) does not hold. For 
..... 

each Is is empty or 
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(h) The case of finite a belongs to finite combinatorics; 

for this we refer to I)~ § 16. 

(i) Note that it does not make any difference in the meaning of (1) of 

A4.1 whether or not we require the r-partition {I~ I ~ < y} in (2) 

of A4.1. to be disjoint. 

A4.3 Survey of the theorems and applications. 

We will prove the following positive theorems. 

a(= A4.4) 

b (= A4.5) 

c (= A4.6) 

d (= A4.7) 

e (= A4.8) 

w-->- (w)r 
n 

2 a-->- (a,w) 

(2a)+-->- ((2a)+,a+)2 

The following negative results have in general much simpler proofs 

then the above theorems. 

f (= A4.9) (2a)~ (3)2 
a 

(= A4.10) 21Jj -1-+ 2 g (w 1 ,w 1) 

2a -,1--->- ( + +)2 a ,a 

h (= A4.11) 2at-r (a+,r+1)r if r ~ 3 

i (= A4.12) a+.. (a,r+1 )r if r ~ 3 and a is singular 

Remarks. 1. More relations and many references can be found in [39 ], 

[41] and [51 ]. 

2. Consider a= A4.4. This result is best possible in 

the following sense: the statement 

S + (S' ):., 

is true for s = (2ai+, s' = a+ and S" = a, and if either S is 
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diminished or B' or B" is increased then B ➔ (B' ):,. is not any more 

a theorem in ZF+Choice. 

At first (2°)++ (a+) 2 by for g. Secondly under the assumption Qf GCH 
++ a+ ++ a ++ 2 . . 

a = (2) and a ~ (a ) again by for g, showing that B' can not 
a 

be increased. Finally if B" = a+ and G.C.H. is assumed then f yields 
++ 2 ++ + 2 

a ½- (3) + and hence a ++(a)+• 
a a 

3, Relations of the simple form 

(cf,d,e,g,h,i) are studied e.g. in [41]. We mention the following 

results (p.437 formulae 26-28): 

and so 
+ + + 2 a-t+ ((ijJ(a)) ,a) . 

If we assume G.C.H. then 1jJ = cf and aijJ(a) = acfa = 2° = a+. 

This implies a+ ➔ (cfa,a+) 2 

but a+++ ((cfa)+,a+) 2• 

4. Cardinals A for which). ➔ (;1.,;1.)r are "big" (weakly compact). 

We will deal with these cardinals in A6. 

Applications •. 

Of the results A4.4 - A4.12 only A4.4, A4,5 and A4,7 are applied in this 

tract. They are used in the proofs of: 

2.7 (p. 13) IfXe:t'2 then d(X) ~ exp s (X). (A4.7) 

2.9 (p. 17) If X e: 1:'2 then !xi ~ expexp s(X). (A4.5) 

2.10 (p. 18) If X e: J:j, then !xi ~ exp c(X). (A4.4) 

2. 11 (p. 19) If Xe: f3 then v, c,(x) ~ exp(ws .c(x)). " 
2.15 (p.22) If X e: 't, then !xi ~ exp(ijJ(X) .s(X)). " 
2.16 + CORO If Xe: 72 then !xi~ exp(x(X).c(X)). " 
4.4 (p.46) If cj> = h or cj> = z, R = X{R.: i 

- i 
e: I} and " 

~IR= sup{cj>(Ri): i e: I} then 
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4.6 (p,51) 

4.7 (p,53) 

I I I . ¢ I ( R) .::._ ¢ ( R) .::._ I I I . exp ¢ I ( R) . 

c1 (R) .::._ c(R) .::._ exp(c1 (R)). 

cs,I(R) .::._ cs(R) .::._ exp(cs,I(R)). 

(A4.4) 
II 

Also in proving Arhangelskii's theorem 2.21 (p.28), we 

use the ramification method, which was developed in close relation 

to the partition calculus. 

A4.4 THEOREM [ERDOS-RADO] 

Proof, Let IHI = (2a)+ and IHl 2 = U I~. We will show the existence 
s<a " 

of a subset T of H, and a v0 < a such that 

Let R0 = H-, 

x0 E R0 (arbitrary) 

+ (for v.::._a ) = {s:v➔a} = {(S 0 , ... ,E; , ••• ) 
n n<v 

IV n<v s <a}. 
n 

Fors ES we write: v = length(s). Fors ES ands< a let [s,sJ 
V V 

denote the sequence of Sv+ 1 whose initial segment of length vis s, 

and whose last element is s, For n < v sin denotes the initial segment 

of s of length n (or: the restriction of the function s: v -->- a to n); 

s(n) denotes the (n+1)th element of s (the function value of son n), 

Suppose we have an ordinal v < a+ and for each n < v and each s' ES 
n 

we have already defined a set Rs' and a point xs, E Rs, 

we define Rs for each s E Sv and if Rs#¢ we choose xs 

otherwise we put x = x 
s 0 

1° Case. If vis a limit ordinal-we put 

R = ('. R 
s n<v s In 

u {x0 }. Then 

E Rs arbitrary, 



2° Case. If vis a successor ands= [s' ,sJ, then we put 

R = {y E R , I {x , ,y} E I<"} • s s s .. 

This defines R and x for each sEU{S Iv.:::_ a+}. 
S S V 
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We may assume that the partition {Is I s < a} is disjoint (cf (i) on 

p.102). By induction on v it is now easy to prove that both 

(i) if s,t E s ' s ¥ t then R n Rt= ~ 
V V s 

(ii) 
V 

U{Rs I s E S) X"{xt I length t < v} 

hold for all v < a 
+ . The simple proof of ( i ) as well as the 

V 
cases v=O and 

+ vis a successor of (iiv) are left to the reader. So suppose v < a 

limit and (ii) holds for allµ< v. 
µ 

is If t ES,µ< v then, by 
µ 

(ii 1), xt~U{R I s ES 1}. By the µ+ s µ+ 
definition of Rs' for each 

s E S R c R I 1, so xt~U{R I s E S } , proving one inclusion. 
V S S µ+ S V 

Now suppose y E X'\_{xt j length t < v}. By our induction hypothesis 

the set 

S(y) = {s I lengths< v and y ER} 
s 

meets each S forµ< v. By (i ) S(y) contains precisely one element 
µ µ 

of S , say s ( µ) • If µ < µ' < v then y E R ( , ) c R ( , ) I , hence µ s µ s µ µ 
s(µ')[µ ES , i.e. s(µ')[µ = s(µ). This means that S(y) consists of 

y 
all the initial segments of a sequence s: v + a. By definition of 

R = n{R [ I µ < v} we have y E Rs, which proves (ii ). 
S S µ V 

Clearly,the 

{R[s,sJ I s 
partition of 

for each s. 

family 

< a} is a 

R '-._ {x } 
s s 

For y ER '\_{x} we have 
s s 

y E R[s,s]={xs,y} EIS. 
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From (ii +lit follows that U{R [s E- S +};¢because 
a + s + a + a a 

l{xtl1ength t < a }I ,::_i::{IS) Iv< a} .::_a .a = 2 < IHI, So we know 

that R ; ¢ for some s E- S +• Now consider H' = {x I In < a+}. Since 
s a s n + 

R ; ¢ we have x I ER I and by (ii ) all x I , for n < a are s sn sn n sn 
different. 

wehavexl E-RI cRs[n1+1,hence s n2 s n2 

i.e. the class of the partition to which {x I ,x I } belongs is s n1 s n2 

determined only by n1. This gives a partition of a+ into a classes -
+ + 

the point inverses of s: a +a-, and by the regularity of a we can 

find an Ac a+ of power a+ and av< a such that s(A) = {v}, and hence 

[H"J2 c I 
V 

where H" = {x I In E-A}. 
s n 

The following theorem and proof are straightforward generalizations 

of 4.4. As they do not depend on 4.4 we could have skipped this 

"simple" case. We included 4. 4 be cause the proof of 4. 5 is more ob

scured by technical and notational difficulties, and moreover 4.4 has 

especially many applications. 

The proof of 4.5 may also b3come more lucid by comparing it to the 

proof of 4.6, Ramsey's thecrem. This last proof can be seen as an 

application of the proof of 4,5 to finite partitions. 

A4,5 THEOREM [ERDOS-RADO] 

( (r) )+ (N +)r+1 exp a + ~ a 

Proof. The proof will be carried out by induction on r. For r = 1 

4 4 4 4 + ( +) 1 · · · .5 equals .. For r = 0 ,5 reads a + a a' which is equivalent 

to "each successor cardinal is regular" (c,f, A4.2.1° p101). Note 

that the proof of 4.4 (r = 1) also uses a++ (a+)~, in the final part. 
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( r-1 )+ ( +)r (" . . . ) Let r > 1 and exp a + a induction hypothesis . 
- a 

Assume IHI= (exp(r)a)+ and [H]r+l = U I~ (the I~ are disjoint). 
E,<a ., ., 

Put 

(arbitrary) 

(for v < 

x¢ = x0 € R0 

(exp(r-l)a)+ :) S 
V 

is the set of all sequences s of length v 

such that forµ< v 

s 
V 

r-1 s(µ) is a function: [µ] +a.Formally: 

Notice that Is) .:::_alvl and s(i) =¢if i < r-1, for alls E Sv. For 

s € S and n < v,again,sln denotes the initial segment of s of length 
V 

n. 
Suppose we have an ordinal v ~ a+ and for each n < v and each s'E s 

n 
we have already defined a set R SI and a point xs, € R s' 

u {xo}. Then 

we define R for each s € s v' and if R 'f ¢ we choose X € R s s s s 
arbitrarily, otherwise we put XS= XO: 

0 

1 Case. If V is limit, we put 

R = n R 
s n<v sin 

2° Case. If vis a successor, v = µ+1 then we define 

( { X I ' ... ,x I X I } € I ( ) { } ) } s n0 s nr_2 , s µ ,Y s µ n0 , ••• , n.r_2 

For v = µ + 1 = 1, ••. ,r-2 this yields [µJr- 1 =¢and Sv = s0 ={¢}and 

.R = R0 = H if s E S . This defines R and x for each sEU{S Iv< 
S V S S V -

.:::_(exp(r-1)a)+}. 

As in 4.4 we will prove by induction on v that both 

( i ) if s 't € s 
V V 

(ii ) U{R Is€ S,,} 
V s V 

s # t then R8 n Rt=~ 
\. { I } ( ( r-1 l l + = X xt length t < v hold for all v < exp a . 
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R CR I C {yER I I s s µ0+1 s µ0 

{x I , ... ,x I ,x I ,y} E Is(µo)n*} = d ~ s n0 s nr_2 s µ0 e~-

Now, since {I,I~ < a} is disjoint, we have Rs n Rt c An B 0, proving 

( i ) . 
V 

In order to prove (iiv), first notice that (ii0 ) - and also 

(ii 1), ... ,(iir_2 ) - are obvious. Next, assume that, for some v, (ii)v 

holds and s E S . Then for each y E R \ {x } we have a function 
r-1 V S S 

f: [ v J + a, defined by 

Clearly then y E R[s,f]' This proves that 

The other inclusion, J' is obvious, hence we obtain (ii 1). 
v+ 

Finally let v be limit, and (ii ) be true forµ< v. If t ES 
µ µ 

where µ < v then, by (iiµ+ 1) and the definition Of Rs: 

xt f U{R lsES +l} = U{R I 1 isES } J \J{R lsES } 
S S µ+ V S V 

If, on the other hand, y E X\{xtllength t < v} then consider again: 

S(y) = {sllength s < v and y ER}. 
s 
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As in 4.lf, because of (ii ) and (i } , S(y) contains precisely one 
µ µ 

element of S, for eachµ< v. Again ifµ< µ 1 < v and t ES , 
µ µ 

t' E SJ, and y E Rt n Rt' then t = t•jµ because of (iµ). And this 

implies that S(y) consists of all the initial segments of a sequence 

s E S • By R = {R I jµ < v} we have y E R , which proves (ii ) . 
V S S µ ( ) S V 

For short let us put S = (exp r-l a)+. From {iiS) it follows that 

\J{RsjsESS} 'f' (/J, i.e. Rs 'f' 0 for some s E SS, because 

j{xtjlength t < S}I .:.l{ls) Iv< S} .:.l{alvl Iv< S} < 

( ( r-1) } 
< a.a exp a = r exp a< 

Again consider H' = {xslnln < S}, and notice that all xsln are 

different because Rs-:/: (/J and (iin) hold. For n0 < nr < S we have: 

E I ( ) } s n 1 { n0 , ... , n 2 } 
r- r-

This implies that the index s < a for which 

{x I , ... ,x I } EI~ s n0 s nr ., 

only depends on the "first" r n0 , ... , nr- l: 

s = s ( n 1 ){ n0 , ... , n 1 } • 
r- r-

This gives us a r~partition of S into a classes as follows: the point 

inverses of the map [S]r + a defined by {n0 , ... ,nr_1}H-

s(nr_1) {n0 , ... ,nr_2} (n0 < n1 <, .. nr_ 1) are the classes of the par

tition. By our induction hypoth~sis-there is av< a and an Ac S 

satisfying !Al =a+ and [.A]r ~ { } , I ~ v. Thus H '= def{xsln nEA} satisfies 
I I + r+1 
H'' = a and [H' 'J c Iv 
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A4.6 THEOREM [RAMSEY [54]] 

Proof. Cf. the previous proof and A.6.6. We will prove Ramsey's 

theorem by induction on r. For r = 1 it is trivial: a partition of an 

infinite set into finitel;y many classes contains at least one infinite 

class. Suppose the theorem is true for some r € w. 

His an infinite set. and 

n 
u I. • with I. n I . = -~ · for i ,:j: j • 

i=1 1 1 J 

Put 

Now we migth proceed just as in the previous proof; However we only 

have successor-steps, which makes a more straightforward approach 

possible. We will first define a sequence of sets R1,R2 , ••• and a 

sequence of points x1 ,x2 , •.• and a sequence of functions f 1,f2 , ••• 

satisfying 

(ik) 

(iik) 

(iiik) 

(ivk) 

Rk is infinite 

~+~ € ~+1 C Rk '\ {~} 
r-1 fk: [{x1, .•• ,~_1}] + {1, ••• ,n} 

Rk+1 = {y€RkJV{y1••••,Yr-1} € [{x,, •.. ,~_,}Jr-1 

{y,,, •. ,yr-1'x. ,y} € If { }} ' 
.K k y 1 ' ' ' ' ,Y r-1 

Suppose R1, ••• ,Rk have been defined satisfying (i) - (iv). Define an 

equivalence relation ~ on Rk '\ {~} by 

and {y 1 ' ••• ,Y r-1 •~' ,Y'} belong to the same Ii. 
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As Rk is infinite and~ has only finitely many equivalence classes, 

there is one class which is infinite. Thus there exists a 
r-1 fk+ 1: [{x1, ... ,~_1}] ➔ {1, ... ,k} such that 

is infinite. Let this set be ~+ 1 and choose ~+ 1 E ~+1 arbitrarily. 

Having defined~•~ and fk for all k E W• consider H = {x1,x2 ,x3, ... }. 
++- r+l . * 

For each x = {~( 1)•···•~(r+ 1)} E [HJ with x E Ii and 

k(1) < ••• < k(r+1) the i only depends on k(1), ... ,k(r), because 

(ivk(r)) and (~(r+1) E ~(r+1) C Rk(r)+1) imply 

As in the previous proof, this induces a r-partition of Hinton classes: 

the point inverses of the map [H]r ➔ {1, ... ,n} defined by 

By our induction hypothesis there exist H' c Hand i E {1, ... ,n} such 

that [H']r-1 ...+ {i} for this map, and H' is infinite. Now clearly 

[HI ]r+1 C I. 
1 

proving Ramsey's theorem for r+1. 

A4.7 THEOREM (ERDOS cf. [36]). 

a ➔ (a,w) 2 

Proof. We prove this first for regular a. 

Let Isl= a, [SJ2 = J 0 u J 1 and suppose [AJ2 c J 0~1AI < a• Let A0 

be a maximal subset of S such that_[A0 J2 c J 0 (the existence of A0 
follows from the Teichmiiller-Tukey lemma). For each x E A0 we put 

Sx = {y E S\A0 I {x,y} E J 1}. From the maximality of A0 it follows 
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that s '-Ao = U{s) X € Ao}. Since I Ao I < Cl "' I S\Ao I and Cl lS regular, 

::l x0 € A0 IS I = a. Let A1 be a maximal subset of S such that 
XO . XO 

[A1J2 c J 0 • Continuing by induction we obtain the sequences (An)n, 

(x ) , (S ) satisfying: 
n n x n n 

(i) A is a maximal subset of S with [Ani c·J0 
n xn-1 

(ii) X 
n 

€ A 
n 

is such that Is I 
X 

n 
= a, where S 

xn 
= {y € s \ A I 

xn-1 n 

This induction breakes 

[Sx J2 c J 1· and then 

down only if A = W for some n. But then 
n 

n·· 1 
Is I =a> w. If A ~ W for each n then 

xn-1 - n 
{~,xn} € J 1 for each k < n < w, because 

x € S c S c {y!{~,y} € J 1}. Hence [{xnl n € w}J 2 c 
n xn-1 ~ 2 

Now we will prove a ➔ (a,w) for singular a. Let y = cf(a) < Cl 

such that (cf. p. 77 ) .. 

( i) Y1; < Y Vs' < s 

l Cl 

!;<y s 

Let [s! = a and [sJ 2 = Io u I,. If x € s, Ac Sandi€ {0,1} then let 

c.(x) = {y" s[ {x,y} € I.} 
l l 

and c. (A) = U C. (x) = {y " s! 3 x " A {x,y} " I.} 
l X€A l l 

If 

(ii) V H c S [HI= a~(:Ix EH lc 1(x) n HI= a) 

then we define inductively sets Hn and points xn € Hn for all n E w, 

as follows: H0 = s, x0 " H0 s~ch~hat !c 1(x0 ) n H0 ! =a.If Hi, xi 

defined for i < n then we let H = c 1(x 1) n H 1, and x € H such 
n n- n- n n 

that !c2 (x) n H [ =a.This is possible because of (ii). It is easily 
n n 



seen that [{xnl n E w}J 2 c r 1• 

So let (ii) be false, i.e. 

(iii) 3H c S IHI =a" ('v'x EH lc 1(x) n HI < a) . 

Assume also: 

(iv) for no infinite subset A of S 2 [A] cr 1 • 

Let S be a cardinal (e.g. some as) satisfying 

(v) y < B < a and Bis regular. 
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Let W c H be a subset of cardinality B. For each n < y we let 

Wn = {x E wl lc 1(x) n HI .:s_ an}. 

Because of (iii) and (i): U{W I n < y} W. 
. n 

Because of (v) 

By the definition of W 
n 

=In < Y lw I = lwl = s. n 

lc 1(wn) n HI= 

IU{C 1(x) n HI x E Wn}I .::_ an •B < a. 

Consider [W J2 = ([W J2 n r 0 ) u ([WnJ2 n r 1). Since Bis regular, 
2 n n 

B + (B,w) . Hence, because of (iv): 

(vi) 

Clearly this W' also satisfies 

(vii) 

Using this procedure we can define by transfinite induction sets 

Ms, s < y satisfying 

(a) 

(b) 

(c) 

IMSI = as 

[MsJ2 c ro 

1c,(Ms) n HI <'a 
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(d) 

( e) 

IU{M u (C 1(M) n H)I n < 0 < a (as follows from 
n n 

(a) A (c)) 

At first we choose W c H arbitrary, such that lwl = S = a 0 , and let 

M0 = W'. Notice that (a)-(e) hold. If we have defined Ms for some 

fixed s0 < y and alls< s 0 , such that (a)-(e) hold, then because of 

(d) and s 0 < y = cf a, H\U{Mn u (c 1(Mn) n H)I n < s0 } has a elements. 

Let W be any subset of this set such that lwl = S = as and put 
0 

Ms = W'. Again (a)-(e) hold, 
0 

Now let M = U{Msl s < y}. By (a), (e) and (i) IMI =a.We claim that 

(viii) 

Let {x,y} E [MJ 2 . If x,y E Ms for some s < y then by (b) {x,y} E I 0 • 

If x E Ms' y E Mn ands< n < y, then because of (e) y f c 1(Mn)' i.e. 

{x,y} ~ I 1 , and thus {x,y} E I 0 • This completes the proof. 

The following theorem is a strengthening of Erdos' previous theorem 

for cardinals of the form (2a)+. 

A4.8 THEOREM 

(i) 

We will show 

(ii) :JA' c H [A 1 J2 c I 1 A IA'I =a+. 

We will define a ramification of H, rather similar to the first part 

of the proof of A4.4. Let 



s 
V 

R0 = H, 

+ for v < a 
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(iii) As c Rs be a maximal subset such that [As]2 c I 0 

(for U{S I 
+ 

each S E V .::.. Cl, } for which R lS defined). 
V s 

If V is an ordinal such that R has already been defined for all s of s 
length< v, then we define R for s E s as s V 

1° Case. If vis a limit, s ES then we let 
V 

R 
s n R I 17<v s Tl 

follows: 

2° Case. If vis a successor, ands ES 1 , then we define R[ J for 
v- s,11 

all 17 < 2a at once. By (i) IAsl .::._ 2a. Hence we may well-order 

A: A = {p~l 1; < Ss}, for some S < 2a. For each x ER \A we can s s <, s- s s 
choose a I;< Ss .::._ 2a such that {x,pl;} E I 1 (because of the maximality 

of A : (iii)). Define a function ¢ : R \ A + 2a in such a way that s s s s 
{x,p¢ (x)} E I 1 for all x E Rs\As, and let 

s 

(iv) 

We claim that for some s 0 E Sa+ 

(v) 

Proof of (v). 

Notice that IU{Asllength s < a+}I < l 
- v<a+ 

= l .(2Ci,)V.2Ci, = 2CI, < IHI. 
v<a+ 

IA I < s 

Hence we may choose y E H \ U{A I length s < a+}. Put 
s 

S(y) = {s E US IYER} 
V S 

for 11 < 2a. 
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Using the Zorn-lemma, one can prove the existence of a sequence 

s0 € S(y) which is not the initial segment of any other sequence of 

S(y). We will show that length s0 = C/. +. If length s0 < C/. +, then 

y € R \ A by definition of y. Hence, by (iv), {y,p,._ ( )} € r 1, 
so so o/s y 

i.e.: y € R[so,<f>s (y)J' This implies 

dieting the maxiiJJ.ity of s0• 

This proves (v). 

0 
[s0 ,<I> (y)J € S(y), contra

so 

" + . f For each~< C/. we define x~ € Asol~ as ollows: 

Now A'= {x~I~ < Cl.+} satisfies [A 1 ] 2 c r 1, as follows easily from (iv). 

This chapter is concluded by some examples of partitions, which prove 

the negative theorems A4,9-4,12. 

A4,9 THEOREM[GODEL] 

Proof. Let A= {f: C/. + {0,1}}, and define I~ for~< a as follows: 

is the first ordinal for . { } ,- ]2 I~ is the set of f,g € LA such that~ 

which f(~) ~ g(~). Clearly [AJ2 = U 
~<a 

f,g,h € A {f,g} € I~ and {f,h} € I~ 

{g,h} f I~. 

A4.10 THEOREM (a) 

(b) 

,, 
[ 58 J SIERPINSKI 

2(1) -t-+- (w 1 ,w 1) 2 

KUREPA [ 47 J 

2a ~ ( + +)2 a ,a 

I~, and for any three functions 

implies g(~) = h(,), and so 
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Proof of (a). Let~ be any well-ordering of the set of real numbers R. 

Put 

Io= {{x,y} E [RJ2 x < y and x-< y} 

I 1 = {{x,y} E [RJ 2 
J x < y but y-< x} • 

2 2 2 
Clearly [R] = I 0 u I 1 . Suppose Ac Rand [A] c IO or [A] c I 1. Then 

A is a subset of R well-ordered by< or>, and hence A is countable. 

For suppose A is uncountable and well-ordered by<, Let A"""be the initial 

segment of A that is order isomorphic to w1, and r 

( rER u { +00 }). Choose ( r ) in R, converging to r 
n DEW 

each nEw A* n (-00 ,r ) is countable, but A*= U 
D DEW 

* = sup A , 

from below. Now for 

A""" n (-00 ,r) is not. 
n 

For the proof of (b) we need two well-known lemma's from the theory 

of completely ordered sets. 

Definition. An ordered set A is complete or completely ordered if it 

has one (and hence all) of the following equivalent properties: 

(a) each subset A' of A has an inf which belongs to A (we put 

inf~= sup A EA). 

(b) each subset A' of A has an inf and a sup which belong to A. 

(c) A, equipped with the order topology, is compact. 

LEMMA A. If As is a completely ordered set for each s < v, then 

A= X{As J s < v} is complete with respect to the lexicographic order 

(i.e. (as)s<v < (bs)s<V iff (as)s<V f (Ss)s<v and as< ss for the 

firsts for which as f Ss). 

Proof, We use induction on v, and so may assume that X{As J s < v'} 

is complete for all v' < v. Suppose A' c A. Put 

A~,= {(as\<v' I (as)s<v EA'} for all v' < v, and a(v') = inf A~,· 

Suppose Vis a successor. If a(v-1) = (as)s<v-l for some (as)s<v EA, 
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then consider A"= {(as\<v EA' I (as)s<V-1 = a(v-1)}. The points of 

this set are ordered according to their last coordinate, av-l' since 

the other coordinates are equal. So this set has an inf in A, and 

since all other (a.s \<v E A' \A" are bigger then all elements of A", 

this is also the inf of A'. If a(v-1) = (as)s<v-l is not a member of 

A~_ 1, then clearly inf Ai= (as)s<v if av-l = sup A. Let v be a limit 

ordinal. Notice that if v" < v' < v and a(v") = (a~\<v" and 

a(v I) = (ai \<v then af = ai for all s < v". So there exist as E As 

such that a(v') = (as)s<v' for all v' < v. It is easy to check that 

now inf A'= (as)s<v' 

LEMMA B. If A= {flf: a.+ {0,1}} has the lexicographic order<, and 

A' is a subset of A, which is wellordered by<, then IA' I :5.. a.. 

Proof. Suppose A'= {g I n < a.+} is a subset of A whose wellordering 
--- n 
by indices coincides with the lexicographic order on A. Let f = sup A', 

which exists because of lemma A. Clearly f is a limit in the order<. 

Put so= min{s :5.. a. I, \In E (s,a.J f(n) = O}. So so= a. if f is not 

constant zero on a tail, else s 0 < a.. Because f is limit, so must be 

a limit too. For if s0 = s 1 + 1, then clearly f(s 1) = 1 and if f* is 

defined by 

{

f(z;;) 

f*( d = ~ 

*. . then f immediately precedes f. 

Now define a sequence (fs)s<so 

ifs< a. 

r,(d " {:(d 

if z;; < s 

if " z;; .::. "o 

of length s0 <a.in A as follows: 

if z;; < s 
else 

It is easy to see that f s :5.. f s, < f for all s < s' < s 0 , and that the 

fs converge monotonously to f. po if Ai= {g EA'/ g < fs} for s < s 0 
then 

A' and IA' I < a. s for alls< s0 , 



and hence 

This contradiction proves lemma B. 

a. ( + + 2 Proof of A4.10(b). 2 t+ a. ,a. ) • 
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Let< be the lexigraphic order on A= {flf: a.+ {0,1}} and< any 

wellordering. Consider the following partition of [AJ2 • 

IO= {{f,g} f,g€A A f < g A f-<( g} 

I 1 = {{f,g} f,g€A A f < g Ag ,<f} 

Lemma B tells us that any A' c A for which [A'] c I 0 satisfies 

IA'I .::_a.< a.+, Since (A,<) and (A,>) are order-isomorphic, the same 

holds for I1. This shows that IAI = 2(1, /->- (a.+,a.+) 2 • 

Proof. As in the previous proof, let< be the lexicographic order on 

A= {flf: a.+ {0,1}}.Let A be well-ordered: A= {f~ I ~ < 2a.}. Define 

an r-partition {I0 ,I1} of A by 

f < f~ and f~ < f~} 
~o ~1 ~2 ~1 

Assume that A'= {f~ , ••. ,f~} is an (r+1)-element subset of A such 
O r 

that [A'Jr c I 1, ~O < ~1 < ..• ~r· Then 

{f~ , ••• ,f~ } € I 1 
0 r-1 

and hence 

and {f~ , ••• ,f~} € I 1 
1 r 

and hence 
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which is a contradiction. 

Assume A' c A is such that IA' I = 
+ 

a ' 

such that s O < s 1 and fs < fs , then V~ E A 
0 1 

I 1 = ¢. If 3s0 ,s 1 E A' 

s > s ==> f < ft". 
1 s 1 s 

So the well-ordering of A"= {fs EA' J s 1 < s < a+} coincides with 

the lexicographic order, and by lemma B of A4.12 IA"J .:::_a.This 

contradiction shows that Vso,s, E A' so < s, = fs < fs . So the 
1 0 

reversed lexicographic order> on A" coincides with the wellordering 

by indices. Again lemma B of A4.12 gives us IA' I.:::_ a, contradictory 

to the assumption. 

A4.12 THEOREM. If a is singular and r .::_ 3, then 

~- Let y = cfa <a= JsJ and S 

Js I < a for alls< s' < y. Put s 
I,= {XE [S]r 

I 0 = [sJr\ I 1 

3µ,v < y Jx n s I µ r-1 and Jx n S I = 1} 
\) 

If Ac Sand JAi = a then [A]r n I 1 # r/J and if Ac Sand jAj = r+1, 

then [A]r n I O # r/J as is easily seen. 
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A5 Partition calculus. Canonical sequences 

A5.1 In this section A will be a singular strong limit cardinal (i.e. 

Va<A 2a<A and A is singular). We will study r-partitions of A, Let us 

notice first that fo~ each a nYw exp(n)a is a singular strong limit 

cardinal, whilst under G.C.H. every singular cardinal is strong 

limit. The results obtainable from the preceding chapter for A are 

(by A4,5 and A4.2 3°) 

(i) \Jr E w Va < A 

if A is a strong limit cardinal. Because of cf A 

we have 

Vr E w 

minfol A f+ 

A cardinalµ, for whichµ+ (µ)r, a<µ, is called weakly compact 
a 

(cf. A6.4) . We will obtain better results than (i) after introducting 

the following notion: 

A5,2 If Isl= A is a singular strong limit, cf A= y and C is an r-partition 

of S into disjoint sets, then a sequence of sets (S ) is called µ µ<y 
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canonical with respect tot'.- if 

(i) 

(ii) 

the S, µ < y are disjoint 
µ 

(lsµl)µ<y is a strictly increasing sequence of cardinals con

verging to;\ 

(iii) if X, Y € [ U S Jr are such that µ<y µ 

\fµ<y 

then 

Ix n s I= IY n s I µ µ 

3!C € e, X € C and Y € C. 

Notice that (iii) implies e.g.: 

(iv) \/µ<y 3?C € -e_, [S Jr c C. 
µ 

A5,3 LEMMA. If {~i;; I 1; < 13} is a family of equivalence relations on a set 

S, such that each ~i;; induces at most a equivalence classes in S, then 

the equivalence relation~ defined by 

x ~ y if:t' Vi; < 13 x ~ i;; y 

induces at most a 13 equivalence classes. 

Remark. This is the sharpest possible estimation: Consider 

S = a 13 = {f I f:13 + a} and define ~i;; for 1; < 13 by 

f ~ g iff f(I;) = g{1;). 

Proof. For each 1; < 13 let {A~ I n < a} be the family of equivalence 

classes of ~i;;, if necessary supplemented by empty sets. It is easily 

· seen that for each f: 6 + a the set 

(is empty, or) consists of ~-e~uivalent elements, whilst 



because for each x ES we can define a f: B + a such that 
F; 

XE Af(F;)' F; < B. 

A5.4 MAIN THEOREM. (The Canonization-lemma [39]} 
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For every set S of power A ( singular strong limit) and each disjoint 

r-partition e of s such that le-I = a < /\ there exists a canonical 

system with respect toe, • 

Proof. At first we let (r 1, ••• ,r) be a fixed partition of r. i.e. 
. s 

r 1+ ••• rs= r. For O < k < s we define: (Sµ)µ<y is (r 1, .•. ,r6 ,k)-

canonical with respect to G iff 

the Sµ, µ < y are disjoint (i) 

(ii) (lsµl)µ<y is a strictly increasing sequence converging to A. 

(iii) (r1, ••• ,rs,k): If X, YE [µYy Sµ]r are such that for some 

µ1 < • • • µs 

X n sµ_ = Y n s for i = 1 ' ... , k µ. 
]. ]. 

and 

Ix n sµ_ I = IY n s I = r. for i = 1, . .. , s µ_ ]. 
]. ]. 

then :l!C E f, X E C and YE e, 
Now we use the following lemma, which will be proved later: 

Lemma A. If (SµJ<y is a (r1 , ••• ,rs,k)-canonical system for some 

fixed (r 1, .•. ,rs,k), 1 ~k ~s, then it has a refinement (S~)µ<y 

which is ( r 1, ••• ,rs ,k-1 )-canonical. 

If lemma A is assumed then the proof of the main theorem goes 

as follows: 

Any sequence (S) which satisfies (i) and (ii) is (r 1, ••• ,r ,s)-µ µ<y s 
canonical for every partition ( r 1, .. ,r 6 ) of r. Any refinement of an 

(r 1, ••• ,r ,k)-canonical system which satisfies (ii), is again s . 

(r 1, ••• ,rs,k)-canonical. Thus if we apply lemma A a finite number 

of times (less than r.2(r2 )) we can obtain a sequence (s 1) which is µ µ<y 
(r 1, .•• ,rs,o)-canonical for all partitions (r1, ••• ,rs) of r simulta-
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neously. It is easy to see that this system is canonical with respect 

to f-. 

Proof of lemma A. 

For each I; < yand r' ~ r we choose a fixed rLelement subset Sl;(r') of 

SI;. 
Assume that for someµ< y and all I;<µ the Sk have been defined al 

ready. Let f: µ ➔ y be such that Sk c Sf(/;)' Define f(µ) such that 

f(µ) > sup{f(I;) \ I;<µ} and 

for some S < A which will be chosen suitably: 

s = [sµi exp(a.y.l {\sil I I;<µ}). 

Now we define an equivalence relation ~x,¢ on [Sf(µ) 
r1+. · .rk 1 

XE [u{sk \ I;<µ}] - and each ¢:{k+1, ... s} 

rk 
J for each 

➔ y satisfying 

f(µ) < ¢(k+1) < qi(s) 
rk 

< y as follows. If y, y' E [sf(µ)] , then 

Y ~x,¢ Y' if 

r 
Each equivalence relation ~x,¢ splits [Sf(µ)] k into at most \C\ = a 

classes, and the number of equivalence relations ~x,¢ is at most 

_ Thus the coarsest partition which refines all these equivalence classes 

consists of not more than aE < 2aE < A classes (A5.3), Put 

S = (2aE). \sµi, (cf. 1). 

Because by A4.5 (exprS) ➔ (S+)~ we can find a subset S~ c Sf(µ) such 

that 



(2) all elements of [S']r are equivalent under all ~x,$· 
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This completes the definition of the sequence (S') . Next we prove 
µ µ<y 

that it is (r 1, ..• ,rs,k-1)-canonical. 

Conditions (i) and (ii) (see A5,4 p.127) are clearly fullfilled. 

Let X, Y E [u {Si I I;; < y} Jr and for some I;; 1 < ••• l;;s 

X n S' = y n S' 
I;; I;; 

IX n S' I = I Y n S~. I = r. for i = 1, •.. ,s 
. l;;i ~1 1 

and X € C € L,, 

Then 

x = (xnsi )u ... (xnsi ) u (xnsi ) u (xnsi )u ... (xnsi ) E c, 
1 k-1 k k+1 s 

(xnsi 1)u ... (xnsik_ 1) u (XnSik) u Sf(l;;k+ 1)(rk+ 1)u ••• sf(l;;s)(rs) E c. 

Then by definition of'Si (cf (2)): 
k 

Y = (xnsi )u ... (xnsi ) u (YnSi ) u (Ynsi )u ... (YnSi ) E c. 
1 k-1 k k+1 s 

This completes the proof of lemma A. 

As a corollary to the main theorem we have 

A5,5 THEOREM. If A is a singular, strong limit and cf A= y, then 

A+ (A,B 1,.,.,B , ... ) 2 iff 
V V<ct -

2 -
y + ( y ,B 1' ... 'Bv' •.. ) v<a. • 

Remark. Notice that for r-partitions with r ~ 3 we have a. -f-,- (a.,r+1)r 
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for singular and for successor a by A4.11 and A4.12. So there exists 

no non-trivial generalization of A5.5 for r ~ 3. 

Proof. Sufficiency. Notice that a< y <\and Vv < a Sv .:._ y. Let 

{Iv I v < a}be any disjoint 2-partition of\. By the main theorem there 

is a sequence (Sµ)µ<y in S which is canonical with respect to 

{Iv v < a}. Assume that lsµI > y for allµ< y and that for any H c S 

and v E [ 1 ,a) 

By A4.2 (iv) this implies 

Choose one point p ES for eachµ< y and let 
µ µ 

S' = {pµ I µ < y}. 

Because of (i) and y 

that 

[s"J2 c I 0 and ls"I = y. 

Consider X = U{S I p E S"}. This X has power \, and satisfies 
2 µ µ 

[xJ c I 0 . 

Necessity. 

If y ~ (y,s,, ... ,sv•···) then 3S, Iv v < a such that Isl= y and 

[s2J = u{Iv I v < a} and VA c S. 

(ii) [AJ2 c I 0 =- IAI < y 

(iii) for v E [ 1 , a) . 

Let us order Sin type y: S = {sc I I;< y}. Let (S) < be a sequence 
" µ µ y 

of disjoint sets of increasing cardinality converging to\. We define 

a 2-partition u* I v < a} on 'u{S \ µ < y} by 
V µ 
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(i V) * I 1µ X € 8 A y € 8 } U I 0 = {{x,y} µ µ 

u{ {x,y} I 3µ, µ '<y (µ<µ I A X€S A yESµ I A {sµ,sµ,} € µ 

( v) * I .:lµ, µ'<y(µ<µ' A{s,s,}E Iv= {{x,y} A X€S A yES I µ µ µ µ 

\/ € [ 1 ,a) . 

Notice that the sequence (Sµ)µ<y is canonical with respect to 

u* I " < a}. 
\/ * 

Let X c u{S Iµ< y} be homogeneous for {I Iv< a}. 

IJ} 

I )} • 
\/ 

µ 2 \/ 
If Ix n sµI > 1 for anyµ< y then [X] c I 0 • Now if !xi= A then 

A= d is € S I X n S 'f ¢} has at least y elements and by (iv) 
2 e µ µ 

[A] c I 0 , contradictory to (ii). Thus ITI < A, 

If IX n, sµ I ~ 1 for all µ < y and cxl c I\/ for some v < a then 

A = "' f{s € S I X n S 'f ¢} satisfies [AJ2 c I because of (v). 
~e µ µ v 

Now (iii) in:q,lies !Al= !xi < Sv· 

Thus A -f-+- (A,S 1 , ••• ,Sv••··)v<a' 

A5,6 Application. 

A5,4 is used to prove 3,2 (p.39): 

If Xis a Hausdorff space and !xi= A is singular strong limit then 

X contains a discrete subspace of power A, 

See also 6.6 and the remark at the end of 3.2. 
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A6 Large cardinals 

A6.1 A cardinal a is a strong limit cardinal if Vs< a 2S <a.A regular 

limit cardinal is called weakly inaccessible. A regular strong limit 

cardinal is called (strongly) inaccessible. 

Notice that under GCH each limit is strong limit, hence weakly inacces

sible and strongly inaccesr:iible are equivalent in this case. Moreover 

if we have a model of ZF +choice+ GCH in which a (smallest) inacces

sible cardinal a exists, ti1en it can easily be checked that the sets 

of cardinality< a also constitute a model of ZF +choice+ GCH, in 

which, however, no inaccessible cardinals exist. 

So it is consistent (with ZF, or with ZF + choice + GCH) to assume 

that no inaccessible cardir,.als exist. However it is not (yet) proved 

that it is consistent to assume the existence of inaccessible cardinals. 

• Yet this will not prevent us from studying these "large" cardinals. 

A cardinal\ is measurable if there exists a non trivial <\-additive 

measureµ: P(s) + {0,1} on a (any) set S of cardinal\, i.e.: 

(i) 

(ii) 

(iii) 

(iv) 

µ is a function ~(S) + {P,1} 

Vp € s µ{p} = o 
µ(S) = 

If {Xs s < a} c f(s) with a<\ is a disjoint family, then 

µ( sYa xs) = I µ(xs) · 
s<a 
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It is easily verified that the sets of measure 1 form an ultrafilter 

on S which is closed under <A intersections. Conversely, each free 

ultrafilter on S which is closed under <A intersections defines a 

measure with properties (i), (ii), (iii) and (iv). 

We first prove theorems about measurable cardinals: 

A6.2 THEOREM [ 59 ] Each measurable cardinal is strongly inaccessible. 

Proof. Suppose Isl =.A, µ: '4}(s) ➔ {0,1} fulfills (i) - (iv), 

A= l As and cf A< A.Sis union of <A subsets of power <A. By 
s<cfA 

(ii) and (iv), each of these subsets has measure O. By (iv), their 

union S has measure O, contradicting (iii). Hence A is regular. 

Suppose a< A ~2°. We may suppose S-=. {f I f: a ➔ {0,1}}, that is: 

S consists of sequences O's and l's of length a. 

For each s < a define is E {0,1} such that µ{f ES I f(s) =is}= 1. 

Let fO be defined by f 0 (s) = is for alls< a. 

Now µ(S) = 1 ~ µ({fo}) + l µ{f ES I f(s) ~is}= 0 + l O = o. 
s<a s<a 

Contradict ion with (iii). Hence A is strong limit. 

A6.3 A cardinal A is called a-measurable if there exist S, µ with Isl= A 

andµ: -O)(s) ➔ {0,1} satisfying (i), (ii) and (iii) from the definition 

of measurable and (iv)': µ is a-additive (a= w0 instead of a < A). 

Obviously, w is measurable, but not a-measurable. 

THEOREM [59] 

The first a-measurable cardinal is measurable; i.e. the first 

a-measurable cardinal equals the first uncountable measurable cardinal . 

. Proof. Suppose A is the firi:;t a-measurable cardinal, IS I = A, 

µ:'\il(s) ➔ {o,1} fulfills (i), (ii), (iii), (iv)' but not (iv). Then 

there is a smallest p < A and a disjoint family {Ss: s < p} such that 

Vs< p; µ(Ss) = 0 and µ(sYP Ss) =_ 1 (observe that one of each two 

disjoint subsets of S must have measure 0). 

Define µ ' : ~ ( { s : s <p} ) ➔ { 0, 1 } as follows : 
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Trivially (i) - (iii) and (iv)' are fulfilled byµ', i.e.µ' is 

a-measurable, contradicting the minimality of A, 

Remark. A is a-measurable and A < A' implies A I is a-measurable. Thus 

if AO denotes the first uncountable measurable cardinal then 

( A is a-measurable) ~ A ~ AO. 

A6.4 A cardinal A is weakl.y compact if Yr < w 'r/ a < A: A+ (A)r. It can 
a 

be shown that this is equivalent to A+ (A,A)2 

In 3,2 (p.40) the relation A+ (A)~ for weakly compact A is used to 

show that each T2-space of a weakly compact power has a discrete sub

space of the same power. 

Without proof we mention the following topological characterization of 

weakly compact cardinals (see [50]): 

THEOREM. A is weakly compact s===ethe product of A spaces which are 

A-compact and of weight$,. A is again A-compact, 

Here A-compactness means that every open covering.has a subcover of 

power less than A, 

Ramsey's theorem says that w is weakly compact. It is not provable 

that there exist uncountable weakly compact cardinals, as is implied 

by the following theorem: 

THEOREM. Each weakly compact cardinal: A is strongl.y inacessible. 

Proof. Since 

suppose that 

Hence A must be strong limit. 

Strong inaccessibility i5 much weaker than weak compactness (this we 

will not prove). Moreover we have: 

A6.5 THEOREM. Every measurable cardinal A is weakly compact. 

Proof. By induction on r. For r = 1, the regularity of A gives us 

A+ (A) 1 if a< A, So suppose A+ (A)r if a< A and let a a 
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I HI = A, [H]r+ 1 = u{I I v < o.} andµ: 6J(H) + {O, 1} be a <A-additive 
\) 

measure. We define Rn c Hand xn E Rn\Rn+l inductively so that 

µ(Rn)= 1, for n < A, Let R0 =Hand x0 E R0 arbitrary. Assume n < A 

and RI;;, xi;; have been defined and µ(RI;;) = 1, for I;; < n. 

If n is limit, put R = n{R I i;; < n} and x E R be arbitrary. 
n i;; n n 

Becauseµ is n-additive µ(R) = µ(R0 ) - ~{µ(R \R 1)11;; < n} = 1-0 = 1, n i;; i;;+ 
If n is a successor, then define an equivalence relation on R by: 

n n 
X ~ y iff 

n 

V{n0 ,.,.,nr_ 1} E [nJr {x , ... ,x ,x}and{x , ... ,x ,y} 
~ ~-1 · ~ n~1 

belong to the same I~,~< Cl., 

By lemma A5, 3 ~ has at most a In I :::_ 20.·I n I < A equivalence classes. 
n 

Thus exactly one of these has measure one. Take this to be R and n+l' 
choose xn+ 1 E Rn+ 1 arbitrarily. 

Having defined R and x for all n < A, take H' = {x I n < A}. 
n n r n 

According to the construction there is a¢:[>,_] + o. such that if 

no < n 1 < 

A+ (>,.)r 
Cl. 

n < A then {x , ... ,x } EI { } Since 
r no nr ¢ no•···,nr-1 . 

[{x I n 
n 

JA c A and ·v < o. such that IAI = A and HA]r = {v}. Then 

E A} Jr+l c I . 
\) 

A6.6 Corollary RAMSEY= A4.6 

w + (w)r for r, n < w. 
n 

Proof. w is measurable, for we can extend {{n In< m} m < w} to a 

non-trivial ultrafilter. The corresponding measure is <w-additive. 

A6. 7 Definition 

* * Let : Card+ Card be such that o. < o. (e.g.: + 
' exp). 

A is *-inaccessible if 

(i) A is regular 

(ii) o. < A =,;, o.* < A 
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(e.g.: strongly inaccessible= exp-inaccessible, weakly inaccessible= 

+-inaccessible). 

A6. 7 THEOREM. If \ is measurable and * * Card + Card is such that a < a 

then\ is not the first *-inaccessible cardinal. 

Proof. Let C = {a I a<\}= {all cardinals<\}. Since\ is weakly 

inaccessible, C and\ are order isomorphic. 

If we choose a measureµ on C with (i) - (iv), then we can define the 

following equivalence relation~ on {f I f: C + C}: f ~ g iff µ µ 
µ({a c C: fa= ga}) = 1. The equivalence class of a function f is 

denoted by f, the equivalence class of the constant function which 

assumes the value a everywhere, by a. 

C = deif I f: C + C}. Sometimes we write C for {a I a C C}. 

Define f-< g if µ ( { a I fa < ga}) = 1. This definition is independent 

of the choice off and g and determines a linear ordering on C (which 

on C coincides with the natural ordering), as is easily checked by 

using the fact that fx.::. CI µ(x) = 1} is an ultrafilter. 

In fact, < defines a well-ordering on C, for suppose f 1 >- f 2 >- ... for 

some sequence in C. Then Vn < w: µ({a I fn(a) > fn+l(a)}) = 1. The 

a-additivity ofµ implies that µ({a I Vn < w: fn(a) > fn+l(a)}) = 1. 

Hence Ja Vn < w: fn (a) > fn+l (a). But this contradicts the well

ordering of C. 

Moreover, the <\-additivity ofµ gives us that C is an initial segment 

of C, for suppose f < a0 for some f: C + C and a0 <\,Then 

µ({a f(a) < a0 }) = l µ({a I f(a) = 13}) = 1. Hence ]13 < a 0 : 
13<a0 

\l({a. f(a) = 13}) = 1. Also, Cf c, because for the identity map 

idc = id C c\c. Hence C\C 'f ~ and has a least element. We may even 

change µ so as to make id= min(C\C). For let f = min(C\C). Define 

µ': IY'(c) + {O, 1} by µ' (x) = µ(f-\x)) for x c C. We leave the proof 

thatµ' is a measure to the reader and we only show that id= min(C\C) 

relative to µ'. Suppose g is such that µ' ( {a I ga. < a}) = 1. By the 

definition of µ' , 
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µ'({ci. I gp. < ci.}) = µ({S I gfS < fS}) = 1, hence gf~. f relative toµ. 

By the choice off this means that gf = ci.0 for some ci. 0 EC. Now 

µ'({ci. I gci. = ci.0}) = µ({S I gfS = ci.0 ) = 1, hence g EC relative toµ'. 

From now on we assume that id= min(c\c). 

Define A = {ci. E r C I Cl. is regular} and A = {ci. EC I Cl. is singular}. 
s 

Then exactly one of A and A has measure 1. r s 
Assume that 11. is the first *-inaccessible cardinal. We shall prove 

that µ(A)~ 1 and µ(A)# 1, which is a contradiction. 
r s 

Assume that µ (A ) = 1. 
r 

Define g: C + C as follows: 

g(ci.) = 0 if ci. is singular 

g{ci.) = S for some S <Cl..::._ s* if ci. is regular. Such a Sexists since ci. 

is not *-inaccessible; ands*< 11. because 11. is *-inaccessible. 

Then g-<id, so]S < 11.: µ({ci. IS< ci. .::._ s*}) = 1 = µ({ci. I Cl..::._ s*}). 

Thus we have a set of power <11. with measure 1. Contradiction. 

Now we assume µ(A)= 1. 
s 

Define g(ci.) = cf(ci.), ci. < 11.; then g-< id hence Js < 11.: 

µ{{ci. I cf(ci.) = S}) =-1. Put H= {ci. I cf(ci.) = S}. 

For each ci. EH we choose a strictly increasing sequence (~(ci.,i=;))l';<S 

of cardinals, converging to ci.. 

Define hi=;(ci.) = ~(ci.,1';) for Cl.EH, I';< S 

hi=; ( ci. ) = 0 for ci. i H, I'; < S. 

Then hi=;-< id, hence_Jsi=;_E C: hi=; ~n Si=; for some SI; < 11.; I'; < s. 

Moreover, I';-<- I;; ~ hi=;-< hl;;==}Si=; < SI;;. 

It is easily seen that sup hi=; = sup Si=; but sup Si=; < 11. and this is 
I';< S s<S l;<S 

impossible since (hl;)l;<S converges pointwise to id on the set H for 

which µ(H) = 1. Since the assumption that µ(A)= 1 is also contra

.dictory, we conclude that 11. is not the first ~-inaccessible cardinal. 

A6.8 COROLLARY, If the measurable cardinal 11. is 

!fo E 11. I ci. is * -inaccessible} I = 11.·, 

* . . -inaccessible, then 
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. 0 + 0 * Proof. Let a0 <A.Define S = a0 for S < a 0 , S = S for S ~a0 . 

Then theorem A6.7, applied to 0 , yields that the first *-inaccessible 

> a 0 is smaller than\. Using this result, one can easily show by 
. . . . th * . . transfinite induction that for alls<\ the s -inaccessible 

cardinal is also less than \, which proves the corollary. 

A6.9 Definition. 

a is hy-per inaccessible of rank 1 if a is inaccessible and there exist 

a inaccessibles smaller than a. 

a is hyper inaccessible of rank n if for alls< n, a is inaccessible 

of ranks and there exist a inaccessibles of ranks smaller than a. 

We can define hyperinaccessible cardinals also as fixed points of 

certain sequences. Let v~ 1) be the sth inaccessible cardinal. Then 

define hyperinaccessible cardinals of rank 1 as the ordinals s such 

that s = v~ 1). 
(s+1) th . For successor ordinals n = s+1, let vs be the s hyperinacces-

sible of ranks, and define the hyperinaccessibles of ranks+ 1 as 

the ordinals s such thats= v~s+ 1l. For limit ordinals n, define the 

hyperinaccessibles of,rank n as the ordinals which are hyper

inaccessible of ranks for alls< n. 

In a similar wey as in the corollary we can show: 

A6. 10 The first measurable cardinal \ is preceded by A hyperinaccessible 

cardinals of rank n for n < A. 

If one is still not impressed by the enormous size of the first 

measurable cardinal, one mey define xs as the first hyperinaccessible 

cardinal of rank s and prove that the first measurable cardinal is 

larger than the first fixed point of this sequence. Many other results 

· of this type are provable (see e.g. [46]). 

The existence of an uncountable measurable cardinal has important 

implications in axiomatic set theo:r:y. We only mention that it is 

inconsistent with Godel's axiom of constructibility and even implies 

the existence of a non-constructible subset of w. However, neither 

GCH nor its negation can be deduced from the existence of a measurable 

cardinal. 
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[A]r) 100 

perfectly normal ( =T4 +each closed 

set is a zeroset) 63 

product spaces 31,43ff,69,83,[6b], 

[15],[22],[24],[28],[31] 

p-spaces of Arhangel'ski{ 10,20,[2] 

quasidisjoint (faJllily) 85 

(R) 58 

ramification 100ff 

regressive function 79 

regular cardinal 76 

r-partition (-of .A::partition of [A]r) 

100 

o( x) = topology of X 1 

oi;(X) (=all G0 ,E;-sets in X) 

s (=spread) 7(thms 2.1,2.7,2.8,2.9, 

2, 15,3,2,3,3,4.1,4.2) 

Sanin property (=w 1 is a caliber) 

3,54 

a-sel?arable 3 

separated,right- or left- 1 

sequence (=any map n+A for a limit 

ordinal n and a set A) 

canonical 126ff 

free 2,30 

set 72 

defining 37 

set mapping 94 

singular cardinal 76 

Sorgenfrey line (6.9) 68 

spread =s 7 

stationary subset 81 

strongly 

decreasing chain 2 

Hausdorff 4 
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inaccessible cardinal 76 

subspaces ,closed -(- and products) 

30,31,69,83,[22],[28] 

discrete 2, see spread 

* sup .• • =w, sup ••• 

sup=max problem 37ff 

Suslin continuum (=orderable conti

nuum X with d(X)=w 1 , and c(X) 

=w0 ) 15,[18],[34] 

Suslin property (="c(X)=w0") 7,68 

1;' (=all topological spaces) 4 

't· (=all T.-spaces,i=0,1,2,3,3~,4, 
J. J. 

5) 4 

yp (=all completely regular,not ne

cessarily T0-spaces) 4 

tightness=a 8(thms 2.1,2.19,2.26,4.2) 

u (=uniform weight) 7(thms 2.1,2.12, 

2.13,4.1,4.2) 

Urysohn's space (double interval, 

6.10)68 
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w (=weight) 6(thms 2.1,2.2,2.3,2.12,2.13, 

4.1,4.2,4.3,4.9) 

width=z=her. density 7, 12(thms 2.1,2.6, 

2.8,3,3,4.1,4.2,4.4) 

n-weight= n 6(thms 2.1,2,3,4.1,4.2,4.3) 

x (=character) see at c 

z (=width) see at w 
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