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PREFACE 

General topology can be considered as a natural outgrowth of set 

theory; the simple set theoretic nature of its fundamental notions makes 

it an appropriate area for the application of set theoretic methods. On 

the other hand, many set theoretic problems have their roots in topology 

and this ma.k.es the interaction between the two disciplines even more 

profound. The closeness of their relationship is perhaps most apparent in 

the work done by the Moscow school of topology in the early twenties. 

The last decade has witnessed a very rapid development of set theoret­

ic methods and ideas, the main sources of which were, in our opinion, the 

following: 1) the independence results of P. Cohen and his followers; 

2) the results on ''J arge'' cardinals of A. Tarski' s school, and 3) the 

achievements of P. Erdos, R. Rado, A. Hajnal, and others in combinatorial 

set theory (e.g., partition calculus). Not su1·prisingly, this has stirred 

up a renewed interest in the set theoretic aspects of general topology. 

A nurnl)er of old problems were settled and .,.,., 

The aim of this tract is to present a 

kind by centering them around the unifying 

new ones were raised. 

variety of questions of this 
• • concept of cardinal functions. 

Since a considerable pa.rt of the means employed in 01.1r investigations 

are relatively recent and not easily accessible in the literature, we 

have found it both convenient and timely to include an appendix entirely 

devoted to the detailed explanation of these methods and ideas of combina­

torial set theory. 

• 

This tract was written d11ring the second half of" 1969, while the 

author was a guest of the Department of P11re Mathema.tics of the Mathema­

tical Centre in .Amsterda,m., The appendix is based on a series of talks given 

by the author during the same period at the Mathematical Centre 11nder the 

title ''Combinatorial Set Theory''. 

At this point I wish to express my gratitude toward the Mathematical 

Centre for their kind hospitality which gave me the opportunity to write 

this tract, as well as for publishing it. I a.m particularly grateful to 

Professors J. de Groot and P.C. Baayen for initiating my invitation and 

supporting this project. 
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O .. Note..t;9:q. and prelimj naries 

I 

0.1. For the set theoretical notations 1;sed here we refer the reader to 

the appendix ( p. 72ff) . · 

1 

0.2. For a topological space X we denote by o(X) the set of all open sub-

0.3. 

sets of X. We use the notation - to indicate closure and Int for 
• ♦ 

interior. 

Ac Xis called a Go,; set iff there • 
l.S an c a(X) with IL; 

called F r:. a,~ 
and A 

We put 

Thus e.g. a0 (x) is the set of all 

sets are 

G 's 0 

set}. 

in X. 

0.4. A space Sis called r.~shA (or left) separat~d iff there is a well­

ordering < of S such that every initial (or final) segment of" S 

under < is open. It is easy to see that X has a right ( or left) 

sepa.rated subspace of' cardinality a. iff it contains a by incl11sion 

increasingly (or decreasingly) well-ordered sequence {G;:; < a} or 
open sets in X. 



2 

0.5. (cf. [11]) The following assertions can be verified easily: 

(i) If Sis right separated by< which well-orders Sin type a, a 

regular, then S has an open covering Vl such that every s ubcover 

of vt is of cardinality ex. 

(ii) If Sis left separated by< which well-orders Sin type a, ex 

regular, then every dense subset of S is of ca,rdinali ty ci. 

· 0.6. A subset D c X is called discrete iff every p £ D has a neighbourhood 

U in X such that D nu = {p}. We denote by D(a.) the discrete space p p 
on a = the set of ordinals sma] ler than ex (see appendix). 

A sequence called__ iff 

{pf; :f; < n} and {pc: n < ~ < A} have disjoint clos1.1res for every n < A. 

Obviously, every free sequence is discrete. 

A, by inclusion, decreasing seqi:ience {G~ :~ < A } c a(X) is called a 

st;rone;J:y decreasj.;ng chaj n iff i; < n < 1i. implies 

If {Gt:~ < X} is as above and 

( for ~ < A), 

then, obviously, {pt:~ < 1i.} is a free sequence. 

O. 7. If F c. X, t,P,, c cr(X) is called a nej s;gbo11rhqo,~ basis,, for F iff 

F c Ge:. a(X) imply the existence of a B €..~with F c B cG. 

We put 

• 

is a neighbourhood basis for F}. 

If p €- X, we write x(p,X) instead of x({p},X). 

0.8. If Xis a T1 space, F c X, we introduce the following definition 



Here too we write lP(p,X) instead of ~({p},x). 

It is well-known and easy to prove (cf'. [1 ) that if Xis a compact 

T2 space and F c Xis closed, then 

lP(F,X) = x(F,X). 

0.9. If p E: X, we define 

a ( p ,X) = min {a.: p 8 A + 3 B c A with p €- B and I BI < a.}. 

3 

0.10. Xis called a-Lindelof iff every open covering of X has a subcover of 

ce.rdinali ty < C' • 

It can easily 

Lindelof" (i.e. 

subset of Xis 

be shown that a 

every subspace 

• • compact T2 space Xis hereditary w~-

a G0 ,~ set, or 

of Xis w~-Lindelof) iff every closed 

equivalently, every open set is an 

Fa,~ set. 

0.11. Xis called a-separable iff it has a dense subset of cordinality < a. 

0.12. Xis said to have the a-Baire property iff it is not the union of a 

nowhere dense sets. 

0.13. We say that a is a caliber for X iff for every~ 

there is a ' c with I \...J ' I = a and n '--"'~ ' + ¢ • 

0.14. The topological product of the spaces R., i e I will be denoted by 
J_ 

R = X{R. :i € I}. If I is finite (say I= {1, ••• ,k}) we also write 
J_ 

R = R1 x ••• x • 

denotes the projection onto the partial product X { R, : i € J} • 
l 

Open subsets of the product which have the form 

-1 ) 
TI- (U1 f"'I ••• n 1, rr7 1 {u ) 

l. n n 

are called elemen~~!:Y open sets_. 

SimiJaxly, a set is an elementary 
il 

(U e:: 
s 

cr(R. ) ) 
l 

s 

• • 
G02 S: set 1:ff' it is the intersection 



• 

4 

of< w~ elementary open sets. 

0.15. X tc Y (or X c1 Y) means that there is a (closed) subspace of Y 
Op C 

which is homeomorphic to X. 

0. 16. We use !Y to denote the class of all topological spaces.. Similarly, 

y. denotes the class of all T. spaces. We have Q". ::;> Y. if 
1 l. l.T J 

O < i < j < 5. We denote byo/ the class of all completely regular 
p 

spaces which a.re not necessarily T0 .. Then ~3 ~ = <)"'0 f\ ~P • 

J3 denotes the class of all compact T2 spaces. 

0.17. Let (L,<) be a linearly ordered set. We denote by (a,b), a,b), 

o. 18. 

o. 19. 

0.20. 

(a,b~ and a~b respectively the open, half open and closed intervals 

of L. The order topology for Lis the one for which the open inter-
• vals fo.r:·rr, a basis. 

tv 
We denote by L the D.~.dek;ind completion of L ( including the degenerate 

cuts~ and Las first and last element): 
• 

,..,.,, 
L = {Ac L: A= U{{b e L: b < a}: as A} and Ag o(L)}, 

-"""' L being (linearly) ordered by inclusion. Lis embedded in L by map-
,._, 

ping a £ L onto {be L: b < a} e L. 
,...,, ""il. • 

Then Le~ and as can easily be 

seen, the subspace topology 

order topology. (This is in 

spaces!) 

of Lin L coincides with the original 

general false for subspaces of ordered 

i denotes the class of all linearly ordered spaces. 

A space 

points·. 

Xis called dispersed iff every subspace Sc X has isolated 
I 

We denote by ID the class of all dispersed spaces. 

.. 
16 (c:f. 

basis 'f,' for X such that if~ c 1!I' , and~ has the finite intersection 

property., then n {F : Fer } + 0. (Note that the def, in (9] is not 

equivalent!) 
A T

2 
space X is 

subset A c X we 

called ~~rongly Hausdorf~ iff from every infinite 

ca.n choose a sequence {p :n < 00 } such that the Pn n . 
have pairwise disjoint neighbo1,rhoods in X. We denote by1t the class 

• 
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of all strongly Hausdorff spaces. It can be shown (cf. 12]) that 



• 

6 

1. Cardinal f11nctions 

• 

As we have mentioned above, the a.im of' this work is to present a systema,tic 

study of' certain cardjne.l.ity problems arising in the theory of' topologicaJ 

spaces. To achieve this, we shall introduce the notion of' a cardinal 

f'lmction by means of' which most of the questions we are concerned with cen 

be given a DLOre or less \Jitified treatment. 

A fl1nction ~ defined on a class e of topological spaces is c-aJ 1 ed a 

cardinai ft1nction if' it assigns to each member X e e a { 11s ue.l ly inf'ini te ) 

cardinal n11mher ,ex). 
Bow we sbaJJ list the cardinal functions to be examjned in what follows: 

1.1. ~eigbt 

1.2. 

w;(X) = m:i u *{ Jtrl : 1.,,J is an open basis ( or: open sub basis) for X}. 

a 'If-basis of X}, 

where'$ is a •-be.sis for X itt 

'+'c o(X)\{0} and (Vue a(X)\{~}) · v E'. , v c U). 
• 



1 • 3. ,un~fo1·r1, w:eight 

u(X) = min*{l'Utl: '1.X.iis a (sub)base for a uniform structure compatible 

with cr ( X) } • 

Here, of course, 

1.4. Density 

Xe:. J p 
• 
1s ass11med. 

d ( X) = min* { I S I : S c X, S = X} • 

1.5. Cellul~rity 

c ( X) = sup>< { I : c o(x), L., disjoint}, 

and analogously 

1.6. Spread 

s(X) = sup*{ ID I : D c X, D discrete as a subspace}. 
' 

1. 7. Height 

h(X) = sup*{IMI: 

' 

1 .8. Width 

z(X) = 

1.9. DeEth 

k(X) • sup*{ I I: 

1.10. Lindelof deg~e~ 

M c X, Mis right-separated}. top 

C 
top X, Z is left-sepa.rated}. 

is a strongly decreasing chain in X}. 

L{X) = min*{ a : X is a-Linde·lof}. 

1 • 11 • Character 

x(X) = sup{x(p,X) : p e X}. 

1.12. Pseudo-character 

tJJ(X) = sup{ttJ(p,X) : p e X}. 

7 



• 

8 

1.13. Tightness 
4 

' 

a (X) = sup{ a {p,X) : p ~ X} 

here, X e Y, is ass1uned. 

Remark 

In the above definitions 

mi ll)ll { • } : { } ___ w.mi,n • 

and 

* sup{.}= w.sup{.}. 

If ~ is one of the :ft1nctions x, 1J, or a, then 4> (X) = 1 ~ ➔ X is dis­

crete. In every other possible case, however, each occu.ring function 

is infinite. 



~ 2·• & • _' • 

a) 

b) 

k ( X) < c ( X) < d ( I ) < tr ( X) < v( :x) 
, til l1t1ffe ' ~illf'i 1'>:$i!W, ·-

v ( X) .~ ... exp I Xi ; d( X) .::.. IX I 
c(J:) < s(X) < ain{?1(X) r.s(X)} < h(X) .. 1.(~X) < mit1{ Jxi ,v(X)} 

,W '!LI\~~ ti'fil/lll!l>1I 

110reover 

e(I) < cc(X) < c (I), ;if t < n 
~ ~ Tl ,_.,,_ 

d) ,(I) ~ ... , ai.n { IX I » x ( X)} 

3 ( X) .~,. min { x ( X) ~ s 1xp { d ( Y) : I c X) t < I XI 
x(x) < w(X) ~ .. x(I). lxl and x(X) ::_ u(X) 

w(X) < 4(I) .. x(X) 
"•ti . , 4 

X,, ,_,., < v(X). Then x, y ~ I:~ x t y imp.ly 
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Remark 
I •-., 

A. V. Arha.ngel ak.11 2 proved that for a rather large class of 
v 

spaces X, which includes metric and Cech-complete spaces, 

w(X) < fxl holds. 

2.3. I:f Xe <J"
3

, Sc X is dense in X and Po€ S, then 

(ii) ,r(S) = ir(X) 

(iii) x(p0 ,s) = x(p0 ,x). 

Proof 
, 

,-, 

For A c X and Dr. c P(X) write A = 
- ,..,. ,..,,,,, 

Int(A) a.no. OC. = {A : A e 'Ol} • The set 
- ' 

A is called regular open if A = A. Three observations are crucial: 
Ail - • C,') • 
A = A; the fam, ly 7l( X) of regula.r open sets forrns a basis :for X; 

and if A is regular open then A = A ri' §. Hence, if IS I = d(X), 

w(X) ~ f9t(x) l ~ IP(S) l = exp d(X) • 

•• 

Next it is easy to check that if Ul is a ,r-basis or a neighbot1.rhood o:f Po 
-bssis in the subspace S, then tJl. is a ir-basis or a neighbot1rhood basis 

of p 0 in x. Hence (ii) and (iii) hold. 

Row assume that D'l. is a. ir-basis of X and l?XI = n(X). Define a function 
' 

: 9', ( X) + P(]Jt) such that 

♦(A) is a maxjmal, disjoint subfamily of' 1Jl n P(A). 

Since ♦ (A) is a disjoint open :ra.mily I q,(A) I s c(X), and thus there are 

a,ncl A + B, then A\B or B\A, is nonempty and hence cf>(A) + <f>(B). This 

sbows that 

Fina.l.ly 1r(X) $ w(X) (triviaJ.Jy), w(X) s exp d(X) (see above) and 

c(X) ~ d( X} ( tri via.lly). This implies 

• 



1 1 

2.4. For each Xe '1; 

lxl < exp exp d(X). 

Proof 

Let Sc X be dense, ISi < d(X). For x 0 e, X we put 

= {G n S : XO 6 G €, a ( X)} C a( S). 

Now since Xis Hausdorff, henceG is a 1-1 map o:f X 

into g) ( o ( S) ) , which • proves our assertion. 

Corollary 

I:f Xe. then 

w(X) < exp exp exp d(X). 

This is immediate from 2.2 and 2.4. As is shown in [64] this in­

equality is best possible, namely for any infinite a there is X €J2 
such that d(X) = a and w(X) = expexpexp a. 

2 • 5 • ( c :f. 1 O ) If" X e, 'J 2 , we have 

I X I < exp h ( X) • 

Proof ( C:f. the Rema.rk on p. 25) • 

As$urne lxl > exp a. By transfinite induction we define sets 
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of X. 

been defined for all~< p, we 

put 
• 

if p is a J_jmit ordinal, and if P = a + 1, we put 

= X(t 0) V X(t 1)' 
n' n' 

where the sets on the right-hand side 

the left-ha.nd side, if the latter ha.s 

are proper closed subsets of 

Now there 

every E; < 

trro~st be a sequence (En) n<o. + 
+ . a, since otherwise 

at least two points. 

n n<~ 

n ~<a+ 

> 2 for 

woul.d hold. Hence we have a decreasing sequence of closed sets of' 

length a+, which·. by o.4, implies h(X) > a+. This completes the proof. . , 

2 .6. Fo·r every Xe~ 

(i) h(X) = sup{L(S):S c X} = mjn{a: Xis heredita1-y a-Lindelof} 

(ii) z(X) = sup{d(S) :Sc X} = mjn{ct: X is heredita-,,wy a-separable}. 

Ad (.i). We saw in 0.5 (i) that if Isl = a+, which is a regt1J ar 

d.i"nal d s· " • h • + car . · , an . 1s rig .t separated in type a then S is not 6-Linde-

lof for any B < a.. This obviously implies h(X) < a, if X is heredi­

t.a.ry a-Lindelof. Convers,eJ.y, if X is not hereditary a-Lindelof':, then 

have 
• 

( +) 



Let 

V t P 
xv€. U \ Hv and its neighbourhood Gt(v)e; 

is right-separated, hence h(X) > S > a. 

< V < 6, then 

ca.n choose a point 

• Obviously, {x :p 
p 

13 

neigh-

< S} 

Ad (ii). Since every left-separated space S whose order-type is a 

( regl1J.ar) cardinal a+, ha.s density a+ ( see O. 5 (ii ) ) , we have 

z(X) < sup{d(S): Sc X}. On the other hand, if d(S) = a, we can 

easily define a monotone increasing sequence of closed sets in S o:f 

length a, using an obvious transfinite induction. This completes the 

proof. 

Re .. k. 

2.5 and 2.6 (i) obvio1Jsly imply that e.g., every heredita1-y Lindelof 

Problem. 

It is known to b,e consistent with the 11s11al axioms of set theory that 

there exist hereditarily separable normal spaces (even topological 

groups) of cardinality expexp w (cf. 62 ) .. It is not known, however, 

, whether X € 93 a.nd z( X) = u1 imply IX I s 2w or not. 

2.7. (cf. [13]) If X € 1 2 , 

Proof' . . 

d(X) s exp s(x). 

Suppose we have d(X) > exp a. Then, by 2.6 (ii) there is a left­

separated subspace Sc X such that I sj = (exp a)+. Using 2.5 we ob­

tain a right-sepa.re.ted subspace T c S, IT I > a. Now T is both right 

and left-separated~ and we claim this implies the existence of a 
-

D c T with IDI = I Tj > a such that D is discrete. 

Indeed let ...r.: 1 and -<2 be two wellorderings of T which separate T right 

and left respectively .. Let us define a partition of [TJ2 (def of 

[TJ2 : p.100) into two classes I and II as :follows: 

{x,y} € I iff <1 ann....(2 coincide on {x,y}; 

{x,y} € II i:f:f ...c:. 1 and....c2 are opposite on {x,y}. 
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2 .8. 

have an infinite 

is abs11rd, since 

decreasing sequence in the sense of -< 1 or -<- 2 , which 

both are well-orderings. Thus, by Erd3s ' theorem 

A4.7 we obtain a D c 

means that....c 1 
ordering both 

and-<:: coincide on the set D, and this joint well-
2 

right and left sepa,rates D, hence D is obviously discrete. 

(cf'. 

(i) 

or 

+ 
< C (X) • 

32 ) If X e -:l, then we have 

d(X) 

(ii) If' X contains a discrete subspace of power a, it also contains 

a pairwise disjoint interval6. 

(iii) h(X) 

(iv) d(X) 

Proof' 

= c (X). 

1 ) 
= z(X). 

• 

Ad ( i). Asstrme X e --L a.nn d(X) 
+ >a. We want to show that X contains 

• • .:a.:, • • • t .. . . . ( . ) a pairwise I.W.'.SJoint in.ervals. This will evidently imply J. • 
' 

How let -<- be .an arbd:tra,•y well-ordering of X. A point p e X is called 

nor1naJ., if p is the <---sma,J J .est element of some neighbourhood U of' p. p 
We put 

I 

N = { p e X: p is nor1nal } • 

First we show that N is dense in X. Indeed, if Ge cr(X) and p 0 is the 

is obvio11sly nor·maJ • Thus we have -<-smallest elem~nt 
+ 

> a • 

of G, then Po 

For each p e:. N let I denote the 11nion of al J open intervals contain­
]? 

ing p as their first elem,ent by .l.. • Now, if p, p' ~ N, p ~ p' then 

either I n I , = i5, or I , c I , which follows iio·rne.diately from the 
p :p p p . , .. 

ma;x:ima 1. tv of the I . ., p 

Now, if there are a pairwise disjoint I, we are done. If not, let p 
ll.S put 

= {p € N: I 
p is not contained in any other I , } ; 

p 



since p, p' e a.. 

Similarly, by transfinite induction, we define 

Moreover it is easy to prove ~(X) = x(X) < c(X), as 

was observed by Nelly Kroonenberg. 

N = 
~ 

• • • is not contained in other 

where H~ = N \ U{Nn:n < ~}. Then, again, hence 
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Let p' 8 H
0

• This means that for each ~ < a there is a p~ e N~ such 

that I, c I , hence {I :~<a.} is a decreasing chain. For each 
p p~ p~ 

~ < a. we can choose an x~ e. I \ I . 
p~ P~+1 

We put K = {x~:~ < a} and 

where-< denotes the original ordering of' X. The convexity of' the 

implies that x~ -< xn holds, if xt e , n > f; and x~ >-
• 

X , if' 
n 

Now we have 112-1 =a.or lrl = a.. In the first case we have an 

I p 

• • • • increasingly well-ordered, in the second a decreasingly well-ordered 

subset of type a of X, which immediately gives us~ disjoint intervals. 

This proves (i). 

Rema.rk 

A Bual.in continu11m, whose existence is consistent with the usual 

axioms of set theory,. (cf. [18J or [34]) yields us a compact ordered 

space X, for which 

c(X) =wand d{X) = w1. 

Ad (ii) Let X € ';L, D c X discrete , 

can choose an interval I = (a ,b) 
p p p 

contains a isolated points of X, we 

that no point p of Dis isolated in 

a. = I D I > w. For each p € D we 

such that I n D = {p}. If' D 
p 

are done. If not, we can ass11me 

X, hence either (a ,p) f 0 or 
p 
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(p,b) +-·Thus we bave a points in D for which either the intervaJ13 

p 

Ad (iii) Since c(X) < h(X) is trivial., we have only to show that 

h(X) < c(X) = a, i.e., by 2.6 {i) that Xis hereditary a-Lindelof. 
·-·-----,. 111 

Since c(X) = c(X) (cf. O. 17) and the order topology of X coincides 

vith its subspace topology in X, and finally X €, 'I), it 

proTe the hereditary a-Lindelofuess o:r a ~ompact X e . 
.. 

80 in wbat follows. we assimie that X is compe,ct. 

suffices to 

with c ( X) . = Cl • 

every op,en 

subset Ge o·(X) is an F set. It is well known that eve"'""' Ge o(X) ... . . a,t ·~ 
is the disjoint ,mion of open intervals in X, whose n11raber, by 

c(X) == a, is a.t most a. Thus it suffices to show that every (a,b) c X 

is an F set. . 0 t" ,~ 
low if a has no i tt.fm.ed.ia.te successor and b has no j_ynuiediate predecessor 

then we can choose decree.singly a,nd increasingly well-ordered 

sequences {a :n < y. < a} c (a,b) and {b :v < yb < o.} c (a,b), n a.. v 
respe·eti vely, such that they converge to a and b. (ya, Yb < a follows 

f):·oa c(I) = a.) Then 

closed intervals . . . . ·... , • and thus is an 

above construction in the cases where 

a haa an i~diate successor or b ha.s ain :i ru1med.iate predecessor. 

Ad (iv) Suppose d(X) = a .. We want to show (c;f. 2.6 (ii)) that for 

eveQ" 8 1C I, d(S) < a. 

Let A be· a dense sub,set of X with lAI = a. We put Ag =· { (x,y): 

• 



17 

a-Lindelof. Therefore if r8 is the set of all isolated points of S, 

is dense in S. Since 

ln8 1 < a, this will complete the proof. 

It is enough to show that if a, be:, X, (a,b) n S f 0 then 
(a,b) n Sn D8 f 0. If' (a,b) n S contains an isolated point of S, 

then we are done. 

If not, then I (a,b) n sJ > w, hence we can choose five points 

x. -< 

Now, obviously, p( ) e (y 1 ,Y 2 ) n S c (a,b) n S, hence 
y 1 'y2 

Remark. 

We do not + know whether d(X) < (s(X)) holds for a larger 

the proof'. 

class of' 

spaces than ~, say for tr 3 ( ! ) , independently of GCH, of co11rse. 

{cf. 2.7.) 

(cf. 

I X I < exp exp s ( X) • 

Proof ( see p. 100 for the definition of [X]r) . 

Ass11m~ I xi > exp exp a and let < be a well-ordering of' X. Since 

can choose neigh­

bourhoods U(x,y) and V(x,y) of x and y respectively, such that 

U(x,y) n V(x,y) = 0. 
• • a pa--rt.Ltion of X 3 as follows: Now we define 

If {x,y,z} ~ 3 X , x < y < z then we put 

{x,y,z} € 
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according to the following rules: 

£ 1 = O, if x 8 U(y,z); 

e
1 

= 1, if x ¢ U(y,z); 

£ 2 = 1, if z f V(x,y). 

By A4.5 there is a subset H c X, IHI = ex+ such that :for a fixed 

1 2 i n1 ,n2 
and 

y has both an immediate predecessor and an in1tnediate successor in H 

by<, say x and z respectively, i.e. x < y < z. We shall show that 

H n U(y,z) n V(x,y) = {y}, 

hence y is isolated in H. Since H obviously conta.ins a.+ such points 

y, this yields a discrete subspace D of H and hence X, of cardinality 
+ d .. a an . proves 011r propos1.t1.on. 

Ass11me now that p e H n V(x,y) " U{y ,z) and p f y. Since p + x and 

p + z are obvious, we have either p < x or z < p. In the first case 

p e U(y ,z), hence the triple {p ,y ,z} gives us n 1 = O. This, in turn 

implies p e U(x,y), looking at the triple {p,x,y} e 3 , and thus 

p 4:, V(x,y), which is a contradiction. A simi le.r contradiction a.rises 

if p > z is assu.r.c,ed. This completes the proof'. 

Probl.em 

Can one exp be omitted in 2.9 if X €.:}:;.? (cf. [62]). 

2.10. For X €'-L we have 

l X l < exp c ( X) • 
• 

Proof 

This f'ollows i1nan;ediately from 2.5 and 2.8 (iii). A direct proof goes 
as :follows : 



Let-< be an arbi tra.ry well-ordering of X, while < is the ordering 

which defines the topology of X. We put for any {x,y} b X 2 

according to whether~orders {x,y} in the samP., or in the opposite 

way a.s < does. 

Nov, if lxl > 2a, by A4.4 we have a H c X, IHI + = a such that 
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s op 
well-ordered and in the 

original ordering<. In 

intervals, hence c(X) > 

in the first case His increasingly 

second case decreasingly well-ordered by its 

either case, X contains a+ pairwise disjoint 
+ . 

a. This completes the proof. 

2.11. If X G..i, for each~ we have 

Proof 

First we show that, in any regular space Y, each H £ o~(Y) contains 

a closed H' G o ~(Y), where H' 

Then H = n {HP:p < w~}, where HP E:- cr(Y) for each P < w~. Now because 

Y is regular, for any fixed P < w~ we can define by induction 

p 

Let us put 

H' = 

C H(n) C 
p 

< wt" n < w} = 

o (Y)). 

i'his shows that p €, H' e:, cr~(Y) and H' is closed, which was to be 

shown. 

Thus, to prove 01lr proposition, it is enough to show that X does not 

contain 

Assume, on the contrary, that 'm is such a disjoint sub-fa.mi ly of 

.. 
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a~(X) and 

have lf,(A,X) = 

neighbourhoo,ds 

each AE:. "E9twe 

a basis of 

of ea.ch A e, ~ Now, the nor1nali ty of X implies that for 

choose P 1 , P 2 < w~ such that 

(P . ) (P 
2

) , 
= {6. 

A1 . 2 

This induces a. partition of 

follows 

= w~ classes as 

• 

I( ) E 
p 1 ,P 2 

Since ·•· > exp (cu~.c(X)), by A4.4 we have a subsystem iv c--e9La.nd a 

:fixed pair (P 1 ,P,..,.) E w~ 
. . 2 

a.11 {c 1,c 21 e l 

·(i5"1) (P:2) 
G · n G = {6. c 1 c2 

<o,> 
= G ('\ 

C Now, if' we put Ge for each a ~ G , the :family o:f open 
• 

sets {Ge : C e .G} is obviously disjoint. 

diction,. beca.11se ICf > c(X). 

This, however, is a contra-

Remark 
. ' ' ,. . 

A completely regular space Xis called a G0L space~ if Xis an 

arbitra.t"y ,mion of G0 sets in some compactification ex (w.r.t. ex). 

Thus, e.g .. , Arhangel 'skii p-spa.ces mentioned in 2 .. 2 a.re G0 I: spaces. 

It i.s an easy coro1lary of 2. 11 that 

for arhitra,:t"Y G0I: spaces as well. 

2.12. (cf'. [20 ) For X B ~ we have 
p 



2.13. 

• 
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Proof' 

Let us f'irst note that if Xis a pseudometrisable space (i.e. u(X) = tu), 

then we have 

w(X) = c(X). 

Indeed, this follows immediately from R.H. Bing's pseudometrisation 

theorem, namely the existence of a a-disjoint base. 
,, 

u(X) 
• 

which generates the topology of X. !or each 6 E: §) .let X6 denote the 
• 

pseudometric space on X determined by 6 . 
If u(X) = IP I > w(X), we are done. If' not, i.e. I}' I < w(X), then 

and therefore f'or each a. < w(X) we have a 6
0 

e 9 such that 

This, however shows 

Proof 

w(X) = sup c(X~) = c(X). 
6 e.!P 

u(X) < w(X). 

Evidently, Y c X implies u(Y) < u(X) and this shows that it suffices 

compact spaces, has a 

compactification of' the sa.me weight as Y. 

Now, if' X € 'B and t,,., is a base for the topology of' X with lt,,'I < w( X), 

then, as can easily be checked, all finite coverings of X with 
• 

members of'~ yield a basis for the unique unifo1·1ni ty of X. The n1Jmber 

of these finite coverings, however, is equal to lb'-'I < w(X), hence 
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' 

u(X) < w(X) does hold. 

This < can be replaced by = ilJ. 2. 12 

2.14. For each Xe ID we have 

h{X) = lxl. 

Proof 
• • It is well-known that every d1.sperseq. space X can be written as a 

disjoint 1Jnion of the forxn 

where for each ~O < P, 

closed subspace 

L~ is the set of all isolated points of' the 
0 

for all,< P. On the other hand, 

cho,osing a point p~ e:. L~ from each level L~ > the resulting set 

holds a.swell. This however, shows that 

< IP(.h(X) = b(X), 

hence 
t<p 

f Xf = h(X). 

2.15. (cf'. , 1 ) Suppose X e tr1 • Then 

fxl < e:x.p(lJ,(X).s(X)). 

Proof 

It is enough to show that ~(X) < a and lxf > exp a imply the 

existence of a discrete subspace of X of cardinality a+. To show 

this, let -< be a linear ordering of' X a.nd choose for each p e x a 

sequence of its neighbourho,ods 



' 

a.} 

such that ("\ <'W = {p}. Now, for ~,n < a let 1Js put p 
I(~,n) = {{p,q}: p -:q 

• obviously we have 

• • • i.e., a partition of X 2 . By A4.4 there is a subset D c X, lnl 
such that 
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+ = 0. 

holds for a fixed pair (~,n). Now it is obvious from our construction 

that 

D n (V~ (p) r\ Vn (p)) = {p} 

holds for each p e D, i.e., pis isolated in D and thus Dis discrete. 

This completes the proof. 

2.16. (cf. 13 or 

x(p,X) <a.for each p 8 A. Then 

c(X) > a.. 

The proof of 2.15 can be applied after having made the following 

changes: 

For p e A ~ is a basis of neighbourhoods in X and we forxn a parti-
2 P 

tion of A] by putting 

I (~,n) 

Corolla:rz 

If X e T"2 then 



24 

lxl < exp(x(X).c(X)). 

2.17. For every Xe lf 2 

\J,(X) < h(X) 

holds. 

Proof 

Since Xe~, for each p e X we can choose 

neighbo11rhoods of p such that f\ fv✓-.. = {p}. p 
of minimal cardinality among such systems, 

a system A.,.( of closed 
' p 

We can assl1roe that "-,,./' is p 
say Iv I = Cl • Then, of p p 

Now fix p € X. We define members Vt; of ~ and points x~ by trans­

finite induction as follows: 

Let VO e. and x 0 €- X \ VO arbitrary. Suppose ~ < exp and for every 

n < ~ the V G W and point x have already been defined. Then, n p n 
because of the minimality of ex , 

p 

hence there is an 

since () rvr = {p}. 

V \ {p} and 
n 

p 

n< n 
a.nd F n :l F ~, if n < t; , hence {Ff:: : ~ 

sequence of closed sets in X. This 

h(X) > a > v,(p,X) 
p 

for all p e X, hence h(X) > v, (X). 

Problem 

For what spaces does 

z(X) > ¢(X) 

hold? 

ap .. Then, opviously, x~ € F n \ Ft; 

implies 



Remark 

Since s(X) < h(X) always holds, from 2.17 and 2.15, we immediately 

obtain another proof of 2.5. 

2.18. (cf. 6.4) If Xis connected, then 

k(X) < + x(X) • 

Proof 

In fact, we shall prove that if 
• 

is a strongly decreasing chain in X, then 

+ µ<a, where a= x(X). 

+ + 
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Ass1.1me, on the contrary, thatµ> a and put O = {G~:~ <a}. Then 

0 ~ Ga+ f 0. Since - 0 is strongl.y decreasing, we have 

H = 

hence His a non empty closed proper subset. Since Xis connected, H 

cannot be open, therefore we can choose a boundary point p0 € H. We 

Indeed, if {U :n < a} were a basis of neighbourhoods of p
0

, then for 
+ Tl 

each~< a we could choose an n~ < a such that 

CG~ 

hold. Now, since 
+ {G~ :v <a} of 

V 

+ 
Cl is regu)ar, there is a cofinal subsequence 

-and an n < a such that 
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-= ll 

holds for each v < + a. • This implies 

.. 

which is in contradiction to the assumption that Po is a boundary 

p,oint of H. This completes the proof. 

Remark 

J. Gerlits [61] has shown that :for Kowalski's ''hedgehog space'' X 

with w
1 

needles we have k(X) ( ) + . . 
= w1 = x X , while Xis of course a 

connected metrizable space. 

2.19. For every X we have 

k(X) < L(X). a (X). 

Proof 

(cf. 3 ) Let us put L{X).a(x) = ~. We shall prove a somewhat 
• 

stronger result, namely that every free sequence in X is of length 

< a+ (cf. 0.6). We shall need this stronger result in the proof of 

2.21. 

Asst1me, on the contrary, that 

s = 

is a free sequence in X. Since Xis a-Lindelof, there is a point 

x0 € X such that for each neighbourhood U of x
0 

we have 

I u n sl + = a • 

Indeed, assume that each x e, X has a neighbourhood Ux such that 

I U n SI < a.. We can choose a subcovering X 



%c{u:xex} 
X 

for which l'\tLI < o.. Then, however, 

S = U {U n S · U ~ "a.1 1 
X • X ~ v-vJ' 

hence Isl < { I U n SI : U e "-'t} < a. a = a. would hold, which is a 
X X 

contradiction. 

Now, since x0 GS and d(X) < a, there is a subset Ac S, IAI < a 
. ,_. . . + 

such is reguJar, there is an ordinal ~O < a 

such that Ac s0 = {p~:~ < ~0}, hence 

But, S is free, hence §
0 

n S \ s0 = ~. Therefore u0 = X \ S \ s0 
n~igbbot1rhood of x

0
, :for which u0 n S c s0 , hence 

+ < 0. < CL • 

• 
1S a 

This, however, contradicts our choice of x 0 , and thus finishes the 

proof. 

2.20. For X 6 ~ 2 we have 

Proof 

27 

Let Sc X be dense in X, Isl = d(X) and put x(X) = a. For each x E X 

For each we choose an open neighborhoodbasis Ux of cardinality a. 

U E lJl we take p ( U) E U n S. Put N = { p ( U) : U e: c..t } • Hence 
X X X 

x a a = {Bc::A:(Bl<o.}. 

Consider the function 

f: x •-~> {U n N : U E \J(, } 
X X 
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• carr1ea 

{ x} • n{ (U n N )- : U e UG.}. Thus the function 
. X X 

that 

2 we 

f is 

find that 

1-1, implying 

• 

This is a beautiful and quite recent result of A. V. Arhangel' skii, 

3 •··, which settled an almost fifty year old conject11re of P.S. 

~kaandrov namely that every first countable compactum is of 
.. • (lj 

card1nal.1ty < 2. 

Aasuae X e"12 , a > w, lxt > exp a, · · · herzrtore if A c X, IAI < a then 

(i) 
&D.d 

JII < exp a ... " 

(ii) ;(A,I) < exp a 

hold. Th.en there is a free sequence 

Ve ah..U e<>ns:truct a. rail'Ji fication s:ystem in the sense of [3 , le1nrna. 

1 > b,- defining s~ts R: . and points 
Po,·• · ,P ~ 

• f'or certain 

sequeDcea ot ordinals, where p < 2a and ~ < 
ll 

First ,.. put R0 = I an,d p0 •S R0 arbi tra.1"Y; here o stands for the 

~ty sequence. Suppose now that ~ < a+ e.nd for all n < ~ the sets 



R and points p-
P a,· .. ,Pn 

have been defined for each 

p O, ••• , p n e Sn+ 1 , where 

of ordinals< 20. 

Sv denotes the set of sequences of type v 

Let us now choose a sequences€ S~ and put 

s s n+1 

where sln+1 denotes the initial segment of s of type n+1. Now we dis­

tinguish two cases, a) and b): 

a) IR' I < 2°. In this case we put R s s,p = R' 
s 

for Ct all p < 2 ; here 

..... s , denotes the sequence P0 , •.. ,P_. of type ~+1 obtained by aug-

menting s by p. The • points p [ J ca.n be chosen arbitrarily. 
s ,P 

b) IR' I > 2°. Since~< a+, applying (ii) and putting 
s 

where the 

Next we put 

• R-
s I... , 

p 

= R' 
s 

- p 

for each p < 2° and choose any element of R 
s,p -Otherwise p ~ can be chosen arbitrarily. 

s ,PJ 
By transfinite induction on v we can easily show that 

X = LJ {R' : 
s 

holds for each v < 

t € S
0
+ such that 

holds for each v < 

\) '\) 

+ a • 

+ a • 

s } 
\) 

Next we claim that there exists a sequence 

Indeed, let us put 
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' 

and 

S = U{S : 
\) 

+ "' v <a}, S = V{s : 
\) 

+ v < a } • 

Then Isl < Isl< we have, by (i) and 

• N the choice of' S 

• 

Now if x0 is an arbitrary point in the complement of the above set we 

can find a sequence t e S
0
+ such that 

holds for each v < + a • Indeed, if tis a maximal sequence such that 

x 0 € Rtfv holds for each v < 

be a+. Because of the choice 

Let us now put 

length oft, then the le ....+b oft must 

of x0 , however, we have t Iv e 

< + a • 

and 

• 

for + all t <Cl. Then for arbitra1-y + ~<ex we have 

a,nd 

{p: Tl< 
Tl 

+ E:<n<a}c 

' 

which shows that {p: 
( 

+ < ex } 

• 

E: < n < 

" is a free sequence, because 

p~ 
= 0, by definition. This completes the proof. 

Le1111na b) 

Ass1xm~ X is an a-Lindelof' T 1 space, Ac X is closed and I Af < 2°:, 

moreover w(p,X) < 2° holds for each p e A. Then 



a 
♦ (A,X) < 2 

holds too. 

Proof 
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Let us choose for each pe A a system of open neighbourhoods of p, 

n'\.Y = {p} and kr I < p p sey "1p, such that 2a. Now, if x0 is an 

are 

a-Lindelof, there is a subcovering l\.v c {V : p €i A} such that 
X p 

XO 
XO . 0 

♦ (A,X) < and 

since I p 

Proof of 2.21 

Let us put a = L(X) .x(X) and suppose that I xi > exp a. Then, by 2.20 

and len,ma b) respectively, conditions (i) and (ii) of leD'l•ma a) are 

satisfied. Th11s, applying the latter we obtain a free sequence of' 
+ . leng·th a in X. But by the proof' of' 2. 19, the length of' any free 

sequence in Xis< L(X)_a(x) < L(X).x(X) = a, which is a contradiction. 

This completes the proof'. 

We would like to emphasize the :foll.owing 

Coroll¥:Y 

If X is a first co1Jntabl.e, Lindelof T2 space, then I xi < exp w. 

Remark . . 

It is interesting to compare this corol.la1·y with the following result 

of S. Mrowka ( 29], Theorem 2): 

There exists a first co1~1ntable compact T1 space of cardinal.ity a iff 

c. ,...,... belongs to the class of' cardinals M, defined by 

· vka in · 2 · ·• It is known e.g., that for ea.ch oon-meas11rable B we 

22 :for more details) .. 
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2.22. (cf. 4 ) Assume X € 'n and (lJ>(p,X)=) x(p,X) > a for each p G X .. 

Then lxl > exp a. 

Proof 

Let J denote the set of all 0-1 sequences of type v. By transfinite 
\) 

induction on v we shall define a mapping V: J = ~a. J v ➔ a ( X) as follows : 

We put V( (ti) = X. AsstJme that v < o. and :for all E; < v, j €, J ~ 

V(j) e o(X) have already been defined in such a way that 

(a) For each~< v the system {V(jln): n < E;} has the finite inter-

(b) 

• section property. 

If E; is of the form n + 1 , i € 

then V(j) C V(i). 

J and j = 
n 

• 
1, € - _. 

Let j € Jv. If vis limit, we put i = j and V(j) = X. If' v = ~ + 1 we 

have j = ,_i, for some i € J E;. Notice that in either case 

n < E;} = n {V(jfn): n < ~} + 0 

p 6 X, since a,therwise we would have l/J(p ,X) < I~ I < a. Thu~s we can 

and two 
, E _ E_ 

open neighbourhoods V of p such that V c V( i) and v
0 

o V 
1 

= ~ 
E E € 

Then we put 

V( ·,e:) = V (E = 0,1). 
E 

Thus V{j) is defined for each j € J. 

It follows i1n1r1~diately from the construction that for any j E;. J 

n{V(jjn): n < length of' j} + ¢ 

• • a.nd if J, j ' e J and j + j ' then a 

• 

n {V(jfn)}n {V(j'ln)} = {6. 
n<a n<a 

• 



However, 

exp et. 

Remark 

exp a, and this jmmediately implies lxl > IJ I > 
ct 
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If' in 2.22 instead o:f XE<B, it is onl.y req1Jired that X has a compact-
. . . ' ' 

if'ication ex with Xe the 

proo:f of 2.11 there is a closed, hence compact, subset Z c X which 

is also a G0,~-set in ex. It is easy to see that x(p,Z) ~ a is valid 

:for all p E Z, hence IXI ~ IZI ~ exp a by 2.22. 

Coroll~cy 

I:f x(p,X) = a for each point p of a compact T2 space X, then 

Ix( = exp a by 2.21. 

; • I:f X is a first countable compact T2 space then either 

lxl < w or !xi= exp w. 

Proof 

Assume \xi >wand let A be the set of all condensation points of 

X, i.e., 

P<S A,) lu I> w 
p 1 

:for each neighbourhood U o:f p. Obviously, A is closed in X and we 
p 

assert that A is also dense in itself. In fact, let p € A and Ube 

a.n arbitrary neighbo1Jrb.ood of p. We can choose neighbourhoods 

o:f p such that U o v0 and VO ::> V 1 ::> ••• ::> V n ~ . • • (n < w) 

r. {Vn:n < w} = {p}. Now, since v0 , 

IV O \ {p} I 
{p} = u{vn,vn+ 1 : n < w} and 

> w 1 , there is an n 0 < w such that IV \ V + 1 I > w 1 • no no 

Hence if q is a complete acc1.unulation point o:f Vn \ V + 1 , then 
0 no, 

q e A, q p a.nd 

q e V C Vo Cu. no 

This shows that (U \ {p}) n A + 0, hence A is dense in itself. Thus 

x(p,A) = w holds :for each p e A and by the corolla1-y o:f 2.22 we have 

IAI = exp w, hence, by 2.21 



be,.-. tbat Ge a(X) and G n 8 = •· Then x(q,X) = x(q,G} > a for 

each q e Q, and b.en.c•e ot,1r Fe1narlt made at the end of 2 • 22 gives us 

lal !. exp c > f xi, vhicb is j,mpossible. This completes the proof. 

2.25. Let I G ~. x{X) • a and d(X) > a.. Then there is a subspace S c X 

euch that 

+ 
• a and c ( S) < c ( X) • 

· · t ws first choose for eacb p e :X: a be.sis of neighbo11rhoods 

(y 1(p): t < a} and then put 

a member of V ( ~) n V ( n) , if p q 
v (t)n v (n} + ~-P q , 

not defined otherwise. 

(t,n) € a x a}. 
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Obvio,1sly, I HI < a implies I Cl(H) I < a. 
+ Now we define sets A~ c X for~< a, by transfinite induction as 

follows: 

Let A0 =~;assume the sets A~ have already been defined for each 

~ < v , .......... _ a . Let us put 

According to ol1r above reinark, I Bv I < a, hence 

X. Therefore we can choose a point Pv e. X \ Bv. 

• 
B cannot be dense in 

\) 

Then we put 

A = {p} u B. 
V V \) 

Obviously, IAvl < a, hence the induction can be carried out for all 

V < + a . 

Let us put S = u { A : v < a+} . Then, if R c S , I R I = a, there 
'V 

• 
J.S a V can-

not be dense in S. Thus, indeed, d(S) =Isl= a+. 

c ( S) < c ( X) follows j rr1rnediately from our construction, because 

a.nd thus any 

disjoint family of sets of the fo:rrn {vf;(p) n s} with p €Tc S ca.n 

be ''extended'' to the disjoint family {V~(p)}. 

2.26. Let Xe~ and Sc X. Then 

d(S) < d(S) .a(s). 

Proof 

Let Z be a dense subset of S with lzl = d(S). Then for each p € Z we 
• 

can choose a subset 

p e H • p 

We claim that 

H C p 
s with IHI < a(s) such that 

p 
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D = \J {H : p € Z} 
p 

is a dense subset of S. 

Indeed, let x es and V be an arbitrary open neighbourhood of x. Then 

v n s f 0, hence there is a p € V n Z as well. Then V is a neighbo1,1r-

hood of p too, hence 

vn H +¢,i.e. vn D =I= 0 p 

which was to be shown. Since 

lnl < I {IHI: p€ z} < lzl.a(s) = d(S).a(s), 
p 

2.26 is proved. 

Corollary 

If every closed subset of a first co1.1ntable space X is separable, 

then Xis hereditarily separable. 

2.27 For XE 
3

~ we have 

w(X) = u(X). L(X). 

Proof. From 2.13 u(X) < w(X) and the trivial relation L(X) < w(X) we 

find w(X) < u(X) • L(X). Next, let Vl be a basis f'or a uni:formj ty, 

defined by open coverings, on X compatible with the 

that IVG I = u(X). I.e. (cf. [ 17]): lt is a family of' 

t apology, such 
• open coverings, 

such that U Ui, is a basis :for the topology and each two covers f'rom 

lfl have a common sta,r-refinement in LJC. For each cover Ol E: LX we 

choose a sub cover OC c Ol o:f cardinality L(X). Now it is easy to 

check that U {.Cl: * I Ct E \.X} is a basis for cr(X). 
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3. ~.e sup ;= mB.?S problem 

The functions c,s,h,z,k have the CCJtt1roon feature of having been defined as 

the supremum of cardinalities of' certain ramilies of' sets. (Sometimes these 

sets are referred to as ''defining sets'' of' 
¥ C 

the corresponding cardinal 

function. ) It is nat1.1ral to ask under what . . . - . condi t1ons th1 s suprerr11.1m 1s 

actually a maximum, i.e., when does a defining famjly of maxjmaJ cardinal­

ity exist. This is what we briefly call the sup= max problem. 

Obviously, if the value of' one of' our f11nctions is a non-ljmi t cardinal, 

the supremum must be a maximum .. The interesting cases are therefore those 

in which the function values are l:imit cardinals. 

3.,. (cf'. , 6 • 5 ) As s1.1me X € ~ and c ( X) • = A l.S sing,11 ar, cf .<A} = 

=a< A• Then there is a disjoint family c o(X), with I 

Proof 

Let us call an open set G e a(X) nor•r,ial if' f'or each non-empty H c G, 

H e a(X) we have 

c(H) = c(G). 



we claim that for each non-eIJpty G e a(X) there is a non-empty norr11aJ 

open set a0 such that G0 c G. (in other words, the norr11aJ. open sets 

constitute a v-basis for X.) Assume that this is not true. Then we 

can find o1 £ a(X) \ {0} 

c(G 1) < c(G). · Now G 1 cannot be not·mal, therefore we have a 

o2 e a(X)\ {f}, a2 c o1 such that c(G2 ) < c(G1) < c(G). Continuing 

this procedure for each n < w we would obtain an inf'inite decreasing 

sequence of cardinals, which is impossible. This shows that the nor­

mal. open sets indeed form a ir-basis of' X. 

Row let1't be a maxima] disjoint famj ly of' normal open sets. From the 

above assertion it follows it•tut;ediately that u rt= N is dense in X. 

It · ··· = A, we are done. Thus we C'an ass1.1me that 111.J = S < A. 

Bext we claim that 

sup{ C ( G) : G €. 'at} = 

b.old$. In,deed, if 8 < o < A , d is a regu 1 ar cardinal , then there 

e:z·i•ts a disjoint faar:ily ·.·.· c a(x) with f = a. Now, since N is dense 

in X, for each H 6 

I n, 08 + ;. Since 6 > a is regular, there a.re a subf9a.rni ly of' 

This 
:i iipliee e ( B0 ) > cS , a.nil thus ( *) is proved. 

now. if a< a== cf(A) there is a HeT'Lsuch that c(H) = A, since 
ot,b:erwl.~e ( *) 

~<a 

Then B ·(and X too) contains a disjoint open subsets {H : ~ < a} such 

fbr X it f3 > a and there is no H€rLwith c(H) = A. 

~··etore, it we take a disJ"oint f'a,ll!l5, "t1'" ; J-J · ·~ of open 
' ' 

or •·· sets o.f me.xiaa.J cardinality A .. 

'O ----t· ~ : • •-•• 0.' •• ~y,-~,·,•;'-C, "hS _.,·,, 

. ' . . . . ---- . ' ., 

• yields \l.S a 

so true 

sets in H~, such 

disjoint f'art1i ly 
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3.2. (cf. 14_) Suppose A is sin '-"--'-ar strong limit, Xe tr'2 , lxl >A.Then 

X contains a discrete subspace D of power A. 

Our proof will be similar to that of 2.9, however, instead of the 

ER-L~1,1rna A4. 5 we shall use the C-Letuma A5. 4. 

Let -< be an arbitrary well-ordering of X, and for { x ,Y} e 2 with 

X-< y we choose neighbo11rhoods U(x,y) and V(x,y) of x and y respec­

tively, such that U(x,y) o V(x,y) = ¢ . 

(x-< y-< z) according to the following rules: 

e:, = o, 

£1 = 1, 

e:2 = 0, 

e:2 = 1, 

if xe U(y,z); 

if x' U(y,z); 

if ze:.V(x,y); 

if z $ V(x,y) 

Applying the C-Lemma A5.4 

partition of H: 

we find an He X, IHI= A and a 

such that conditions (i), (ii) and (iii) of the C-LProma hold (p.126). 

Suppose that E; < a and ye H~, moreover that y has an jmm~diate 

-<-predecessor x, and an immediate -<-successor z in H~. We shall show 

that y is isolated in the subspace H. Since the set of all such y's 

is obviously of power A, this will prove 3.2. 

In fact we claim that 

N = V(x,y) () U(y,z) o H = {y} 

Evidently, x, z ~ N. Now, if p e Hand p-< x, then p e V(x,y) implies 

the definition of our parti-

tion. According to (iii), however, we also 

and thus p , U( y, z) :::> N. Sj mi larly we can show that if z -< q, then 

• 
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q 4 I, which completes ot1r proof. 

po~~l!l::t 
Assume ♦ is one of the functions s, h, z, 

singular stron.g limit cardinal. Then cp(X) is actually a maxim1Jm. 

This follows j1m11ediately from lxl > q,{X) = A and 3.2. 

Rem:e.:rk 

It is easy 'to see that if A is a weakly compact ( inaccesible) 

· cardinal , then 3. 2 and its Corolla.J'Y hold for this A ; in :fact, the 

( cf A6. 4). Thus e.g. , if GCH holds then the sup = max problem has 

a positive solution for s, h and z on ~ 2 , rmless A is a not weak] Y 

c •. _ -- ct inaccessible cardinal. We shall show that this exception is 

in fact essential (cf. Exam.ple 6. 6) . 

3. 3. (ct • . 12 ) Suppose Xe. lt, ♦ (X) = A, where 4> is one of the functions 

s, h, z and cf(:>,.) = w. Then the answer to the sup = max problem is 

positive. 

--• f 

We sbal.l,_ first establish the following 

. " ' ., . 

• 
• 

'­
' 

M$UJM R Q 11', IR t = a > a > w. Then either R contains a discrete 
• 

s'Q.bset of pow~r a., or 

88 • {x G R: ii Ux neighbourhoo,d of x such that lu I < a}. 
X 

x 8 S8. 'fheref'ore we can a:i __ -- - -· I:Iajnal' s theorem A3. 5, a,nd .obtain 

• ·Sllbaet D c s8 with lnl = a such that F(x) n D = {x} ho1ds for each 

~ . . . 

is a discrete subsp,ace of R,. 

low we ret11:x·n to the proof of 3. 3. 

• 
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Since cf(A) = • w, we can write 

• 

--

where k < k' ak < ~' and each~ is regular. 

Since ¢, (X) = > ak, :ror each k < w there exists a ''defining set'' 

for¢,, say Dk, such that lnkl = ak. Let us put 

X' = u { Dk : k < w} • 

Then IX' I = A, and using the Lertana f'or each a = ak < A we obtain 

that either X' contains a discrete subset of' power A (which is 

certainly a defining set for¢,) or we can assume that for each o.k 

only less than A points in X' have neighbourhoods in X' of power 

< o.k. 

We shall then define a sequence of points in X' as follows: 

Let x0 be an arbitraJ'Y. point of X' such that each neighbourhood of 

x 0 in X' has cardinality> a 0 • Now, if k > 0 and-{x0 ,~··,X:k_,} have 

already been defined, we choose as~ an arbitrary point of 

X' \ {x0 , •.• ,~_1} such that each neighbourhood of' xk in X' is of 

cardinality > ak. By our ass1mption the induction can be carried out 

for all k < w. 

Now since X ( and X' ) belong to '1t, we can select a subsequence 

{~.: i < w} of the above sequence for which there are open neigh-
1. 

bourhoods u. 
J. 

of ~- in X' such that 
l. 

By our construction we have 

lu. I > a 
1 - k. 

J. 

f hl..< Al U or eac w. so, . 
1 

C X' 

U i = U { U i o Dk: k < w} • 

U. n 
l. 

u. =¢if i + j. 
J 

k < w} imply 
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• 

-is regu)ar, we jromediately see that there exists a k < w Since ak. 
l. 

such that In- n k l. • 
l. 

U. contains a 
l. 

• • defining set S. for~ such that ls.I > ~k. Now these 81-'s 
l. l. • 

l. 

contained in pajrwise disjoint open subsets of' X', hence 

S = o { S. : i < w} 
l. 

a.re 

is a defining set for 4> in X' and consequently in X too. But 

Isl= = A, 

which completes the proof. 

Remark 

We do not know whetheril,can be replaced by ~ 2 in 3.3, or whether 

the condition c:f(A) = w could be wea.kened.(without using GCH, of' 
. 

course). Both o:f these problems seem to be rather dif:ficul t. 

J. Roi +.man [65 J has shown that if w < cf'().) < ). and A < exp( cf'( A)) , 

then for 1 the answer to the sup= max prQblem is negative within 

~ for any of the functions h,z,s. 
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4. Cardinal 
2 I l 

• :functions o~ pr,9,ducts 

• 

4.1. The aim of this section is to investigate the following basic 

problem· 

Assume <f> is a cardinal function and 

R = X{R. : i €. I}; 
l. 

how can we evaluate ~(R) in ttrms of the values 

the cardinality of the index set I? 

<f>{R.) (i S I) 
l. 

a.nd 

In order to exclude some trivial difficulties we a.ssum•e that no R. 
l. 

in(*) is indiscrete~ hence it contains two points p., q. such that 
l. l. 

pi${¾}. If we denote by F the two element T0 space, in which one 

of the points is closed and the other is not, then 01.1r convention 

obviously implies (with )II= a> w) 

Fa. R c or 
top 

D(2)a. c 
top 

R, 

depending ~n whether 

We shall show 1.n 6 .· 7 

F0 and D(2)et.: 

I { i : q - e { p. } } I = a or not. 
l. l. 

and 6.8 that the following relations hold for 
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a) If 4> is one of' the functions w, s, h, z, X then 

~(Fa)= ~(D(2)a) = a; 

b) If~ is n, or u,or ~,or a, then cp(D(2)a) = a; 

For a product of the f'or1n ( *), where cp is defined for each 

we put 

R. (i e I), 
1 

4.2. (i) For every cardinal function we have defined, 

(iii) If I is infinite and all the R. 's 
1 

are T 1 then 

(iv) 

Proof 

q,(R) > lrl. 

If aJJ the R. 's a.re completely reg1.1J ar and I I I > w, then 
l. 

u(R} > l I I . 
• 

k and L (i) holds because each 

Ri is the image of' R under the open and continuous mapping'. 

1r.: R + R ... 
1 1 .. 

i.e. the projection.· of R onto the factor Ri. For the others ( i) is 

true bee a.use R . C R holds f' or each i e I • 
1 · top 
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If f + 1T then (ii), (iii) a.nd (iv) immediately follow from 4.1 a) 

and b), respectively, because 4> is monotone with respect to subspaces. 

To prove (ii) for rr, however, we have to proceed differently. Since 

R- is not indiscrete, we can choose a non-empty, proper open subset 
i 

G. c R- for each i G I. Let 
i l. 

N -1 ) G =ir. (G. 
l. l. l. 

and 9 a n-basis for R with l@I = 1T (R). It follows • from 011r ass1,.11ipt1.on 
,.., 

that the intersection of infinitely many G.'s has an ffinpty 
l. 

interior. Therefore, each P e !i' can only be contained in a finite 

number of the sets G .. This implies III < ~l.w, hence lrl < 1r(R). 
). 

4.3. (i) If$ e {w,rr,x}, then 

~(R) = 

(ii) If all the Ri's are T1 , we have 

Proof 

Suppose that c&: (i €, I) is a bas.e for R. such that I~ I = w(R. ). It 
1. 1. l. l. 

is obvious that the system -Wof all (open) sets of the form 
-1 ) - 1 ) ., _., 

,r. (B1 n ... n ,r. (B.. , where B- e ur. , constitute a base for R. 
i 1 l.k -k J l. j 

Obviousl.y, I~ < I I I . wI (R), hence 

The opposite inequality follows from 4.2 (i) and 4.2 (ii). 

It is easy to see that if the -1.,,: 's above are cl1osen as ir-basis f'or 
l. 

R-, then the resultingY is a 1r-basis for R, a.nd this implies 0,11,• 
1 

• • proposition 

Finally, if 

system) for 

as above. 

f s R and t,,J. is a neighbourhood basis ( or separating 
1. 

f. e R. , then -1.,,J is a neighbourhood basis ( or separating 
1 l. 
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system) for fin R, and from this (i) for x (or (ii) for tJ,) follows 
• • immediately. 

4.4. (cf. 6.9) If 4> = h or cp = z then we have 

Pro.of 

The inequality on the left is an immediate consequence of 4.2 {i) 
and (ii). The proof' of' the other inequality is completely analogouAs 

for h a.nd z, therefore we shall only prove it :for cl>= h. 

First we consider the case in which 

+ Let us put h1 (R) = a and (exp a) =a.Suppose that h(R) >a.Then 

we can choose a right separated sequence S = {:f~:; < f3} c R. Thus 

for each ~ < B we have a.n elementa.1')'· open set U~ c R for which 

Now we forrn a partition of a 2 as follows: 
2 If { t , n} 6 , t < n we put for i € I 

Since for n 

henc·e we obtain a. pa.rti tion of 2 , indeed. 
U {I. : i e I} = 

l. 

Now B > exp a and I I I < a imply, using the ER-Ler,atLa A4.4 , that 

there is an H c 8 and • an 1 0 e I such that 

I I + . 2 
H · = a a,nd H . c I .. • 

io 

It follows from the definition of I. that 
io t G H} c 

2 

• 
1S 



a right-separated subspace of 

ever, is in contra.diction to 

of cardinality IHI - + a • This, how-

h ( R . ) < hI ( R) < a , 
10 

and proves 4.4 for h, under the condition III< hI(R). In particular, 

we have 

provided that I is finite. 

and 

= a. 

So we have a right-separated sequence S 
• suitable 

For each 

elementary neighbourhoods 
e- < + 
1:-:, a. we put 

+ R.}. 
1 

< a+} in R with 

as above. 

Then each It 
I has only a 

IAI = a+ and 

is a finite subset of I, but lrl <a< a+ and therefore 

finite subsets, consequently there is an AC a+ with 
f,J 

a finite subset I of I such that 

• 

Now it is obvious that 

is a right-sera.r~ted subspace of 

R = X {R.: i € i}, 
1 



! 
' 

' 

' 
' 
' 

' 
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because for ea.ch ~ e A 

Thus we have 

which is in contradiction to what we showed in the first pa.rt of our 

proof .. This co;nipletes the verification of 4.4 for h. 

It should be obvio11s to the reader that, by straightf'orwa.rd modi­

fications, the above proof ca.n be transf'orzned into a proof of 4. 4 

for z. 

R€-ma.rk 

h8Jll:pl.es 6.9 and 6.10 show that 4 .. 4 cannot be jmproved by decrea.si..ng 

exp( ♦I(B)). Recently A. Ha.j:n.al and I. Juha.sz have shown by a different 

method that 4. 4 a.ls o holds for q, = s (see reference [ 6 3 J) .. 

4 • 5.. (cf. 6 · , 16] or [ 30 J ) 

(i) d(R} ~= log frl. dI(R); 

· (ii) If' moreover each Ri contains two disjoint non-empty open sub­

sets, tben 

Proof 

Fir,st we show that for a > w 

d(D(a)exp a) 

holds,. For this we write 
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where D~(a) = D(a) for each~< exp a. Then we choose 

say X = D(2) 0
, such that lxl = exp a and w(X) = a; we 

form X = {p~: ~<exp a} and choose an open basis 

a T2 space X, 

write X in the 

{B: p < a} 
p 

for X. For any ordered pair (r,s) of finite sequences 

where 

r = 

P. < a, 
J 

s = 

. . . , n. < a 
J 

of ordinals 

and the sets B , •.. , B are pairwise disjoint, we define a point 
p, p. 

f ' e D(a as follows: 

n 1 , if 

n., 
J 

0, if 

Let S be the set of all such points 

that Sis dense in D(a)exp a_ Since 

f(r,s) in D(a)exp 0 • We claim 
' Isl= a, this will imply 

d(D(a)exp a)< a. 

Let G be an element:a,1•y open set in D (a) exp a. of the forrrJ. 

These sets for,rn a basis for D(a)exp a, hence it suffices to show 

S n G + (6 for each such 

• • have pairwise disjoint neighbourhoods, and thus we can select pair-

wise disjoint B , ,. •• , 
p1 J 

• • •, Pr e B • 
'°;,• p. 

J J 

Now , if we put r = ( p 1 , ••• ,P j ) , s - n 1 , ••• , nj , we ave · , 

• 

X 
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· · · f f(r,s) d G vbich :f'ollows immediately from the def1.n1. tions o an • 

+ . . D( )exp a Hence ve have G o S fl, and S 1s dense in a • 

hence we can choose 

S = x{ S . : i e I} is dense in R • 
1 

-
with 

a, for each i e I, 

a.. Obviously, 

lov let gi be an arbitrary mapping of D(a.) onto Si. Then gi is 

continuo1.1s, beca11se D( a) is discrete, hence the product map 

"'· -.,! ·t"' · d . t· 1s ll:IU-80 con 1nuous an surJec 1.ve. Since log lrf < a., we have 

I I I 1~ 11 exp a~ and therefore 

~. a . . ol.noe ·• · i.S dense 1n R, ve have 

wb!ob proves 4.5 (i). 

(1) .. · ... · .. . ' 1 . ]. 
U,. • BF 4.2 (1) we have d(R)· > d ·(R) hence to prove 4 5 (ii·), it l. :i:. I , . • 

s,1rtie•s to show d(R) .~111 log I I I. Suppose this is not true and s is 

• 4-nse subset of' R with I sf <-log f I I. 

sequence of O's and 1 's, with the 
IIMII l l.b && r. Then 

n ••• o -1 
'1T • 
' l. . 

J 

ie •.·· .. ·, .' iu B, benee tber,e is a point 

Let-. cauider QPW the space 

( €.) 
(U. J ) 

].. 

J 

. ., .·, , l _ : . ... , . . .. . 
: ' ·, . . _,,.- . - . ( ' . ' ., .. ' . •, . ' ; ' ' ' . 

. ' . . . -:i. .· 
: . . . ~ 

= D(2)}. 
. . 

. . th ( r , s ) I.."' G ( r , s ) 
Wl. p ~ • 



• 
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Every pair (r ,s) of the above kind deter1r1ines an elementary open set 

in D(2) 1 , namely 

and conversely, each elementary open set can be obtained in this way. 

Furth - t ,,,... S . . ,.., ( 2 ) I • errnore, o every p IC< we assign a point p of D , defined as 

follows: 

1T.(p) = 
l. 

We claim that 

o, if 

1, if ~ ( 0) 
7T. (p) ';- u. . 

l. i 

N 

s ~ {p: p es} is 
. ( I ""( r s ) ( r s ) 

a.n elementary open set in D 2) , then p ' e O ' , because 
V 

hence S n However,this implies 

which is in contradiction to 4.1 c). Thus 4.5 (ii) is proved. 

Proof 

The left-hand inequality was proved in 4.2 (i). To show the other 

inequality, we first consider the case in which I is finite, 

I= {i1, ••• ,i }. We put c1 (R) = a. 

• 1S 

n + 
Suppose c(R) > exp a and = {G~: ~<(exp a) } is a disjoint family 

or elementary open sets in R. 

Let us define 

1 , ••• , n 
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and 

+ Since ~ is disjoint, every pair { ~, n} with f; < n < ( exp a) belongs 

+ 2 
to some Ik., i.e. we have a pa1·ti tion of ( exp a.) _ into 

Hence, by the ER-Le1r1ma A4 .4 , there is a set A c ( exp 

I A I > a and a k < n such that 

n classes. 

)+ . a with 

This :iniplies that 

Ri » hence 

~ e A} is a disjoint ramily or open s~ts in 

k 

k . 

wti:ieh is a contradiction. 

Bow let I b~ arbitrai:v and suppose that 

111.ll.B we have a disjoint :fa.mi ly 

in R. Let us put 

1r.(G) + R.} 
1 ·t l. 

+ 
{G~: ~<a} of elementary open sets 

+ (t < e ). 



• 

4.7. 

This means that {n1(G~): ; € B} would be a disjoint system of open 

sets in ir1(R) = X{Ri: i e I}, which is impossible by what we have 

proved above. Thus 4.6 is proved. 

Remark 
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In the second pa.rt of this proof we have shown that i:f c(R) > B then 

there is a :finite subset r0 c I such that 

• 

The proo:f is very simjlar to that of 4.6. The left-hand inequality 
+ was shown in 4.2 (i). We put a, B = (exp a) . 

If To prove the rest, we 
+ c;(R) > (exp C1.) = B held and {HP: p < S} were a disjoint :family of 

elementacy 

where 

I- = {{p 1 ,p 2 }: ,r.(H ) n n.(H ) = 0}, 
l. l. p1 l. p2 

by the ER-Lemma A4.4 we would get 

the :factor spaces Ri, a contradiction. 

Now, if I is arbitrary and {H: p < S} is as p 
I = { i e I : ,r . ( H ) i= R. } ( p < S ) , we have e 

p l. p l. 

hence by A2.2 there is a B c S with \Bl > 

{I: p e B} is quasi-disjoint. This, however, 

one of 

above, f'u.rthe1·r11ore 

> exp a= (exp o)wt, 

exp C1. such that 

implies that for 
,.., p 
I = n {I : p € B} the projections ,r~(H ) , p e B 

p i p 
• • • are pairwise dis-

joint, which is in contradiction to the first part of' our proof', 

Recall 0.13, that a is a caliber for X i:ff for every c o(X) with 

= a there is a - with I = C1. and n-
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4.8. (cf. _1_) Suppose a> w, a is regular. Then, if a is a caliber for 

each R • , so is a for R • Hence c ( R ) < sup ( d ( R. ) : i € I } • 
l. - 1 

Proof 

First we consider the case where I is finite, e.g. I = { 1, ••• ,n}. 

Suppose now {G~: t < a} is a famjly of non-empty elementary open sets 

in R, i.e. 

i = 1, .•• , n} 

a (non-empty) open subset of R •• Since a is a caliber 
l. 

for R1 , there is an A
1 

c = a such that 

Then, using the fact that a is a caliber for R2 , we get a set of 

ordinals ~ C A 1 such that I ~ I = a and 

continuing this proced11re we finally obtain a set 

and = a 

for each i = 1, ••• , n. Thus we have 

' 

n { Gt : t ~ An} + ¢, 

which proves that a is a caliber for R. 

< a} is a family of elemen-
tary open sets in R. As 1.1suaJ., we put • 
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By A2. 2 there is 

quasi-disjoint. If it is even disjoint, i.e. n {I~: , €A}= 0, then 

n { I : E; e A} = 
E; 

partial product 

~, hence we are done. If, however, 
r. , 

I+¢, then projecting our famjly onto the finite 

X{R.: i e I} yields us the desired result. 
l. 

4.9. (cf. [17], VII. 19 or [6bJ). Suppose 

• 

f: R = X{R. ! i e I} -+ X 
l. 

is a continuous map of the product space R onto the T2 space X. 

Moreover, let a-rciax{d
1

(R), \P(X)}. Then there is a set Jc I with 

(i.e. f depends on not more than a coordinates). 

Proof 

that f = g O ,r 
J 

Let p be an arbitrary point of R, f(p) = y. Then w(y,X) < a, hence 

G ,n 
1 

n p ,n 
=f R.}. 

1. 

we 

choose a fixed point 

following notation: 

0. €, R. for each i S I, a.nd introduce the 
l. l. 

if q is a point of a subproduct x{Ri: i £ 

is the point of R specified as follows: 

0 1f.(q) = 
l. 

1f.(q}, 
l. 

N 

if i € I, 

.. 
0 . , if i € I \ I • 

1 

fW ,.., 

I} , where I o I , 
0 then q 

Suppose that the sets J k with I Jk I < a have already been defined for 

k < n < w. Then I U Jkl < a, hence, by 4.5 (i) 
k<n 

d(X{Ri: ie u Jk}) < a. 
k<n 

L,et Sn be a dense subset of the above partial product; Is I <a.Then n 
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• 

for each q € 

that 
Sn we can choose an elementary 

Then we set J 4 = {i e 
n 

qe 

I: n.(H) + R.} 
1 q 1 

and 

s }. n 
• 

G o,n set in·R such 

Obviotisly, fJ I< a.a= a, hence the induction can be carried out n 
for each n < w. Finally, we define 

J = u {J : n < w}, 
n 

and claim that J indeed satisfies our reqt1i rements. 

For this we have to show that 1rJ(p) = nJ(r) implies f(p) = f(r) for 

all p, r e R, or equjvalently that f(p) = f(p) for all p e R, where 

If q e Sn for a certain n < w, we put 

S' = {q': q e S }. 
n n 

It is clear then that S' = v {S~: n < w} is dense in 1T J(R). Hence 
• 

there is a. Moore-Smjth sequence {4-t: t e T} over a directed index 

set T such that 4t-+ 1rJ(p), hence~~ p. Also, if we define q by 

1r.(q'), if iS J; 
1 

TI. ( q) = 
1 

then we must have 4.t -+ p ( t € T ) • 

For any t e T we have 

• 
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hence, by our 

and + f(p) and consequently f(p) = f(p), since f is continuous 

and Xis Hausdorff. 

Remark 

The significance of 4.9 lies in the possibility of giving an upper 

bormd for the num.ber of factors in a product of certain spaces, when 

we originally only know the mere existence of such a product. As an 

e:,ra;mple we mention the following. 

Corolla1:;y: 

(cf. 8 ) If Xis a dyadic compact space then w(X) = x(X) (= $(X)). 

Proof 

By definition, there is a continuous mapping f: D(2) 8 ➔ X for a 

certain a. If x(X) = a, then by 4.9 f only depends on< a coordinates, 

i.e. we can ass1Jme a< a.. Now w(D(2) 8) = B (cf. 4.3 (i)), hence, 

w(X) < S, since, as is well-known.continuous functions do not in­

crease the weight in the class of compact T2 spaces. Hence 

w(X) < B < a, i.e. w(X) = x(X). 
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5. Martin's axiom 

• 

5.1. The following assertion (M) which we call Martin's axiom, is proved 

to b-e consistent with the lJ.sual axioms of' set-theory (cf. 26 or 

(M) If~ is a complete Boolea.:n algebra satisfying the countable 

chain condition (shortly c.c.c.) and Ac;.c':B is a subset of~ for 

which preserves all these sups in the following sense: 

If 

We shall show that (M) implies exp w > w1, i.e. it contradicts CH. 

On the other hand, (M) has several interesting consequences, which 

in the author's opinion, make it worthwile to have as an alternative 

to CH. 

5.2. The following assertion (R) is equivalent to (M): • 

(R) If Xis a compact T2 space with the Suslin property (i.e. 

c(X) = w), then X has the w1-Baire property. 



Proof' 

{M) + ( R). Let { S(: f; < w 1} be a fa,mj,ly of nowhere dense subsets of 

X .. We 

For this we consider the complete Boolean algebra's> of all regular 

open subsets of X .. Since X has the Sualin property,'l, satisfies the 

c.c .. c. 

For ea.ch E; < w1 we put 

Since St is nowhere dense, it follows easily that u Jt~ 
X hence . , 

• • 
1s dense in 

{Gt: f; < w1} o '\1itJ is centered, since, as is known, finite meets in ':B 

are ordina:·r-y intersections. Since X is compact, this implies 
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Let p € " {Gt: f; < w1}. Then, by definition, for ea.ch ~ < w1 , 

hence p S X \ v {St: ~ < w1}. This proves (M) -+ (R). 

(R) + (M) Let1, be an arbitra?·y complete Boolean algebra with c.c.c. 

We denote by X the Stone space of S, which we identify with the set 

of al.l clopen subsets of X. Obviously, X must have the Suslin 

property. 

subsets of~ and G~ = 

is nowhere dense (and closed) in X, hence u.sing (R) we obtain the 

existence of a p e X such that p $ S for all ~ < w1 . Let 1Jt be 
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defined as follows 

G E. 1't ~ G E- 7J and p €. G. 

Remark 

there is an 

the proof. 

• Moreover, , then 

and thus 

(R) implies that every open subset II of a compact T2 space with the 

Sus lin property also has the w 1-Ba..i re property. 

Indeed we <'an apply (R) to H and remark that H\H is nowhere dense 

in H. 

Coral]_ a,·,-y 
(M) ~ exp tu > w . 

1 

Indeed, the closed interval [O, 1] is the ,mi.on of' exp w singletons, 

which are a.11 nowhere dense. 

5.3. Consider the following assertion 

(K) If X is an a.rbi tra.1y topological space which the Suslin 

property, and c. cr(X), I I = w1 , then there is a. ' c with 

I . ' I = w 1 such th a.t ' is centered. 

Cla.i m: (M) ~ ( K) (cf. (23]) 

Proof 

Suppose = {G~: t < w1}, where every Gt is a re ar open subset 

of X. This does not resuJ..t in any loss of' generality, beca11se, as can 
· 1 b . . - ( 1) (n) easi y · e shown, for a.rbi tra.,-y open sets G , ••• , G , 

(n) ... n Int G = 0, 

and therefore the G~ could be replaced by Int G~. 

As is known, the set B of all re ar open subsets of X constitutes 

a complete Boolean algebra under sui te.bly defined operations .. 
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Obviously,,;r; satisfies the c.c.c., because X has the Suslin property. 

Let us now put = {Gn: n >~}and H~ = sup Jc,~. 

Since~ satisfies the c. c. c. there is an n0 < w1 and an H €'°:B such 

that n0 < ~ < w1 ➔ H~ = H. 

and the Boolean 

algebra~H obtained by ''restricting'',-e-~ery member o:f~ to H. Thus 

In other words , there a.re cofinally many members o:f 

obviously implies 

in%, and this 

'-

Hence we can choose t -- n '\tt.,, because the 

,::OH) are ordinary • • intersections, and thus ' is centered. 

5.4. I:f (K) holds and Xis an arbitrary cocompact space with the Suslin 

property, then w1 is a caliber :for X. 

Proof 

Let c cr(X), I I = w1 and tf'be an open base f'or X such that :F c 

and f centered imply n {F: F eF } + ¢. For each Ge we can choose 

a BGe such that BG o G. Then {BG: Ge } has a centered subfamily 

{BG: G€ '}, where I 'I = w1 • Then however 

0 f n {BG: Ge '} c n {G: Ge '}, hence w1 is a caliber for X. 

Coroll!?rY: 

Ass11me ( K) and suppose 

open subsets of a cocompact space 

< w1 } is a 

X with the 

Indeed, iff , I I = w 1 , then n ' = n 

a ' C ...,.. with ' I = w 1 such that n + 0. 

decreasing ramily of 

Suslin property. Then 

but, by 5.4, there is 
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5.5. Suppose (K). Then every product of spaces with the Suslin property 

also has the Suslin property. 

Proo:f 

According to our Remark made after the proof of 4.6, it suffices to 

show that any finite product of spaces with the Suslin property has 

the S11slin property, and this can be reduced trivially to the case 

of two :factors. So assumP, X = x1 x x2 , where x1 and x2 have the 

Suslin property, let be a set of elementary open subsets of X, and 

I = w1 • Using (K), we can choose a subfa.m.ily 'c with I I = w
1 

such that 1r 1( ) is centered, and then applying (K) again, we have a 

'' c ' with I 'I = w1 for which 1T 2 '') is centered. Now it is , 

obvious that any two members of' '' intersect, hence cannot be 

disjoint. This completes the proof. 

If Xis a first countable cocompact space with the Suslin property 

and every closed subspace·of Xis cocompact~ then Xis separable, 
provided (K) holds. 

Proof • 

First we show that d(X) = w1 is impossible. Indeed, suppose d(X) = w
1

, 

and let S = {p~: ~ < w1} be a dense subset of X. We put 

F = {p: n 
~ n < ~} and G~ = X \ F ~ ( ~ < w 

1 
) •. 

Then {G~: ~ < w1} is obviously a decreasing ~amily and each G~ is 

sepa.rable • Hence, 

of 5.4. On the other hand 

H n S = 0, hence Int H = Qt. Let p e H be arbitra1-y, and {V : n < w} 
n 

a neighbou~rbood basis for p. Since p € 

such 

an a. c w1 , such that 

n(t) = n0 for all ~ e a. 

Then, however 9 

H~ for each ~ < w1 , we can 

Thus there is an n
0 

< w and 

• = H, in contra-

• 
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diction to Int H =¢.Consequently, d(X) = w
1 

is indeed impossible. 

Suppose now d(X) > w1 is arbitrary. By 2.25, there is an Sc X with 

Isl = d(S) = w1 and c(S) < c(X) = w. Then Sis a cocompact space, 

which is first countable and has the Suslinproperty, because S has 

it. Moreover, d(S) < d(S) = w
1

, but d(S) = w cannot hold, because, 

by 2.26, this would imply 

d(S) < d(S).a(§) = w, 

which is in contradiction to (:1(8) = w
1

• 
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Consequently, Sis a first countable cocompact space with the Suslin 

property and d(S) = w1 , however this is impossible by the first part 

of our proof. Thus 5.6 is proved. 

Corollary (cf. 3 ) 

If (K), then every perfectly noi·1nal compact T2 spa ~ X is heredi­

tarily separable. 

Proof 

By the Corollary of 2.26, it suffices to show that every closed sub­

space of Xis separable. However, it is well-known that Xis heredi­

tarily Lindelof, and therefore also hereditarily ''Suslin'', and thus 

5.6 can be applied to every closed subspace of X. 

Remark 

As is shown by Example 6.10, first countability is insufficient to 

imply the hereditary separability of a compact T2-space X with the 

Suslin property, although if (M) holds, it implies the separability 

of X by 5.6. 
• 
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• 

6.1. Let us denote by~(a) the set of all non-principal ultrafilters on 
• a and define 

X = av :f (a); 

a r 2 . topology as follows: 

is isolated in X, while if' u e :F (a), • then a basis 

we provide X with 

every member of a 

of neighb,011rhoods for u is given by the sets of the fonn 

{u} u A, where A e u. 

• 

• 

Then, as is easily seen, X e~2 , lxl = w(X) 

~(a) is discrete in X, however, d(X) = a. 

= s(X) = exp exp a, since 

6.2. Let R be the real line with the topology generated by the sets of 

f'ortn G \A, where G is open in the 11sual topology a,nd I A I < w. Then 

R € 11' 2 since this topology is finer than the 1Jsual and every co1.1nt­

able subset of R is closed. Therefore d(R) > w1• 

We show that d(R) = w1• Indeed, let us denote by Q the set of all 
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intervals vi th rational endpoints. For each I € Q we choose a subset 

S = v { BI : I € Q} 

is a dense subset o:f R and IS I = w 1. By 2 .6 (ii), this immediately 

implies 

z(R) > w . 
===11 1 

It is easy to verify,. on the other hand, that R is hereditary Linde­

lof', hence (c:f. 2.6 (i)) 

h(R) = s(R} = w. 

It is also obvious that ~(R) = w, but a(R) = w1. 

6 .. 3. Let R be an arbitrary space and -< a well-ordering of R. We de:fine 
1 u . 

two spaces R and R on the sam.e 11nderl1ng set R as follows: 
1 u 1( u A ba.si.s :for R (R ·) consists of all sets of' the form G G ) , where 

X X 
G is open in R, x E: G and G1 = {y E 

x y xy z x y zxy 
both are indeed bases of some spaces whose topologies are obviously 

finer than that o:f R, hence in particula.r T
2 

i:f R is so. 

. .. 
¥,>~p9~-~ tion 

( i) h(R1 ) IR I 1 z(R) - and z(R) -- -
(ii} z(Ru) - IR I a.nd h(Ru) - h(R). - -

Proof 

(i} h(R
1

) = tRI is trivial as-< right separates R1 • To show z(R1 ) = 

= z(R), let S c. R
1 

be left separated by a well-ordering 4, say. By 

theorem A4. 7, j11st li.ke in the proof of theorem 2. 7, there is a sub­

set T c:: S with lT I = IS I such that the two well-orderings -< and . <J 
• • coincide on T. 
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But then Tis obviously also left separated in the original space R, 
• 

hence IT I = IS I < z(R), which wa.s to be shown. 

The proof of (ii) is completely analog6us. 

Thus as we can have T
2
-spaces R wi. th IR I = 

z(Ru) = exp(h(Ru)), and.as we can have ones 

1 · ( 1) then we have h(r ) = exp exp z !{ .• 
• 

• 

• 

exp h(R), we then have 

with I R I = exp exp z ( X) , 

6.4. Let [0,1) denote the half open interval of reals and let 
• 

• 

X = w x [O, 1) 
1 

• 

W1th the topology induced by its lexicographic ordering. Then X €- ~ , 

. . th ''l 1· '' and obviously Xis connected.Xis sometimes called e . ong- ine • 

It is easy to see that x(X) = w, but k(X) = w1, which shows that 

2.18 cannot in general be improved . 

• 

6 • 5 • ( cf. [ 5 ] ) 

Let A > w be an arbitrary inaccessible cardinal. For each a < A we 

define O as the one-point compactification•of D(a.), and put 
a 

= X{n: a.< A}. a. . 

Then Qe~ a.nd, obviously, c(n) =A.However, n does not contain 

pairwise disjoint open sets, since A is a caliber for every n (a< A) 
Cl. 

a,nd A is regular, hence, by 4.8, A is also a caliber for n. 
This shows that in 3.1 the condition of A's sin~~arity cannot be 

dropped. 

6.6. R. Jensen has shown that if Godel's axiom of constructability 

holds (V = L), then for every non-weakly compact inaccessible cardi­

nal A there is an X e ~ such that I XI = A but X does not contain A 

pairwise disjoint intervals. Thus, since V = L-► GCH, s(X) = A by 

2.9, beca1.1se A is strong limit. However, X cannot contain a discrete 

subspace of power A, as follows from 2.8 (ii) and the choice of X. 

This justifies our rema.rk made after the proof of 3.2. 

. ,, "!lf1 
' I ' 

' 
) 
I 

l 

l 

I 

I 
I 

) 

l 

i 

' ' 

I 

\ 

I 

I 



6.1. Let F • {0,1} with the T0 topology in which O is isolated but 1 is 

not. 
the elementary open sets in Looking at 

a. 
w(F ) ~ a. On the other hand, if we define 

it is obvious that 
a 

p E;. e F for E; < o. by 

o, if n = t 

1 otherwise , 

then {pt: (<a.} is a discrete subspace 
0. of F. Consequently 

at 0. = z(F) = s{F) = a. 

It is easy to see that for the point q O ~ F
0 

with 

= 0 for all n < a, 

a. 
a~ hence x(F) = a., too. 
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6 .. 8. If D( 2) is the two-element discrete space, then simi la.rly as in 6. 7 

we can show 

From this and 4.2 (ii) we obtain 

Finally, since D(2)Cl is regula.r, by 2.3 (i) we have d(D(2)
0

) > log e1. 

This, together with 4.5 (i) yields us 
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6. 9. Let R be the set of' real ntirohers with the '' S_orge~frey '' top,ology, i .. e. 

the one deterrr1j ned by all half' open intervals x ,Y) as a base for the 

open sets. It is well-known, and easy to show that 

d(R) = h(R) = z(R) = s(R) = x(R) = ~(R) = L(R) = w, 

but 

w(R) = exp w. 

Also, Rx R contains a closed discrete subset of power exp w, hence 

s(R x R) = L(R x R) = exp w. 

This shows that 4.4 cannot be improved. 

6.10. Let I*= I x {O, 1}, where I = , 1 and r* is provided with the 

lexicographic ordering and the order topology deter1ni ned by it. In 

other words, every point of' I is ''split'' into two. This space is 
. * r.l. known as Urysoh~'s space. Obviously I€ o and 

Let J = (0,1) and J' = J x * { 1} C I be considered as a subspace of 

* I. It is easy to see that J' is homeomorphic to the space R of 6.9. 
Therefore 

* s(I x 

* * 

exp w, 

though I x I e ~ and 

This justifies our remark at the end of 5.6. 
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6.11 (cf. 2.3). If Xis a completely regular space, then X can be embedded 

as a closed subset of a completely regular space Y such that Y\X 

• 

• • is discrete and 

Proof. Embed 

* and let A c 

d(Y) = log w(X). 

y = X X {p} u A 

satisfies our requirements, if we refine the subspace topology or Y 

by making all {a}, a€ A open . 
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AO. Not~tion I conventions and prerequisites, 

.A.,B, C, ••• A' ,A' , ••• 
a 

oc; \"'"" .-,, <.X* <X ... ~~ 0,,1. ) 

P(A) 

-
[A]r 

Or 

(l 

t, n, e. ~, t, ... ,t', t , ••• 
n 

Ea.ch ordinal is the set 

of its predecessors 

Some consequences are 

• 

stand for ordinary sets in naive set 

theory, or e.g. the ZeI'tt1elo­

Fraenkel set theory with the 

axiom of choice, but without 

CH or GCH. 

~arnilies of sets 

the power set o:f A 

the empty set 

the family of r-element 

subsets of A 

the class of all ordinals 

ordinals (''variables'') 

= {nln < t} 

n < ~~--- > n E. ~, 

m.in Or = ¢ = O 
notation 

successor of n =nu {n} 

~\n = [n,t) ={tin< t < t} 



(For Ac Or) sup A 

accordin sup 0 
r; .J. n 

• 
l; + 1, • or more precisely~+ 1 

Card 

U A (is an ordinal!) 

0 = min Or 
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the ordinal which is the (ordinal) sum 

of' r; and n 

successor of l; = ~ u {t} 

the c1-ass of all ca.rdinals = initial 

ordinals 

The ca.rdinali ty of" A, resp. l;. 

finite cardinals (= members of w) 

infinite cardinal.s, or, if expl.ici tl.y 

stated, arbitrary (finite of' infinite) 

cardinals. 

The increasing sequence of infinite cardinals is denoted by wr;, r; E Or: 

WO= w, w,, w2, 003,••·, we,··· 
The finite cardinals = the :finite ordinals are the naturai nu1obers: 

0 = 0, 1 = {0}, 2, 3, .•. 

a a+a, a.e, 2, a , (X 

n 
are ce,rdinals defined as usua.l. (Note that 

n<z; n n<,; 

a+B = I a+B I , and a+6 = a+B ◄~ :: => a<6. If a is an ini tia.l ordinal, then a+ 1 

Ir•a~ either mean: the cardinal s11m, • i.e • a+1 = a, or, more frequently, the 

ordinal successor of a • : a+ 1 = a+ 1 = a u {a} • It should be clear from the. 

context in which sense+ is meant). 

(For Ac Card c Or) sup A 

+ 
a 

• l. . cardinal a - w;; J.S a J m, t -
• cardinal a - (A)t J.S a successor -

CH= continuum 

GCH = general 
1 

expa = exp a 

e a 

thesis 

CH 

U A (as before; note that 

A c Card ⇒\J A E Card) 

the cardinal successor o:f a 

+ 
a - 00t+1 -
E: • limjt ordinal J.S a 

E: 
• 
is a successor 

ordinal (or 

38e:Card, a 
Wo 

eq11j va.lently 

= a+> 
w, = 2 

Y a 2a = + 
a 

2a = I"&> (a) I 

exp(exp(n-1 )a) 

- w~, -
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loga 

yloga 

Ya (used in A2.3 only) 

~(a) (used in A4.3 only) 

Sarne consequences are 

mi n { B I 28 > a} 

mj n { B I ya > a } 

miu{BIBY > a} 

mju{f31a8 > a} 

ex.p(logCL) > a 

log( expa) < a 

Y1og(a0 ) < &.Yloga 

a)Y = o.y 

--
GCH ~ 1'> = cf ( see AO • 1 • 11 ) 

Simple rules for cardinal arithmetic, such as (a8 )'Y = a 8 •Y, 

15> (a) I = 2°, a < a~\Jy y0 < y8 etc. are ass11med to be well known. 

The fundamental theorem of cardinal arithmetic is Va .a.a = a, which 

has such well known consequences as a.+f3 ::::: a.. f3 = roa,x{a, a}, 
a.a = (2a)a = 2a, a 8 = (a+a) 8 • Fa,mj.lia.rity with the principles 

of transfinite induction is presupposed. 

Pr·oof' of o.. a = a. Define a wellorde.ring on Or x Or as follows : 

and wellorder 

< ( l; ,c;; ) < ( 0 , l; ) < 

< ( 1 , t ) < • • • ( E: , l; ) < • • • for all ~ < r; ( ordertype Ar; =l; + 1 -1- l; ) • Then, 

r; < r;'. 
'l'hi s gives a wellordering and hence a ft1nction <p : Or x Or -+ Or. 

Clearly for all a I ;(a ,O) I = la f • la I • Suppose that for some 

a ;(a,O) > a. 'fhen for some (r;,n) ct,(r;,n) = a and max{z;,n} =def 0 < a.. 

Clearly ♦ (8+1~0) > a and hence le-l-11 2 = lel 2 >a> 8 > lel. Now 1et 

a 1 = e. Repeating this procedure we find a decre•sing sequence· 

a > o. 1 > a2 > • • .. of cardin.aJs, contradicting the wel1orde:tring of 

Card. 

AO. 1 .Cofi.naJ i ty. 

Let (X,<) be a :fixed linearly ordered set. Then a set A is called 

cofinal in X if A c X and Y x € X 3 a € A x < a. 
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The co:rina.lit:y 
. 1 bill ill. 

_of, x;, cf X, is defined by 

er :X. • min{IAI I Ac Xis cofinal in X} 

• • 

Bxa:Rrtp les. If X has a largest el.ement , x,, then {x,} lS cof"inal ln x. 

80 (X has la.rgest element)(:. ~ cf X 
~' 

a - ! - • 

erreore: cf~= w, cf ww = w (Since 

properties of cf' are: 

4 =? cf X < w. 

lim w 
n 

n£w 
= U w = w ) , and n w 

llEW 

A0.1 .. 1. If' z c Y c X and Y is cofina.l in X and Zin Y, then Z is cofinal 

in X. 

A0.1.2. Each l.inear~~ ordered set 
• 

X < has a cofinal vell-ordered subset A. 

Proof. Define ♦ : Or X by transfinite induction so that 

♦ {n) > ♦ (z;) for all. t < n if {¢p{t;) lt<n} is not cofinal in X, 

= ♦ (0) otherwise. 

Then either A= {~(O)} or A= {t(n)l$(n) + $(0)} is as required. 

AO. 1 .. 3. Every ordinal z; = { n In< z;} has a co:fina.l. subset of order type < I z; I . 

Proof'. Let f : l r; I -+ l; be any bijection. Define q, a.s above, taking 

care also that ♦( n) > f'( n) be satisfied, if { ♦( 8) I 8<n} is not 

cofinal with r; • 

A0.1.4. For each linearly ordered set (X,<) 

<?~- ~ :=:: .. ~i-~{r;}x ,pa-~. a cofinal, subs~~- .. C?.t:. or,c;ier ,ty·os;. {t} s Q P.,, 

Proof.< is trivially satisf'ied. Let Ac X be cofinal, of minimal 

cardinality .. By 2 we can find A' c A such that A' is cofinal 

in A {and in X by 1) and A' is well:- ordered. B~r 3 we can find 

A' ' c A 1 such that A' ' is cofinal in A ( and in X by 1 , hence order 

typ,e A'' > cf(X)), and order type A'' < IAI = cf X. Thus order type 

A'' = cf X. By the de:fini tion o.f cf Xs cf X e Card. 
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A0.1.5. For each linearly ordered set (X,<) 

cfcf X = cf X 

Proof is easy from 1 and 4. 

AO • 1 • 6 • For each liroi t ~ € Or 

• + + 
A0.1.1. For each successor~ e: Or cf w = wt- , 1.. e . 

.~ ~ 
cf(a) = a 

a. Then for each~ e: A 
. 

Proof. Suppose Ac a+ satisfies IAI < 

~ < a+~ and hence I~ l < a and so also 
+ Thus sup A < a , and A is not cofinal 

lsu~ Al= luAj <a.a= a. 
. + in a. 

A cardinal a. is called re,sular 1. f' (l = cf a 
• ~insular 

s t,ro!?-g ,l,im~ t 

if a > cf a 

if' 'v 8 < a < a 

weakly inaccessible if a is regular limit 
p I Wl 

.strbngJ.y inaccessibl,~. if a is regula.r 

strong limit. 

!totice that it follows from 5 that each cofinali ty ( cf' X, cf a) 
• • 
l.S a regular ea.rdina.l. For 7 we may now read: each successor 

cardinal is regular, or eqt1ivalently: each singular cardinal is a 

limit. As t,o the existence of' regular li1njt (= weakly inaccessible) 

oardina.l s , see A6. 1 • 

J\0.1.8. P.or two cardinals a,8 with 8 < a. the following conditions are 

equi vaient: 

a) cf a= a< a 

b) ,a, i.s tbe m:i.nimaJ 

1l 1l ·•·· 
and 

c·e.rdina.l that there exists a sequence of' ordinals 

Vn < B t < a. 
Tl 



• 

77 
appendix 

c) Bis the minimal cardinal such that there exists a sequence of 

cardinals (a) with 
n n<8 

n < n' < B a. 
n 

each a. is regular (e.g. a successor cardinal) 
n 

lim a 
n <8 n 

= sup o. 
n<B n 

-- Ct 
n 

= a. 

d) Bis the minimal cardinal such that o. = a. for some set of 
n<B n 

cardinals {a ln<8} with a. < a for all n < $. n n 

Proof. (a) #-(b) by definition. (c) ~ (d) and (d) o/(b) hold 

trivially. As to (b) ~(c), define a. by transfinite induction 
n 

on n e.g. by 

CL n 
-- f U{a , ln'<n} 

n 

(Check that CL < o. for each n < $). 
n 

AO. 1 .9 • For every cardinal a. the following conditions are eq"L1i valent: 

(a) 

(b) 

(c) 

• a. is regula.r . 

each cofinal subset of o. ha,s order type a.. 

a = 

B > 

n<S 
Ct 
n 

for some 

CL or ] n < 

set {a. ln<el 
n 

a = a. 
n 

c Card implies: 

A0.1.10. For every cardinal a. 
cf a. 

a. > CL 

• 

• • 

cf a Proof. Suppose f: CL+ a. is any mapping, cf a= 8 and 

sequence converging to a. We 

will define a g € a.cfa. (i.e. g: cf a.+ a.) in such a wa;y that 

g + f(n) for all n < S, showing that the mapping f cannot be onto. 

Note that both g and f(n) are functions S + a.. Moreover for each 

t; e B _ < a. • Tb1...1s we :mey 

define g(t;) € a.\ {(f(n))(,;)ln<CL } arbitrarily 
t; 

for all t; < B. This yields g(t;) f (f(n))(,), and hence g + f(n) 

for all n < at;, and ~or all~<$ • 
... T....... ,.._,.__ .... _...;..... rP J,. ~,.,... ' ~-- ,n,, .... ~ r.J 
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10a 

AO. 1 • 11. 

b > a 

Proof of (a). If' c:f 2a. < a:. then 2 < ( 2a. )0 = 2° contradicting 

9. Si mi la.rly for b. 

-
Under GCH 'a if f3 < cf a 

ae 2a + i:f cf' a< < a - - a - -
28 - f3+ i:f a < f3 -

P 2y -- y+ roof. Assumi.ng G CH, y < a < a. Now if f3 < cf a. then for 

each :f: a 4 a sup{f(n)ln<f3} <a.Hence 

(1.B = I { f' f : f34a.} I < 

< 

If cf a< S < a then by 

I:f a< f3 then 26 < a.8 < 

~<a 

2l~l.28 < a.a.28 = a 
~<a 

9 : 2a =a+< acfa. <a.a< ( 2a)a = 2a. 

( 2s)a < 2a. 

A0.1.12. On G CH. 

Let R be the class of regular ca.rdinals and <p : o:t-+ Card be any ''well-

defined'' function that satisfies (Va,a e&): a< S~q,{a) < 4>(8) 

a,nd cf( q,(a.)) > a. 

( We may e • g. de fine cp by q> ( a ) = a+ , or cp ( a ) = a+++ 

( ) ++ = ~ and <P a = a otherwise) • 
• 

W. Easton, [37], has shown that there is a model of ZF + choice 
a . 

in which q,{a) = 2 :for each a c ll , provided there exists a mode]_ 
+ of ZF +choice.For 4>(a) = a this yields e.g. the consistence of 

G C H with ZF. Note also that, in some models, 2° = 2 13 

·ma;y hold for some cardinals a,S,a + f3. 

A0.2 Sometimes an ord.i.na.1 p is considered as .topological s12ace., by ta.king 

the order topology, :ror which {(n,~J(n<t<p} u {[O,nJln<p} is a base. 

A class A c Or is called closed if Y:/ p E Or A n p is closed in p. 
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A 1 Regressive fiJnf!tions 

A 1. 1 Let M be a set of ordinals. A function :f: M ➔ Or is called ~egrt?ssive 

if 

t e M \{O} 

and cp(O) = 0 if O eM. 

A1.2 •rHH!OREM [AIEKSANDROV-URYSOHN [1]]. 

• • 
➔ w1 is regressive, then_ , 0 < w1 

Proof. 

An = · { ~ G. w 1 I 

n c:. w 
• • • is non-increasing, we must have 

and hence = 0 for some n €.- w, a.nd th,1s ~ e:. A • n 
Thus some A must have 

n 

• 

seq1Jence 

the cardinality w1• 

1 we can :find a k < n such that 

Now we can choose n 
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A1.3 It is easy to see that A1.2 can be generalized as follows: 

• 

• Let ~ :_ -~ ;+. a be regress 1. ve. 

(i) • If a 1.s re a.r then < a 
_, 

f = a. 

(ii ) If a is sin ..... ar then \J a < a ~ < a f- 1 ( ~ ) > 6 • 
t.=:.::;;:.__;:,::.::,:::;__;;__.:::,,.__..:.:._-=~-..:;:_------------

Proof'. The proof of ( i) is an i1w11.ediate generalization of the proof 

of A1 .2. obtained by replacing everywhere w
1 

by a • 

The proof' of (ii) follows from (i) i:f we notice that 8+ is regular 

and f' I O + •• Q + ·--'-- Q + . . .., .., .... .., 1.s regressive. 

LE. The :following exa,rn;ple shows that (ii) cannot be sharpened. 

Let _ a strictly increasing sequence such 

that lim 6~ = a, a0 = 0 and a1 = c:fa. Define f: a-+ a as follows: 

f'(n) = if t < c:fa 

i:f , < c:fa 

Notice also that for no t E. a is f- 1 ( ~) cofinal in a. 

A 1 • 4 If p is a limit ordinal and M c. p an ar'bi tra..,-y co final subset of' p I then 

a fmlction ~ : M-+ pis called de:fin~tel.y di~erging if 

cp(n') > t . 

This means that the f'l,lnction 'values of cj> event11al Jy exceed any 

ordinal. ~ < p, what we also denote by lim cp ( n ) = p • 
nE:M 

If A and B are sets of ordinals a,nd cp : A + B is any f'1Jnction, then 

let 1. : A -+ B be defined by 

Notice that ,t is . a1weys • • 
increasing and satisfies ,t < cf>, ,rnoreover 

lim ;( n ) = p < > sup 
nE-A nE:.A 

_t(n) = p. 
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A 1 • 5 l,erc1r11a If' cf'p > w0 and A and B are two closed cofinal subsets of p, 

then A~ Bis cofina1, and in particular A AB+~- (Cf. A0.2) 

Proof. I:f' n_ 1 < p~ then define two sequences 
• 
1.n B as follows : 

( z;;n) n in A, and 
E.W 

n are defined n for n €- w or n = -1, then 

let mi.n(A \ n ) n 

let = rnin(B \, ) 
n • 

Notice that n -1 
< z;o < no < 

- u r; :> n Beca1.1se of - _,. n n G w 

and B are closed n €. A '1 B. 
w 

• • • r;n < nn < • • • 

cfp > w we have 

Put n - u n = -• w n ne:.w 

nw < p, a,nri since A 

A subset M of' a limj t ordinal p is station!)"Y in p if M " C + (21 for 

each closed cof'inal subset C of p. 

Note that, if' cf'p > w then by the above le,11rna, any set contaj ning a 

closed cof'inal. subset of pis stationa1~ in p. However a stationai-y 

subset of' p need not contain a closed cof'inal subset of p (let 

P = w2 and M = {n e-w2 I cf'n = w}). But we have 

A 1. 5 THEOREM ( W. Ne11m~r [ 53]). If 

then M is stationa1:-y i ff V 4> 
II 7 r p 51 a J 

(~ is not regressive). 

cf >wand Mc is cofinal with 

: M + p (4> is definitely 
I I. rt 7 rs L I P ! ■ 

' 

Proof. Sufficiency. Let M not be stationa.:r•y. Then there is a closed 

cofinal subset C of p which is disjoint fro1t1 M. Define cf> : M-+- p as 

follows 

q,{µ) =supµ n C µ e.. M • 
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Note that sup¢ = O, and that q,(µ) € C for each ii e M since C is 
• • • • closed .. It is easily seen that q, is regressive, increasing and de-

finitely diverging. 

Necessity. Assume that Mis a stationary subset of p and q,: M, p 
• regressive. is definitely diverging and 

As follows from A1.4 we may 

cp by _t). 

assume that is also increasing (replace 

Define a sequence 

< P, then let 

in pas follows: n0 = O. If n~ is defined and 

(i) 

< p). 

If~ 
0 

over 

• • • • • 
1 s a l1m1 tordinal , a.nd n E; 1 s defined f'or all~< E; 0 and more-

(ii) 

nE; < P, then 
0 

let 

• 

This procedure stops at a (limit) ordinal~ 

Because M is statioxiary, this set 

t<~o 
subset of p, and hence also 

closed and cof'inal in p. 

meets M, i.e. for some limit 

= p. Clearly 

~1 < to is (strictly) increasing and 

cp is • • • increasing we find that 

1 

Moreover it follows from ( i ) that 

• 

If we combine these two inequalities we obtain 

1 
• 

· This contradicts the fact that ,. . 
is regress.1 ve. 

• 
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Remark. If cfp = w, then clearly Mis stationary iff M contains 
-

a tail of p, i.e. 

Moreover for any cofinal M 

di verging 4> : M -+ p. For i:f 

i e. w, then we may define 

p"-t;cM. 

c p there is a regressive 

p = sup { p . I i G.. w} and p . 
l. l. 

= ma.x{ p . I p . < -µ } 
l. l. 

• 

APPLICATIONS IN TOPOLOGY. 

A 1 • 6 TH'&:QREM [ MY CIELSKI [ 5 2 ] ] • 

+ D(a) can be embedded • as a closed subset in 

definitely 

< pi+ 1 for all. 

Proof. Let R = X{D(t) I a<~< a+}. Since for these t ltl = a. 

and D(t) =· {n I n <~}with the discrete topology, R is homeomorphic to 
a+ 

R rJ (D(a)) • Note that R is the set of' all regressive f\1nctions from 
+\ t + N + . . ._ . + + . gu]. F a a o a • ow a a 1s stationa.:c·y in a and a 1.s re ar. or 

each ~ 6. a+\ a we choose one f E.. R with the :following properties: 
l;; 

(i) 

·(ii) f' J(z;\a): 
?; 

We claim that D = 

a+a is 1-1. 

+ a} has no acc11m:ula-

tion point in R. Let g e-R, then g is regressive and hence not definite­

ly diverging (A1.5),i.e . .:-~<a+ such that {n E-a+\ alg(n) < t} is 
..p.,:a1• +. + +. Th . co.s. ..... n in a. , 1 .e. has a elements, beca11se a is re ...... ar. en since 

(Cf". A 1 • 3 ( i ) ) . 

elementary open set in R which 

conta~ns at most one element, f~,, of D, since f~, is the only element 

of D which asst1roes the value ~' more than once. 
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A1.7 THEOREM. The ordered topological space w1 ={~It< w1} is not 

p~acompaqt. 

Proo:f. Let d be any open refinement of the cover consisting of a.1.1 

initial segments of w1 • We will show that some n 

co11ntably many members of tJ • Hence el cannot be 

E w even meets 11·n-
1 

locally finite ( not 

even p•oint-f'ini te, or point- countable) • For each n € w 1 , chaos e one 

elem~nt On € a' containing n. De:fine f: w1 -+ w1 in such a way tb.a.t 

f(n) < n and (f(n), co 
n 

such that :r-1(t) is 1Jncountable, i.e. f- 1 (~) is not bounded .. Then 

is boi,nded this 

members of eJ. 

C Q 
n 

for each n E 

mea.ns that ~;, is contaj ned in unco,rotably 

(The lt''mttia that each paracompact (or: metacompact) co1.1ntably compact 

space is compact, yields another proof of A 1. 7) • 

• is not n01•it1a.J • 

Pro,of". We will show that the diagonal b. = { ( n, n) I n € w } and the 

n € do not have disjoint open neigh-

bourhoods • Suppose U is any open nbd of b.. Define f: w 1 -+ w 1 in au.ch 

a wa;y that 

f'(n) < n 

and { n} x ( f'( n), n c u 

By A 1 • 2 there exists a t e w 1 such 

that :r-1(t) is \tncountable. Then 
-1 ( ) 00 1 e f t and 

• 

(n,ti1) € {~} x (t,n~ cu 

Renee (w1 .ti1) e U, 

proving that Un R + (lJ :for each neigh­

bourhood U of b.. 

,_ 

n e w
1 

\ {O} 

• , 

I 

/ 

,, 

• 

! 
' 
f 

l 
' 
' 

I 
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· A2.. 1 I:f ():j is a l,arge family .of finite sets then 

disjoint subf'ami ly of OC? Not necessa.ri.ly. 

• • does there exist a big 

0 1 
-3 

-2 

• • • • 

_, 
OC = {{-2,-3}} v {{ -1,~}lt < a}. 

Note that n 0G = ~. 

This situation suggests the following definition: 

A family er. is guaf'.)idi~.joint if {A \ n ~ I A € ex:. } is disjoint. 

A quasidisjoint family is called trivial if it contains only 2 sets 

( or even less). 

R~marks (1) The following conditions are equivalent: 

( i) 0C is a quas idisj oint fa.mi ly 

{ii) ]z VA,Be:CX AfB AnB=Z 

(iii) V A,B € ~ A + B A n B = n ex; 

(iv) each three-element subset of a: is qua.sidisjoint. 
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( 2) It :fo1lows easily from the Teichmu.ller-Tukey le·r11111a ( or e.g. the 
• equi vs.lent Zorn-le1t1ma) that a.nx fami l.y of sets_ cqnta~;ns ~axi ma] guas_i. 7 

dis,ioint a.nd maximal dis.joint, subfaroili_e_s. 

Let OC be a. ''large'' fa.mi 1.y, I OC I = a, o:f sets of' ''smaJ l'' cardinality» 

VA c:. CJG IA( < e. In this paragraph we will give estimations (lower 

bo11nds) for the supremum of' the cardinality of quasi disjoint subf'a.mi lies 

of OC, in terms of o. a.nd 8. Moreover we will give conditions rmder 

which the suprem1.1rr1 is actua,J ly reached, (i.e. sup = max). It can be 

shown by means of ex.a,ttiples that the results obtained are the best pos­

sible. 

At first, in A2.2, we deal with the cas~ B = w (i.e. X is a :family 

of finite sets). This case has applications, e.g. in the theor~ms on 

" the cellulari ty ni1ntber ( Suslin property) and caliber ( Sanin property) 

of top,ological products, cf 4. 6, 4. 7 and 4. 8 ( p.. 52-55). 

Secondly, in A2.3, we deal with the general case. The results are 

obtained independently from A2.2, but because the proofs and the 

e:x:a1uples a.re much more complicated, we have included A2 .. 2 in order to 

supply relatively short proof's for the applications mentioned above. 

A2 .2 le·nmia. Let n be a fixed integer. If a; is a family of' n-elPment sets, 

and IOCI = a is regu]a,r, then J~c CC, such that 4 is q11.as;_disjoint 

and I~ l = I CX: I = a• 

Proof. The proof will be given by induction on n. For n = 1 

disjoint and we may take X'a, = 0:: . 

• 
1.S 

Let the lerc1me1. be true if' we replace n by a.ny smaller integer. Let 

Since A is finite 
0 

and suppose f3 = l<.r I < a. 
0 

= a. 

I {A € ct I x E: A} I = a • 



• 
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Consider {A\ {x} I x €A€ OC}. By the induction hypothesis this 

:famjl.y bas a q11a.sidisjoint subfa-mily t., 1 of cardinality a. Then 

is a. quasidisjoint subf'ami ly of CZ of cardinal.i ty a. 

C <::t:, /\ 

If • is re 

• 
l.S 

ar 

tia,sidis · oint} =Ia::: I 
then .3 I:, c ct: 
-- • 

Proof. Let 11s first ass\11ne that IXI = a is reg,ilar. Tb.en .Jn e: w 

such that X bas a subfamjly of a sets of exactly n elements. Application 

of the above lemma yields a q12e.sidisjoint subfa;mi J..y of Cl::- of power a. 

If IO<::I = a is sin ar and e < a then e+ < a and B+ is re a.r. 

Hence as we j11st proved, there is a quasidisj oint subfamj ly of ct:- of 
+ . power e . This proves our theorem. 

• 

E 

a. {{1,2,3, .•• n} I n € w} is a countable family of :finite sets whose 

only quaeidisjoint sub~amiiies are trivial (i.e. contain two sets). 

b. If a is singular and I a.I = a then C(, need not contain q1m~idisjoint 

subramilies of power a. Let (a) be a strictly increasing 
~ ~<cfa. 

sequence, converging to a, and a.0 = O. 

(0,1) (1,1) (1,2) (a,1) 
' 

• • • • • • ••• 

(o,o) (a,O) 
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maximal ques;_disjoint-but-not-disjoint subfamilies of ct , and 

then 
t t+ 

, .([40] (49] 1 [60]) L,etct:' be a :family of sets such that ~ a and 

_V_A_e:_oc_· ·-- A ___ 

(i) s . 

= min{y 
def 

I y8 

then 

C er: a.nd uasidis·oint}, a= -------
> a}. 

(ii) Moreover if • a 1s re ar then there exists a 11asidis · oint 

~ c OC such that a. 

Before we prove of the theorem, we present some exe:mples and simple 

le 'a. l'ote that the ca,se a < 2a is trivial. 

Por wty e, y let X be the family of all. ( graphs of') fl1nctions a -+ y. 

Let ~ c a:::; be a. quasidisjoint subfarni ly, Y 

and Z = ()l"t'. By Z' ve denote the projection 

of Z ont,o s. If Z' = e, then t_= {Z}. 

It Zif + 8 , then let n e: 6 \ Z ' • For auy 

two f',g e: ~ (n,fn) ~ Z' • f n g, hence 

:r( Tl) + g( n) • ~is implies that 

J l:..I < f { f( n) I :f e: ~} l < y. Renee ~ 

and 

is q,m.sidisj,oint -: -=>I k I < y. Z'=1T Z 
f3 

z 

that :part ( i ) of the illeorem cannot be im.pruved. 

f 

g 

a 
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Remarl:t. 

It is not hard to show that for each a,S • • 
l.S Sl. ar 

there exists a family satisfying 

I crl = a and VA E oc I Al = and 

V ~ c C!:: ~ is q1iasidisjoint ===>IL.I < a 

For details see ~o]. This proves that part (ii) of' the theorem cannot 

be improved either. 

l-ettana. For any two infinite cardinals a ,Y and finite or in:fini te S the 

following relations bold: 

(a) 

(b) 

(c) 

a + 2 
+ f3 : :~ 8 < 2 < Cl 

y < a ~;>y8 < a 

• 

Proof (a) If a T 2 then 2 < a. If~-< 28 
9 then a< ,_)a< 

< 28 • a = 28 , and hence 2 = S a • 

(b) If a< y 8 then a< 

(c) If o < (y8}+, then 

o < ys)+. 

Proof of the theorem. 

( -,s < Ya.a a d h e-< = y an ence a _ y • 

< YB and hence 06 <ya< (yS)+. So 

If 2a > a then 8 a= 2 and (i) and (ii) are trivialJy satisfied. So 

l.et 1.1s assume 8 a + 2, i.e. ( lex,,roa. (a}) : 

• 

The proof is,..--devided into two parts. In (A) we prove (i) and (ii) for the· 

case that 8 a is reguJ.ar. This pa;rt is a slight generalization of the 

proof in ~9] • In ( B ) we prove that ( i ) also holds if 13 a is s ingu.lar . 
• 
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A. a a is regular. 

Ass t11,n.e 

~ is quasidisjoint >I kl < ... I a. (a) v~ C (L 

We will define so that 

(b) 

• 

(c) IX I < a 
l; 

. • 8. + B () ( Because of the regu.lar1 ty of a and by 8 < a, b and c) i 1Jtply 

JCGI =a< ea. 1I'bjs contradiction shows that (a) does not hold, Y11:ieh 

proves (i) and (ii). 

been defined for all n < ,; , then put 

A = 
t 

is by transfinite induction. Let 
+ • 

For each subset K of A, 
l; 

satisfying I KI < e, we define C(, by 
t,K 

{A e ct\ U 0G I A n A = K} • 
n< c n • z; 

If there exist A, A' E OC, K' satisfying A n A' = K , then let 

* --~ ~ t, 

{d) 

, * then let CG z;,K be e:ny arbi tra.1·y 

me,xj ma] q11asidisjoint subfa.m:i.ly of (t. . In either case 
t; ,K 

(e} • 
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FinaJ.ly l.et 

* = U {OC z; ,K 

Let iJs verify ( b) and ( c) . 

To verify (b), suppose that for some A E OC, A 4 OC for each 
+ ' + < ~ • 

This implies IAI > a+, a contradiction. 

Let z; < a+ a.nd K = A n A • We distinguish between two cases: (f) 
' and {g). 

(f) 

(g) Suppose 

contradicting 

This pro s 

In order to 

a+< 2a 

Then al.so 

(b). 

prove 

z;; , 
\ A ) • 

l; 

A n A' c K. Since A E (X , (e) implies 
t,K 

)I 
holds. Hence CX, K u {A} is quasidisjoint, 

* z;;, 
the maxi maJ i ty of 0:: K • 

z;;" 

( c), note 

= cf a a. 

:first that IOC I < a {by (a}), and recal.l 
+ 0 

let z; < 13 and ass1lrae that 

for al.l. n < r; • 

:for n < r;. 

• 

The set IA I has IA IS subsets K such that IKl <$.Since 

By (a) we have :for each Kc A such that IKI < S 
z; 

Beca11se of the reg11J ari ty of a we deduce 

I a .. 

K 

This proves {c), and completes the proof of part A. 
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B. 6 a is singula.r. 

Each singular cardinal is limit. Let 

r 8 <Sa and hence (yS)+ < a. Let 

that I or, *I = ( y B) +. 

y < f3 a, by 01;ir lemma (b) 
l""',1" * . 
\..A..., be a sub:fa.m, ly of OC 

Since (ya)+ is a successor and thus regular, part A yields 

c a::--w- c OC satisfying 
.. 

existence of a quasidisjoint 

the 

( lemroa. ( c)) 

This proves B . 

• 

such 
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A3 Set mapp~ngs and free sets 
f I I If 

A3. 1 Let R be the topological space of real n11r11bers and F: R + ~ R a set­

valued mapping with the property that for each x € R F(x) is finite 

and does not contain x. A subset M c IR is called free if 

M n U {F ( x) I x € M} = 0 • 
P. Turan asked whether there exist infinite free subsets for each F. 

This was solved by La.z'1- who showed that there always exist free 

subsets of continuous power. Indeed for each x € R we may choose an 

open interval I with rational endpoints such that x € I c R\F{x). 
X X 

Since there are only co,mta.bl.y ma,ny open intervals vi th rationa1 

endpoints (and cf 200 > w, see A0.1) there exists an interval (a,b) 

such that the set 

M = {x c lR I I = (a,b)} 
X 

• 

has continuous :Power. It is easily seen that M is free. 

We ~an generalize this in two ways: at first there sti11 exist 

:free subsets of continuous power if we replace ''F(x) is finite and 

''x + F( x) '' by the weaker condition ''x i F(x) '' .. 

• 
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Secondly 

Vx e: X 

we may ask for free sets of mappings F: X -+ {/J X with 

x · F(x) and F(x} finite,where Xis an arbitrary set. It is 

easily seen that free subsets of power lxl also exjst if IXI = 2a., 

a is arbitrary. One can prove this by replacing~ by the generalized 

Cantor set {0,1}a of weight a. 

This suggests the following more general definitions and prob1ems. 

A3.2 DEFINITIONS 

A map F: X-+ Px is a ,~.et mapping i:fVx EX xi F(x). 

A subset M c X is free ( 11nder the set mapping F) if V x,y e M 

x f F(y) and y f F(x). 

We wil.l investigate conditions on set mappings F: X > tP X which 

g11arantee the existence of free subsets M c X of power IMI = I XI. 

Remarks. 

( 1) If F: X -+ d]x is a set mapping then it is easily seen that M c X 

is free iff 

Mn l}{F(x) I x e: M} = ~ 

(2) From the Teichm.uller-Tukey le1,1coa, it follows that f'or any set map­

ping F:X + (1Jx and free subset M c X there is a maxi,mal free 

subset M* such that M c M* c X. 

(3) For each X there exists a set mapping F: X-+ ~X satisfying: 

Vx € X IF(x) I < lxl = a, 

and M is free = ► IM I < 1 

In pa1·ticular, under a.ssurf:tption of the r H, there exists a set mapping 

F: R + PR such that: Yx € X jF{x) I < oo 

and·· !, 

Proof. Well-order 

V M c 1R M is free . : > I MI < 1 

X: X = {x l 
~ 

and put F(x) 
E; 

' = {x 
n I n < ;} 
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Does '' I xi = (l > 13 and F: X -+ JJx is a set ma.pping such that Y x E X 

I F(x) I < 8'' imply: ''3M c X IMI = a. and M is free''? 

Partial positive solutions were given by ~zar {[48 , for a. 

regular), Sierpihski ( 57 , for a = w), G. Fodor ( 43~, for cf( a.) > 8) 

P. ErdoE ( [38] for all a. > 8, but assuming GCH).Finally A. Hajnal, 

44~, proved in 1960 that the answer is always yes, without using 

G.C.H. We will prove Hajnal's result in two steps, at first for the 

case 8 < cfa. (A3.4) and then, in the general case (A3.5). 

A3.4 THEOREM T,AZAR ~8]. 

If X = a., 13 < cfa. 

~x c: X 

Yx E. X 

then 3 M c X M = a. .,..;;;;;;;,;;;~-=-.;;..;;.____,;;;.;;;..,_ __ 

and F: X -+ l? X satisfies 

x ¢ F~xl 

IF(x)I < 8 

and M is free . 

Proof. Ass lltnP. McX 

free subset of X, 1s0 1 
all n < v we defined S 

n 

M is free ==, I Ml < a. 

< a (see remark (2)). 

satisfying 

Let s0 be a ma.ximal 

If for some v <Band 

then let 

then 

Let 

then 

Hence 

s 

s 

• 
1S 

n 

be 
'\) 

Is I < a. 
n 

• a rnax:t roa.1 free subset 

a maximal :free subset 

s* = U s ; 
v<B v 

of X \ u 
~<n 

of X \ \j 
n<v 

ls*I < a , because S < cf(a). 

Is=-()' I < 

S><>< + X 

' 

• 

X € 

< a 

s E; 

s • Put 
n 
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Jt)( 

Choose y € X \ S • Then \/v < a 

S u {y} is not free, by the maximality of S • 
\) \) 

• I.e. either ]x E S 
\) \) 

y E F(x) 
V 

( . ! MM) which is impossible becaiise y ,- S 

or 3x E: S 
V V 

X E: F(y). 
\) 

Thus F(y) meets each memoer o:f the disjoint family {S 
\) 

I F(y > I > a . This contradiction proves the theorem. 

I \) < a}. hence 

A3.5 MAIN 1J'flB:QREM ( HAJNAL 

. 
' . 

' 

I:f lxl = a and B < a, and F: X-+ 3'x satisfies 

V X € X 

Vx € X 

then 3M c X IMf = a 

X ~ F(x) 

IF(x)I < 

and M is free . 

Proof. Beca11se of' A3. 4 we may ass1Jrne that a. is sin ...... ar and 
+ . . -be a strictly monotone increasing 

sequence of regular cardinals (e.g. successors), converging to a 

+ * 
.<y 

of disjoint sets 

a new sequence induction in such 

a way that 

(i} \/ F;, < n < Y AF; c An and I t < y} - X -
(ii) Vt< y = (l 

t 
(iii) VF;, < F(x) cA 

f; 

-
Ass11,ne that n < y and the AF; a.re defined for a.ll 

At first we define (An) b a sequence n nEw y 

0 * A = A u n n 

n n n f'or n E w. 
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' 

Then put An 
to see (ii) 

= U An. 
nEw n 

note that 

Now (i) and (iii) are trivially satisfied; 

IA*I = a. is regular and n n 

~ < nl I < 
E;;<n t;<n 

< a. • 
n • 

By A3.4 there exists a :free (under FIA) subset B 
n n 

cA 
n 

satisfying 
• 

• 

a for each n < y. 
n 

Next we define sets C C B for all n Y, satisfying 
Tl n 

(iv) Yn < r I C I - I B I = a. -n n 
(v) \;/ E;; < y Yn < E;; x E ell F'( X) n C = ¢. 

E;; 

If the C~ are defined for all,< n, where n < y, then put 

Then 

a.nd also 

Let C 
n 

n 
F (x) I < B • (X = IB I . n n 

Notice 

= B ~ VH F(x). 
n XE n 

that (iv) and (v) are fulfilled. Yet there still ma¥ be (many) 

XE C 
n 

such that for some~< n 

we define another sequence 

into 8+ disjoint sets: D -- ,P 
D C C ( vi) 

(vii) 
~ E;; 

ID I = ID I= a 
~,P E;; E;; 

( . . . ) 
Vll.l. \/x € 

Construction of 

Ass1nne that for some n < y and all ~ < 

been defined, satisfying (vi)-(viii). 

< y • 

• To avoid this 

p < 
~ 

of every D 
~ 

F(x) n D (p) = r/i. ·n 

a.nd Dr- have 
~ ,P 
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• 

• 

• 

• 

• 

• 

• 

• 
• 

• 

• 

• 

-------4-,-----,------,c:.--r---+-----t---t----
':DE, Jt.o ' :,1 1:i,'1.1 .•. ~~PL._ __ ·-4-·----h,~-t--

(~<'1) 

J)o 1>o,o ~. • Doi. , 

.o \ ~ 

For each x e: 

• 

• 

• 

' . . • • • • • • 

) ,, • • • • ' • • • • 1~•,w o,( 
~ 

w (-' 
c,,(~)::-f-i. (f < (1-+) 

• 

C , I F ( x) I < $ and tb 1J s 3 p ( x ) < 6 + 
n 

p ~+ 

p>p(x) 

Since le I= a n n 
• is re ar and greater then 

t . + here 1S a p < e 
n 

such that 
• 

D = 
n 

{XE 

def 
C I n 

P (x) = P } 
n 

has a. elements • Let {D I p < n n,P 8+} be any partition of D in 6+ 
n 

disjoint sets of power ID 
n 

+ = a > 6. Check that 
n 

(vi)-( viii) 

satisfied. 

Now is a sequence of ordina.1s 

and S+ is regu]ar, 3 p < 8+ such that 

Put 

+ smaller then S • Since 

p~ < p for all~< y. 

M = u {Dt' - I ~ < y} • 
~,P 

are 

+ y < 6 
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Then IMI = 
~<y 

then F(x) n D -= 0 
n~p 

= a = a 
~<y ~ 

by (vii). If X € M, say X 

for all n > ~ by ( vi ) and ( v) • Moreover 

F(x) n D -=~for all n <~by (viii). This proves that 
ll,P 

M n U {F(x) I x E M} = 

• • 
1. • e • M 1. s free • 

A3.6 Application. 

Hajna.l 's theorem, is 11sed to prove a lernttia of 3. 3 (p. 40): 

• 

Suppose XE - , ~(X) = A where~ is one of the functions s,h,z and 

cf A= w. Then the answer for the sup= ma.x problem is positive • 
• 

' 

• 

• 

• • 

' 

• • 
• 

• • 
• • 

' 
• 

• 

' 

• • 

• ' 
• 

• 
• 

' 

• 

• 
• 

• 

' 
• • 

• • 

' 

• 
• 

• 

• • 

• 

• 
• 

• 

• 

• 
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A4 Partition calcul12s. RaJt1j f'ications 

A4. 1 Definitions • 

For every set S and ea.ch nat,1ral n11mber r 

r ={XIX~ s A lxl = r} 

r 
• • 

r -- is called a.n !-pa~r tl tion "of ~. 

In general we do not require that the cle.sses of' the partition are 
• • • d1sJ01nt. 

If' A c S is such tha.t for some ~ < y [A]r c I , then we say that the set 
E; 

_ . . Fil I _ _ I I q 

(1) a ~ 



• 

• 

• 

• 

• 

' 

' 

• 

• 

If 

(2) Is I 
I 

= Cl 

then 

( 3) 

' 

and 

• 

r 
C 
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. If S~ = S for all~< y then we may also write 

. ' 

If Y is finite we may replace (1) by 

a. -+ 

• 

The negation of ·( 1) is expressed by 

' 

We p-q.t the fo_llmting restrictions to the 1.1s~ of ( 1): 

is infinite 

r is finite, but r > 0 

y is either finite or inf'ini te • but y < a j 

8s is either finite or infinite but r < at < a fo-r •~h 

' 

., S,~lj,MI s,;_o I , ), I tL _,,,...... _I,, t;, 1_1 I l 1 . i ill I :• ; f 1'11l_,N.l!ll,,,_'>ft ...,,,,~.~,,. .Al~:S~iMll>'2M~!>fu<A'l/;j,! '.'C;.";!Y,,!(M ~j.,.g,W .Rh •m .e1,Mxc •,➔-~ 

. 0 Only 1.n exa;r,1ple 4 below we do not a.ss,.ne this restriction &Dd 
• 

• 

mention what result.s f"oJ.low. 
' 

A4 . 2 Exa.(1tples 
' 

1° A 1-pa,rtition of a set 8 is just·a. p•.rtiticm (or eoveri-c) ot tbi.a 
' 

s·et (i·f we id~ntify x e: S vitb {:x}). This yielthi e •. s; • 
• 

cfa = min{y 1 



. ' . ' ' . 

. - . . : . . . . . 

; ; ' .. 

• 0 2 For r • 2 .·g: 2 can be considered a.s the complete graph which 

hu 8 as its set of vertices. Then a 2-partition of Sis a par­

tition of the set of edges. One of the earliest results in par-

t . . . 4 O 1 t1.oo calculus 1.s theorem A . 1 

U) 
2 

.,\I,.,, .. _ 1.;r s . . ,,,, . rc J:n • ul 
wu. "to ". ; ·· 1erp1nsk1 t,?u..J • This res t can be rephrased a,s f'o11ows: 

~,a:• 8JC?.B~ a P8:!'.~itio,n {I0 !I 1} o.~ the. eages of a c9~nelete graph 

~~l}, ~~, ~~ioe,s ~pto ,two. pB;;t:ts s9 t~at. anx set of' vertices is 

w•~l.}l~.,,,iut, ;t genera~~s' ,a C9!P._elete g;r.aph with -~J ~'.edges beJ.ongins 

iQ 10 .. ol" . t.o I 1 • 

' 

of the 

Choose Sc S' such that 

s r). By ( 3) 3A c s c s' 

. r 
. c: I 

t 

·/· .. 

• . ', 
' . . 

. 
' ' 

'i f : < y 
' 

. - . ' 

' • 
. -, . . . 

' 

' 



(c) If y' < y then also a + 

Proof' of' c. 

Let Isl = a, [S]r 

1f)j -We can generalize 

= u 
t<y' 

(c) as 

It. Put I~= 0 for y' < ~ < y. 

follows: 

(d) If f: y' ➔ y is any 1-1 map then also a ➔ 

is infinite for each~ E y then also 

r' a -+ • 
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Proof'. As r is finite it suf:fices to consider the case r' = r-1. 

Let Isl= --r-1 

and define the 

(i) X \ 

If ( 1) holds, 3A c S and 

(ii) and 
r 

Since B~ is infinite we may ass11rne that A ha,s no largest member. Now 

we cl.aim that 

• 

C I . 
t 

For let {x0 , .•• ,xr_2} e 

then {x0 , ••• ,xr_2 ,x} E'. 

x = roa.x 

□ r-1 A • Choose x E: A such that ..... 
-A r c r; by (ii) and beca11se 

1,._. 

we obtain from· ( i) that 
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If in e:: A were· the largest member of A• 

then we might have concluded 

Let us define a .!.(r-r') = 
~ 

Thus we obtain: 

(f) If r' < r then 

(g) Substitution r11J e. I:f 

i:f 

S -r+r' i:f 
F; 

r' (B !.(r-r')) 
~ ~<y 

is infinite 

f: y+y' + y+y' \ {O} is any bijection then 

a + 

The easy proof is left to the reader. 

and 

4 ° The degenerate 
. .. 

cases and restrictions on a.nd y, and a. 
I J l ,. ;q I J I I 

Let us consider the statement 

(i) 

without t .. t· any res r:t c ions on r, 

ts I = a, end let 

St or y. Let S be a set satisfying 

r-ra:r· tl ti on of S • 

' 

:For take 

Bt = O or even 
0 

< r then ( i) is tri via.1.1y satis-

a -element sub:s et A c S then I A Ir = 
~o 



= r}. Then 

is eq,ij valent to (ii): a -+ 

Necessity, i :::> ii, follows from exa.mple 3d. 

Sufficiency. Ass11mP. (ii) and IS I = a, S r = 

(iii) Yt < y VA Cs 

• 

and 
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In pal" ti cular \It VA Cs I A I ;:: > (]\. r C € - 8 - r -- - -
~ 

This yields \:/A E: 
r s A I ~ C}. Thus € 

r - U 
• 

By (ii) 

(iii). 
_Arc I~,. contradicting 

(c) If _ ~o < y a < a and Vt < y 
to 

0 < 

satisfied. Consider the trivial r-partition 

el.P-tnents a.re empty except It 
0 

--

(d) If r = 0 then (i) is trivially satisfied since 

(e) For r = 0 1 see e:>C'a,mple 1 • 

then (i) is not. 

» all whose 

0 --

(f) For the case of infinite r we mention it is proved in @2 

that every such en~ogue of (i) is, j>a,lse : for any a: a f-+ (w,c.u) 00 
• 

Other generalizations by considering partitions ..... of the :fa,mi ly of al J 

f'inj te subsets of S are possible ( cf' [!.2_, and _ § 17). 

for all t < y, then (i) does not hol.d. For 

such that each erDpty or 

consists of' one r-eJement subset of S. 
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(h) The case of finite a belongs to finite combinatorics; 

for this we refer to 39 § 16. 

(i) Note that it does not make any difference in the meaning 

A4.1 whether or not we require 

o~ A4.1. to be disjoint. 

A4. 3 S1J,ryey: .P~. ,the, tp.eore~,, .~.9- applications. 

We will prove the following positive theorems. 

a(= A4.4) 

b (= A4.5) 

c ( = A4. 6) 

· d (= A4. 7) 

e (= A4.8} 

w + (w)r 
n 

2 a+ (a,w) 

(2a)+ + ((2a)+,a+)2 

of (1) of 

in ( 2) 

The following negative results have in general much simpler proofs 

then the above theorems . 

• 
r----------------~·-------------------, 

(2a)f+- (3)2 . · f ( = A4. 9) 

g (= A4. 10) 

h (= A4.11) 

·• i (= A4. 12) 

a 

2 (1) l__.,_ ( ) 2 
-,-r w, ,w, 

2a f+- (a+ , a+ ) 2 

2af-♦. (a+,r+1)r 

a f-+- (a,r+1)r 

if r > 3 

if r > 3 and a is singular 

Remarks. 1. More relations and many references can be found in [39 J, 
[4 1 ] and [51 ] • 

' 2. Consider a = A4.4. This result is best possible in 

the following sense: the statement 

• 1.s true for ( a)+ - + a = 2 · , S ' - a and S '' = a, and if either 8 is 
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diminished or f3' or 8 '' is increased then 1 s not any more 

a theorem in ZF+Choice. 

At :first (2a.)++ (et+) 2 by :for g. Secondly under the assumption of GCH 
++ a+ ++ a ++ 2 

a = (2) and et I ► (a ) again by for g, showing that$' can not a, 
be increased. Finally if S'' = a+ and G.C.H. is ass1.1med then f yields 

,... ++ _.I_.,. ( 3 ) 2+ ,.... ,-r and hence 
Ct 

++i~-. ( + )2 a r-r a +· 
a 

3. Relations of the simple form 

(c:f.d,e,g,h,i) are studied e.g. in [41]. We mention the following 

resu:l ts (p. 437 for,nula.e 26-28): 

If ~(a)= mjn{y I a,Y > a} then o+ + ($(a),a+)
2 

but a.$(a.)~ (($(o.))+,a+) 2 

and so 

If we assume 

This implies 

but 

G.C.H. then$= cf 
+ ( +)2 a -+ cfo.,a 

a+++- ((c:fa)+,a+) 2 . 

+ + + 2 o.-t+ (($(a.)) ,a.) • 

•1•(o.) cfo. a. 
and a If' = a. = 2 = + a . 

4. Cardinals A f'or which A -+ ( A ,A )r are ''big'' (weakly compact). 

We will deal with these cardinals in A6. 

ApJ2lications. 

Of' the results A4. 4 - A4. 12 only A4. 4, A4. 5 and A4. 7 are applied in this 

tract. They a.re used in the proofs of: 

2.7 {p.13) 

2.9 (p.17) 

2.10 (p.18) 

2.11 (p.19) 

2. 15 (p. 22) 

2. 16 + CORO 

4. 4 (p. 46) 

If X E t'2 
If X E t"2 
If XE /.1, 

If X E f3 

If XE 

If X t:: 

then d(X) < exp s(X). 

then I XI < expexp s ( X) • 

then \xl < exp c(X). 

then VF,;. ct (X) < 

then (x) < exp(~(x).s(X}). 

then Ix} < exp(x(X) .c(X)). 

= h or <P = z, 

sup { cf> ( R • ) : i 
1 

R = X{R.: 
1 

e: I} then 

i e I} a.nd 

(A4.7) 
{.A4.5} 

(A4.4) 

tl 
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4.6 (p.51) 

4.7 (p.53) 

(A4.4) 
ti 

Also in proving Arhangelskii's theorem 2.21 (p ... 28), ,re 

use the ramification method, which was developed in close relation 

, to the pa.:x~ti tion ca.lcul us. 

A4.4 THEOREM [ERDOS-RADO] 

Proof. Let 
t<a 

of a subset T of H, and a v0 < a such that 

Let 

. ·. + 
(for v<a) 

·1 I + .•T = a 

R = H , 
0 

2 and [T] c 

x
0 

e: R0 (arbitrary) 

I 
"o 

• 

= 1\f n<v t <a}. 
v n nv n 

For s E'. Sv we write: v = length{s). For s e: S" and z; < a let [s ,z;] 

denote the sequence of Sv+ 1 whose initial segment of length v is s, 

and whose la.st element is r;. For n < v s n denotes the initial segment 

of s of length n {or: the restriction of the function s: " -+ a to n,) i 

s(tl) denotes the (11+1)th element of s (the function value of s on n}. 

and 

we have alree.dy defined a set Rs, and a point x
6

, e: R
8

, u {x0}. Then 

we define R for each s e: S and if R ; ¢ we choose x e R arbitrary, s \) s s s 
otherwise we put x = x : 

· · s 0 
0 

1 Case. If.vis a limit ordinal we put 
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0. 
2 Case. I:f \) • is a successor ands= [s' ,,J, then we put 

R 
s 

--

This defines R and x for each sEU{S I\)< a+}. 
s s \) 

< a} is disjoint (cf (i) on 

p.102). By induction on \J it is now easy to prove that both 

(i) 
\) 

(ii) 
\) 

s , s 
\) 

U{R l s € s } s \) 

t then R n R = 'J s t 

= X"{xt l length t < v} 

hold f'or all \) < a+. The simple proof of ( i ) as well as the cases \J=O and 
\) + 

vis a successor of (ii) are left to the reader. So suppose v < a 
\) 

Jjmjt and (ii ) holds for allµ<\). If t € S, µ < v then, by 
µ µ 

• 
1S 

definition of R5 , for each • 

s € v s sµ s \) 
Now suppose y E X "'{x I length t < v}. By our induction hypothesis 

t 
the set 

S(y) = {s l lengths< v and y € R } 
s 

meets each S forµ< v. By (i) S(y) contains precisely one element 
µ µ 

of' Sµ, say s(µ). If'µ < µ' < v then y € Rs(µ') c Rs(µ' )Iµ' hence 

s(µ' )Iµ~ S , i.e. s(µ')lµ = s(µ). This means that S(y) consists of 
y 

a.1.J. the initial s.egments of' a 

s s µ 
\ µ < v} we have 

sequences: v ~a.By definition of 

y E R , which proves (ii ) • 
S V 

Clearly,the family 

pa.1~ti tion of R , {x } s s 
for ea.ch s. 

For y € R "-{x .. l we have 
s<;::::.:::::: s 
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From (ii +) it follows that U{R Is €. S +} ; r/J because 
a s + a + 

t < a+ll 

that Rs ,; 0 for some s €. Sa+• Now consider H' s n 

s s.n s n n s n 
different. 

I H I . So we know 

I n < a+}. Since 
+ n < a are 

hence 

s n1 s n2 s n1 

• 

t.he class of the pa.rti tion to which 
' 

detenrri ned only by n
1

• This gives a partition of a into a classes -

t . . + gul "t :f + he point inverses of s: a + a. -, and by the re ari y o a. we can 

find an Ac a+ of power a+ and av< a such that s(A) = {v}, and hence 

where H'' = {x sin 

[H'' J2 
c I 

V 

] n €-A}. 

The following theorem and proof are straightforward generalizations 

of 4.4. As they do not depend on 4.4 we could have skipped this 
11 • '' • .~ simple case. We included 4.4 because the proof of 4.5 is :more ob-

scured by technical and notational difficulties, and moreover 4.4 has 

especially many applications. 

The proof of 4.5 mey also become more lucid by compa,ring it to the 

proof o:f' 4.6» Bams;ey's theorem. This last proof can be seen as an 

&l)plication of the proof of 4.5 to finite partitions. 

Proo :f'. The 

4.5 equals 

proo:f will be carried out by induction on r. For r = 1 

4.4. For r = O 4.5 reads a+ + (a.+) 1 , which is eq1.1.i valent 
a 

to ''each successor cardinal is regular'' (c.f. A4.2.1° p101). Note 
' 

that, t~e proo~ of '4•. 4 (r :=: 1) also 
' 

,+­
uses a 

• 
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AsSlJtOe 

Put 

x¢ =XO€ Ro ( a.rbi tra1·y) 

\) < 
\) 

(for 

such that forµ< v s{µ) is a function: 

sequences s of length 
r-1 

[ µ] -+- a • Fu1·1r,ally: 

s 
\) 

-- X 
µ<v • 

Notice that I S I 
\) 

=¢if 

denotes the 

i < r-1 , for all s c· S . For 
\) 

s € s 
\) 

and n < v,again,s(n initial segment of s of length 

n. 
Suppose we have . + an ordinal v ~ a. and for each n < v a.nd each s' E: 

' 
s n 

we have a..1.ready defined a set 

we define R for each s € S, 

R
6

, and a point x
8

, E R
6

, u {x0}. 

and if R ~ ¢ we cho·ose x € R 

Then 

s \) s s s 
arbitrarily, otherwise we put XS= XQ! 

0 

1 Case. If vis limjt we put 

R = r. R 
s n<v s)n 

0 

2 Case. If vis a successor, v = µ+1 then we define 

R 
s 

-

R = R = H if s E S • This defines R and x for each sE:U{S" Iv< 
s O v s s 

<(exp(r-1)a.)+}. 

As in 4.4 we will :Prove by induction on v that both 

s ;. t 

\) s \) t 

and 
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,1 r-1 
As to (i ) considerµ = min{µls(µ) # t{µ). So for some n E [µ

0
] • 

V O ~ * 

R C R I C t t µ +1 
0 

EI( )*}=de s µ0 n 

• 

Nov, since is disjoint, we have Rs n Rt c A n B = 0, proving 

(i ). 
'V 

In order to prove (iiv), first notice that ( ii
0

) - and also 

holds a.nd s E S • Then for each y E R \ {x } we have a :function 
V S S r-1 . 

f: [ v] -+ a. defined by 

f(n0 , ••• ,n 2 ) = z; ·¢::~ ===⇒ . r-

Clearly then y E R[s ,f]. This proves that 

R \ 
s 

The other inclusion, =>, is obvious, hence we obtain (iiv+ 
1

). 

Fitta,], Jy let v be lim.i t, and ( ii ) be true for u < v. If t € S 
µ . µ 

wher,c µ < v then., by ( ii ) and the definition of' R : 
µ+1 s 

then consider again: 

S(y) =· {s I length s < v and y E: R } • 
s 



• 

As in 4.4, because • contains 
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element of S , for eachµ< v. Again ifµ<µ'< v and t € S, 
µ µ 

implies that S(y) consists of all the initial segments of a sequence 

s e: s . 
v s sµ s v 

For short let ----. that 

¢, i.e. R ~ 0 for some s € S, because 
s 8 

I { xt I length t < 8} I < l { I s v I I v < a} _ I v < a} < 

( ( r-1) ) 
< a.a exp a = expra. < IHI. 

Again consider H' 

different because 
s n all XI s n 

R ~¢and (ii } hold. For n0 < 
s n 

.... 11 < r 

are 

f3 we have: 

s n s n s n 1 + s n 1 s n0 s nr 2 s · r 1 r r r- r- - -

This implies that the index~< a. for which 

only depends on the ''first'' r 

= s(n 1 ){n0 , ••• ,n 1}. 
r- r-

This gives us a r-parti tion of f3 into a. classes as follows: the point 

inverses of the map [B Jr -+ a. defined by { n0 , • • ·, nr-1} ., ... 

ti tion. By 011r induction hypothesis there is a v < a and an A c: :a 

H' ' I = a. and [II' ' J c v 
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A4.6 THEOREM [ Y [54]] 

Proof. Cf. the previous proof a.nd A.6.6. We will prove Ramsey's 

theorem by induction on r. For r = 1 it is trivial: a partition of an 

infinite set into finitely many classes contains at least one infiRite 

class. Supp,ose the theorem is true for some r E: w, 

His an infinite set, and • 

n 
u I. , with I. 

i=1 1 1 
n I. 

J 
= ¢ :ror i • 

J • 

Put 

Now we mi gth proceed just as in the previous proof'. However we only 

have successor-steps, which makes a more straightforward approach 

possible. We will first define a sequence of set~ R1 ,R2 , •.• and a 

a sequence of functions r 1,r2 , ••• sequence of points 

satisfying 

(ik) Rk is infinite 

(iik) 

• 

Suppose R1 , ••• , · · have been defined satisfying (i) - (iv). Define an 
• • • equivalence re1atio,n -

' 

ry' . . . V {y,. , .••• ,Y 1} E: 
r- • 

• 

and belon.g to the 8~e I .. 
J. 
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As Rk is infinite and~ has only finitely many equivalence classes, 

there is one class which is infinite. Thus there • exists a 
f [{ r-1 k+ 1: x,, · · · '~-1} J -+ { 1, ••• ,k} such that 

• 

is infinite. Let this set be +l and choose ~+i E: +1 arbitrarily. 

Having defined~, and f for all k € w, consider H = {x.,x ,x , ... }. 
-w- k r+i . ~ 1 2 3 

For each x = 

k(1) < ••• < k(r+1) the i only depends on k(1), .•• ,k(r), because 

As in the previous proof, this induces a r-partition of Hinton classes: 

the point inverses of the.map [H]r ➔ {1, •.• ,n} defined by 

{~(1), .... ,~(r)} 

By our induction 

that [H']r-1,. {i} 

othesis there exist H' c Hand i € {1, ••• ,n} such 
• 

for this map, and H' is infinite. Now clearly 

[H' Jr+1 c I. 
J. 

proving Ramsey's theorem for r+1. 

A4. 7 THEOREM ( E:RDOS cf. [36]). 

2 
a. ➔ (a.,w) • 

Proof. We prove this first for reg1!J_a.r ,~-
Let I s I = - ;:::::::) < a• Let Ao 

be a maximal 

follows from the Tei cbmuJ, ler-Tukey lemma) • For each x E A0 we put 

s = 
X 
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• a. 1.s regular, 

3 x E: A IS = a. Let A1 be a maxima.] subset of S 0 0 x0 x
0 

such that 

[A ]
2 

c J • Contin11i ng by induction we obtain the sequences 1 0 (A ) ' n n 
(x ) , ( S ) satisfying: n n x n 

(i) 

(ii) 

n 

• • A 1.s a maximal n subset o:f S 

x € A is such that 
n n 

X 
n-1 

with 

= a, where s 
X n 

= {y E s "A I 
X 

1 
n n-

This induction breakes down only if A =~for some n. But then n 

n-1 
Is I= a> w. If A #- 0 for each n then 

X 1 n n-
{¾_,x

0
} E J 1 for each k < ,n < w, because 

e: J
1
}. Hence 

for singular a. Let y = cf(a) <a.= 

such that (cf. p .. 77) • 
• 

(i) y < a. , < a < a 
~ ~ 

and ·a~ is regular. 

tet :sl u r,. If Xe s, 
• 

Ac Sandi~ {0,1} then let 

and cl..(A) = u C.(x) ={ye sf 3 x e A {x,y} EI.} . 
xeA 1 1 

If 

(ii) 

then we define induc,tive1y s,ets H and p,oints x E H for all n E w, 
n · n n 

• 
· detiaed. for i < n then we let H = c

1 
(· x ) n· H 

· n ···•. n-1 n-1' 
th$;, : C2(x11 ) n Hn;l • q. Thj f3 i's• po,ssible because of 

a. If H. , 
1 

and x •. n e H n 

x. 
J. 

such 

{ii). It is easily 
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So let (ii) be f'alse, i.e. 

(iii) 3H cs 

Assu:11,e also: 

(iv) f'or no inf'ini te subset A of S 2 
[A] c 1,. 

Let S be a cardinal (e.g. some a,) satisfying 

(v) • y < 8 < a and 8 is regular. 

Let W c H be a subset of' cardinality S. For each n < y we let 

w = {x E wl 
n 

Be cause of' ( iii ) and ( i) : U {W I n < y} = W. 
n 

Because of ( v) : 3 n < y 

jU{C1(x) n H( x € W }I < a •S < a. 
n n 

2 n n 
a + ( B ,w) • Hence, because of' ( i V) : 

(vi) 3 W' c w lw' I = a 
n 

Clearly this W' also satisfies 

(vii) 

n 1 1 ). Since Sis regular, 

C I . 
0 

< (l. 

Using this procedure we can define by transfinite induction sets 

M~, t < y satisfying 

(a) 

(b) 

(c) < (l. 

• 
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(d) 

(e) 

lJ{M u (c 1 (M ) n H) I n < ~} < a. (as follows from n n 
(a) " (c)) 

M C H '\U{M u t n 

At first we choose W c H arbitrary, such that jw = 8 = a.0 , and let 

M0 = W'. Notice that ( a)-( e) hold. If we have def'ined M' for some 

fixed t 0 < y and all~< t
0

, such that (a)-(e) hold, then because of 

n n 

0 
Bowl.et 

( ... ' . V1l.l. 1 

Let {x,y} e: 2 (M] • If x,y E: 

0 

( e) and (i) M( = a. We claim that 

• i.e. 

'fbe following theorem is a strengthening of Erdos' previoils theorem 
~. -.-A• al .p th f ·- (2°)+ .vr c~~in s a~· e orrn · • 

Proof. Let I 0 u I 1 , and assun1e 

(i) 

( ... ) I l.•l.• • , , ;, I 

- . ' , . 
+ = rw \A • 

'11..~ ""ll·. . I A. .. • . • .,p,.: t ·• 
"'& n . · ue.:a;l.lle a re.mi • .r..oa ion of H, rather simjlar to the first pa.rt 

ot t:be , : t ot A4.4. Let 



(iii) A CR 
s s 

' 

+ :for v < a. , 

(for each s c U{S I v < a+} for which R is defined). 
\) s ' 

' 
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If v is an ordinal such that R has already been defined 
s 

for alls of 

length < v , then 

0 

we define R 
s 

for s e S as follows: 
\) 

1 Case. If vis a limit, s € S then we let 
\) 

0 

R 
s 

-- n R I n<v s n 

2 Case. If' v is a successor!) and s € S 1 , then we define R( ] for 
a a v- s,n 

all n < 2 at once. By (i) A I < 2. Hence we may well-order 
s 

for some 8 < 2a.. can 
s s s - s s 

that 

of A : (iii)) . Define a function 4> : R \ A -+ 2a. in such a way that 
s s __ s s 

s 

(iv) 

We cla,jm that for some s 0 E Sa+ 

(v) 

Proof of (v). 

lfotice that jU{A Jlength s < a+}J < 
s 

Hence we may choose ye R \ U{A ( len.gth s 
s 

+ 
< a } • Put 

a 
for n < 2. 

a 
2 = 
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Using the Zorn-le1o·roa, one can prove the existence of a sequence 

s c S(y) which is not the initial segment of any other sequence of 
0 + + 

S(y). We will show that length s 0 = a . If length s 0 <a, then 

so so so 
[s0 ,4>

9 
(y) J c S(y), contra-

a s o 

This proves ( v). 

Now A'= as follows easily from (iv). 

This chapter is concluded by some exa,D"4)les of partitions, which prove 

the negative theorems A4.9-4.12. 

A4.9 THEOREM[GODEL] 

Proof. Let A= {f: a-+ {0,1}}, and define I~ for ~ < a 

is the first 

as follows: 

ordinal :for 

which f(~) f g(~). Clearly [AJ2 ~ U 
~<a 

f,g,h 

A4.10 THEOREM (a) SIERPINSKI [58 J 

(b) [ 47 J 

( + +)2 
et ,a 

It, and for any three functions 

implies g(~) = h(~), and so 
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Proof of (a). Let~ be any well-ordering of the set of real numbers R. 

Put 

x < y and x-< y} 

[R]2 2 2 Clearly = r 0 u r 1 . Suppose Ac Rand (A] c r
0 

or [A] c r
1

• Then 

A is a subset of R well-ordered by< or>, and hence A is countable. 
~ 

For suppose A is uncountable and well-ordered by<. Let A be the.initial 

* segment of ~ that is order isomorphic to w
1

, a.nd r = sup A , 

(r~R u {+~}). Choose (r) in R, converging tor from below. Now for . 
~ n nEw 

each nEw A n (-00 ,r ) is countable, but A* = U A++- n (-00 ,r ) is not. 
n nEw n 

For the proof of (b) we need two well-known. lerr,ma' s :from the theory 

of completely ordered sets. 

Definition. An ordered set A is co!gplete or c,omple~ely orde.red if it 

has one (and hence all) of the following equivalent properties: 

(a) each subset A' of A has an inf which belongs to A (we put 

inf (/J = sup A E A). 

(b) each subset A' of A has an inf and a sup which belong to A. 

(c) A, equipped with the order topology, is compact. 

A. If A~ is a completely ordered set for each~< v, then 

A= • with the lexicographic ordi 

:first, for which at~ 6~) . 

Proof. We use induction on v, a,J'ld so may ass1.1me that 

is complete :for 

A~,= {(a~),<\)' 

all \J' < \J. Supl)OSe A' c A. Put 

e: A' } for all v' < v, and 

Suppose\) is a successor. for 

X{A I ~ < \)'} 
t 

a ( v ' ) = inf A ' , • 
\) 
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which is a contradiction. 
Ass11m~ A' c A is such that 

such that ~0 < ~ 1 and f~ < 
0 

So the well-ordering of' A'' --

I A' I = 
+ 

a. , 

:f ~ , then Y~ E A 
1 

r
1 

= ¢. rr 3E;
0
,, 1 c: A' 

~ > ~, =-Or- f~ < f" • 
t:, 1 ~ 

< a+} coincides with 

the lexicographic order, 

contradiction shows that 

and by lemma B of A4.12 I A,, I < a. This 

Yc;o,~1 € A' ~a :- f < f~ . So the 
E; 1 t:,o 

reversed ltI;xicographic order > on A'' coincides with the wellordering 

by indices. Again lertrcna. B o:f A4. 12 gives us j A• I < a, contradictory 

to the assumption. 

A4.12 THEOREM. If a is singular and r > 3, then 

Proof. Let y = cf'a <a= (sj and S = = 0 and 

< a for all c; < ~' < y. Put 

I 3µ,v < y Ix n s I = r-1 and Ix n s = 1} µ V 

• 
I = 

0 

If Ac Sand IAI = A = r+1, 
.. . 

as is easily seen • 
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A5.1 In this section A will be a singuJa.r strong li.mi.t cardinal (i.e. 

"la<A 2a<A anri A is singular). We will study r-parti tions of "'· Let 1J.s 

llE:W 

cardinal,. whilst under G. C. B. every sing11J ar cardinal is strong 

limit. The results obtainable from the preceding chapter for A are 

(by A4.5 and 
0 

A4.2 3) 

(i) E: w Ya< 

i:f is a strong limit cardinal. Because of cf A= min{alA 1 
A } < 

a 
we have 

Vr cw " 

A cardinal µ, :for which µ -+ ( µ )r, a < µ,. is called ve-akJy compact 
a 

(c:f. A6.4) • We vill obtain better results than (i) af'ter introducting 

.the :following notion: 

A5. 2 I:f IS) = A is a singuJ ar strong l:imi t, cf A = y and C is an r-parti tion 

of S into disjoint sets, then a sequence of sets is called 
• 

" 

• 
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canonical with r,espect toe if' 

the S, µ < y are disjoint 
l,l 

(i) 

(ii) is a strictly increasing sequence of cardinals con­

verging to A 

(iii) if X, YE 

\fµ<y 

then 

[ U S Jr are such that 
µ<y µ 

Ix n s I= (Y n s I µ µ 

3 ! c e e x e c and Y e c. 

Notice that (iii) implies e.g.: 

(iv) Vµ<y 3! C e .e_, 

A5 .3 L · 

' 

S, such that each -t induces at most a equivalence classes in S, then 

the eq11iva..lence relation ~,J defined by 

X - y ift Vt< B X ,.._, y 
t 

induces at most a 8 eq11ivalence c1asees. 

i 

Remark. This is the sha.t•pest possible estimation: Consider 

S == a8 == _... tor t < B by 

f - g iff f(t) = g(t). 

Proof. For each t < B let { t I n < a} be the :fami ly of equi.val ence 

classes of ,.._,t, if necessary- supplemented by e1xapty sets. It is easily 

seen that for each f: a + a the set 

n{A~ I. r < o} . f(t) ., p 

(is empty, or) consists of ,.._,-equivalent elements, whiJ.st 

< B} I f': B + a} 
• 

• 
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because for each x ES we can define a f: 8 ➔ a such that 
E;. 

X € Af(E;.)' ~ < s. 

A5.4 MAIN THEOREM:. (The Canonization-le1nma [39]) 

For every set S of power A ( _sit?-g1~;!:~r. s~~ong l:i.~i t) . 8.l;ld each . disj o~nt 

r-pa1·t_it~.on ~ ,of S such th.at l~,I = ~ < . ~ tP,~re ex;ists a c~onical 

syst.~~ with respect toe.,. 

Proof. At first we let (r 1, ••. ,r
8

) be a 

r + •.. r = r. For O < k < s we define: 
1 s 

canonical with respect to iff 

(i) the Sµ, µ < Y are disjoint 

• • • •• fixed partition of r, i.e. 

(Sµ)µ<y is (r1, ..• ,r8 ,k)-

(ii) 

(iii) 

is a strictly increasing sequence converging to A. 

(r 1 , •• • ,r ,k): If X, Y € [ U< S Jr are such that for some s µ y µ 

µ 1 < • • • µs 

X n s µ. 
-- Y n s µ_ 

• for 1 = 1, ••• , k 
l. 1 

and 

Ix n S I = IY n S I= r. for µ_ l.J. J. 
J. J. 

• 
l. = 1 , ••• , s 

then 3!C E e, X E C and y Ee. 
Now we use the following lemma, which will be proved later: 

• 
J.S a some 

fixed (r 1, .•• ,r ,k), 1 < k < s, then it has a refinement (S') < . s - - . µµy 

which is (r 1 , ••• ,r
5

,k-1)-canonical. 

If le1nma A is ass11med then the proof of the main t:tieorem goes 
• 

as follows: 
' 

• 

sequence (S) which satisfies (i) and (ii) is (r1, ••. ,r ,s)-. 
µ µ<y s 

canonical for every partition (r 1 , •• ,r
5

) of r. Any refinement of an 

(r 1 , ••• ,r 
8 

,k)-canonica.l system which satisfies (ii), is again . 

( r 1 , ••. ,r 
6 

,k )-canonical. Th1As if we apply le1t1toa A a finite niit11ber 

of times (less than r.2(r2 )) wecan obtain a sequence (s 1) whicb is µ µ<y 

(r 1 , ••• ,r
5

,o)-canonical for aJJ partitions (r1, ••• ,r
8

) of r simulta-
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• 

neously. It is easy to see that this system is canonical with respect 

to 'e. 

Proof of lemrna A. 

For each ~ < yand r' < r we choose a :fixed rLelement 

s~. 
Ass11rne that for some 1-1 < y and all ~ < µ the Sk have been defined al 

ready. Let f: µ ~ y be such that Sk c Sf(~)· Define f(µ) such that 

f(1-1) > sup{f(~) I ~<µ}and 

( 1 ) 

for some S < A which will be chosen sujtably: 

Now we define an equivalence relation - on X,cp 

and each cf>: { k+ 1 , ••• s} 

:f { µ) < q> ( k+ 1 ) < • • • cJ>(s) < y as follows. If y, y' 

➔ y satisfying 
rk 

Y "'X,$ Y' if 

3! C E e, X u ••• and 

X u Y' 

• Each eq1.u valence • • relation -x,cp splits rk most ltl = a 

classes, and the • n11mher of' equ, valence relations ~X,cp is at most 

' ' ... 

Thus the coarsest pa~rtition which refines a.J J these eq,iivalence classes 

l 

' 

. e: ae: ( ) consists of not more than a < 2 < A classes A5.3 . Put 

that 

IS' I = a+> 1s ·I µ .., µ a.nd 

can find a subset S' 
µ 
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This completes the definition of the sequence (S') . Next we prove 
µ µ<y 

that it is (r 1, ••• ,r
5

,k-1)-canonical. 

Conditions (i) and (ii) (see A5.4 p.127) are clearly fu.llfilled. 

Let X, Y E 

and 

Then 

• 

X n S' = Y n S' 
' ~ 

jx n S' I = ,. 
J_ 

x = (xnsi )u ••• (xnsi ) 
1 k-1 

and for some 

= r. 
J_ 

. 1 for 1. = , ••• ,s 
l. 

k+1 s 

a.nd by the (r 1, ••. ,r ,k)-canonicity of (S~)c : . s ~ ~<µ 

EC, 

( xns i ) u • • • ( xns i ) u 
1 k-1 k k+1 s 8 

Then by definition (cf (2)): 

(xnsi )u ••• (xnsi ) u 
1 k-1 

Again because (Sf;)~<µ is (r 1, ••• ,r
5

,k)-canonical: 

Y = (xnsk ) u .... (xnsk ) 
1 k-1 

(YnSi )u .•. (YnSi) EC. 
k+ 1 · s 

This completes the proof of le1·rrrna, A. 

As a corollary to the main theorem we have 

• 

€ c. 

€ c.· 

A5 • 5 THEOREM • If_ j\ is a. si;D,,~] ar, ~trong limit -~d cf, :\ = 12th~? 

' 

2 
A ➔ < A , e 1 , ••• ,a , ... ) < 

" " a 

y ➔ 
2 

( y ,6 1 , ••• , 8 , ••• ) < • 
v " a • 

iff 

• 

Remark. Notice that for r-:partitions with r > 3 we have a~ (a~r+1)r 

' 

' 

• 
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for sin ar and for successor a by A4.11 and A4.12. So there exists 

no non-trivial generalization of A5.5 for r > 3. 

Proof. Sufficiency. Notice that a< y < A and Vv < a av< y. Let 

{Iv I v < a}be any disjoint 2-pa:<·tition of A. By the main theorem there 

is a sequence (Sµ)µ<y in S which is canonical with respect to 

{Iv I v < a}. "41,U and ~hat for any H c S 

and v e [ 1 , a ) 

(i) C I 
" 

By A4.2 {iv) this implies 

Choose one point p € s µ µ 

< e < Y < Is 1. 
" - µ 

each 1J < y. 

for eachµ< y and let 

Because of (i) and y + 

that 

2 
( Y, 8 1 , •.• , av, .•• ) 

0 
there exists a s'' c S' such 

Is'' I = y. 

Consider X = U{S 
2 µ 

txJ c r0 • 

Necessity~ · · ·, ·.• ;, ·· 
. . . 

(y,8 1 , ••• ,B",.,.) then as. Iv 

= u{I I"< o} and VA c S. 

v < a such that Is I = y a.nd 

{ii) 

(iii} 

Let us 

" 

< 8 
'V 

for v e [ 1 , a ) • 

µ \J y 
of disjoint sets of increasing cardina:Lity converging to. A. We define 

a 2-parLition' {r* ) v < a} on u{S Iµ< y} by 
" \J 

• 

• 



• 

• 

• 

• 

• 

• • 

• 

• 

• 

• 

A5.6 

• 

' 
• 

' ' 

• 
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(iv) X € S µ 

u{{x,y} I 3µ, µ'<y µ<µ' A xe:S " yes ' /\ µ µ 

(v) r* = {{x,y} I .3µ, µ'<y µ<µ 1 AXES "yES ' /\ {s ,s ,} € I }. \) µ µ µ µ 

" € [ 1 ~a.) • 

Notice that the sequence (S) is canonical with respect to µ µ<y 
{r* I v < a}. 

\) 

Let X c u{S I µ < y} be homogeneous for {I* I v < a.}. 
µ 2 \) 

= A then 

A = d :f{s E S I X n S :; 0} has at least y elements and by (iv) 
2 e µ µ 

[A] c 10 , contradictory to (ii). Thus ITI < A. 

If Ix n S I < 1 for allµ< y and [XJ2 
c I for some v < a then 

µ " 

e µ µ 
Now (iii) implies (Al= lxl < av. 
Th 1Js A -1- < A , a 1 , • • • , a , • . • ) • 

v v<a 

Application • 

A5. 4 is used to prove 3.2 (p. 39}: 

I beca11Se ·of ( v) • 
" 

• 

. ' 

• 

• 

• 

If Xis a Hausdorff space ant IXI = A is singular strong limit then 
• 

X contains a discrete subspace of power A . 

See also 6.6 and the remark at the end of 3.2. 

• 

• 

• 

• • • 

' 

• 

• 
• 

• 

• 
' 

• 
• 

• 

• 
• 

• 

• 
• • 

•, 

• 

• 

• 

• 

• 

• 

• 

-. 

• 

• 

• 

• 

• 

• 

• 

' 

• 
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• 

• 

• 

• 

A6 Large car~iµals 

• • 

• 

' 
• 

• 

• 

. _ar· 

limit cardinal is called w~~1y•ina:ccessible. A reg11Jar strong ljmit 

cardinal is called (st~opsly) inaccessible. 

Notice that 11nder GCH each limit is strong ljmit, hence weakly inacces­

sible and strongly inaccessible are equivalent in this case. Moreover 

if we have a model ot: ZF + choice + GCH in which a (small est) inacces­

sible cardinal a exists, then it can easi1y be checked that the sets 

of cardinality< a also constitute a model of ZF +choice+ GCH, in 

which, however, no inaccessible cardinals exist • 

·So it is consistent (with ZF, or with ZF + choice + GCH) to assu~ne 

that no inaccessible carq.inals exist. However it is not (yet) proved 

that it is consistent to ass11me the existence of' inaccessible cardinals. 

Yet this will not prevent tts from studying these ''large'' cardinals. 

A cardinal A is meas1Jrable if' there exists a non trivial <A-additive 
• 

meas11re µ: P ( S) + { 0, 1} on a (any) set S ot: cardinal A, i.e. : 

(i) 

(ii) 

(iii) 

(iv) • 

• 

• 
lJ 1S a t,1nction "(S) 

µ{p} = 0 Vp Es 
µ{S) = 1 

• 

+ {O, 1} 

~ < a} c i' (S) with a < 

• 

• 

• 

is a d.isj oint f'a.tni ly, then 

• 

• 
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It is easily verified that the sets of measure 1 form an u.ltrafilter 

•on S which is closed under <X intersections. Conversely, each free 

u.J.trafilter on S which is closed under <X intersections defines a 

measure with properties (i), (ii), (iii} and (iv). 

We first prove theorems about measurable cardinals: 

A6. 2 THEOREM [ 59 J Each meas1,1rf;tq;I.e card~~~l __ ,is __ ~t .. r<;>p.g;J,.y inacce~~ible. 

Proof. Suppose Isl = A, µ: ~(S) -+ {o, 1} fulfills (i) - (iv), 

A = A~ a.nd cf' A < A. S is ilnion of <X subsets of power <X. By 
~<cfX 

(ii) and (iv), each of these subsets has meas11re O. By (iv), their 

union S has measure 0, contradicting (iii). Hence Xis re ar. 

Suppose a< X < 2°. We may suppose Sc {f I f: a {0,1}}, that • 1s: 

S consists of sequences O's and 1's of length a. 

For each t < a define i~ ~ {0,1} such that µ{f e: 1. 

Let r0 be defined by r0 (~) = i~ for all~< a. 

Now µ ( S) = 1 < µ ( { f O} ) + µ { f e: = O + O = O. 
~<a ~<a 

Contradiction with (iii). Hence_ A is strong limit. 

A6. 3 A cardinal A is called a-measurable if there exist S, µ with IS I = X 

a.nd µ:4}(s) + {0,1} satisfying (i}, (ii) and (iii) from the definition 

of' tneas11rable and (iv)': µ is o-additive (o. = w0 instead of a < X). 

Obvio1Jsly. w is measurable, but not a-measurable. 

THEOREM [59] 

The first a-measurable cardinal. is meas1.1,rable; i.e. the first 

a -meast1rable cardinal equals the first uncountable measurable cardinal. 

Proof. Suppose A is the first 

µ: 'Q { S) +· { 0, 1} f11] :fills ( i) , 

o-measurable cardinal, I s I - '\ 
- /\9 

{ii), (iii), (iv)' but not (iv). Then 
, 

there is a. smallest p < X and a disjoint :fa1nj ly { S~: ~ < p} such that 

disjoint subsets of S m11st have meas11re O). 

Define µ': ~ ( { ~: ~<p}) -+ { 0, 1} as follows: 

µ 1 ( X) = i i:ff' 

• 

each two 

' 
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• Trivially (i) - (iii) and (iv)' are f"ulfilled byµ', 

cr-meas1.1rable, contradicting the minimality of A. 

i.e. µ' is 

Rema.rk. A is cr-meas11rable and A < A' implies A' is cr-meas1.1rable. Thus 

if' .A.0 denotes the first 11n~ountable measurable ca.rdinal then 

( A is a-measurable) <- -: > A > A
0

• 

A6. 4 A ca.rdinal A is w:eakly .c,ompac~ if Vr < w V a. < ·A: A -+ 

2 be shown that this is equivalent to .A-+ (.A,.A) • 

In 3.2 (p.40) the relation for weakly compact A is used to 

show that each T2 -space of a weakly compact power has a discrete sub­

space o~ the same power. 

Without proof we mention the following topological characterization of 

weakly compact cardinals (see [50]): 

THEOREM •. ?- is, we¥1Y comp~~t s:., 2the product o~ A spaces which are. 

A-com.pact and of ~eight~ A is again X-comEa~t. 

Here A-compactness means that every open covering has a subcover of 

power less tha.n A. 

Ramsey's theorem says that w is weakly compact. It is not provable 

that there exist 1Jncountable weakly compact ca,rdinals , as is implied 

by the following theorem: 

THEOREM. Eac:q. weakly C?,9!0Pact cardinal A is strpngly inace,s si ble. 

Proof. Since cf A = roin{a: A ~ (A) 1}; 11. must be regular. Furthe1"1nore, 
a 

suppose that ..3a.[a < A 

Hence ). must be strong lj mj, t. 

Strong inaccessibility is much weaker than weak compactness ( this we 

will not prove). Moreover we have: 

A6. 5 THEOREM. Ev~;ry: measU3;~ple cardi:t?,,~ ). is weakly: compact. 

' Proof. By induction on r. For r = 1 , the regularity of A 
1 

A -+ (A) a. if a. < A. So suppose. .(A)~ if' a. < A and let 

• gives us 



• 
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[H]r+ 1 = u{I 
\) 

I v < a.} and µ : (H) ➔ {0,1} be a <A-additive 

meas11re. We define R c Hand x € R \R 
1 

inductively so that 
n n n n+ 

µ(R) = 
n 

1, :for n < A. Let R0 = H and x0 E R0 arbitrary. Assume n < A 

and R,, x~ have been defined and µ(R~) = 1, for~< n. 
limit, put R = n{R I ~ < n} and x c R be arbi tra1:y·. 

n ~ n n 
If n is 

Because 

If n is 

µ is n-additive µ(R) = µ{R0 ) - r{µ{R \R 1)1~ < n} = 1-0 = 1. 
n ' ~+ 

a successor, then de:fine an equivalence relation ,v on R by: n n 
X ,...., y iff 

n 

v {no, ... , nr-1} 
r 

E: [nJ 

belong to the same I~, ~ < a. 

n 

and 

Thus exactly one o:f these has measure one. Take this to be 

choose xn+ 1 E Rn+ 1 arbitrarily. 

R 
n+ 1' 

Having defined R and x for all n < A, take H'-= {x In< A}. 
n n n 

According to the construction there is a~: [A]r + a such that if 

• • • nr < A then {x , ... ,x } E: 
no nr 

and v < a such that I A I 
C I . 

\) 

A6 • 6 Cor,oll§t:!-.Y EY = A4.6 

and 

Proof. w is roea,s1~1rable, for we can extend { {n I n < m} m < w} to a 

non-trivial ultrafilter. The corresponding measure is <w-additive. 

A6.7 Definition 

* * Let : Card+ Caxd be such that a< a (e.g.: + , exp). 

A is *-inaccessible if 

(i) is reguJ ar 

(ii) * a. < A = · ,: .. ,> a. < A 
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(e.g.: strongly inaccessible = exp-inaccessible, weakly inaccessible = 
+ . . ) -inaccessible . 

then A is not the first * . . . -inaccessible cardinal. 

Proof. Let C = {a I a< A}= {all cardinals <A}. Since is weakly 

inaccessible, C and A are order isomorphic. 
• 

If we choose a measureµ on C with (i) - (iv)> then we can def'ine the 

following equivalence relation~ on {f' I f: C + C}: f ~ g iff 
µ µ 

µ ( {a E C: fa = ga}) = 1. The eq1.1i valence class of a function f' is 

denoted by f, the eq1.Jjvalence class_of the constant function which 

assumes the value a everywhere, by a. 

C = def{f l_f: C + C}. Sometimes we write C for {a I a e C}. 

Define f-< g if lJ ( {a I fa < go.}) = 1. This definition is independent 

of the choice of f and g and determines a linea.r ordering on C (which 

on C coincides with the natural ordering)> as is easily checked by 

using the fact that {x c CI µ(x) = 1} is a.n ultrafilter. 

In fact, < defines a well-ordering on C, for suppose :r
1 

> f
2

> ... for 
• 

some sequence in C. Then Vn < w: µ({a I f' (a) > f 1(a)}) == 1. The 
n n+ 

cr-addi ti vi ty of µ implies 

w: f (ct) > 
n 

Hence J a Vn < 

ordering of C. 

that µ ( { a I Vn < w : f n ( a ) > f n + 1 ( a ) } ) = 1 • 

f 1 (a.). But n+ this contradicts the well-

Moreover, the <A-additivity of'µ gives 1.1s that C is an initial segment 

of C, :for suppose f' < a
0 

for some f: C + C and a
0 

< A. Then 

µ({a I f'(a) < ao}) = 
f3<ao 

Hence Ja < 

µ({a I f'(a)_= S}) = 1._ Also, Cf C, because for the identity map 

idC = id E C\C. Hence C\C :/: r/J and ha.s a least elernent._We mey even 

change µ so as to make id= min(C\C). For let :r = min(C\C). Define 

µ': 2P(c) + {O, 1} by µ' (x) = µ(f'- 1(x)) :for x c C. We leave the proof 

thatµ' is a measure to the reader and we only show that id= min(C\C) 
• 

relative to µ'. Suppose g is such that. µ' ( {a f ga < a}) = 1. By the 

def'ini tion of µ' , 

" 
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µ'({a. I go,< a})=µ({$ I gf8 < ra}) = 1, hence gf-< f relative toµ. 

By the choice off this means that gf = a.0 for some a 0 EC. Now 

µ' ( {a I go. = a 0 }) = µ ( {S I g:t'f3 = a,
0 

)_= 1, hence g e C relative to µ' • 

From now on we assume that id= mjn(C\C). 

De:f'i.ne A = {a E 
r C I a is regular} and A = {a EC I a is singular}. 

s 
Then exactly one of' A and A has meas1.1re 1. 

Ass11roe that >-.. is 
r *s 

the :first -inaccessible ca.rd.inal. We shall prove 

that µ(A) F 1 and µ(A)~ 1, which is a contradiction. r s 
Ass11me that µ (A ) = 1. 

r 
Define g: C ~ C as follows: 

g( a.) = 0 if a. is singula.r 

g(a.) = a for some a < a < * . . f3 i:f 0. 1S regular. Such a S exists since a 
. * . . is not -inaccessible; and a* . * . . 

< A because is -inaccessible. 

Then g -< id, so ] f3 < A : µ ( { a I B < a < f3 *} ) = 1 = µ ( { a I a < f3 * } ) . 
Thu.s we have a set o:f power <>-.. with meas1.1re 1. Contradiction. 

Now we assume µ (A ) = 1. 
s 

Def'ine g(a) = c:f'(a), a< A; then g-< id hence ]a< A: 

µ({a. j cf(a) =a})= 1. Put H = {a I cf(a) = a}. 

For each a E H we choose a strictly increasing sequence (q,(a,~))t<S 

of cardinals, converging to a. 

Define ht(a) = ~(a.,t) for a EH,~< S 

for a H, t < ·S. 

Then h~-< id, hence_ _ C: h~ - n 8~ for some 8~ < A; t < s. 
Moreover, t -< z; > h~-< hz; }St < Bl;. 

It is ea.sily seen that sup h~ = sup B~ but sup a~ < A anii this is 
. ~<B t<S ~<8 

the set H for 

which µ(H) = 1. Since the ass11mption that µ(A ) = 1 is also contra-

dictory, we conclude that is not the first -1naccess1.b e cardinal. 

A6 • 8 COROLLARY • .:!;Ijf:_jt~h~e:_!rr!1C~8!::,s~19:.1r~.a~b~l:!;!eL£.C!8•!:r_9;di~· n!!_!al:!:_!:__.!~.~s~*.::.-~iln~a~c;_sc~e~s~s!liJb~l~e~. at....Jt~h~e~. n 

I {a E A a is *-inaccessible} = A. • 

• 

• 



• 
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appendix 6 • 

. 0 + a Proof. Let a 0 <A.Define S = a 0 forµ 

Then theorem A6.7, applied to 0
, yields 

0 * < a.0 , B = a for f3 > a.0 • 
. . * . . that the first -inaccessible 

> a is smaller than A. Using this result, one can easily show by 
0 

transfinite induction that for all,< A the , th *-inaccessible 

cardinal is also less than A, which proves the corollary. 

A6.9 Definition. 

• 

a is hyper ip~cGessible of rank 1 if a is inaccessible and there exist 

a inaccessibles sros.ller than a. , 

is h~per inacces~ible of rank n if for all~< n, a is inaccessible 

of rank , and there exist a inaccessibles of rank sma,ller than a. 

We can define hyperinaccessible cardinals also as fixed points of 

~th inaccessible cardinal. Then 

define hyperinaccessible cardinals of rank 1 as the ordinals~ such 

th . For successor n be the~ hyperinacces-

sible of rank~, and define the hyperinaccessibles of rank~+ 1 as 

the ordinals ~ such that ~ = ........ the 

hyperinaccessibles of rank n as the ordinals which are hyper-
• • inaccessible of rank~ for all,< n. 
In a similar wa:y as in the corolla.ry we can show: . 

A6.10 The first meas11rable cardinal A is preceded by A hyperinaccessible 

cardinals of rank n for n < A. 

• 

If one is still not impressed by the enor1nous size of" the first 

measurable cardinal, one mey define x, as the first byperinaccessible 

~a,rdinal of rank ~ and prove that the first meas1Jrable c-a,rdinal is 

larger than the first fixed point of this sequence. Many other results 

of this type are provable (see e.g. (46]) . 
• 

The existence of a:n. unco,mtable measurable cardinal has importa,nt 

im_plications in axi omat.ic set theory. We only mention that it is 

inconsistent with Godel's axiom of constructibility and even implies · 

the existence of' a non-constructible subset of w. However, neither 

GCH nor its negation can be deduced from the existence of a meas1Jra.ble 
• cardinal. • 

. ' ' 
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o-Baire 3 

a-compact 1 34 

a-Lindelof 3 

a-separable 3 

INDEX 

Arhangel' skil's p-spaces 10 ,20, [2] 

Arhangel' ski1.1 s solution to 

Alexandrov's conjecture 28,[3] 
• 

B (= all compact T2-spaces) 4,3, 19,32ff 

a.-Baire 3 

n-basis 6 

2.8,2.11,2.12,2.13,2.16,2.25, 

3.1,4.2,4.6,4.7,5.4,5.5) 
• 

x (= character) 7 

caliber 3,54 

(generalized) Cantor set ~D(2) 0
) 43 

canonical sequence 126ff 

canonization lemma 127 

Card (= class of all cardinals) 73 

cardinal(= initial ordinal) 73 
• 

hyperinaccessible 138 
* . .bl -inaccessi e 

measurable 132 

reg1Jl ar 76 

135 

s ing·1J 1 ar 76 

cr-meas urable 133 

strong limit 76 

strongly inaccessible 76 

weakly compact 134,40,125 

weakly inaccessible 76 

147 

c. c. c. ( = countable chain condition= 

every increasingly or decreas­

ingly well-ordered subfamj ly is 

countable) 58 

cellularity=c, c~ 7 

cf (=cofinality) 74 

C.H. (=continuum hypothesis) 73 

chain ,strongly decreasing - 2 ..... . 

character-x 7 ( thms 2. 1 ,2. 3 ,2. 16 , 

2.18,2.20,2.21,2.22,2.23,2.24, 

2.25,2.26,4.1,4.2,4.3,4.9) 

C-leroma(=ca.nonization-) 127 

closed subspaces (-and products) 30 

31,69,83,[22],[28] 

cocompact 4,[33],cf.[9] 

cofinality=cf 74 

a-compact 1 34 

Dedeking completion 4 

continu11m hypothesis 73 

countable chain condition,see c.c.c. 

(=tightness) see at t 

d (=density) 7(thms 2.1,2.3,2.4, 

2.6,2.7,2.8,2.20,2.25,2.26,4.1,. 

4.2,4.5,4.9) 

fi)(=class of dispersed spaces) 4,21 

D(2) 0 (=generalized Cantor set} 43 · ... 

D( a) (=discrete space on set. a) 2 

Dedekind completion 4 

defining set 37 

def'ini tely di verging function clot ... 
' 

depth=k 7( thms 2. 1 ,2. 18,2. 19 ,4.2) · 

discrete subspace 2 
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dispersed 4 
dyadic space (=T

2 
quotient ·or a 

generalized Cantor set)· 57 

elementa1.7Y op•en set (in products) 3 

3 

ER-lemme. (=Erdos-Ra.do) 110 i.e. : 

( r )+ ( +)r+1 exp a + a a 
a r+l r ) exp a=2 ,exp o:mexp(exp a. 73 

F (=two point T0 , not T2-space) 43 
F 1 cr,t 
free 

sequence 2,30 

subset 94 

G spa.n..a 20 oE ...,.,.,. 
G ~ r: ( =intersection of w open u,~ ~ 

sets) 1 

elenieotax-y G . ( in a product) 3 o,~ 
GCH = general continu11m hypothesis 

73,78 

h ( = height= her. Lindelof degree) 

7, 1.2 ( tbms 2 .. 1 ,2. 5 ,2. 6 ,2. 8 ,2. 14, 

2 .. 17,3.3,4.1,4.2,4.4) 

dt(=all strongly Hausdorff spaces) 

4,40,42 
strongly Hausdorff 4 

homogeneous (in partition calculus) 

100 

k (=depth) see at d 

(K) 60 

L (=Lindelof degree) 7(thms 2.6, 

2.19,2.21,4.2,A1.6) 

(= all linearly orderable spaces) 

4,14,18 

et-Lindelof 3 

log a ( =min{ el 2s>a}) 74 
long line 66 

M=Mr6wka' s class of cardinals 31, 

(M)=Martin' s a.xi om 58ff 
. * . rnJ n ••• =w • mJ n ••• 

neighbourhood basis (of a set) 2 

norn1al ,perfectly - ( =T4 +each closed 

set is a zeroset) 63 

a(X) = topology of X 1 

a~ (X) ( = all G0 ,~-sets in X) 1 

Or (=class of all ordinals) 72 
ordertopology 4 
ordinal (=set of predecessors) 72 

(as topological space) 78,84 

(=pseudo-character) 7(thms 2.15, 

2.17,4.2,4.3,4.9) 

(in A4.3 only) 74,107 

n ( = rr -weight) see at w 

f1-basis 6 



• 

partition (-of A=:fami ly whose union 

is A-not necessarily disjoint-} 

r-partition of A(=partition of 

[A]r) 100 

per:fectly nor1a.al ( =T4 +each closed 

set is a zeroset) 63 

product spaces 31,43ff,69,83,[6b], 

[15],[22],[24],[28],[31] 

p-spaces of Arhangel' skii. 10 ,20, [2] 

quasidisjoint (family) 85 

(R) 58 

ramification 100:ff 

regressive function 79 

regul a.r cardinal 76 

( [A]r) r-pa1--t;i tion -of A::parti tion of 

100 

a( x) = topology of X 1 

s (=spread) 7 ( thms 2. 1 , 2. 7 ,2. 8, 2. 9 , 

2.15,3.2,3.3,4.1,4.2) 
..,, 
Sanin property (-w 1 is a caliber) 

3,54 
a-separable 3 

sepa.rated,right- or left- 1 

sequence (=any map n~A for a limjt 

ordinal n and a set A) 

canonical 126ff 

free 2,30 

set 72 

defining 37 

set mapping 94 

singlJ] ar cardinal 76 

Sorgenfrey line (6.9) 68 
spread ==s 7 

stationary subset 81 

strongly 

decreasing chain 2 

Ha1.1s dorff 4 

149 

inaccessible cardinal 76 

subspaces ,closed -(- and products) 

30,31,69,83,(22],[28] 

discrete 2, see spread 

* sup •• • =w• sup ••• 

sup=max problem 37ff 

Suslin continuum (=orderable conti­

nuum X with d(X )=w
1

, and c(X) 

=wo) 15,(18],[34] 

Stislin property (=''c(X )=w
0 

'') 7 ,68 

-c' (=all topological spaces) 4 
. (=all T.-spaces,i=0,1,2,3,3~,4, 
1 1 . 

5) 4 

(=all completely regular,not ne­
P cessarily T0-spaces) 4 

tightness=a 8( thms 2. 1 ,2. 19 ,2. 26 ,4. 2·) 

u ( =uni:f'orrr1 weight) 7( thms 2. 1 ,2. 12:. 

2.13,4.1,4.2) 

U:rysohn 's space ( double interval:, 

6.10) 68 



' • . . "' • : i ,.: . 

v ( •we i gbt ) 6 { tl1:ms 2 • 1 :. 2. 2 , 2 • 3 , 2 . 12 , 2 • 1 3, 

-.1,4.2,4.3,4.9) 
vidth•z-her. density 7, 1,2,( thms 2. 1 ,2. 6, 

2.8,3.3,4.1,4.2,~.4) 
"-weight= n 6(thms 2.1,2.3,4.1,4.2,4.3) 

X ( •cbaraeter} see at c 



definition of the cardinal functions defined in cJzapter 7 for a topoZ.ogiaal 
space X, with topology o(X) 

weight w ( X) = w .min { .t- : .G is an open 
TI-weight n (X) = w .min { L- : L- is an open 

basis :for X } 
n-basis for X } 

uniform weight u(X) = w.rnj,n { IJl : Lt is a basis 
dens~~Y d(X) = w.min { sl : S = X} 

for a uniformity compatible 

cellula::-i ty c (X) = w. sup { U. : Lt c o ( X), Ul is disjoint } 
with cr(X) } 

c ( X) = w • sup { UL I : Gt c o t; ( X ) , Ul is dis j o int } 
spread 
Lindel8f' 
height 
width 

s X) = w.sup { DI : D c X, Dis discrete} 
degree L(X) = w.min {a : each open cover ha,s a subcover of ca.rd.ex } 

h (X) = w. sup { M : M c X, M is right-sepa.rated } 
z (X) = w. sup { M : M c X, M is left-sepa.rated } 

depth 
character 
pseudo-character 
tightness 

k(X) = w.sup { VL : Lt is a strongly decreasing cha.i.n } 
x(X) = sup{mjn{ lJ[P : L.JlPis a nbd basis at p} : pe:X } 
lJ)(X) = sup{min{ Ur: l\c o(X), (\Lil~={p}}: ,,...EX} 
a(X) = sup{min{ a : pEAcX ~( 3BcA pEB"'IB =a )} : pEX} 

partial ord.ering of the cax>dinaZ funetions established in.chapter 2 for X€Lz; 
here for a cardinal function¢, her.¢= sup{¢(Y):YcX}, so for ¢c{w,u,s,h,z,x, 
lJ.,,a} her.¢=¢ 
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X is paracompact ~ ~Sc 
X locally compact~ \JJ=x (0.8) 
X dispersed * I xi =h (2. 14) 
~<n • csc~~cn and Xis G6 I • 



Let X be infinite.Then we have as speaiaZe eases 
for X metrizcible (i.e. u(X)=w, af.2.72,2.13,2. 18,2.27) : 

ks w = 1 = c = d = n = s = h = z ~ lxl ~ ww 
d=x=v;=u = w 

f o:ra X dyadic (cf.4.9,4.8) : 

dstJJ=x= 
C = L = k 

1r=w=h s XI s exp w and w ~ exp s 
-- w 

foP X linea:raly or,dered., if j:;: number of points with an, immediate sucoesso:ra 
(cf.2.8.,2.10) : 

Ls h = s =cs d = z = n ~ w=d+j ~ lxl ~ exp c 
either d = c or d = c+ 
VJ = X :s; C 

}!'or an infinite compact Hausdorff space X the partial orde.ring of the 
results of aha:pter 2 simplifies as foZZOlil8 : 
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