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PREFACE 

The question, which distributions are infinitely di visible, is 

answered completely - in a certain sense - by the ~vy-Khintchine repre

sentation theorem for infinitely divisible characteristic functions. This 

theorem does not, in general, provide an answer to the question whether 

a given distribution function, or probability density, is infinitely 

divisible. One of the purposes of this tract is to give some simple 

conditions for the infinite divisibility of probability densities. 

Special attention is given to infinitely di visible mixtures. 

Chapter 1 is introductory. Chapter 2 is devoted to mixtures of Gamma 

distributions. There, among other things, it is proved that mixtures of 

Gamma distributions of degrees not exceeding one are infinitely divisible, 

or, equivalently, that completely monotone densities are infinitely 

divisible. In chapter 3 a more general class of infinitely divisibl..:

mixtures is considered. The final chapter treats some .related subjects: 

waiting-time and renewal distributions, log-convex densities, zeros of 

infinitely divisible densities, and moment inequalities. 

I am indebted to Dr, J. FABIUS and Professor J. Th. RUNNENBURG for 

advice and encouragement. My thanks are due to Mrs. S. HILLEBRAND, for 

typing and illustrations, and to Mr. D. ZWARST and Mr. J. SUIKER for 

printing and binding. 
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Chapter 1 

INTRODUCTION 

1.1 Introduction and summary. 

Infinite divisibility is a theoretical concept: one can hardly imagine 

a practical situation where it would be of interest to know whether a given 

random variable is infinitely divisible or not. The concept of infinite 

divisibility has its roots in the theory of stochastic processes with inde

pendent increments, its most important applications are in the theory of 

limit distributions of sums of independent random variables (cf. LEVY [18] 

and LOEVE [20]). Recently much attention has been focused on factorization 

problems and the study of stable distributions. For extensive bibliographies 

on infinitely divisible distributions we refer to LINNIK [19] and FISZ [6]. 

In this thesis infinite divisibility is studied for its own sake, 

regardless of the applications it may have in theory or practice. 

Though the infinitely divisible distributions have been characterized 

by Levy, Khintchine and others (see e.g. LUKACS [22]), in general it is very 

difficult to determine, whether a given distribution is infinitely divi

sible or not. This thesis is intended to provide some new methods of con

structing infinitely divisible distributions, and to give some necessary 

and (or) sufficient conditions for infinite divisibility. As a relatively no

vel feature, a number of these conditions are in terms of properties of 

probability density functions. 

In chapters 2 and 3 we investigate classes of infinitely divisible 

distributions, mixtures of which are also infinitely divisible. The starting 

point here is the study of mixtures of exponential distributions, initiated 

by GOLDIE [8]. In chapter 4 we consider a number of more or less related 

subjects: renewal distributions and monotone densities (both continuous 

and discrete), waiting times, zeros of infinitely divisible densities, 

log-convex densities and moment inequalities. 

A large part of the investigations was inspired by results in waiting

time theory, where infinite divisibility seems to be the rule rather than 

the exception. An e~ception to this rule is noted in chapter 4. 
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1,2 Notations and conventions. 

Throughout this thesis we shall use the following notation, often with

out further specification. 

Random variables will be denoted by underlined lower case letters: 

~. -;L, ••• ; their distribution functions by capitals: F, G, ••• ; their 

density functions (in case of absolute continuity) by the corresponding 

lower case letters: f, g, ••• ; their characteristic functions by the cor-

responding Greek letters: ¢, y, ... ' where¢ is defined by 

their Laplace transforms (in case of non-negative random variables) are 
., ., .., 

denoted by F, G, .•• , F being defined by 

( Re T .:_ 0). 

In case of distributions on the non-negative integers, which will be called 

lattice distributions, the probabilities are denoted by pn• 4n .,.;their 

generating functions by P, Q, ... ,whereby definition 

p = p 
n [ ~ = n J ( IJ. = o, 1 • 2, ... ) . 

00 

P(u) I n 
( iu I 1 ) • = p u < n -

n=O 

In many cases it is possible, and desirable, to extend the domains 

of the functions¢, F and P beyond the values indicated above by analytic 

continuation. 

We use the following abbreviations: 

inf div 

d.f. 

p.d.f. 

c.f. 

L.T. 

p.g.f, 

c.m. 

infinitely divisible (infinite divisibility) 

distribution function 

pro~ability density function 

characteristic function 

Laplace transform (of a d.f.) 

probability generating function 

completely monotone (complete monotonicity). 

1) All integrals are to be interpreted as Lebesgue-Stieltjes integrals. 
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When dealing with non-negative random variables, we shall sometimes 

prefer the use of c. f. 's, sometimes the use of L. T. 's. This preference may 

either be arbitrary or a matter of convenience; it seldom is essential. 

The functions 0, e, Kand k occurring in the various forms of the 

canonical representation (cf. (1,3.1) and (1.3.4)), will sometimes be used 

(with or without suffix) without explicit reference to these representations. 

If F and F are functions of finite total variation on (-00 , 00 ), then n 
we say that F tends weakly to F and we write 

n 

w 
F ➔ F, 

n 

if lim F (x) = F(x) for all continuity points of F. If in addition 
n➔oo n 

lim F (-00 ) = F(-00 ) and lim F (+oc>) = F(+oc>) we say that Fn tends to completely 
n➔oo n n4<" n 

and we write 

F 
n 

C 

➔ F. 

F will be called the weak limit or the complete limit of the sequence {F} 
n 

respectively. For theorems on weak convergence we refer to [20] and [22]. 

If a function is obviously zero for negative values of the argu

ment it is often defined explicitly for non-negative values only. 

The term infinitely divisible is applied, not only to random variables, 

but also to their d.f. 's, p.d.f. 's, c.f. 's, L.T. 'sand p.g.f. 's, and some

times, somewhat loosely, to their "distributions". 

1,3 Definition and basic properties of inf div distributions 

DEFINITION 1 • 3. 1 

A random variable 2£ is called infinitely divisible if and only if for 

every positive integer n there exist independent and identically distribu

ted random variables x 1, ••• , x , such that 2£ and x 1 + ••• + x --n, -n,n -n, -n,n 
have the same distribution. 

Equivalently we have 



4 

DEFINITION 1,3.2 

A characteristic function¢ is called inf div if and only if for every 

positive integer n there exists a characteristic function¢ , with the 
n 

property that¢=(¢ )n. 
n 

As we shall need logarithms and non-integral powers of c.f. 's, we 

formally state (see e.g. TUCKER [35]). 

DEFINITION 1,3.3 

If¢ is a c.f. and if ¢(t) f O for ltl 2. T, then by log¢ we denote the 

function w(t), uniquely defined for ltl 2. T by the conditions 

exp W ( t ) = ¢ ( t ) 

w(o) = o 

(ltl 2_T) 

w(t) is continuous for ltl < T. 

As every c.f. ¢ is continuous with ¢(0) = 1, it follows that for every 

c.f. ¢ there is an interval~T,TJ where log¢ is uniquely defined. If 

¢(t) f O for all t, then log¢ is defined for all t. The function ¢pis 

defined for real p by ¢p = exp (p log¢) for all values oft for which log¢ 

is defined. 

DEFINITION 1.3.4 

If Fis a d.f. with c.f. ¢ and if ¢pis a c.f., then the d.f. corresponding 

to ¢pis denoted by F*P (F* 1 = F). The corresponding densities are denoted 

by f*P. 

We now list a series of, mostly well-known, theorems about inf div 

distributions that we need in the following chapters. Their proofs may be 

found in the references indicated. For general theorems concerning c.f. 's 

and L.T. 's we refer to LUKACS [22] and FELLER [5] respectively. 

THEOREM 1,3, 1 [ 22] 

If ~ 1 and x are independent and inf div, then ~ 1 +~is inf div. According

ly ¢ 1¢2, FJ2 or P,P2 are inf div. 
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THEOREM 1,3.2 [22] 

An inf div c.f. has no real zeros 

THEOREM 1,3.3 [22] 

An inf div c.f. which is analytic has no zeros in the interior of its strip 

of regularity. 

COROLLARY 1.3.1 [22] 

An inf div c.f. which is an entire function, has no zeros. 

COROLLARY 1,3.2 

The c.f. of a non-negative inf div random variable has no zeros in the upper 

half-plane (Im t ~ 0). 

COROLLARY 1 • 3. 3 

The p.g.f. of an inf div distribution on the non-negative integers with 

p0 > O, has no zeros in the closed unit disk. 

THEOREM 1.3.4 [22] 

If.!_ is non-degenerate and bounded, then.!. is not inf div. 

THEOREM 1.3.5 (closure theorem) [22] 

A c.f. which is the limit of a sequence of inf div c.f.'s is inf div. 

REMARK: All theorems concerning c.f.'s imply obvious analogues for L.T.'s 

and p.g.f. 's. Not all of these will be stated, even if they are used. 

THEOREM 1.3.6 [22] 

A non-vanishing c.f. ¢ is inf div if and only if ¢pis a c.f. for all p > 0 

(or for all p =¾,with n = 1, 2, ••• ). 

THEOREM 1.3.7 (Levy-Khintchine canonical representation) [22] 

A c.f. ¢ is inf div if and only.if log¢ can be written as 

(1.3.1) log ¢ ( t) = ait + foo(itx - 1 - itx) 1+x2 d0(x) (-oo <t < oo), 
2 2 -oo 1+X X 
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where a is a real constant and 0(x) is a bounded non-decreasing function 

with 0(-"") = O. For x = 0 the integrand in (1,3.1) is defined by continuity. 

The representation is unique. 

COROLLARY 1.3,4 [7] 

If a c.f. ¢ has a representation of the form (1.3.1), where 0(x) is of bounded 

variation but not non-decreasing, then¢ is not inf div. 

If 0(x) is absolutely continuous, we define e(x) (almost everywhere) by 

(1.3.2) 

In most applications one tries to write log¢ in the form (1,3,1) and then 

to prove that 0 is non-decreasing, or that e is non-negative. 

THEOREM 1,3,8 [22] 

(1.3,3) J
oo * 1/ 1) JX 2 *1/ 

a= limn 7 dF n(y); 0(x) =limn --½ dF n(y). 
n-- - 00 1 +y n.._ - 00 1 +y 

THEOREM 1,3,9 [22] 

If¢, ¢1, ¢2 , •.. are inf div c.f, 's then ¢n ➔ ¢if and only if an ➔ a and 

0 .; 0. 
n 

Sometimes simpler representations are possible, for instance 

THEOREM 1.3.10 [5] 

A L.T. Fis inf div if and only if log F has the representation 

(1.3,4) V f oo -TX 1 log F (T) = O (e - 1) x- dK(x) (Re T ~ 0), 

where K(x) is non-decreasing. It follows that 1f00
x-1dK(x) is finite. The 

representation is unique, if K(x) is defined to be zero for negative x. 

Equivalently we have 

COROLLARY 1,3,5 [5] 

Fis inf div if and only if 

1) In all continuity points of 0. 
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( 1.3,5) (Re T > 0), 

where K satisfies the conditions of theorem 1,3,10, 

COROLLARY 1.3,6 [5] 

Fis inf div if and only if - F'/F is completely monotone, i.e. if and only if 

( 1.3,6) 

For properties of c.m. functions we refer to FELLER [5], 

If K is absolutely continuous, then we define k(x) (almost everywhere) by 

(1.3.7) k(x)dx = dK(x). 

COROLLARY 1,3,7 

If Fis an inf·div L,T, withµ= -F'(O) 

a d.f. having Fas an inf div factor. 

< (X), -1., ) then-µ F'(T is the L.T. of 

PROOF: F = e-$. Hence F' = -$ 1F, where $ 1 is c.m. and $'(0) = µ. 

THEOREM 1,3.11 [4] 

A p.g,f. P with P(O) > 0 is inf div if and only if log P can be written as 

(1.3.8) log P(u) = A{Q(u) - 1}, 

where Q(u) is the p.g.f, of a distribution on the non-negative integers and 

A> O, The representation is unique. 

COROLLARY 1.3.8 [4] 

A p.g,f. Pis inf div if and only ifP'/P is absolutely monotone, i.e. if 

and only if 

(1,3.9) (n = 0,1, ... ' 0 < u < 1), 

or, equivalently, if and only if P'/P is representable in the form 



(1,3,10} 

8 

00 

P'(u}/P(u) = l run 
0 n 

<lul < 1>, 

. ~ -1 where r > 0 and ,necessarily, l n r < 00 • 

n - 1 n 

REMARK 1: Theorems 1,3,9 and 1,3,11 and their corollaries have corollaries 

analogous to and following from corollary 1.3.4. These will be used. 

REMARK 2: The condition p0 > O is not an essential restriction. It ensures 

that the distribution with c,f, [P(eit)J 1/n is again a distribution on the 

non-negative integers. Of course, if P(eit) is an inf div c.f., then the 
ikt it same is true fore P(e ) for every real k. 

1.4. Mixtures of distributions. 

If G is a d.f. with support A and FA, A€ A, is a family of d.f.'s, 

such that FA (x} is Borel-measurable as a function of A for all x, then the 

function F d_efined by 

(1.4.1} 

is again a d.f., with c.f. 

and (if FA is concentrated on [O,m) for all A€ A) with L.T. 

In (1.4.1} we call Fa mixture of the d.f,'s FA, G is called the mixing 

(distribution} function. For Fin (1.4.1) to be a d.f., the function G, 

apart from being of bounded variation, must satisfy the condition 

G( 00 ) - G(-00 } = 1; G is·not necessarily a d,f, Sometimes we consider these 

more general mixing functions; however, unless otherwise stated G will be 

a d.f. 

From (1.3,1) it is clear that the set of inf div c.f.'s cannot be 

expected to be convex, i.e. that one cannot expect arbitrary mixtures of 
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inf div c.f.'s to be again inf div. Even mixtures of distributions which 

are notoriously inf div, like the normal and Poisson distributions, are in 

general not inf div. For example, the c.f. 

is zero for t 2 = ni and therefore by corollary 1.3,1 not inf div. On the 

other hand there are, as we shall see in chapters 2 and 3, surprisingly 

large classes of distributions which preserve inf div when being mixed. 

Whereas a mixture of two inf div distributions need not be inf div, a 

mixture of two distributions, neither of which is inf div, may be inf div. 

Formally, every c.f. is a mixture of inf div c.f.'s (in fact of degenerate 
) . . Joo itA ones as it is of the form_

00 

e dG(A). 

1,5 Rational L.T. 'sand c.f.'s 

In chapter 2 we shall study mixtures of r-distributions. As a start 

we consider here rational L.T.'s and c.f.'s. 
-1 If.!_ is exponentially distributed with mean A , then its L.T. is 

given by 

(1.5.1) 
A 

Fis inf div and the function k (or 8,see (1,3.7) and (1.3,2)) can be taken 

0 (x < 0) 

(1.5,2) k(x) = e(x) = { 

-AX 
e (x~O), 

as follows from the equality 

A Joo { -AX -(A+T)x} -1 
log A+T = 0 e - e x dx (Re T > -A). 

We now consider L.T.'s of d.f's of the form 
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(1.5.3) 

where m < n and the \'s (and µ's) are positive, or occur in complex conjugate 

pairs with positive real parts. From the correspondence between (1.5.1) and 

(1.5.2) it follows that Fin (1.5.3) has a representation of the form (1.3.4) 

with 

n 
k(x) = z: 

-AX 
e k 

-µ .x 
e J (x .::_ o). 

Complex conjugate numbers\ and\ give rise to a term of the form 

(1.5.5) 2 exp (- xRe \) cos(xim \). 

As an example we take 

where µ1 = 2 and µ2 , 3 = ½ (1: i/3). It follows that 

3 
II(µ.+ r), 
1 J 

( ) -x -2x - ix 1 r.:-k x = 3 e - e - 2 e cos 2 xv3, 

which is negative for large values of x satisfying cos½ xYJ = 1. Therefore 

the L.T. ½ {1 + (1 + r)-3} is not inf div. 

From (1.5.4) one can easily obtain sufficient conditions for Fin 

(1.5.3) to be inf div. A very simple condition is that \k ~ µk for 

k = 1,2, ... ,m. We shall meet this and more sophisticated conditions in 

chapter 2. 

If in (1 .5.3) we put r = -it and allow some of the \'sand µ's to be 

negative, we obtain c.f.'s of a more general class of distributions, having 

representations of the form (1.3.1), with 8 of the form 
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n ( 1 ) A ( 1 ) 
( 1 ) 

µ~ 1)x m 
I e k X - I e J ( X < 0 ) 
1 1 

(1.5.7) e(x) = 
(2) 

-A( 2 )x 
(2) (2) n m 

I - I -µ. X 
( X > 0 ) e k e J 

1 1 

A special case of this type is considered in chapter 2. 

In (1.5.6) the function 2IT(µ. + T)- 1 is not the L.T. of a d.f.; 
J 

therefore f is not the quotient of two L.T.'s in an obvious way. However, 

even the quotient of two inf div rational c.f. 's need not be inf div, if 

it is a c.f. (see e.g. [22] p.94 and p.187), Some conditions for rational 

functions to be c.f. 's are given in LUKACS and SZAZ [24]. 

One may consider the following partial ordering of inf div c.f.'s. If 

¢1 and ¢2 are inf div, then ¢1 precrfes ¢2 if ¢21¢ 1 is inf div. This is 

easily seen to be an order relation. In this way the r-distributions with 

c.f.'s of the form 

can be ordered: YA precedes YA if a2 > a 1, and yA precedes yA 
• a 1 'a2 1 'a 2 'a 

if A2 < A1• Clearly the YA,a cannot be completely ordered. There is, for 

instance, no order relation between y1, 1 and y2 2 : the function e(x) 
-x '-2x . corresponding to y1, 1/y2 , 2 equals 8(x) = e 2e , and is not of constant 

sign. 

1.6 Some known classes of inf div distributions 

Except for the Normal, Poisson and Gamma distributions only relatively 

few inf div distributions are known. In this section we list some classes 

of distributions that are known to be inf div. 

We shall often use the following theorem 

THEOREM 1.6.1 [22 J 

If y is a c.f. and if A> O, then ¢A defined by 

) · I - 1 1 1 If ¢1 and ¢2 are considered equal if ¢1¢2 = 1. 
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(1.6.1) = __ A-'----,_ 
H1-y(t) 

is an inf div c.f. 

1/n PROOF: Using theorem 1,3,6 we only need to prove that cpA is a c.f. for 

every positive integer n .• We have 

where 

( 1.6.2) 

cf> 1/n = 
A 

(_A_)1/n ( 1 1 )-1/n = 
\+1 -\+1Y 

(_A_) 1 /n + ~ ( n) k 
= A +1 l ck y ' 

k=1 

1 = -
n 

1 ( 1 + -) • . . (k -
n 

+ _l) _1 A 1/n ( 1 + A )-k-1/n 
n k! 

· ·t· Th f 1/n · · ' f O D 1) is posi ive. ere ore cf>:,_ is a mixture of c.f. sand hence a c. . D 

A more general class (compare remark on p.55) is the class of compound 

Poisson distributions, with c.f.'s of the form 

(1.6.3) exp {A(y(t)-1)}. 

The corresponding random variables can be represented as 

where the~ are independent and identically distributed with c.f. y and ,a has 

a Poisson distribution with parameter A, In the same way, the random variable 

corresponding to (1.6.1) is of the form .!_1 + ½ + ..• +~•where ~ has a 

geometric distribution. 

In LUKACS [ 22] the following class of inf div c. f. 's is mentioned. 

cp(t) = exp { - ft fuy(v)dv du}, 

0 0 
iv it where Y is any c.f. Taking y(v) = e we obtain cp(t) = exp{e - 1 - it}, 

1) DD D indicates the end of a proof. 
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a translated Poisson distribution. 

DWASS [3] considers the following transformation: if P(u) is a p.g.f. 

with P(O) > 0 and P'(1) < 1, then the function u defined by 

( 1.6.4) u(z) = z/P(z) (lzl < 1) 

has a unique inverse z(u), which is the p.g.f. of an inf div distribution 

on the non-negative integers. His proof is based on one of his theorems on 

random walks. The result can be obtained directly by use of Lagrange's 

theorem (theorem 1.8.1). From (1.6.4) it follows that 

oo n 
( I ) ( ) 'i' _u [(_L)n-1P'(x)Pn-1(x)J __ log z u = logP z = log Po+ l n? dx x=O 

n=1 
00 

'i' *n -1 n = log p0 + l pn n u, 
n=1 

where p:n is the coefficient of zk in Pn(z). Hence 

00 

( 1.6. 5) ( 'i' *n -1 n) z u) = p0u exp (l p n u , 
1 

as obtained by Dwass. From (1.6.5) the inf div of z(u) follows by theorem 

1,3,11 (compare remark 2 on p. 8). One can also express z(u) directly as 

a function of u by Lagrange's theorem: 

( 1.6.6) 
00 

'i' *n -1 n z(u) = l pn_ 1 n u. 
1 

As an example we ta.ke P(z) = 1 - p + pz, and from (1.6.6) we obtain p*n1 n-1 = 

(1-p) pn-1, i.e. the geometric distribution. n-

1,7 Waiting times 

As a large part of the work in the following chapters was prompted 

by results in waiting-time theory, in this section we give a brief de
scription of the classical one-counter waiting-time situation. For details 

we refer to KENDALL [14]. 
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Customers numbered 1, 2, ••• arrive at a counter at times 

O, z 1, z 1 + ~ , ••• ; the time needed to serve then-th customer is denoted 

bys ; all z's have d.f. A(y), all ~'shave d.f. B(s); al.1 z's and ~'s a.re 
-n 

independent. The time elapsing between the arrival of then-th customer and 

the moment he starts being served is called his waiting time, and denoted 

by w, with d.f. C . This general situation is labeled GI/G/1, expressing 
-n n 

the fact that both A and Ba.re general (unspecified) d.f.'s and that there 

is only one counter; the I stands for "Independent". If A or Bare exponential 

d.f. 's then GI or G is replaced by M (Markov). The description is completed 

by the condition that the server is never idle in the presence of customers 

and by specifying the "queue discipline". Three of the best-known queue 

disciplines are "first-come-first-served", "random service", where each of 

the waiting customers has the same probability of being served first, and 

"last-come-first-served". We shall only be concerned with situations where 

C = lim C exists. This limiting d.f. will be examined for inf div. 
n-►<x> n 

In the M/G/1 first-come-first-served case the L.T. of C is given by 

the Pollaczek-Khintchine formula: 

(1.7.1) 

-1 
where A =~and 

R = (1 - B)(TES )-1 
-n 

(1.7.2) 

( 1-p~T 

p = AEs with O < p < 1(see e.g.[16], p.312). Writing 
-n -1 

and a= p - we have 

where R is the L.T. of a d.f. (cf. section 4.1.1). It follows from theorem 

1.6.1 that C is inf div. 

In the case GI/G/1 with first-come-first-served queue discipline the 

L.T. of the waiting-wime is also of the form (1.7.2), where R is of a more 

complicated structure (see KINGMAN [17]). .., 
In the case M/G/1 and last-come-first-served queue discipline C is 

given by (cf WISHART [38]) 
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(1.7,3) c = 

where G is the L.T. of the busy period, i.e. the period during which the 

server is uninterruptedly busy (c.f. [5]). In section 4.1.4 it is shown 

that in this case C need not be inf div. 

The limiting case (pt 1) of the case M/G/1 with random service gave 

rise to the investigation of mixtures of exponential distributions by 

GOLDIE [8]. This case will be discussed in section 2.1. 

1.8 Two theorems of analysis 

Here we state (without proof) two not too well-known theorems that will 

be used repeatedly. 

THEOREM 1.8.1 (Lagrange's theorem) [36] 

If <j> is a function of the complex variable z, which is regular and # 0 

on and inside a closed contour C around z = O, and if u is such that 

lu<j>(z)I < lzl on C, then the equation 

u<j>(z) = z 

has exactly one solution z = z(u) with z inside C. Furthermore every function 

f, which is regular on and inside C can be expanded in a power series in 

u as follows 

00 
f(z) = f(O) + l 

n=1 

THEOREM 1.8.2 (Karamata's inequality) [2] 

If f is a real and convex function on (-00 ,00) and if x 1, 

y 1, ••• , yn are real numbers, satisfying 

(m = 1, 2, •.• , n-1) 

and 
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n n 

l ~=I yk, 
1 1 

then 

(1.8.1) 

REMARK: If f is non-decreasing (non-increasing) then the inequality (1.8.1) 

remains true if the condition 
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Chapter 2 

MIXTURES OF r-DISTRIBUTIONS 

2.1 Products of random variables 

In the queueing model M/G/1 with random service (see section 1.7) the 

distribution of (1-p)!!: for pt 1 tends to the distribution of ~z, where 

~ and z are independent and exponentially distributed (cf. [17]). 

Runnenburg (cf. [17]) raised the question whether this distribution is 

inf div. GOLDIE [8] proved that the product of two independent non-negative 

random variables is inf div if at least one of the two is exponentially 

distributed. This result is the starting point of this chapter. 

Goldie's proof uses a certain type of renewal sequences and is not 

very well suited for generalization. In section 2.2 we give an altogether 

different proof of his result, which (as we shall see in this chapter and 

the next) can be generalized in more than one direction. 

In this chapter we consider products of independent non-negative random 

variables, at least one of which has a r-distribution. 

2.2 Mixtures of exponential distributions 

If~ and z are independent, if~ is non-negative with d.f. G1 and z 
exponentially distributed with mean µ-\then the c.f. ~ of ~z is given by 

(2.2.1) 

Putting x 

(2.2.2) 

-1 
= µA we obtain 

f A~it dG(A), 
(O,oo] 

where G(A) = 1-G1(µ(A+0)- 1 ). It follows that G(O) = O, and that 

(2.2.3) 
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i.e. G may have an atom at infinity. Though· (2.2.1) is in some respects 

more natural than (2.2.2), we shall often prefer (2.2.2) for reasons that 

will become clear in the sequel. 

Clearly, the distribution of ~X. is a mixture of exponential distri

butions. In order to prove that such mixtures are inf div we first consider 

finite mixtures, i.e. p.d.f. 's of the form 

(2.2.4) f(x) 

n 
where pk~ O, l pk= 1 and without loss of generality 

1 

(2.2.5) O<A <>. <.,,<A, 
1 . 2 n 

(x > 0), 

We do not require all pk to be positive. As f(x) in (2.2.4) is a p.d.f. the 

pk are (here and in the sequel) supposed to be such that f(x) .::_ 0 for all 

x > O. Some conditions to this effect are given in BARTHOLOMEW [1]. 

Sufficient conditions can be obtained by putting dA = >-dG (cf.(2.2.4)) and 

observing that 

(2.2.6) 

as can be proved by integration by parts. The right-hand side of (2.2.6) 

is a mixture of r(2) - densities, whichis a p.d.f. if A(A) .::_ 0 for all 

A> O. In the same way, integrating by parts repeatedly, less restrictive 

conditions can be obtained, e.g. 

By taking x ➔ oo and x ➔ 0 respectively ln (2.2.4) it is seen that 

we must have 

n 
(2.2.7) P1 > 0 I pk Ak ~ O. 

1 

The L.T. corresponding to the p.d.f. (2.2.4) is equal to 
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(2.2.8) 

In (2.2.8) we will sometimes allow A to be infinite. Then-th term in 
n 

(2.2.8) is then to be read asp. In this case p cannot be negative, as 
n n 

this would cause F(x) to have an atom p <Oat x = O. 
n 

We prove the following theorem. 

THEOREM 2.2.1 

If O < A1 < A2 < ••. <An~ 00 and in the sequence p 1, p2 , .•• , pn there is 

not more than one change of sign, then the L.T. (2.2.8) is inf div. 

ti 
PROOF: As a start we take all pk> 0, Clearly F can be put in the form 

(2.2.9) 
n 

F(t) = P(t) / IT (Ak+t), 
1 

where P(t) is a polynomial of degree at most n - 1. From (2.2.8) it follows 

that F > 0 if t -1- -Ak+1 and F < 0 if t ,t- -Ak. As t is continuous on 

(-Ak+l'-Ak) (k = 1, 2, ••• ,n-1), F has n-1 zeros -µ 1, -µ 2 , ••• , -µn-l 

satisfying 

(2.2.10) 0 < A < µ < A < µ < .•• < A l < µ < A . 
1 1 2 2 n- n-1 n 

It follows that Fis of the form 

(2.2.11) F(t) = IT 77"" IT ~ , 
✓ n \ I n-1 µ. 

1 "k t 1 µj t 

with theµ. satisfying (2.2.10). Consequently F satisfies (1.3.4) with 
J 

(compare (1.5.1) and (1.5,2)) 

(2.2. 12) 
n -AX 

k(x) =le k -
1 

n-1 

l 
1 

-µ.x 
e J (x > 0) , 

which is positive by (2.2.10). Hence Fis inf div in this case. 

Turning to the general case we assume the pk to have the following 

signs: 
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(2.2.13) p 1 > 0, p2 > 0 , •.. , p 1 > 0, p < 0 , p 1 < 0 , ..• , p < 0 , 
m- m m+ n 

for some m with < m < n. 

Now the preceding argument, leading to a ze~o -µk with Ak < µk < Ak+ 1, 

can be repeated for a11 k-/: m-1. If Epk Ak = O, then Pin (2.2.9) is of 

degree n-2, and all zeros of Pare accounted for, and the inf div of F 
follows as above. If Epk Ak > 0 (see (2.2.7)) then F(T) is negative for 

large negative values of T. As F ➔ 00 for T t -A (which in this case is 
n 

finite) the n-1 st. zero, -µn_ 1 satisfies µn-l >Anand it follows that 
✓ 

in this case too F is inf div. D O D 

COROLLARY 2.2.1 

Let G be a function of bounded variation satisfying the conditions 

G(O) = O; f d.G(A) = 1; f00 
Ae-AX dG(A) .:_ O 

(O,oo] O 

(x > 0), 

and having no negative mass at infinity. If, furthermore, there is a AO 

with O <AO~ 00 such that G is non-decreasing for A< AO and non-increasing 

for A> A0 , then the L.T. 

(2.2.14) F(T) = I A~T dG(A) 
(O,oo] 

is inf div. 

PROOF: G is the weak limit of a sequence of functions of the form 

n-1 
G (A) = 

n I 
1 

where i(x) is defined by 

0 (x < 0) 

dx) = { 

(x,:_O), 

and the pk and Ak satisfy the conditions of theorem 2.2.1, with (cf. (2.2.13)) 
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A < A < A • Applying Helly's second theorem (cf. [22]) on the intervals 
m-1 0 m .,. 

(0,A 0] and (A 0, 00 ) it follows that F is the limit of a sequence of L.T. 's 

of the form 

with A = 00 • Hence, by theorems 2.2.1 and 1.3,5 the L.T. n 
inf div. DD D 

COROLLARY 2.2.2 

All mixtures of two exponential distributions are ind div. 

COROLLARY 2.2.3 

✓ 
Fin (2.2.14) is 

If 1!a and z are independent, 1!a ~ 0 andz exponentially distributed, then 

1!:X. is inf div. 

Corollary 2.2.3 was obtained by GOLDIE [8] as a corollary to a theorem 

that is more general in some respects and less general in others. His 

theorem does not allow for negative pk in (2.2.8). 

In LORENTZ [21] (p.12) it is proved that every continuous function 

a(y) on [0,1] is the uniform limit of a sequence of polynomials b (y), n 
in such a way that b (y) is non-increasing on [0,1] if a(y) is non-increasing 

n 
on [0,1]. It follows that every bounded continuous function A(x) on [0, 00 ] 

is the uniform limit of a sequence B (e-x), where B is a polynomial, and 
n n 

B (e-x) is non-decreasing, if A(x) is non-decreasing. Hence, every d.f. 
n 

is the weak limit of a sequence of d.f. 's with p.d.f.'s of the form (2.2.4). 

(see also KINGMAN [16], p. 317). As not all L.T. 's are inf div, it follows 

that not all exponential mixtures are inf div (compare theorem 1,3.5). 

According to theorem 2.2.1 the simplest counter examples should be looked 

for in the class of three-component mixtures with p 1 > O, p2 < 0 and p3 > O. 

An example of this kind is provided by the p.d.f. 

( ) -x 6 -3x -5x f 1 x = 2e - e + 5e (x > 0), 

with c.f. 
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As ~(t) has real zeros ±ff5 this c.f. is not inf div by theorem 1.3.2. 

An inf div example of the same class is 

(x > 0). 

It's L.T. is 

v 2 ( -1 F2(t) = 5 (2t +3}(3t + 5){(1 + t)(2 + t) 3 + t)} , 

with ( cf. 1. 5 • 4) 

- e 
- .2. X 

3 

which is non-negative by Karamata's inequality (theorem 1.8.2). 

In the same way Karamata's inequality yields more generally 

THEOREM 2.2.2 

A L.T. of the form 

(2.2.15) 
m µ,+t 
II ~ 
1 \J j 

with real A1 S and µ 1 s, is inf div if 

(2.2.16) 

(m < n) 

REMARK: Though theorem 2.2.2 is in a sense more general than theorem 2.2.1, 

it is less interesting for the following reason. There seems to be no other 

natural way to generate L.T. 's of the form (2.2.15) than by mixing exponen

tial distributions. However, the pk (cf. (2.2.8)) resulting from partial 

fraction expansion of (2.2.15) are not very clearly characterized by the 

conditions (2.2.16) (compare lemma 2.12.1). That is, it is not clear what 

class of exponential mixtures corresponds to the conditions (2.2.16). This 

is demonstrated by the two examples above. If m = n-1 in (2.2.15), then 

the inequalities (2.2.10) hold if and only if in (2.2.8) all pk are positive 

(see lemma 2.12.1). 
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2.3 Generalizations 

The results of the preceding section can be generalized in several 

ways. In terms of c.f. 's we have proved that mixtures (with positive weights) 

of functions of the form 

(2.3.1) _;i,._ 

A-it 

are inf div c.f. 's. More generally, instead of mixtures of c.f.'s (2.3.1) 
one may consider mixtures of 

(2.3.2) (a.> o), 

with p.d.f. 

(x > 0). 

Distributions with p.d.f.'s of the form (2.3.3) will be referred to as 

r(a.) - distributions. 

On the other hand (2.3.1) can be generalized to 

(2.3.4) A 
A-h(t) 

with a suitable class of functions h, and then again to 

In the remaining s·ections of this chapter we shall consider mixtures of 

c.f.'s of the form (2.3.2), where mixing can take place with respect to 

A or a. or both. In chapter 3 the cases (2.3.4) and to some extent (2.3.5) 
will be treated. 

We conclude this section by considering an other type of generalization 

of theorem 2.2.1. Let f be the p.d.f. defined by 



(2.3.6) 

where 

(2.3,7) 

n' 
I 

j=1 

f(x) = { 

24 

p! ).! 
J J 

). !x 
e J (x < 0) 

(x > 0), 

pj > 0 (j = 1, 2, ••• , n'); pk> 0 (k = 1, 2, ••• , n) 

n' n 
l p! + l P = 
1 J 1 k 

0 < ).' 
1 < ••• < ).~' ; 0 < ).1 < ••• < An. 

The c.f. off is given by 

(2.3.8) 

We prove 

THEOREM 2,3,1 

The c.f. (2,3,8) with pj' ).j' pk and ).k satisfying the conditions (2,3,7) 
is inf div. 

~: By analytic continuation we have for z 'I: ). ! (j = 1, 2, ... n 1 ) 
J 

and z 'I: -).k (k = 1, 2, ••• , n) 

n' ).! n ). 
( ·) '\' ,....J__•'\' k <f, iz = l .p. ,,_ + l pk 7"":;- • 

1 J "j z 1 "k z 

Here <f, is of the form P/Q, where P and Q are polynomials. P is of degree 

n' + n - 2 if I:pj ).j - I:pk ).k = 0 and of degree n' + n - 1 otherwise. As 

in the proof of theorem 2,2,1 it is easily shown that <t,(iz) has n' + n - 2 

zeros µi , ••• ,µ~'-land -µ 1 , ••• , -µn-l satisfying 

(2.3.9) ).' < µ' 
1 1 
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If Epj Aj - Epk Ak = 0, then this accounts for all zeros. Otherwise by the 

argument used in the proof of theorem 2.2.1 there is one more zero 

µ' withµ',> A', or - µ withµ > A , depending on the sign of n' n n n n n 

Epj Aj - Epk Ak. It follows that ~(t) has a representation of the form 

( 1 . 3 . 1 ) with e ( x) given by 

n' I m' I 

}: A .x }: µ .x e J - e J ( X < 0 ) 
j=1 p=1 

e (x) = { 

n -A X 
m 

}: e k - }: e-µkx (x> o), 
k=1 k=1 

where m' equals n' or n'-1 and m equals n-1 or n depending on the sign 

of Epj Aj - Epk Ak. The inequalities (2.3.9) and the inequality for the 

remaining zero ensure that 0(x) > 0 for all x. Hence~ is inf div. DD D 

2.4 The case O <a~ 1 

For the time being we restrict ourselves to mixtures with positive 

weights. From theorem 2.2.1 we deduce 

THEOREM 2.4.1 

All mixtures of r(a) - distributions with O <a.::_ 1 are inf div. 

PROOF: We have (cf. [36] p. 261) for all a< S 

(2.4.1) 

The equality (2.4.1) expresses the fact that every r(a) - distribution 

can be regarded as a mixture of r(a) - distributions with a> a, In 

particular every r(a) - distribution with O <a.::_ 1 is a mixture of expo

nential (r(1)) distributions. Now any finite mixture 

(2.4.2) 

with O < ak < 1, by (2.4.1) is a mixture of exponential distributions and 

therefore is inf div by theorem 2.2.1. The inf div of general mixtures is 
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obtained by regarding these as limits of mixtures of type(2.4.2) and using 

the closure property (theorem 1.3,5),D DD 

As an example we take a mixture of r(½) - distributions: 

is an inf div L.T. 

REMARK: As a generalization of theorem 2.2.1, one would expect the L.T. 

Epk A~ (Ak+,)-a to be inf div if O <a< 1 and the pk do not change sign 

more than once. In general, however, it is not possible to represent these 

L.T. 'sin the form (2.2.14) with G satisfying the conditions of corollary 

2.2.1. 

2.5 The case a> 2 

As.we saw in section 1.5, the L.T. 

is not inf div. As all mixtures of r(a) distributions can be regarded as 

mixtures of r(S) distributions with 8 > a (cf. (2.4.1)),it follows that 

mixtures of r(a) distributions with a> 3 are in general not inf div. 

It also follows (from the closure theorem) that not all mixtures of 

r(a) - distributions with a< 3 are inf div. It turns out that mixtures 

of r(a) - distributions are in general not inf div for any a> 2. To prove 

this we consider the graphs in the complex plane of (1-it)-a, for real t 

and for a= 1, 1 <a< 2 and 2 <a< 3 respectively. These graphs are 

sketched in Fig. 2.5.1. Clearly these graphs are symmetric with respect 

to the real axis, the upper halfs representing the values fort> O, the 

lower halfs those fort< O. 
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1 < a < 2 

Fig. 2,5, 1 

I ,. 

,•·· 

.......... _ --__ .,,,.,,. 

2 < a < 3 

Every two different points P1 and P2 on the solid part of each of these 

graphs can be regarded as the images of two functions (1 - ixlt)-a and 

,. 
I 

I 

/ 1 

( 1 - ix2 t)-a , with x1 ~ 0 and x2 ~ 0, at the same value t = t 0 > o. The 

images of mixtures of these functions at t = t 0 form the dotted line segment 

P1P2• If this line segment passes through the origin O, then there is a 

mixture of the two functions with a zero at t = t 0 , and therefore one that 

is not inf div. As follows from Fig. 2,5,1,this is possible only in the 

case a> 2. To obtain concrete examples of such mixtures we consider the 

c.f. 

(2.5. 1) 1 - p + p(1 - it)-a (0 < p < 1), 

i.e. x1 = 0 and x2 = 1. In this case a zero can occur fort= t 0 , satisfying 

t 0 > 0 (without restriction) and 

Im(1 - it )-a= O 
0 
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i.e. 

and hence 

It is easily verified that these requirements can be met if (and only if) 

a> 2. If we now choose p such that 

( )-a 
1 - p + p Re 1 - it0 = 0, 

then the c.f. (2.5.1) is not inf div. 

REMARK: It follows in the same way (see Fig. 2.5.1, 1 <a~ 2) that mixtures 

of the form 

are in general not inf div for a> 1 (compare theorem 2.3.1). 

2.6 A conjecture 

The results in the foregoing sections are summarized in 

THEOREM 2.6.1 

The set 

{a> Q 1
0
J00 (1 - itx)-adG(x) is inf div for all d.f. 's G on [0, 00 )} 

has a maximum a0 satisfying 1 ~ a0 ~ 2. 

PROOF: The existence of a maximum and the inequalities for a0 follow from 

theorem 1.3.5, corollary 2.2.1 and the considerations in section 2.5. DD D 
In view of the results in section 2.2 and 2.5 it seems reasonable to 

conjecture that a0 = 2. Unfortunately we have not been able to prove or 

disprove this. In the next three sections, however, we shall supply some 

evidence for the conjecture a = 2. How convincing this evidence is seems 
0 

to be a matter of faith. 
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2,7 Finite mixtures of r(2)-distributions 

In this section we consider L.T.'s of the form 

(2.7.1) 

n 
with pk > o, L pk = 1 and O < >.. 1 < >.. < 

1 2 
< >.. • 

n 

✓ 
(2.7.1) F( T) in van be rewritten as 

(2.7.2) 

where P(T) is a polynomial of degree 2n - 2. The zeros T. of P occur in 
J 

complex conjugate pairs: 

(2.7.3) T. = -µ, ± i \/. 
J J J 

(j = 1, 2, ••• , n-1), 

where the µ. are supposed to be ordered: 
J 

(2.7.4) 

v 
It is easily seen (cf. (1.5.4) and (1.5.5)) that F has a canonical repre-

sentation ( 1 . 3', 4) with 

n 
k(x) = 2 L 

k=1 

-µ.x 
e J COS \/,X 

J 

J 
Therefore a sufficient condition for inf div of Fis 

n 
(2.7.6) I 

k=1 

n-1 
->,. X ~ 

e k > l 
- j=1 

-µ.x 
e J 

As a first attempt to prove (2.7.6) one may try to prove that 

(x > 0). 

(x > 0). 

>... < µ. 
J J 

(j = 1, 2, ..• , n-1), as in the case a= 1. As it turns out, these 

inequalities hold generally only in the case n = 2. A counterexample with 

n = 3 will be given in section 2.10. As a second attempt one may try to 

use Karamata's inequality (see also remark following theorem 1.8.2),by which 
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the inequalities 

(m = 1, 2, ••• , n-1) 

imply (2.7.6). 

To obtain .information about the zeros off, we write 

(2.7.8) 

with 

(2.7.9) 

and hence 

S(-r) = F(-r) 

A. = p. :>.~ 
J J 

n 
l A. = 1. 
1 J 

J 

n o: pk :>.:)-1 
1 

n 
(L pk A:)-1 

1 

P~tting -r =-µ+iv it follows that 

n 
= l 

, 

n (;>..-µ)2-v2 

A. 

2 • 
( A . +T) 

J 

Re s(-r) = l A. 2 2 2 • 
1 J {(;>..-µ) +v} 

J 

(2.7.10) 

As S has no real zeros, S = 0 implies that v; 0. From (2.7.10) it then 

follows that S cannot be zero for values ofµ for which:>.. - µ is of constant 
J 

sign. Hence we have 

( j = 1 , 2, •.. , n-1 ) . 

For n = 2 the inequality (2.7.11) implies (2.7.6) and the inf div of (2.7.1). 

Taking n = 3 we can write 
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where on the one hand N(1) is of the form 

and on the other hand 

(2.7.13) 

where the µ's are defined in (2.7,3) and the a's are constants. Equating 

the coefficients of , 3 in (2,7,12) and (2.7.13) we obtain 

As by (2,7,11) we also have µ1 > \ 1, Karamata's inequality yields (2.7.6) 
and hence,by (2,7,5), the inf div of (2.7.1) for n = 3, 

By the same method we have for all n 

n-1 n-1 

I I 
1 1 

To be able to apply Karamata's inequality in the case n = 4, we only 

need the additional inequality µ1 + µ2 ~ \ 1 + \ 2 • This will be proved by 

a geometric method suggested by Runnenburg. We shall discuss this method in 

slightly more detail than we need it to prove the special case n = 4. 
First, it is noted that the sum of n complex numbers, all situated 

at one side of a straight line through the origin, cannot be zero (see e.g. 

POLYA and SZEGO [27], p. 89), From this it follows that the zeros of 

n A. 
=I-..._-

1 (\.+,)2 
J 

with positive imaginary parts are confined to the un-hatched area in Fig. 

2.7.1. This area is bounded on one side by the half-circle with diameter 
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A - A passing through -A and -A 1, on the other side by the half-circles 
n 1 n 

with diameters Ak+ 1 - Ak and passing through -Ak+1 and -Ak (k = 1, 2, ••• , n-1). 

-A n -An~i -A2 
.• 

.Fig. 2. 7. 1 

Using the fact that S( .r) ( see U?. 7 :a)) has a partial fraction expan

sion of the form 

with 

S(-r) 

B = 0 
k 

(k = 1, 2, ••• , n), 

Runnenburg obtained the relations 

(2.7.15) 
n-1 r -1- = r 1 

t. ~· A,-A k=1 J,k krJ J k 
(j = 1, 2, ••• , n), 

where 

(2.7.16) 

The quantities It. kl can be interpreted geometrically as the diameters of 
J' 

the circles through the points -Aj and 'k = ~µk + ivk and with centres on 

the real axis. We shall only use (2.7.15) with j = n, and we write 

t = t . 
k n,k 
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For n = 2,(2,7,15) says that the zero -µ 1 + iv 1 is situated on the half

circle through -A 1 and -A 2 . 

For n = 3 we have the situation as sketched in Fig. 2.7.2. 

Fig. 2,7,2 

It follows that 1 1 > ).. 3 - ).. 2 and 12 > ).. 3 - ).. 2 • Using (2,7.15) we therefore 

have the relations (not knowing whether 1 1 > 12 or 1 1 .::_ 12 ) 

_,_ > 1 
A -A Y-1 3 2 

1 1 1 1 r-:x- + ~ = y- + y-
3 1 3 2 1 2 

From this, by Karamata's inequality (with f(x) = l, or otherwise), we 
X 

obtain (cf. (2.7.16)) 

and hence 

as we proved earlier. 

In the case n = 4 we only have to prove the missing inequality 

µ1 + µ2 ~ A1 + A2, The only case of interest is sketched in Fig. 2,7,3, 

where 1 > 
1 A4 - A2 and 1 > 

2 A4 - A2, In the other cases we trivially have 

µ + µ > A + A 
1 2 - 1 2· 

·f 1 
1 1 < A4 - A , thenµ 

2 1 
> A2 and hence µ2 > A2 ; if 

1 2 < A4 - A2, then µ2 > A and (as always) A1 > µ,. 2 
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Fig. 2.7.3 

We therefore have the inequalities 

1 1 
--- >-
A4-A2 - £2 

where the last inequality follows from (2.7.15) and the fact that 

i 3 > A4 - A3 • Karamata's inequality (see remark following theorem 1.8.2) 

yields the inequality µ1 + µ2 .::_ A1 + A2 as in the case n = 3. This in

equality, the inequalities (2.7.14) and another appeal to Karamata's in

equality establishes (2.7.6) and the inf div of (2.7.1) for n = 4. 

In order to prove the inf div of (2.7.1) for larger n by this method, 

one would evidently need more than only one of the equalities (2.7.15). 

However, I did not succeed in extending this method to values of n larger 

than 4. 

We summarize the foregoing results in 

THEOREM 2.7.1 

The L.T. 

where pk> O, Ak > 0 

n = 1, 2, 3, 4. 

n 
(k = 1, 2, ••• , n) and l pk= 1, is inf div for 

1 
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2.8 Other mixtures of r(2)-distributions 

As discrete mixtures of r(2)-distributions are rather hard to handle, 

one is led to consider continuous mixtures. Some of these are trivially 

inf div, because they are mixtures (with positive weights) of exponential 

distributions. For example, 

1 Jb 1 1 
b ( )2 dx = 1+b, 0 1+,x 

Slightly more general we have 

( 2. 8. 1) 
b-a a 

Jb 
1 dx = -,--,--,-,,----. 

( 1+Tx)2 ( 1+aT )( 1+bT) 

which is inf div as it is the product of two L.T.'s of exponential dis

tributions. On the other hand, writing p = a(b-a)- 1, we have 

1 
(1+a-r)(1+bT) = ( 1+p) 1+bT 

i.e. the L.T. of a mixture of exponential distributions with one negative 

weight. Generalizing this idea we prove the following theorem about 

unimodal d. f. 's. 

A d.f. G is called unimodal if there exists an x0 such that G(x) is 

convex for x < x0 and concave for x > x0 . 

THEOREM 2.8.1 

If G is a unimodal d.f. on [O,m), then the L.T. 

(2.8.2) 1 dG(x) 
( 1+TX) 2 

is an inf div mixture of L.T.'s of exponential distributions. 

PROOF: First we assume that G has continuous first and second derivatives, 

g and g', where g satisfies lim x g(x) = lim x g(x) = O. Integrating by 

parts we then have 
x+O x-+-co 
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(2.8.3) 

=Joo 
00 

-Qr 1: tX gt ( X) dx F( t) 1 2 g(x)dx = 1:tx g(x) I ( 1 +tx) 
0 

=ofoo 1 
(- xg' (x) )dx. 1+tx 

As G is unimodal, g' changes sign only once, and it easily follows from 

corollary 2.2.1 that the L.T. (2.8.3) is inf div. Now every unimodal d.f. 

on [0, 00 ) can be obtained as the limit of a sequence unimodal d.f. 's 

satisfying the assumptions above. Application of Helly's second theorem 

and the closure theorem concludes the proof.DD D 

= 

REMARK 1: A slightly more direct proof of theorem 2.8.1 may be given if one 

uses Khintchine's integral representation for unimodal distribution 

functions (see GNEDENKO and KOLMOGOROV [7] p. 157 ff.). 

REMARK 2: The case where G is concave for all x > 0 can be regarded as a 

limiting case of unimodality. Then g'(x) < 0 and (2.8.3) is a mixture with 

positive weights. 

A special case of theorem 2.8.1 is of interest in view of the starting 

point of this chapter, the inf div of products of exponentially distributed 

random variables. We return to this in the next section. 

COROLLARY 2. 8. 1 

If 

then 

is an inf div L.T. 

g, (x) 1 a a-1 
"•a = r(a) A X 

Ofoo _1 _ 
2 g" (x)dx 

( 1+tx) ,a 

->.x 
e 

As a discrete analogue of theorem 2.8.1 we consider 

(2.8.4) 
00 

F(t) =~pk (1+tk)(1+tk+t) ' 

(x > 0), 
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where we take (1+,k)-1(1+,k+,)- 1 instead of (1+,k)-2 to make stumllation by 

parts possible. We have 

which is inf div by theorem 2.2.1 if pk_1 - pk does not change sign more 

than once. However, (2.8.4) can also be considered a special case of (2.8.2) 

as we have 

~ oo fk+1 1 =ofoo 1 F(,) = l pk 2 dx 2 dG(x), 
1 k (1+,x) (1+,x) 

where G(x) is unimodal if pk_1 - pk changes sign only once. 

2,9 Products of r-variates 

The starting point of this chapter was the inf div of the produ~~ of 

two independent, exponentially distributed random variables. Denoting by 

x the randan variable with p.d.f. 
-a 

a-1 -x 
X e 

r(a) (x > 0; a > 0) , 

we prove much more generally 

THEOREM 2,9,1 

If¾ and .!.a are independent, then .!,0 .!.a is inf div if 

0 < min (a,8) ~ 2. 

PROOF: The case a= 2 is covered by corollary 2.8.1, and because of symmetry 

we only have to prove the theorem for O <a< 2 and a> O. 

For the L.T. of¾¾ we have 

(2.9.1) E exp(-,xa¾) = r(s) ofoo(1+,y)-a YS-1 e-y dy. 

Using (2.4.1) with 8 = 2 and A= y-1 we obtain a double integral. Inverting 

the order of integration, substituting ux for y, and inverting the order 
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of integration again, we get 

=Cr (1+Tx)-2 f 0 (x) dx, 
0 a,.., 

where C is a constant and 

(x > o). 

We shall prove that f 0 is unimodal (or decreasing) on (0,m) for all a,.., 
a and B with 0 < a < 2 and B > 0. 

First, note that f' 0 (x) = 0 if and only if a,.., 

1-a B-2 -ux Im Im ( B-1 ) 1 ( u-1 ) u e du = x 1 
( ) 1-a B-1 -ux u-1 u e du. 

Substituting v = x(u-1) we see that f' 0 (x) = 0 if and only if a,.., 

L 0 (x) = R 0 (x), a,.., a,.., 

where 

Im 1-a B-2 -v 
La,B(x) = (B-1) 0 v (v+x) e dv, 

R o(x) = Imv1-a(v+x)B-1 e-v dv. a,.., O 

As the cases a< 1 or B ~ 1 are covered by theorem 2.4.1, for the time 

being we assume 1 < a < 2 and B > 1. Then we have 

L 0 (0) > R 0 (0), a,.., a,.., 

and, for x > B-1 

L 0 (x) < R 0 (x). a,.., a,.., 

It follows that L = R for at least one value of x. We shall prove 
a,B a,B 

that there is exactly one. 
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If 1 < B ~ 2, then L O is non-increasing and R O is increasing. If atµ a,P 
2 < B < 3, then L is concave and R O is convex. Hence, by (2.9.6), in 

- a,B a,µ 
these cases there is exactly one solution of L 0 (x) = R 0 (x). 

a ,P a,P 
Suppose now that for some integer k ~ 3 there is only one solution 

of L 0 (x) = R 0 (x) if k-1 < B ~ k. We prove that this implies that there a,µ a,P 
is also only one solution fork< B ~ k+1, 

Assuming that La,B+1(x) = Ra,B+ 1(x) has two solutions, x0 and x1, with 

x0 < x1, it follows that there are two solutions, x0 and x; of 

L~,B+1(x) = R~,s+·i(x), with O < x0 < x0 and x0 < x; < x1: The solution x1 
follows directly from Rolle's theorem, the solution x0 is a consequence 

of the fact that La,B+1(o) > Ra,B+1(o) and also L~,B+1(o) > R~,B+ 1(o). The 
latter inequality follows from (2.9.6) and the equalities 

L~,8+1 (x) = (B-1) L 0 (x) a,µ 

But, from the equalities (2.9.7) it now follows that there are two 

solutions, x0 and x;, for L0 , 8(x) = R0 , 8 (x). As this contradicts our 

assumption, we have proved that f' 0 (x) = 0 has exactly one solution if a,µ 
1 <a< 2 and B > 1. In the same way it can be proved that f' 0 (x) = 0 

~.µ 
has no solution if a ~ 1 or B ~ 1 ( the latter case follows trivially 

from (2.9.5)). It follows that f O is unimodal (or decreasing) for all a a,µ 
and B with O <a< 2 and B > O. DD D 

As a similar application of theorem 2.8.1 one may consider quotients 

of r-variates. It is easily verified that the p.d.f. of ~ 1 is unimodal, 

which implies that x / x is inf div if a< 1 or a= 2. A special case 
-a -s -

of this is provided by the F-statistic: 

m 2 m+n 2 
F =Yu. / Y u., where u1, ••• , u + are independent random variables 
-m,n 1 -J m41 -.K - -m n 

having normal distributions with mean zero and variance cr2• It is easily 

seen that F is distributed as x / x , and hence that F is inf div 
-m,n -m --n -m,n 

2 2 
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if m = 1, m = 2 or m = 4. We made no attempt to prove the inf div of x /x 
7l =a 

for all a with O < a < 2. 

2.10 Numerical results 

Unable to prove the infinite divisibility of 

(2.10.1) 

for n 2'... 5,we looked for counterexamples to the various sufficient conditions, 

by computing the zeros of (2.10.1) numerically. 1) 

An example contradicting the inequalities (cf. (2,7,3)) 

A.<µ.<A. 1 J J J+ 
(j = 1, 2, ••• , n-1) 

is obtained by taking 

0.9 

One finds {with accuracy as indicated) 

µ 1 = 1 • 800 , µ 2 = 1 • 909. 

We examined some 80 cases with 5 .::_ n .::_ 10, and Ak and pk such as seemed 

to be most promising. The ccmputing time needed per case made a systematic 

investigation unfeasible. We found no counterexamples to the inequalities 

(m = 1, 2, •.. , n-1), 

and even the stronger inequalities (cf. (2.7.16)) 

m m 
l A • < l ( A -R. . ) 
1 J - 1 n J (m = 1, 2, .•• , n-1) 

were satisfied in all cases. A difficulty showing up here is the fact that 

1) My thanks are due to drs. J.A. van Hulzen for advice and extensive 
programming. 
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an increasing order in theµ. need not result in a decreasing order in the 
J 

t .• This, however, would not seriously impair the possibility of giving a 
J 

proof along the lines of section 2.7. 

2.11 Ccmpletely monotone densities 

If G is any d.f. on (0,00 ) then by corollacy 2.2.1 the L.T. 

is inf div. Equivalently, all p.d.f. 1 s of the form 

(2.11.1) 

are inf div. Clearly ( see FELLER [ 5], p. 4 16) ( 2. 11. 1) is completely monotone 

on (O,oo), On the other hand evecy c.m. p.d.f. f(x) on (0,00 ) can be repre

sented as 

(2.11.2) f(x) Im -AX 
= 

0 
e dvP,), 

where vis a measure on [0, 00 ). Using the fact that 

Of 
oo 

f(x) dx = 1, 

by Fubini's theorem we have 

It follows that f(x) in (2.11.2) is of the form (2.11.1) with 

i.e. G(A) is a d.f. on (0,00 }, As mixtures (with positive weights) of c.m. 

functions are again c.m. we have proved 



42 

THEOREM 2,11.1 

All (mixtures of) completely monotone densities are inf div. 

REMARK: We may restrict ourselves to distributions on (0,00 ) as the c.m. 

implies that the support of the distribution is of the form (a,00 ) with 

a>- 00 , and a shift does not affect the inf div. 

COROLLARY 2.11.1 

If~ and x. ar,e non-negative and independent, and if x has a c.m. p.d.f., then 

~Xis inf div. 

PROOF: The p.d.f. of ~Xis a mixture of c.m. p.d.f. 1s. DD D 

The c.m. condition is useful, because it is usually easier to verify 

this condition directly by verifying that a p.d.f. has alternating deriva

tives, then to represent it explicitly as a mixture of the form (2,11.1). 

Examples of p.d.f.'s which are inf div by this criterion are provided by 

the following functions (p.d,f's up to a multiplicative constant): 

(p > 

(hence Pareto's distributions are inf div), 

X > 0) 

(0 <a< 

(x > o) 

(compare the criteria for c.m. given in [5], p. 417). 

0 < $ < 1; X > 0), 

In view of corollary 1.3.6 theorem 2.11.1 can be reformulated as follows: 

THEOREM 2,11.2 

If f(x) is c.m. on (0, 00 ), then 

- log f(x)dx d ofooe_tX 
- dt 

is c.m. on (0,oo), 
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In chapter 4 we shall give discrete analogues of theorem 2.11.1 and 

2.11.2. In that chapter we shall also prove a theorem somewhat stronger 

than theorem 2.11.1. 

Analogous to the equivalence of c.m. p.d.f. 'sand mixtures of expo

nential distributions, our conjecture that all L.T. 's of the form 

are inf div, is equivalent to the conjecture that all p.d.f.'s of the 

form xf(x), with f(x) c.m., are inf div. From the counterexamples indicated 

in section 2.5 it follows that densities of the form x0 - 1f(x), with f(x) 

c.m., are in general not inf div if a> 2. 

2.12 A representation theorem 

In this section we prove a representation theorem for the L.T. 's of 

mixtures of exponential distributions. 

From (1,3.4), (1.3.7) and (2.2.12) it follows that, ifF(-t) 1s of 

the form 

(2.12.1) 

then F(,) can be written as 

(2.12.2) 

Here -µ 1, ... , -µn_ 1 are the zeros of (2.12.1) and (for notational con

venience)µ = 00 We may rewrite (2.12.2) as follows: 
n 

(2.12.2 1 ) 

where m(A) is defined by m(O) = 0 and 
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(2.12.3) 

0 otherwise 

Changing the order or integration we obtain 

We prove the following theorem: 

THEOREM 2, 12, 1 

A L.T. F(t) is or the form 

f (t) = J rt; dG().) , 

(O,oo] 

(k = 1, 2, ••• , n) 

with G(x) a d.r. on (0,00], if and only if ICt) can be represented as 

(2.12.4) 

where mis a measure bounded by Lebesgue measure (i.e. if 1 denotes 

Lebesgue measure then m(A) ~ t(A) for all 1-measurable sets A). Both G and 
. . " mare uniquely determined by F. 

First we prove three lemmas. 

LEMMA 2.12.1 

If ). 1, ••• , ).n and µ 1, ••• , µn-l are given, satisfying 

(2.12.5) 

then there exist unique p1 > O, 

n 

• • • I p > 0 such that 
n 

has zeros -µ 1, ••• , -µn-l' and l Pk= 1. 
1 
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PROOF: Expanding 

1n partial fractions we obtain 

(2.12.6). 

where 

(2. 12. 7) 

The inequalities (2.12.5) imply that p > O, and putting,= 0 in (2,12.6) 
k 

n 
yields l pk = 1 • The uniqueness of the pk is a consequence of the 1u.iqueness 

1 
of both the factorization of polynomials and the partial fraction expansion. 

LEMMA 2. 12 2 

If f satisfies (2.12.4) then 

.J 
- 2 log F(1), 

which is finite, as F(T) > 0 for, < co, DD D 

The third lemma is put in to enable us to use Helly's second theorem 

as given in LUKACS [22] (compare [35], p. 85). 

LEMMA 2.12,3 

If m (;>..) is a sequence of bounded non-decreasing functions on [O,co), con
n 

verging weakly to a bounded function m(;>..), and such that 

m (/1.) + m (co) n n 

as /1. + co, uniformly inn, then 



lim m (oo) = m(oo) , 
n+m n 
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~: I m(00 ) - mn(oo) I ~ I m(00 ) - m(A) I + I m(A) - m (A) I + Im (A) - m (00 ) I = 
n n n 

where by de:f'inition T1 < e for A > A1 and T3 < e for A > A2 and for all n. 

If we now take AO ~ max(A 1 ,A2 ) and such that AO is a contuini ty point of m, 

then T2 < e if n > n(A 0). □ □ D 

We are now in a position to prove theorem 2,12,1. 

PROOF: First, let F(,) be given by (cf. (2,2.2)) 

F(,) = f A~ d.G(A). 

( 0 ,oo] 

It is easily verified that F can be obtained as 

n A · 
F(,) = lim F (,) = lim l Pk,n Akk•!, = 

n-- n n-- k=1 ,n 

with m defined in the same way as m (cf. 2. 12,3). We split up the integral n 
in two parts: 

where 

m 1(;\.) = fA u- 1 dm (u) 
n, 0 n 

and 

IA 2 
m 2 (;\.) = u- dm (u) 

n, 1 n 
( 1 < A < oo). 

By lemma 2,12,2 we have m 1(1) < - 2 log f (1), and hence, as 
n, - n 

F (1) + F(1), the measures m 1(;\.) are uniformly bounded. The sequence n n, 



m 1 therefore contains a subsequence m 1 converging weakly to a bounded 
n, I\• 

measure m1• By Helly's second theorem we then have 

(2.12.8) 

As m (A) is bounded by Lebesgue measure, the sequence m 2 is uniformly 
n I\• 

bounded and contains a subsequence m, 2 , converging weakly to a bounded 
I\. 

measure m2 , and satisfying the conditions of lemma 2.12.3, By Helly's 

second theorem it follows that 

(2.12.9) 

If we now take 

(2.12. 10) m(A) = 

(1<).<oo), 

then the subsequence m of m converges weakly to m( A) , and we have by n' n 
k 

( 2. 1 2 • 8) and ( 2 • 1 2 • 9 ) 

;: 0J
00

A(A~T) dm~().) = QJ
00

).(A+T) dm(A). 

As 

Ofoo _1_ 
A(A+T) dm().) 

it follows from the uniqueness theorem for Stieltjes transforms 

(WIDDER [37], p. 336) that every convergent subsequence of mn converges 

weakly tom. Hence m converges weakly tom, and we have 
n 

(2.12.4) 
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✓ 

with m bounded by Lebesgue measure, and uniquely determined by F. 

On the other hand, suppose that the Laplace transform~(,) 1s given 

by (2.12.4) and that mis bounded by Lebesgue measure. By lemma 2.12.2 

m satisfies 

(2.12.11) -1 ;i. dm(;\) < 00 • 

We assume that m also satisfies 

(2 12.12) 0 < m(b) - m(a) < b - a 

for all a and b with a< b. This is not an essential restriction, as every 

F of the form (2.12.4) can be obtained as the limit of a sequence of functions 

of this form and with m satisfying (2.12.12). 

We can now approximate mas follows. Define ;i.k by ,n 

;i. = kn/N k,n n 
(k=0,1, ... ,N), 

n 

where n/N ➔ 0 if n ➔ 00 , and m (;i.) by m (O) = 0 and (cf. (2.12.3)) 
n n n 

0 

(;i. > n) • 

Here µO,n = O, and µk,n is defined by 

where by (2.12.12) 

k=1,2, ••• ,N -1) 
n 

k = O, 1, •.• , N - 1) 
n 

{k • 1, 2~ ••• , N - 1), n 

;i. < µ < ;i. fork= 1, 2, •.• , N - 1. 
k,n k,n k+1 ,n n 

The function m (;i.) is non-decreasing and satisfies 
n 



and 
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= m(Ak ) - m(A 1 ) ,n ,n (k = 1, 2, ... , N ), 
n 

Im (A) - m(A)I < n/N + m(A 1 ) (0 <A< n). 
n A n ,n 

1,n 

As furthermore n/Nn, m(A 1,n), 0J A(A:,) dm(A),nJ
00 

A(A!,) dm(A) and 

nf00 

A(A:,) dA tend to zero as n ➔ 00 , using Helly's second theorem we have 

(cf.(1.12.2) and (2.12.2')) 

r -TX 
Nn 

-A 1-e l (e X -\J X 
= lim exp {- k,n -e k,n )dx} = 

a+= Q X k=1 
N A 

OrA:, dGn(A). 
n 

= lim l Pk,n 
k 2 n = lim 

Ak +T 
n+oo k=1 ,n n+"" 

Here \JN = 00 , and the pk are uniquely determined by lemma 2.12.1. As ,n ,n 
everyseijuence of d,f.'s contains a convergent subsequence, there is a 

subsequence G of G converging weakly to a function G. If 
nk n 

lim G(A) = 1 - Po< 1, 
A➔oo 

✓ 

then F(oo) = p0 , and F has mass ?o in zero. Defining G( 00 ) = 1, we can apply 

Helly's theorem on [O,oo], because A(A+,)- 1 is continuous at A= 00 • We 

obtain 

(O,oo] 
The uniqueness of G follows in the same way as above, from the uniqueness 

of p0 = F( 00 ) and the uniqueness theorem for Stieltjes transforms. DD D 

Except for the case where G is a stepfunction, there seem to be few 

examples where the triple (F,G,m) as occurring in theorem 2.12.1 can be 

obtained explicitly. We give the following examples: 
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a. 

G(>) = F 2 

(>-. < 1) r <• < , , 

" 1/2 + 1/2 (1+-r)- 1; b. F(1) = ( 1 < >,. < oo);m(>-.) = A-1(1~>-. < 2). 

(>-. = (X)) 1 (>-. .::._ 2) 

REMARK: One could avoid distributions G with mass at infinity by putting 

A= u-1• However, this would spoil the direct correspondence with Stieltjes 

transforms; also, exponential p.d.f. 's are usually written in the form 

A exp(->-.x) rather than in the form a- 1 exp(-xa- 1). 

As a direct consequence of theorem 2.12.1 we have 

COROLLARY 2.12.1: 

If O < ex < 1 , then 

where G (>-.) is a uniquely determined d.f. on (0,00]. ex 
As a second corollary we prove 

COROLLARY 2.12.2: 

If n is a positive integer, then 

\r(>-.:1)1/n dG(>-.)}n =)oo >-.:1 d~n(>-.), 

where~(>-.) is a uniquely determined d,f. on {0,00]. 
n 

PROOF: In view of the closure theorem we only have to prove the theorem 

for the case that G is a stepfunction. We consider 
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which can be rewritten in the form 

where C 
k1 • ... , 

., 
k Fk 

· • • • n 1 

k are positive constants and 
n 

"k 
= __j_ ) 1/n 

"k. +T 
J 

(j = 1, 2, ... , n). 

.., .., 
2.12.1 that Fk Fk is the L.T. of a mixture 

1 n 
It follows from theorem 

of exponential distributions. Hence 

exponential distributions. DD D 
Falso is the L.T. of a mixture of 

Theorem 2.12.1 provides two curious analogues to theorem 1.3,10. We 

write (using a different notation to stress the analogy) 

( a) F1(T) = QJooe_TX dF1(x) 

(b) Joo: dF2(x) 
Q X T 

( C) 

where F1 is inf div, F2 arbitrary on (O,oo], and F3 on (O,oo] such that 
-1 

1 - F3(x - 0) is unimodal. Then we have 

(a I) 
.., {- of (1 

-TX) - 1 ( ) F1 (T) = exp - e X d.K 1 X} 

(b I) F; ( T) = exp {- or ( 1 - ~) X - 1 d.K2 ( X)} 
X+T 

(CI ) F;*(T)= exp {- 0J
00

[1 X 2 -2 ( ) 
- ( X+T ) ] X d.K3 X } ' 

where K1 satisfies the conditions for Kin theorem 1.3.10, K2 satisfies 

the conditions form in theorem 2.12.1, and K3/2 satisfies the conditions 

form in theorem 2.12.1. Relation (b') follows immediately from theorem 
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2.12.1, whereas (c') is obtained by writing (c) in the form (b) with F2 
satisfying the conditions for Gin corollary 2.2.1. Then (b) is put in the 

form (b') where K2/2 now satisfies the conditions form in theorem 2.12.1 

(compare (2.12.2)). Finally (c') is obtained from (b') by integration by 

parts. 

As (c) can be written in the form (b') with K2/2 bounded by Lebesgue 

measure, it follows that F;* is the product of two L.T. 's of type (b). 

Counter examples show that general mixtures of r(2)-distributions cannot 

be obtained as convolutions of exponential mixtures. 

Considering mixtures of r(2)-distributions, with L.T.'s of the form 

(2.12.13) 

where 

(2.12. 14) 

using corollary 1.3,7 and theorem 2.12.1, we obtai~ 

(2.12.15) * ** F F 1 

Here 

and 

** Joo A )2 -2 ) 
F 1 = \ ( HT A dm(A , 

* ** with m(A) corresponding to F (T) as in (2.12.4). That is, F not only has 

F* as an inf div factor, but the remaining factor is again of the form 
** (2.12.13). As condition (2.12.14) will generally not hold for F1 , the 

procedure cannot be repeated. This e.g. is the case if Fin (2.12.13) is 

a finite stepfunction. As we have seen in section 2,7, this does not 

prevent F** from being inf div. The decomposition (2.12.15) seems to 

support the conjecture that F** is inf div. 
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Chapter 3 

A MORE GENERAL CLASS OF INF DIV MIXTURES 

3.1. Introduction 

In chapter 2 we studied mixtures of c.f. 's of the form 

(3.1.1) a > 0). 

In this chapter we consider mixtures of c.f.'s of the more general form 

(3.1.2) a > 0), 

for a suitable class of functions h. The distributions corresponding to c.f. 's 

of the form (3.1.2), unlike those corresponding to (3.1.1) and its mixtures, 

are not restricted to [O, 00 ). We shall mainly be concerned with mixtures of 

(3.1.2) in the case a= 1. 

The inf div of these mixtures is proved by obtaining the canonical 

representation (1.3.1) explicitly, and showing that 0 is non-decreasing. 

Some of our results can be proved more easily by use of a theorem of Feller 

(our theorem 3.5.1). However, we shall give the proofs as presented in [33], 

as by doing so we obtain some additional results. 

For the time being we characterize the class Hof functions h, admissible 

in ( 3 • 1 • 2) by 

(3. 1.3) H ={hi~ is a c.f. for every A> O}. 

Another characterization of H will be given in section 3.4. 

3.2 The case h = y - 1 

It follows from theorem 1. 6. 1 that y - 1 E H for every c. f. y. Putting 

(3.2.1) 



54 

and using theorem 1,3.8,for the function 0 (cf,(1,3,1)) we have 
\ 

(3.2.2) 

where (see the proof of theorem 1.6.1) 

(_>._)1/n t(y) + ~ ck(n) G*k(y) = 
Fn(y) = \+1 k~1 

(3.2.3) 

Here i(y) denotes the unit-step function, and 

'\., 

(3.2.4) F (y) 
n 

with 

(n) , 1/n k-1 1 
/\ ( 1 , )-k ( J. + -) • c = -- +/\ IT k k! n j=O 

From (3,2.2) and (3,2.3) we obtain 

Jx y2 "' 
0\ (x) =limn --2 dFn(y). 

n..- -"' 1+y 

As fork> 

(n) -1 -k 
limn ck = k (1+\) , 
n..-

by the uniform convergence (inn and y, for fixed>.) of the sum in (3,2,4), 

for MA (y), defined by 

we have 

(3.2,5) 

'\., 

= lim n F (y), 
n 

n-+oo 

00 

= I k-1 (1+>.)-k G*k(y), 
k=1 
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(3.2.6) 

By Helly's second theorem, for all continuity points x of MA, 0A (x) is given 

by 

If A<µ, then by (3.2,7) for any two continuity points x 1 and x2 of MA 

and Mµ, with x 1 < x2 ,we have 0A (x1) - 0µ (x1) .::._ 0A (x2 ) - 0/x2), and hence 

LEMMA 3.2.1 

If A<µ, then 0, - 0 is non-decreasing, and therefore¢/¢ is inf div. 
" µ A µ 

REMARK: Ta.king Fourier-Stieltjes transforms in (3,2,5), by absolute con

vergence it follows that 

J00 
eity ~ (y) = - log (1 - *,)=log A:~2y = log A:1 + log ¢A• 

-oo 

Therefore (cf.(3,2.6)), ¢;i_ has the following canonical representation: 

(3.2.8) 

where by (3,2,5) and (3,2.6) MA(y) is non-decreasing and bounded. Fram this 

it follows that ¢A is of the form ¢;i_ = exp {c(y-1)} (cf. (1.6,3)). Formula 

(3,2,8) can also be obtained directly from (3.2.1). The infinite divisibility 

of ¢;i_/¢µ for A<µ can now also be obtained from (3,2.8) and the fact that 

~ - Mµ is non-decreasing. 

3,3 Mixtures of A/(A+1-y) 

We now prove 

THEOREM 3,3,1 

If y is a c.f. and if A is a d.f. on (0, 00], then 



cj>(t) = f >,. 
A+1-y(t) dA(>,.) 

(O,oo] 
is an inf div c.f. 

PROOF: Restricting ourselves to finite mixtures, we have (cf. (2.2.8) and 

(2.2.11)) 

n 
~ = I 

k=1 

where>,. < µ < >,. < < >,. < µ < A . By lemma 3.2.1 (cf. (3.2,1)) 
1 1 2 n-1 n-:-1 n 

it now follows that~ is infinitely divisible, The inf div of general 
mixtures again follows from the closure theorem.DD D 

REMARK: Though >,.(>,.-it)- 1 is not of the form (3.2.1) it is possible to 

derive theorem 2.2,1 (with positive pk) from theorem 3.3.1. Writing 

(3,3,2) 

whereµ>>,. and 

(3,3,3) 

_>,._ _ ____]:!_ a 
>,.-it - µ-it a+1-µ/(µ-it) ' 

>,. 
a= -µ->,. , 

we have forµ> max Ak 

(3.3,4) 

Here y(t) = µ/(µ-it) and~ is defined as a in (3,3,3), As y(t) is an inf 

div c.f., by theorem 3,3.1 the right-hand side of (3,3,4) is the product 

of two inf div c.f. 's, and hence an inf div c.f. 

3,4 Mixtures of >,./(>,.-h) 

First we derive another characterization of the class ·H defined by 

(3,1.3), We shall need 
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LEMMA 3,4.1 

If (j,A, defined by 

(3.4.1) 

is a c.f. for all A> O, then (j,A is inf div for all A> O. 

PROOF: Repeated use of (3,3,2), withµ= 2A, i.e. a= 1, and t replaced 

by -ih, yields 

1 N 1 
(j,A = (j,2A ~ = ''' = (j, N Il1 2-(j, k 

2A 2 A 2 A 
(3,4.2) 

where 1/(2-4>2kA) is inf div as it is of the form (3.2.1). As (j,IA + 1 if 

N + 00 , for all t,we have 

Hence, (j,A is the limit of a sequence of inf div c.f.'s and therefore inf 

div by theorem 1.3.5, DD D 

It also follows from (3,3,2), that we have (for h not necessarily 

in H) 

COROLLARY 3,4,1 

If A/(A-h) is a c.f. for A= AO> o, then it is a c.f. for all A with 

0 <A~ A0, If it is inf div for A= A0 , then it is inf div for all A with 

0 < A ~ Ao• 

As an interesting special case we have 

COROLLARY 3,4.2 

If $1 is an arbitrary c.f., then 

(3.4,3) 
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is a c.f. for all A with O <A< 1. If $1 is inf div, then $A is inf div for 

all A with O <A< 1. 

Corollary 3.4.2 can also be obtained by rewriting ~ in (3.4.3) as 

(3.4.4) $ µ 
1 µ+1-$1 

. whereµ= A/(1-A). 

The set H is characterized in the following lemma. 

LEMMA 3.4.2 

A/(A-h) is a c.f. for all A> 0 if and only if his continuous, h(O) = 0 

and exp h(t) is an inf div c.f. 

PROOF: First let A/(A-h) be a c.f. for all A> O. Then by lemma 3.4.1 

A/(A-h) is inf div, and therefore~ O. It follows that his continuous, and 

h(O) = O. Now for all n > O, then function$ , defined by 
n 

is an inf div c.f. By the continuity theorem 

exp h(t) = lim $ (t) 
n.._ n 

is a c.f., which is inf div by the closure property. 

Conversely, if his continuous, h(O) = 0 and exp his an inf div c.f., 

then his uniquely determined by exp h (cf. definition 1.3.3), and 

_A_= fmexp {- A-h s}ds = fmehs/Ae-s ds. 
A~ 0 A 0 

That is, A/(A-h) is a mixture of c.f. 's (of the form (exp h)P, with p > O), 

and therefore a c.f. for all A> O. DD D 

From lemma 3.4.2 and the definition of H (cf. (3.1.3)) we obtain 

(compare definition 1.3.3) 
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(3.4.5) H = {h I h = log 4>, where 4> is an inf div c.f.}. 

Corollary 2.2.1 can now be generalized as follows. 

THEOREM 3.4.1 

If (for h not necessarily in H ) 4>;i.,, defined by 

is an inf div c.f. for all;\ with O < ;\ < ;\ < oo, then 
- 0 -

(3.4.6) f ;\:h dF(;i.,) 
( 0 • ;\OJ 

is in inf div c.f. for every d.f. Fon (o,;i.,0 ]. 

PROOF: It suffices to prove the theorem for finite mixtures with ;i., 0 < oo 

and;\< ;i., 0 , As in (3.3,4) we write 

(3.4,7) 

with max ;\k < µ ~ ;i., 0 • In (3.4,7) 4>µ is inf div by hypothesis, and 

l pk'\/ ('\+1-tj>µ) by theorem 3,3,1, Hence l pk 4>\. is inf div. □□□ 

3,5 A theorem of Feller 

In [5] (p. 538), as an example, the following theorem is given, in 

a slightly different form. 

THEOREM 3,5,1 

If G is an inf div d.f. on [O, 00 ), and if h £ H • then 

(3.5. 1) 

1s an inf div c.f. 
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✓ 

PROOF: If Fis a L.T., then 

✓ f"' hx F(-h) = O e dF(x) 

is a mixture of c.f. 'sand hence a c.f. Taking 

" "p F = (G) , 

for any p > O, it follows that {G(-h)}p is a c.f. for every p > O, and 

therefore that G(-h) is inf div (cf. theorem 1.3.6). DD D 

. ( ) ~( ) ( _,)-1 . If in 3,5,1 we take G, = A A+1-e and h =logy we obtain 

the c.f. (1.6.1). In the same way taking G(,) = exp {A(e-'-1)} yields 
.,, 

(1.6,3), The representation~= F(-log y) is not unique; in fact, for 

every inf div c.f. we have~= exp{-(- log~)}. 

If we restrict ourselves to h E H, and if for G we take a mixture 

of exponential d,f. 's, then,by theorem 2.2.1,theorem 3,4.1 can be obtained 

as an application of theorem 3,5.1. In fact, I conjectured theorem 3,5,1 

as a generalization of theorem 3,4.1, and proved it in a way analogous 

to the proof of theorem 1.3,7 as given in [22], before I found it in [5], 

It follows from lemma 3,4.2 and the definition of H that theorem 3,5,1 

can be reversed in the following sense. 

COROLLARY 3,5,1 

If G(-h(t)) is an inf div c.f. for every d,f. G on [0,00 ), then h EH. 

From theorem 3,5,1, using the results of chapter 2, we obtain 

THEOREM 3,5,2 

If h E H, and G is a d.f. on [0, 00 ), then 

is an inf div c.f. if one of the following conditions holds. 
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(i) a< 1 

(ii) a = 2 and G is unimodal 

(iii) a= 2 and G has at most four points of increase. 

3.6 Examples 

As examples of inf div c.f.'s are comparatively scarce it may be useful 

to list some explicitly. 

I Mixtures of the following c. f. 's are inf div: 

X a, 
:>..-it with p.d.f. (x > 0) 

b. 
:>..2 

x2+t2 
with p.d.f. 

X c. :>..+1-exp it with (n = O, 1, ••• ) 

d. X 
. 2 :>..+sin t 

X e. :>..+log(1-it) (cf. definition 1.3,3) 

f. X 

where /{1-it)2-1 is defined such that it is positive fort= i, with,> 0, 

Denoting the function inf. by~:>.. we shall prove that~:>..= :>../(:>..-h) with 

h € H • For A = 1 we have 

which is a c.f. (compare [5] p. 414). It follows that we have ~1-1 € H, 
and therefore h = ~1-1+2it = it - /{1-it)2-1 € H, and such that~:>..= X/(X-h). 
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The density fwiction corresponding to ~A for O <A< 2 is given by 

(3.6.1) 
_, 

= AX -x 
e (x > 0), 

where I (x) denotes the modified Bessel fwiction of the first kind of order n 
n. For A< 1 we have 

(3.6.2) 

and for A > 1 

(3,6.3) 

In both expressions the inf div of ~A follows from the special form 

of~,, the latter expression being a product of a two-component mixture 

and the c.f. of an exponential distribution. For A= 2 we obtain from 

(3.6.3) 

with 

(x > 0). 

II Examples of inf div mixtures are the following c.f. 's: 

Of
, 

a. ,2x11 dx = -h-1 log(1-h) (h € H ) 

b. 
1 1 

2 t - ~t + -2} 
Tr 1 ,::;.11 e -
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(compare example I b. and [34] p. 113). 

The corresponding p.d.f, equals 

as obtained by term-by-term inversion. 

Joo 1 2 1 
c. ( 1-ity) 2 dy = 

1 y 

it 2· it 
- 1-it - it log it-1 ' 

where the logarithm tends to zero for It I+ oo, The corresponding p.d.f, 

equals 

(x > 0) 

(this example is an application of theorem 2.8.1). 

III Examples of type X/(X-1+4>- 1) are: 

a. (O<X~1), 

with 

(n = 1, 2, •.. ) • 

For X > 1 the function cj>A is not a c. f. as then I cj>" I > 1. 

b. If cj> ( t) = ( 1-i t )-a with ( 0 < a ~ 1 ) , then 1 - cj> - 1 e H , as ( 1+T) a 

has a completely monotone derevative (compare (1.3.6) and {3,4.5)). 
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Hence 

A-1+{1-it)et 

is an inf div c.f. for all:>..> O. For O < :>.. < 2 the corresponding p.d.f. 

equals 

{x > 0). 

{ -1 
c. The example If, can be rewritten as:>../ :>..-1+4> 1 ). 

3,7 Continued fractions and birth-death processes 

In this section we briefly discuss a connection between a class of 

inf div distributions {especially mixtures of exponential distributions), 

continued fractions, Stieltjes transforms and birth-death processes. The 

last-mentioned connection is due to Vervaat, and is also contained implicitly 

in KARLIN and McGREGOR [11], where the relation between birth-death processes 

and the Stieltjes moment problem is discussed in detail. 

I was led to consider continued fractions as follows. When y 1 is a c.f., 

then for µ 1 > 0 the function 

is an inf div c.f. {compare theorem 1.6.1). Therefore, for µ2 > O, 0 < a 1 < 1 

and any c.f. y2 

is an inf div c.f. Continuing in this way, for c.f. 's y1, ••• , yn and 

constants µ 1 > O, ••• , µn > 0 and O < a 1 < 1, ••• , 0 < an_1 < 1,the n-term 

continued fraction 



µ1 µ2{1-a1) µ ( 1-a 1) 
n n-

µ1+1-a1y1- µ2+1-a2y2- µ +1-y 
n n 

is an inf div c.f. h., 1-a.=)... 
J . J J 

{j = 1 , 2, ... , n-1 ) 

and y -1 = h we obtain n n 

µ1 "-1µ2 

µ1+)..1-h1- µ2+"-2-h2-

It is not difficult to show that (3,7,1) is an inf div c,f, if A.> O, 
J 

µ_ > O and h. EH (not necessarily of the form a.(y.-1)) for j = 1, 2, ••• , n, 
J J J J 

This can be done by repeated reduction of (3,7,1) to a continued fraction 

having one term less. In this way it is seen that (3,7,1) is of the form 

µ 1/(µ 1-h~) with h~ EH, i.e. (3,7,1) is an inf div c.f. 

If h. = h (j = 1, 2, ••• , n), then by theorem 3,5,1 the inf div of 
J 

(3,7,1) is equivalent to the inf div of the L.T. 

(3,7,2) 
µ1 "-1µ2 

µ 1+"- 1-h- µ2H2+t-

If for n+ oo (3,7,1) (or (3,7,2)) converges to a continuous function, 

then by the continuity theorem this function is an inf div. c.f. (L.T.). If 

t.. > 0 andµ > 0 (n = 1, 2, ... ) then for,:::_ 0 the L.T.'s (3,7,2) form 
n n 

a bounded, non-increasing, and therefore convergent sequence. However, 

this sequence does not necessarily convergence to a L.T. (compare the 

interpretation given below). 

From PERRON [26] we take the following theorem about continued fractions 

of a similar type. 

THEOREM 3,7,1 

If "-n > 0 and µn > 0 (n = 1, 2, ••• ), then 

~ µ1 "-1µ2 "-2µ3 
F(T) = µ +t.. +t- +t.. + +t.. + 1 1 µ2 2 , - µ3 3 ,-

is convergent for all values of, with Re,> O. If in addition 
., " F(o+) = 1,then Fis an inf div L.T. 
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.; 
PROOF: F can be shown to be of the form 

. . . , 

with a > 0 (n = 1, 2, ... ) . 
n 

Therefore (cf [26], p. 193) the convergents 
" of Fare the even convergents of the continued fraction 

. . . ' 

with 

It now follows from [ 26] , Satz 4. 9 ( I and III) , tlaat for all complex , , 

for which Re, > O, the continued fraction in (3,7,3) is convergent, and 
'!shat we have 

., foo 1 
F(,) = O u+T d~(u), 

" . 
where~ is non-decreasing and ~(0-) = O. In (3,7,3) F(T) is bounded and, 

similar to (3.7,2), convergent.for,~ 0. It follows that ~(O+) = O. 
·:tf f(o+)=1, then F is of th~ fo~ 

(3,7,5) 

✓ 

where G is a d.f. on (0,00 ). Therefore Fis an inf div L.T. by corollary 

2.2. 1. □ □ □ 

As an interesting alternative approach we mention two lemmas, one of 

which is due to Vervaat. These lemmas establish a direct connection between 

finite mixtures of exponential distributions, birth-death processes and 

terminating continued fractions. We state both lemmas without proof. For 

a description of birth-death processes we refer to [11]. 
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LEMMA 3,7,1 (Vervaat): 

If ). O .::_ 0, >. 1 > 0, , •• , >. n-1 > 0, >. n = 0 and µ O = 0, µ 1 > 0, µ 2 > 0, , , , , 

µn > 0 are~the parameters of a birth-death process on o, 1, ••• , n, then 

the L.T. F10 of the first-passage time from 1 to O is of the form 

(3,7,6) 

with pk> O, l pk= 1 an~ ck> O. On the other hand, for every L.T. of the 

form (3,7,6) there is a uniquely determined birth-death process such that 

F10 has the interpretation given above. 

Using the same notation it is easily verified that we have 

LEMMA 3,7,2: 

(3,7,7) ... 
REMARK: The notation is rather awkward because the >. 's and µ 's in the birth

death process have an interpretation that is different from the interpre

tation of the >.•sand µ'sin e.g. theorem 2.2.1. However, the notation used 

for birth-death processes is so well established that we choose not to 

change it here. 

Lemma. 3, 7, 1 provides an interesting way of generating mixtures of exponen

tial distributions, whereas together the lemmas 3,7,1 and 3,7,2 give an 

interpretation of the relation between (3,7,3) and (3,7,5), It is probably 

possible to prove theorem 3,7,1, using both lemmas and some results in [11], 
which also contains lemma 3,7,1 as a special case. Also, the inf div of 

(3,7,2) now follows from (3,7,7) and (3,7,6) by theorem 2.2.1. On the other 

hand, (3,7,6) can be obtained from (3,7,7) as a special case of theorem 

3,7,1, Finally, theorem 2.2.1 (with all p's positive) is a consequence of 

lemma 3. 7, 1 and a theorem of MILLER [25], where the inf div of a larger 

class of first-passage times is proved. 

We conclude this chapter with three examples of the correspondence 

between (3,7,3) and (3,7,4) (or (3,7,5)), 
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a+1 n(a+n) 
r(a) 

a 
du= --a+1+T- a+3+T- • • •- a+2n+1+t- ... , 

for a> 1 (see [26] p. 219), 

b. 

- JlL .1L!L. .1L!L. 
- 1+T- 1+T- 1+T-

This is known to be the L.T. of the first-passage time from Oto 1 in a 

birth-death process with A = µ = 1/2 (er. [5] p. 414 1 see also (3,7,7) 
n n 

and example Ir. in section 3,6). 

A = _h__ _ 2 _ _1 _ _1_ c. 
f(T+a) 2 -4 a+T- a+T- a+T- a+T- ... • 

where a > 2. and A = ~- This is the L.T. or a d.r. with p.d.f. 

(x> 0). 

On .the other.hand we have (er. [36] p. 261 1 28.) 

a+2 

{(~+a)2 - 4}-1/2 = ¾ f 
a-2 

_1_ 2 - 1/ 2 d {4 - (a-u) } u. 
U+T 

If we denote by G the L.T. in example b. 1 then we have 

This shows that the c.r. A{(a-it)2 - 4}-112 is of the form A/(A-h) with 

h E H. 

REMARK: In all three examples the function~ (see (3,7,4)) is such that 

(k = 0 9 1 9 2 9 ••• ). 



Though in Satz 4,9 ([26], p. 216) the moments of ware not mentioned, in 

converse statements (e.g. Satz 4.10) the existence of all moments of w is 

required, From T,J. Stieltjes, Recherches sur les fractions continues, 

Oeuvres Compl~tes II, it appears that w has finite moments of all non

negative orders. It follows that the exponential mixtures generated by 

continued fractions of the form (3,7,3) all have mixing functions possessing 

all moments. This also seems to be consistent with the results in [11] 
(see also [30]). 
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Chapter 4 

RELATED INFINITELY DIVISIBLE DISTRIBUTIONS 

4.1 Renewal distributions and monotone densities 

In this section criteria are derived for the inf div of renewal dis

tributions, i.e. distributions on (0,00 ) with p.d,f, 's of the form 

(4.1.1) g(x) = 1-F(x) 
µ 

where Fis a d.f. on (0,00 ) with finite meanµ. The distribution with p.d.f, 

g will be called the renewal distribution corresponding to the distribution 

with distribution function F. We may restrict ourselves to d,f. 1 s Fon (0,00 ), 

as F and p+(1-p)F (0 < p < 1) have the saine renewal distribution. For 

non-lattice d,f,'s F, the renewal distribution has the following interpre

tation. Renewals occur at random time intervals, which are independent 

and all have d.f. F, the first interval having left end point at t = O. 

One observes the renewal process from time t onward and notes the random 

time interval elapsing until the next renewal. Fort ➔ 00 the d.f. of this 

interval tends to a d.f. with p.d,f. gas given by (4.1.1), For additional 

information we refer to SMITH [31]. 

Clearly, all bounded non-~ncreasing p.d.f. 'son (0,00 ) can be written 

in the form (4.1.1). Criteria for the inf div of such p.d.f. 1s are given 

in section 4.1.2. In section 4.1.3 we consider the discrete analogues of 

renewal distributions and monotone densities. An example of a waiting-time 

distribution that is not inf div is given in section 4.1.4. 

4.1.1 Renewal distributions 

It is well known that many waiting-time distributions are inf div. 

As waiting-time distributions are related to renewal distributions, one 

might expect that many renewal distributions, are inf div. It turns out, 

however, that the renewal distributions corresponding to a given distribution 

does not tend to be "more inf' div" than the original one. It may happen 
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that in (4.1.1) Fis inf div and g is not, but also the other way around. 

It is possible, however, to obtain explicit criteria,in terms of F,for g 

to be inf div. 

The Laplace transform of g is given by 

(4.1.2) il(·r) = 1-F(,) 
µ,: 

Examples of d.f. 's F for which G is inf div are provided by the mixtures 

of exponential d,f.'s. If Fis a d.f. with finite meanµ, having L.T. 

F(,) =0J00 

A:. dU(A), 

thenµ= 
0
J00

A_, dU(A) < 00 , and G satisfies 

" Joo A 1 G(,) = O A+, Aµ dU(A), 

i.e. 
; 

G is again the L.T. of a mixture of exponential distributions and 

hence inf div. 

. *k Denoting by F the k-th convolution of F with itself we define 

(4. 1.3) 
00 

~ -1 *k( ) L(x) = · L k F x, 
k=1 

which is finite for finite x and such that 

(4.1.4) L(x) '\, log X 

(c,f. SMITH [32]). We now prove 

THEOREM 4.1.1 

The L.T. (4.1.2) is inf div if and only if for all x > 0 

(4.1,5) log x - L(x) is non-decreasing. 

(x ➔ oo} 
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✓ • • d ., 
PROOF:B! corollary 1.3.6 G is inf div if and only if - d, log G(,) is 

completely monotone. Using Helly's second theorem we have for all,> 0 

00 

d ~ 1 d J -1 
- d, log G(,) = 1-F(,) d, F(,) +, = L 

k=1 

-- I ~ fooe_,x xdF*k(x) + ofooe_ x,dx = 
k=1 0 

Joo -TX ( ( ) ) =0 e xd log x - L x . 

-1 + T 

By the uniqueness theorem for Laplace-Stieltjes transforms and the represen

tation theorem for c.m. functions (see [5] p. 416) it follows that 

- ~' log G(,) is c.m. if and only if (4.1.5) holds.DD D 

REMARK: An alternative proof can be given by writing 

(4.1.6) 6( T) = 1-rh) = 
,µ 

lim _;i._ 
HO ;l.+cµ 

:i.+1-F(,) = 
;i_ 

., ., 
lim F1 ;i_(-r)/F2 ;i_(,), 
HO ' ' 

" ✓ where both F1,:i. and F2,:i. are inf div L.T. 's. Theorem 4.1.1 can now be ob-

tained from (4.1.6) by theorem 1,3,10 (see also theorem 1.6.1). 

If Fis the L.T. of a lattice distribution, then (cf. [22], p. 25) 

F(it0 ) = 1 for some real t 0 ~ O. It follows that G(it0 ) = O, and hence, 

by theorem 1,3,2, G is not inf div. As log x - L(x) jumps downward where 

F(x) is discontinuous, theorem 1.4.1 implies that F(x) is continuous if G 
is inf div (compare theorem 1.3.10). But theorem 4.1.1 even implies the 

absolute continuity of F. We have 

COROLLARY 4.1,1: 

{1-F(,)}/(µ,) is inf div if and only if F(x) is absolutely continuous and 

if the inequality 

(4.1.7) I 
k=1 

holds for almost all x > O. 

-1 
< X 

= 
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PROOF: If (1-F)/(µ1) is inf div. i.e. if log x - L(x) is non-decreasing. 

then certainly log x - F(x) is non-decreasing. As F(x) itself is non-de

creasing. it follows that F(x) is absolutely continuous with respect to the 
- 1 ( ) · d . t 0 measure x dx. As furthermore F x is suppose to be continuous a x = • 

it is absolutely continuous with respect to Lebesgue measure on [0. 00 ). In 

the same wa:y we obtain the absolute continuity of L(x). The inequality 

(4.1,7) now follows from (4.1.3) and (4.1.5). Conversely. if Fis absolutely 

continuous and (4.1.7) holds almost everywhere. then {1-F(1)}(1µ)- 1 is 

inf div by theorem 4.1.1. DD D 

As examples we consider the renewal distributions corresponding to 

the r-densities with mean 1. 

n 
(4.1.8) fn(x) = (n~1)! 

Defining 

00 

S (x) 
n = X l 

k=1 

we have 

n-1 
X 

-nx 
e (x > 0). 

oo nk n-1 
S (x) = n e-nx l ~ = e-nx { l exp (n~x) - n}. 

n k= 1 -Tnkff k=O 

where z = exp (2kni/n). By (4.1.7) for inf div we must have S (x) < 1 for k n 
all x > 0. We obtain 

s1 (x) = 1-e -x 

S2(x) = (1-e-2x)2. 

and one easily verifies that s3 ::_ 1 and s4 ::_ 1. However. for n ~ 5 we have 

Sn (x) > _ 1 for suitably chosen large values of x. as Re z1 > 0 for n > 5. 

From (4.1.8) one obtains the asymptotic relation 

(n+oo), 
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contradicting the necessary condition f (x) < 1. It can also be seen without 
n -

any computation that the renewal distributions corresponding to the den-

sities (4.1.8) cannot be all inf div. For n + 00 the distribution with density 

f tends to the degenerate distribution concentrated at x = 1. The corre-
n 

sponding renewal distribution therefore tends to the uniform distribution 

on (0,1), which, having bounded support, is not inf div by theorem 1,3.4, 

The preceding distributions (for n ~ 5) provide examples of inf div 

distributions with corresponding renewal distributions, that are not inf div. 

We now give an example of a distribution that is not inf div, but has an 

inf div renewal distribution. The L.T. 

F ,r,2 
(-r) = (1+-r (3+,)(5+-r) 

is not inf div as was shown in section 2.2 on p. 22. The corresponding 

renewal distribution has L.T. 

which is inf div, as it has a canonical representation of the form (1.3.4) 

with (cf. 1,3,7) 

-x -3x -5x -4x c k(x) = e + e + e - 2e cos xv7, 

which is positive for all x > O. 

REMARK: As we have seen, renewal distributions are in general not inf div. 

However, SH.ANT.A.RAM [28 J has shown that repeated application of the trans

formation (4.1.1), modified by suitable normalization leads (in case of 

convergence) to d,f.'s H(x) satisfying the relation 

(4. 1.9) 

Here b- 1 

H(x) has 

H(x) = bof1{1-H(y)}dy 

= r { 1-H(y) }dy and 1 ~ 1. It easily follows 
0 • • ( ) derivatives of all orders, and that H' x is 

Hence, by theorem 2,11.1, H(x) is inf div. 

(x > 0). 

from (4.1.9) that 

completely monotone. 
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4.1.2 Monotone densities 

If g(x) is a p.d.f. on (0, 00 ) with the properties 

(a) g(x) is non-increasing on (0, 00 ) 

(b) g(O+) < oo, 

then g(x) can be written in the form (4.1.1) with 

(4.1.10) µ = 1 / g ( 0+) ; F ( x) = 1-g ( x) / g ( 0+) • 

From corollary 4.1.1 we deduce 

THEOREM 4.1.2 

If g(x) is a p.d.f. satisfying the conditions (a) and (b), then 

(i) g(x) is not inf div if g(x) is not absolutely continuous on (0, 00) 

(ii) if g(x) has a derivative g'(x), then a necessary condition for 

inf div is 

(4.1.11) -g'(x) .::_ g(O+)x-1 

for almost all x > 0. 

Examples of p.d.f.'s, which by this criterion are not inf div are the 

functions 

(x > 0), 

-xg' (x) = nxn g (x}, 
n n 

which reduces condition (4.1.11) to 
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This condition is not satisfied for xn = log n and log n > 1, i.e. 

c exp (-xn) is not inf div for n > e. 1) 
n 

Generally, condition (4.1.11) says that g(x) should not decrease too 

sharply, and in particular that g' (x) should be bounded in every interval 

[o,m) with o > 0, 

REMARK: if g(x) is convex on (O,m), then (see (4.1.10)) f(x) is non-in

creasing on (O,m), Taking convolutions, by induction we find 

This implies that 

k-1 
*k( ) > x ( ) k f x - (k-1) ! {f X } , 

m 

x l k-1 f*k(x) ~ exp (xf(x)) - 1, 
k=1 

and therefore (compare 4.1,7D a necessary condition for the inf div of g 

is xf(x) ~ log 2, or in terms of g 

-g'(x) < x-1 g(O+) log 2, 

which is slightly sharper than (4.1,11). 

4.1,3 Lattice distributions 

If pk (k = O, 1, 2, ••• ) is a distribution on the non-negative integers 

with finite, positive meanµ, then the distribution 

(4.1.12) 

k 

q = 1-Pk 
k µ 

with Pk= l p., is the analogue of the renewal distribution given by (4.1.1). 
0 J 

1) By a different method it can be proved that this is not the case for 

anyn>1, 
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Using the interpretation of (4.1.1) with t replaced by n, denoting a positive 

integer, (4.1.12) can be obtained as an exercise in Markov chains. As in 

the continuous case, it is no restriction to assume that p0 = O, 

We shall now prove the analogues to corollary 4.1.1 and theorem 4.1.2. 

Denoting by p~k) the k-th convolution of the distribution Pj• we have 

THEOREM 4.1,3 

A distribution on the non-negative integers of the form (4.1.12) is inf div 

if and only if 

(4.1.13) ~ l (k) < l 
l k PJ• - J. 

k=1 
(j = 1. 2 •••• ). 

PROOF: Ta.king generating £'unctions in (4.1.12) we obtain 

(4.1.14) Q(u) = l-P(u~ • 
µ( 1-u 

By corollary 1.3.8,Q(u) is inf div if and only if 

P' (u) + _1_ 
- 1-P(u) 1-u 

has a power series expansion with non-negative coefficients. From this, in 

a way completely analogous to the proof of theorem 4.1.1, it follows that 

Q(u) is inf div if and only if (4.1.13) holds, DD D 

Analogous to theorem 4.1.2, we have,retaining only the first term in 

the left-hand side of (4.1.13), 

COROLLARY 4. 1. 2 

If q. is a non-increasing lattice distribution, then a necessary condition 
J 

for the inf div of q. is 
J 

4 · 1 -q · < 4o1 j J- J -

This again requires a certain smoothness of the q., 
J 

(j = 1, 2 •••• ). 
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We conclude this section by considering the discrete analogue of 

theorem 2.11.1. We need the following lemma, due to Hausdorff (cf, [5], 

p. 223), 

LEMMA 4. 1. 1 

A distribution p is completely monotone if and only if there exists a finite 
n 

measureµ on [0,1], such that 

(4.1.15) p = f, l dµ(p) 
n 0 

Clearlyµ cannot have an atom at p 

is divergent. 

(n=O, 1, ... ). 

= 1, as this would imply that LP 
n 

In section 3.6 (Example I c.) we have seen that c.f.'s of the form 

(4. 1.16) I ). 
A+1-exp it dG(A), 

(O,oo] 

where G is a d.f. on (0, 00], are inf div. Consequently, lattice distributions 

p , satisfying 
n 

(4.1.17) (n = 0, 1, • .. ) , 

where A is a d.f. on [0,1),are inf div. That is, mixtures of geometric 

distributions are inf div. 

As in (4.1.15) we have 

Ip = I1 (1-p)-1 dµ{p) = 1, 
0 n 0 

(4.1.15) is of the form (4.1.17) with dA = (1-p)- 1dµ. Hence we have proved 

THEOREM 4.1.4 

All completely monotone lattice distributions are inf div. 

REMARK: The addition "lattice" in theorem 4.1.4 is essential. The inf div 

of all c,m. distributions on an arbitrary, ordered, countable set of real 
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numbers, would imply the inf div of some distributions with finite support, 

contrary to theorem 1.3.4. 

Some examples of c.m. lattice distributions are given in section 4.2.1. 

4.1.4 Waiting times 

In this section we give an example of a waiting-time distribution that 

is not inf div. For definitions regarding the waiting-time process we refer 

to section 1.7. 

In the case M/G/1 with last-come-first-served queue discipline, the 

L.T. of the waiting-time d.f. is of the form 

(4.1.18) 

with (see (1.7,3)) 

Hereµ is the mean service time, and~ is uniquely defined by 

(4. 1.19) 

see [5] p. 448). If the renewal d.f. R, corresponding to B, is inf div, 

then c1 is inf div: we have 

which is an inf div L.T. by theorem 3,5.1, because f1(-it) = R(-it+A(1-y(t))) = 

R(-h), with he H (cf. (1,6.1) and (3.4,5)). On the other hand, if Bis a 

lattice d,f., then so is G, and (see p.72) G(it0 ) = 1 for some real t 0 IO 
and therefore c1(it0) = O. It follows from theorem 1.3.2 that c1 is not 

inf div. Forµ= 1 and At 1 (i.e. pt 1)· the L.T. c1, and therefore.6, tends 
,(* 

to the c1 given by 

(4.1.20) 
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which is not inf div for the same reason. An explicit example of such a L.T. 

is obtained by ta.king~= exp (-T). In this case 6~ is of the form (4.1.20) 

with 

G(T) ; kk- 1 -k(T+1) 
= l ~e 

k=1 

(see (4.1.19) and theorem 1.8.1). 

We now return to (4.1.18), the L.T. of the d.f. of the waiting time 
v 

proper. As for pt 1, C tends to a L.T. that is not inf div, it follows 

from the closure property that 6 cannot be inf div for all p with O < p < 1. 

This proves the existence of waiting time distributions that are not 

inf div. 

For comparison we consider the case M/G/1 with queue discipline first

come-first-served. Now the L.T. of the waiting-time d,f, equals 

with (see (1.7.1) and 1.7.2)) 

c2 i~ inf div if R is inf div by theorem 1.6.1. Again, if Bis a lattice 

d.f., then R(it0) = 0 for a real t 0 # 0 and c2(T) is not inf div. However, 

this does not lead to a L.T. c0 that is not inf div, because in this case 

c2 does not tend to the L.T. of a d,f. if p t 1. This, of course, is con

sistent with the fact that c0 always is inf div, as we saw in section 1.7. 

REMARK: It follows from theorem 3,5,1 that Gin (4.1.19) (i.e., the L.T. 

of the busy period) is inf div whenever Bis inf div. 

4.2 Representation theorems for inf div distributions on [0 100 ) 

In sections 4.2.1 and 4.2.2 representation theorems are derived for 

inf div distributions on [0,00 ). In the case of lattice distributions the 
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representation is in terms of probabilities, in the absolutely continuous 

case in terms of p,d,f,'s. The representation in the former case is essen

tially due to KATTI [12]. 

We shall use two lemmas, which are implicit in GOLDIE [8]. First we 

introduce some notation. If Fis the L.T. of a d,f. on [0, 00 ), then by 
✓ ~ ✓ 

corollary 1.3.6 Fis inf div if and only if - F'/F is completely monotone, 

It follows that Fis inf div if and only if r(,;8), defined by 

(4.2.1) 
✓ ✓ 

r(,;e) = - F'(,+e)/F(,+e) (e > o), 

as a function of,, has alternating derivatives for O <, < e and all e > O. 

Now for all, with 1,1 <ewe have 

{4.2.2) 

where 

(4.2.3) 

F(T+e) = I (-1)k bk(e) .k 
k=O 

( ) 1 ofooxke-exdF(x) bk 9 = k! (k = 0, 1, ••• ) • 

From the equations (4.2.1), (4.2.2) and (4.2.3) we obtain, for f,I < e, 

(4.2.4) 
00 

\ k k r(,;e) = l (-1) 8k.(e), , 
k=O 

where the 8k. are determined by 

(4.2.5) (n+1)bn+ 1 = (n=0,1, ... ). 

We have now proved 

LEMMA 4.2.1 (Goldie) 

Fis inf div if and only if the quantities 8k. defined by (4.2.5) and (4.2,3) 

are non-negative for all e > O. 

The following lemma also is implicit in [8] (see also KALUZA [10] for 

the concluding statement), and may be proved by induction. 
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LEMMA 4.2.2 

The 8k determined by (4.2.5) are non-negative if' 

(i) the quantities f'k determined by the relations 

n 
(4.2.6) b +1 = l bkf' -k n k=O n 

are non-negative, 

or if' 

(ii) 

(4.2.7) 

the b satisfy 
n 

b b > b2 
n+1 n-1- n 

Condition (ii) implies condition (i). 

4.2.1 Lattice distributions 

(n = O, 1, ••• ), 

(n = 1, 2, ••• ). 

We prove the following theorem, which is given in [12] with a dif'f'erent 

proof'. 

THEOREM 4.2.1 (Katti) 

If pn is a distribution on the non-negative integers, with p0 > O, then pn 

is inf div if and only if' 

0 0 

0 

(4.2.8) D (p0 ,. • •,P ) = n n 
>O (n = 2,3,, •• ). 

PROOF: Taking generating functions, by corollary 1.3.8 we know that p is 
n 

inf div if and only if 
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(4.2.9) P' ( u)/P( u) = (n=O. 1 •••. ). 

for lul < 1. Multiplying both sides of (4.2,9) by P(u) (which is, 0 for 

lul < 1 by corollary 1,3,3). expanding both sides in power series and 

equating the coefficients. we obtain 

n 
(4.2.10) (n+1)p +1 = l pk rn-k 

n k=O 
(n=o. 1 .... ). 

We use the first n equations of (4.2.10) to solve for r 1. For n = 1 we have 
n-

r0 = p 1/p0 , which is trivially non-negative, Cramer's rule for r 1.r2 , .•• , 

together with the condition that r > 0 for n = 1. 2, ••. , yields(4.2,8). □ DD n-

Theorem 4.2.1 may be read as a representation theorem. We have 

COROLLARY 4. 2. 1 

A lattice distribution pn with p0 > 0 is inf div if an only if their exist 

r (n = o. 1 •••• ). such that 
n . 

n 
(4.2.10) (n+1)p +1 = l pk rn-k 

n k=O 

with r > 0 and, necessarily, n-

CX) 

Ln-1r <"'. 
1 n 

(n=O, 1, ... ), 

Lemma 4.2.2 allows us to draw some interesting conclusions from 

corollary 4.2.1: 

THEOREM 4.2,2 

If pn is a lattice distribution with p0 > o. then pn is inf div if 

(i) there exist 4n .::_ o. such that 

(4.2.11) 

or if, especially, 

(ii) the p satisfy 
n 

(n=0,1, .. ,). 
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(4. 2. 12) (n = 1, 2, ... ), 

or if, (by Schwarz's inequality) still more specially, 

(iii) pn is completely monotone. 

Taking generating functions, from (4.2.11) we obtain 

and putting z 

P(z) 

-T = e 

Po 
= ----.~ 

1-zQ(z) ' 

( -T) A 
p e = X+1-G(T) ' 

with X = p0/(1-p0 ) and G(T) = e-TQ(e-T)/(1-p0 ). That is, lattice distributions 

satisfying (4.2.11) are special cases of distributions with c.f. 's of type 

(1.6.1). 

Of the four examples given by Katti as applications of theorem 4.2.1, 

at least three have essentially c.m. distributions (c.f. lemma 4.1.1). His 

example ( i) : 

6n+1 Je 
P = C -- - c1 pn dp n 1 n+1 - 0 

(0 < e < 1; n = o, 1, ••• ). 

His example (iii): 

n+ 1 °' kn k 
p =C P =C }: (p )p (O<p < 1;n=O, 1, ... ), 

n 2 1_Pn+1 2 k= 1 

which is also of the form 0f1pndµ(p). 

His example (iv): 

with p as in example (iii). It follows (see (4.2.10)),and the remark 
n 

on p. 88) that p* is inf div. 
n 
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In Katti's example (ii) p0 = a/(1+a) and 

en 
Pn = -n(1+a)log(1-6) (a> O; O < 6 < 1; n = 1, 2, ,,.). 

2 For a> -2/log(1-6) we have p 1 p 1 > p for n = 1, 2, •••• For 
- n+ n- - n 

-1/log(1-6) .::_a.< -2/log(1-6) pn is inf div by direct application of theorem 

4.2.1. If a< -1/log(1-6) then p is not inf div. 
n 

We conclude this section with a theorem that can also be obtained from 

corollary 4.2.1. Its, more interesting, counterpart in the absolutely 

continuous case will be given in the next section. 

THEOREM 4.2,3 

If pn is an inf div lattice distribution with p0 > O, then the following 

implications hold 

p > 
m 

p > 
n 

Consequently we have 

and 

p > 0 
m 

(m = 1, 2, ... , n= 1, 2, ••• ). 

(k= 2, 3, ... ), 

(k=2,3, ... ). 

PROOF: This theorem may be proved by induction, using (4.2.10). The proof 

we give here was ·suggested by Fabius. By definition 1.3,2 we have 

)m+n 
+ • • • , 

where 4n is a lattice distribution with 4c > 0. Asp > O, , . m 
1. > 0 (j = O, 1, ••• , m) with l jl. = m and such that 

J - 1 J 

there exist 
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0 • 

In the same way 

k 
4n n > o, 

n 
with k. > 0 {j = o, 1 • ... , n) and I jk. = n. As, similarly, 

J J 

io i 
I m+n 

Pm+n = <lo . . <\n+n 
, 

m+n 
with i. > 0 {j = o, 1 • ••• , n+m) and I ji. = m+n, it follows that 

J 1 J 

lo 1 kO k m n 
> o. D D D Pm+n .:'... <lo ~ <lo 4n 

4.2.2 Absolutely continuous distributions 

By corollary 1,3,5 a L.T. Fis inf div if and only if 

(4.2.13) 

where F(T); 0 (cf. corollary(1,3,2}), and K(x) is non-decreasing with 

(4.2.14) Joo -1 
l x dK(x) < 00, 

Multiplying both sides of (4.2.13) with F and inverting we obtain 

THEOREM 4.2.4: 

If Fis a d,f. on [0,00), then Fis inf div and only if 

(4.2.15) 

where K is non-decreasing and satisfies (4,2,14). 

If Fis absolutely continuous, then, writing F(u) = 0fuf(t)dt, 

we have, as an analogue to corollary 4.2.1. 
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COROLLARY 4.2.2 

The p.d,f. of a distribution on (0,00 ) is inf div if and only if 

(4.2.16) (x > 0), 

where K is non-decreasing and satisfies (4.2.14). 

We now prove the analogue of theorem 4.2,3, 

THEOREM 4.2,5 

If f(x) is a continuous and inf div p.d.f. on (O,oo), then the following 

implication holds 

PROOF: It is no restriction (this can be achieved by a shift) to assume 

that for every o > 0 there exists an x1 < o such that f(x 1) > O. We then 

have to prove that f(x) # 0 for all x > O. Now suppose that f(x1) > 0 and 

that x0 is the smallest number satisfying f(x0) = 0 and x0 > x1• By (4.2.16) 

we have 

XO 
o = x0f(x0 ) = 0J f(x0-u)dK(u). 

As f(x) > 0 for all x with x1 ~ x < x0 , it follows that 

x0-x1 

and hence that 

f dK(u) = o, 
O+ 

fxf(x-u)dK(u) = O 
O+ 

for all x < x0 - x1• Therefore xf(x) = f(x) K(O) for all x < x0 - x1• It 

follows from the continuity of f(x), that f(x) = 0 for all x < x0 - x1• As 

this contradicts our assumptions, it follows that x0 does not exist and 
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hence that f(x) ~ 0 for all x > O. DO 0 

REMARK: The conclusion above can also be obtained from the fact that 

K(O) = 0 if F(x) > 0 for all x > O. By (4.2.15) we have 

xF(x) ~Or ud.F(u) ~ F(x)K(O). 

Taking x + O, it follows that K(O) = O. 

As a slightly weaker statement we have 

COROLLARY 4.2.3 

A continuous and inf div p.d.f. on (0,00 ), which is positive on (o,o) for 

some o > O, has no zeros on the positive half line. 

In SHARPE [29] a theorem similar to theorem 4.2,5 is proved for a p.d.f. 

on (-"",00 ), under the condition that all positive powers of its c,f. are 

integrable. 

Examples of p. d. f. 's, that are not inf div by corollary 4. 2. 3, are 

a. ( ) ( -x -2x)2k f x = const. e - 2e (x > O; k = 1, 2, .•• ). 

b. 
1 1 /4 

fa. (x) = 24 exp(-x )( 1 - a. sin x114 ) (x > 0), 

for a.= 1. It follows that f cannot be inf div for all a. with O ~a.< 1. a. 
For a.= 0 we have inf div, as f 0 is c.m. (cf. theorem 2.11.1), 

REMARK: It easily follows from the corollaries 4.2.1 and 4.2.2 (or other

wise) that if p is inf div then const. qnp is inf div, and if f(x) is 

infinitely fivi~ible then the p.d,f, const.neAxf(x) is inf div. Here 

l qnp and eAxf(x)dx are supposed to be finite. Compare example (iv) on 
n 

p. 84. 

We now turn to the non-lattice counterpart of theorem 4.2.2. The 

analogue of condition (i) would be 
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where Q is non-decreasing, or,taking Laplace transforms, 

where O < F(O) < 1, and Q(T}/t1 - F(O)) is the L.T. of a d.f. It follows 

that the c.f. of Fis of the form A/(1 + A - y) (cf. theorem 1.6.1). As 

F(O) > O, in this case there is no analogue for p.d.f. 's. 

The obvious analogue of condition (ii) for p.d.f. 1s is that log f(x) 

is convex. Every d.f. F with a log-convex derivative f can be approximated 

by a lattice d.f. satisfying condition (ii) of theorem l.,.,2.2, as follows. 

F(x) = lim 
h+O 

l hf( 2n+ 1 h) = lim l p, 
n>O 2 h+O nh<x n 

hn3::x -

with p 1p 1 > p2• As mixtures (with positive weights) of log-convex 
n+ n- - n 

functions are again log-convex, we have proved 

THEOREM 4.2.6 

All (mixtures of) log-convex p.d.f,'s on (0,00 ) are inf div. 

By Schwarz's inequality this theorem is slightly stronger than theorem 

2.11.1, which also follows directly from theorem 4.2.2, by use of condition 

(iii). 

An example of a p.d.f. which is log-convex, but not completely monotone, 

is (compare [13]) 

(x > 0). 

REMARK: It is well known that p.d.f. 's and c.f. 's (being Fourier transforms 

of one another) have several properties in common. It appears that inf div 

p.d,f. 'sand (real) inf div c.f. 's also share some special properties. One 

of these is that they seem to have no zeros (this has not been proved 

generally for inf div p.d.f. 's; see, however, corollary 4.2.3 and (29]). 
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Another property concerns logarithmic convexity. According to theorem 4.2.6, 

log-convex p.d.f. 's are inf div. It is easily verified (cf. [5], p. 482 and 

[22], p. 70) that real c.f. 's, that are log-convex on (0,00 ), also are inf 

div. This was first observed by HORN [9]. Log-convex c.f. 's are considered 

in some detail in [13]. 

4.3. Moment inequalities 

The function log~ is the cumulant generating function, i.e. 

J 
as far as the cumulants exist. If Fis inf div, then by corollary 1.3.6 

the K. are non-negative, i.e. we have 
J 

THEOREM 4.3.1 

The cumulants of an inf div distribution on [O ,00 ), as far as they exist, 

are non-negative. 

The cumulants of a distribution can be expressed, in terms of its 

moments, in the form of determinants (cf. KENDALL and STU.ART [15], p. 90). 

Doing so we obtain 

COROLLARY 4. 3. 1 

If µ1, µ2, ••• , µn are the first n (finite) moments of an inf div distribution 

on [0, 00 ) then these moments satisfy the inequalities 

0 

(4.3.1) K.: 
J 

0 

0 

0 

0 .'.'._0 (j=2,3, ... ,n) 

µ. 
J 

Using elementary operation on rows and columns, the inequalities (4.3,1) 
can be rewritten in the form 



(4.3.2) 
1,11 

D.(1, -1 , 
J • 

91 

, ... , 
where the function D. is defined by 

J 

{j = 2,3, ... ,n), 

0 0 

0 

x. 1 x. 2 • J- J-
jx. 

J 

(see also (4.2.8)). The inequalities (4,3,2) also follow from lemma 4.2.1, 

by solving the equations (4.2.5) for a and letting e i O. 
n 

REMARK: It does not seem possible to generalize theorem 4.3,1 to arbitrary 

distributions on(-®,®). The inf div c.f, 

where one or more of the a I s are negative, can have odd cumulants , that 

are not all of the same sign, For real c.f,'s, however, inf div implies that 

its cumulants are non-negative (cf. LUKACS [23]). 

Unlike the conditions (4.2.8) for lattice distributions, the conditions 

(4,3,1) are not sufficient for inf div, even if all moments are finite. In 

view of lemma 4.2.1 this could not be expected. A counter example is 

provided by the L,T, 

which is not inf div (cf. p. 22). The function - ~T log F(T) has a convergent 

power series expansion for ITI < 1, with alternating coefficients, i.e., 

all cumulants are positive. However, - ~T log F(T) is not completely mono

tone. 

In example b. on p.88 we consider the density f 0 , which is inf div for 
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a a O, but not for all a with O <a< 1. As fa is known to have the same 

(finite) moments for all a (see [5]), this provides another counter example. 

Though the conditions (4,3,1) are not sufficient, their necessity can 

be used to obtain moment inequalities. For instance, from the fact that 

(4.3.4) 
v 1 Joo 

F(,) = 0 1+Tx dG(x) 

is an inf div L.T. for all d,f. 'son [0,00 ), we derive, denoting the moments 

of G by m1 , m2 , ••• , 

THEOREM 4.3.2 

If m1, m2, .•• ,~are the finite moments of a distribution on [0,00 ), then 

(cf. (4.3,3)) 

(4.3,5) D ( 1 , m1 , ... , m ) > 0 
n n -

(n = 2, 3, ••. , N). 

~: By differentiation of both sides of (4.3.4), and putting T = o. it 

follows that 

where µk denotes the k-th moment of F. The inequalities (4.3.5) now follow 

from (4.3.2). DD D 

Theorem 4.3.2 also provides an alternative proof of theorem 4.1.4, i.e. 

of the inf div of all c.m. lattice distributions (or mixtures of geometric 

distributions): Dn(1, m1, .•• , mn) ~ 0 implies Dn(p0 , p1, ••• , pn) ~ 0 1),if 

p is a c.m. sequence (see (4.1.15,). On the other hand. the inf div of all 
n 

mixtures of geometric distributions (i.e. of B(-1)-distributions: negative 

binomial distributions of degree 1), implies the inf div of all mixtures 

of exponential distributions. We have for all d.f.'s G on (0,00 ) 

(4,3.6) is inf div, 

and hence for all G 

1) See also theorem 4.2.1. 
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Joo ).a dG(;i.) 
it a 

0 ).a+1-e 
is inf div, 

and, ta.king a. -1- 0 , 

is inf div. 

All this means that the inf div of exponential mixtures (with positive 

weights) follows from theorems 4,3.2 and 4.2.1. 

The correspondence between (4.3.6) and (4.3.7) is not one-to-one, that 

is (4.3.6) for an individual mixing function G does not imply (4.3,7) for 

the same G. This is illustrated by the following example, where G is not 

a d.f. Consider the c.f. 

15-t2 
= (1-it)(3-it)(5-it) ' 

which is not inf div by theorem 1.3.2, If we replace t by i(1-eit) we obtain 

a c,f,, which is inf div. Both c.f. 's are mixtures (of r(1)-distributions 

and B(-1)-distributions, respectively) with the same mixing function. 

We now consider mixtures of r(2)-distributions and B(-2)-distributions 

(i.e. of negative binomial distributions of degree 2, which are convolutions 

of two identical B(-1)-distributions). B(-2)-distributions have probabili

ties of the form 

(4.3.8) (n = 0, 1 , 2, ... ' O<p<1). 

In the same way as theorem 4.3.2 we have (cf. theorem 2.8.1) 

THEOREM 4,3,3 

If m1, m2, •.• ,~are the moments of a unimodal d.f. on [0, 00), then 

(4.3.9) D ( 1 , 2m1 , ••• , ( n+ 1 )m ) > 0 
n n -

(n=2,3, ... ,N). 

According to the conjecture in section 2.6 the inequalities (4.3.9) 

should hold for all distributions on [O,oo), For comparison we list the 
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first few inequalities in (4.3.5) and (4.3.9). 

3m-2m>O 
2 1 -

A direct proof of (4.3.5) has been given by Tijdeman. This proof does 

not seem to work for (4.3.9). Neither of the sets of inequalities (4.3.5) 

and ( 4. 3. 9) seems to follow directly from known moment inequalities. 

If (4,3.9) should hold for all distributions on [0,00 ), then by theorem 

4.2.1 this would imply the inf div of all lattice distributions of the form 

(n+1)C, with C completely monotone, or equivalently (see (4,3.8)) of all n n 
mixtures of B(-2)-distributions. But, in the same wa;y as in (4.3.6) and 

(4.3.7), the inf div of all B(-2)-distributions implies the inf div of all 

r(2)-distributions. So, concluding we have the equivalence of two conjectures 

(cf. section 2~6). 

THEOREM 4.3.4 

The validity of the inequalities (4.3.9) for all d.f.'s on [0,00 ) is equi

valent to the inf div of all mixtures of r(2)-distributions. 

We conclude this section by considering the generalization of (4.3.5) 

and (4.3.9). If a mixture of the form 

(4.3.10) foo 1 k 
0 ( 1+-rx) dG(x) • 

where G has finite moments m1, m2 , ••• ,~•is inf div, then. these moments 

satisfy the inequalities 

(4.3.11) (k+n-1) ) ••• , m > 0 
n n -

(n = 2, 3, ••• , N). 

If (4.3.10) is inf div for all positive k, then (4.3.11) holds for 

all positive k. It is easily verified, using elementary operations, that 

fork+ 00 the inequalities (4,3,11) reduce to 
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m ... , ➔) > 0 n. (n • 2, 3, •••• N), 

that is to (see (4.3.1) and (4.3,2)) 

K > 0 n- (n=2,3, ... ,N). 

An example of this situation is provided by c.m. p.d.f.'s. If g is a 

c,m. p.d.f,, then 

(4.3,12) Joo 1 k+ 1 1 -1 'k Joo 1 k ( k >, ) 
0 ("'i+TX) g(x)dx = Ti-'- 0 l+,x x g x dx, 

which is the L.T, of a mixture of exponential distributions. It follows 

that in this case (4.3,10) is inf div for all k, and hence that g(x) has 

non-negative cumulants. This, in fact, is not surprising, as g(x) is inf div 

by theorem 2.11.1 and therefore has non-negative cumulants by theorem 4.3.1, 

Finally, as every d.f. on [0,00 ) can be approximated arbitrarily closely 

by a mixture of r-distributions, from (4,3,12) we obtain again corollary 2.11.1, 
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