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Introduction 

In 1930 J. Kara.mata has developed the theory of_regular variation :for 

positive functions of a positive a.r~1ment ( 11 and 12 ) • The regularly 

va.1"_Ying frmctions of exponent p fo11n a class of functions which behave in 

many respects like xP near infinity. Karamata used his theory for an exten­

sion of certain Tauberian theorems. 

Gradually it has become clear that the regu] arly va.rying functions play 

an important role in probability theory. W. Feller for example has exploi­

.ted Kararnata's results in the theory of stable distributions and their do­

me.ins of attraction ( 2] ch. XVII section 5; cf. 8 p. 175). 

In the present work we use Karamata's ideas to derive well-known and 

new results in extreme value~theory. Whereas the theory of regular variation 

as developed in and 12 is sufficient for the theory of stable distri­

butions ~:for extreme value theory we need a non-trivial extension of these 

results. 

Our first chapter starts with a complete exposition of the basic theorems 
. 

for reS1,.1J arly va;cying functions. A:fter that several extensions a.re given 

which are needed for extreme value theory. These ought to lead to interesting 

results in other domains of application as well. 

The second chapter deals with extreme value theory proper. We only con­

sider the simplest model: the sequence of the partial maxima of a sequence of 

independent, identically distributed random variables. The possible non­

degenerate limit distributions :for these maxj:ma belong to one of three clas­

ses: ~ , 'i' and A ( see theorem 2. 2. 1). The first two cJ~a.sses were discovered 
CL Ct 

by M. Frechet 4; the third one by R.A. Fischer and L.H.C. Tippett 3. 

Sufficient conditions for the domains of attraction (see definition 2.2.1) 

of the limjt distributions were given by R. von Mises 15 • B.V. Gnedenko 

of 

of 

-
has established necessa·tjf' and sufficient conditions for the domains 

attraction of ~ > '¥ and A. 01J.r second chapter sta.rts with an exposition 
CL Ct 

these results, ta.ken mainly from Gnedenko's work. As Gnedenko hjmself 

states, in the case of A these conditions can neither be regarded as final 

from a theoretical nor very satisfactory :from a practical point of view. 

The main goal. of ou.r research was to find other necesse.x·y and sufficient 

conditions for the domain of attraction of A. To do so we had to develop 



2 

the extension of regular variation described in chapter I. Our main result 

is contained in section 2.6 (theorems 2.6.1 and 2.6.2), where a unifying 

approach is given to the domains of attraction of all limit distributions. 

The author is indebted to Professor Dr. J.Th. Runnenburg and Dr. H. 

Jager for their valuable advice and criticism. 

• 
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C ER I RE VARIATION AND RELATED CONCE:PTS 

1.0 INTRODUCTION 

This chapter is of a p11rely analytic cha,ra.cter and serves as an intro­

duction to chapter II where a problem in probability theory is considered. 

First J. Kara,,,ata' s theory of regt1J arly va,uying functions is presented 

( sections 1 • 1 and 1 • 2) • Deta.:i. led p:r:-oofs are given, which in essence are due 

to Karamata. Different proofs of the main theore1ns can be fo1.1nd in W. Feller 

[2] p. 268-276. In 011r opinion they lack the elegance and simplicity of 

Karamata's method. We follow Ka.rama.ta's second paper [12] but avoid an error 

in his treatment, due to the application o:f an incorrect theorem of Cauchy. 

Next, af'ter presenting two extensions of Karamata's main theorem (sec­

tion 1. 3}, we study a subclass of the class of regularly va1'y·ing f\1nctions 

with exponent O ( section 1 • 4) . By rnethods similar to those of Karam'l.ta we 

show the eq11ivalence of a n11mber of properties. The results (to be applied 

in chapter II) may be considered as a second order reg1.1.J ar variation theory. 

In the last section ( 1 • 5) a complerrientary theory is given :for :fl.lnctions 

which are inverses of those treated in section 1.4. 
' 

(added in proo:f) It should be noted that 

M. Pinsky (J. Math. Anal. and Appl. 28 (1969) 

recently M. Marct1s and 

440-449) have published 

results coinciding with the part a) c:: :> d) of theorem 1.4.1, corollaxsy 

1.4.1 a) and corolla1~ 1.4.2 b) in the present work. 
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1.1 RE , SLOW AND RAPID VARIATION 

For x >Owe adopt the following convention 

00 

X --

-co 
X --

0 

1 

00 

00 

1 

0 

for x < 1 

for x = 1 

for x > 1 

for x < 1 

for x = 1 

for x > 1 • 

Definition 1.1.1 • U R+_._R+ A function : -- *) variee, 
+ 

~eg~Jarly at infinity 

if' there exists a p €~such that for all 

{1.1.1) 
. U(tx) p 

l1m U(t) · = x • 
t ),DC 

X E fR 

• 

This numb,er p is called the exponent of re ar variation for U. In the 

particular case p = O, U is. often called slowly va!·ying a;t,,, i:q.:fi,nity. 

Definition 1. 1.2 
+ a]] X £ R 

. + + . . . f. . t A fl1nct1on U : R -+ R varies rapidly at 1.n .~t1;,1. y 

1 .. U tx p 
1m - X · .~ U(t - ' 

t-+co 

where p = +<» or p = -oo. 

if for 

For b.revity we shall also use the expression .P-V!?:Ying (at infinity) 

t·or f'linctions satisfying definition 1. 1. 1 or definition 1 .1.2 (hence •P e B). 
' 

. ,lk!e!!iQl,e;s, For all. real. p the f11nctions 

xp, xp log{ 1+x) .. (x log( 1+x) )P, P l J.. ( ) ~ x og og e+x , ••.• 

are p-v&J7ing at infinity. The :f\1nction 
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arctg x 

is slowly varying at infinity and the functions 

X -X 
e , e 

are rapidly varying at infinity (p =+~and ~ respectively) • 
• The f\1nct1ons 

2 + sin x, exp { log x]} 
• 

(where [a] _is the largest integer < a) a.re not p-varying at infinity • 
• 

' Karamata and Feller have r~marked that for monotonic functions 
• 

and even for measurable functions definition 1.1.1 is unnecessarily restric-
• 

tive for applications. The :following theorems provide some alternatives. 

Theorem 1 • 1 • 1 A LebesguP-c measurable function U: R+ ~ b+ • ...., 1 ~ ~ varies reguJar y 

if there exists a function + + h : R ~ R such that :for all positive x 

(1.1.2) • liro = h(x) • 
t tQO 

Proof 

Writing 

Obvious1-y h is measurable as a pointwise l:i mi t of meas11rable functions. 

~(txy) = 
U(t) 

u,(t?S,Y) 
U(ty) 

U(t~) 
• U(t) 

and using ( 1.1.2) we see that f'or 

(1.1.3) h{xy) = h(x).h(y). 

• 

• 

It iswell-knovn(see e.g. _ p.116-118) that the 
+ and finite-valued solutions of ( 1. 1. 3) on IR are 

. for some real p • 0 

• • only measurable, positive 

• 
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For monotone functions the conditions of' definition 1.1.1 can be re­

placed by the apparently weak.er conditions of' the next theorem. 

Theorem 1. 1.2 
. + + . 1 A monotone function U: R ➔ R varies re ~ar Y 

) -1 
exist two positive integers m

1 
and m2 for which log m1(log m2 

• t1.onal a.nd 

( 1 • ,-. 4) 1. . U~nm) 
.: U(n) n 

p 
=m 

if there 
• • 1s irra-

for 

the 

m = m a.nd m = m where "' is a real n11mber ~ in ( 1. 1. 4) n runs through 
1 2 "" # 

positive integel·s. 

Proof Suppose U is non-decreasing, then p > 0. 

It is not di:rficult to see that the ass11mptions of the theorem imply 

that equation ( 1. 1 .4) holds for every integer m f'rom the set 

her it is well-known (and essentially stated 

see 

in Kronecker's theorem, 

is •irrational, the set 

• r s .
1
. . 

{m.1~ · r,s integers} 

• ..::a • IR+ • is u..en.s e 1.n . • This :means that for any pair of'" positive numbers x and e: 

r· d. t we can 1.n · · in· egers v 1 , v 
2 

and v 
3 

x-e < 

a) First we prove 

(1.1.6) 

V 
1 

v2 
< X < 

V 2 

:Crom V such that 

Suppose (1.1.6) is f.alse. Then we can select a sequence 

integers tending to infinity such that 

{k} of' positive 
r 

• 



lim 
U(k +1) 

r --~-~...- = C 
U(k) 

r 

7 

with 1 < c <~.In virtue of (1.1.5) with x = 1 and E < c 11P - 1 there 

exist integers v4 and v
5 

in V such that 

Now take 

n = r 

(the largest integer not exceeding -1 
for n r 

Since (1.1.4) holds for every element me V, we obtain the contradiction 

C > 
U(k +1) 

l . r 
> 1m .. ) " = c, 

hence (1.1.6) is true. 

b) In order to prove the assertion of the theorem, we use (1.1.5) for ar­

bitrary x and E € R+ and define fort> 0 

• 

For a.11 positive x and Ewe have 

U(tx) 
(1.1.8) • < U(t~ , < 

U( (nt +1 )v 
< ---

U ( n t + 1 • 

• • Combining ( 1 • 1 • 4) ( for arbi tra1:·y m E: V) , ( 1 • 1 • 6) , ( 1 • 1 • 7) and ( 1 . 1 • 8) we 

find 

• 

Hence (1.1.1) holds. 

• 

l • • U tx 
< 1.m inf' U(t 

t >oo 
< lim sup 

t-+-co 
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For non-increasing U the proo:f is completely analogous. □ 

Theorem 1. 1.2 can be applied to improve the for11Lulation of a Tauberian 

theorem for power series (see [2] p. 423). An application to sequences of 

coefficients of attraction for paz·tlaJ. s1uns of sa.rrq,les is given in [8]. 

In chapter 2 we shall need the following theorem on monotone functions 

(which is ma.inly le11una 2 p.270 of [2]). This theorem provides a criterion 

both for regu.1a,r and for rapid variation. 

~eorem .) • 1 • ~ 

only if there 

a) A monotone function U: IR+-+ IR+ varies regularly if and 
• 

exist two sequences { A } n 

A 
1

. n+1 1 im X = 
n--+<x:> n 

Jim 
n-+oo 

a = co 
n 

and {a} 
n 

of positive numbers with 

' 

such that :for all positive x 

(1.1.10) lim A U(a x) 
n n 

exists, is positive and finite. 
n>oo 

• 

Moreover, if-we define the function x by 

(1.1.11) x(x) == Jim 
n•oo 

A .U(a x) 
n n 

for x > O, 

then we have 

(1.1.12) 

where pis the exponent of re ar variation of U. 

b) A monotone. f\1nction U : IR+-.. IR+ varies rs.pi.... with p = oo (or p = 00 ) 

if' and only if there exist two sequences {X } and {a. } of' positive nur1Lbers 
+ n n 

satisfying (1.1.9) and a c ER such that 

(1.1.13) Jim 
n-+-oo 

A U(a x)-= n n 
X 00 X { ) { or ( ) 
C C. 

00 

respectively). 
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011rselves to the • • case of' a non-increasing U. 

we exclude the trivial case u(~) > 0 (then the assertions 

under a) hold with p = O, A = 1 and a = n). 
n n 

( i) We first prove both ''if''' statements of' the theorem. Define for t > 0 

the integer n = n(t) by 

Then 

a.nd for all 

(1.1.14) 

n = min {m I am.+ 1 > t}. 

a < t < a 
n - n+1 

+ x,y e IR 

U(a + 1x) U(tx) 
n < 

U~a y)' - U(ty) 
n 

U(a x) 
n 

a) Suppose (1.1.10) holds. Using (1.1.9), (1.1.10) and (1.1.14) we see 

X = x<1 

f'or a.1 l positive x. Application of' theorem 1.1.1 gives ( 1 .1 .12). 

b) Suppose (1.1.13) holds. As U is non-increasing, we have p = ®· For 

x > 1 we choose b and d such that 

and 

0 < b < c < d < ® 

X = d 
b , 

then by (1.1.9), (1.1.10) and (1.1.14) 

1 • U tx 
0 < ,m U(t = im U(t) . -

t-+co t-+co 

A 
1 . n+1 

< im A 
n-+eo n 

._ U(td) 
lJJn U(tb) < 
t-+co 

-00 

0 = X • 
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For O < x < 1 we proceed in an an#tlogous way. 

(ij) Next we prove both ''only if''' statements. Suppose U is regularly or 

rapidly varying at infinity. We define for positive y 

V(y) = inf {x I U(x) < y}, 

then 

(1.1.15) U(V(y)+O) < y < U(V(y)-0) 

and 

(1.1.16) -u 

he1·rnore we have 

• 

(1.1.17) lim V(y) 
y-t-0 

= (lO • 

• 

a) Suppose U varies regularly with exponent p. As U is non-increasing, we 

have p < O. For each £ > 0 and x < 1 there exists a t(x,e:) with f'or 

t > t(x,e:) 

hence. 

• 

< .u(t-o} 1 · U(t) 
< q(,tx}_ < x" + E 
- U{t) ' 

. • .u,( t-o} 
J_l m u'( t) I - 1 • 
t-+-co 

In a.n anal.ogous ·we.y we se,e that 

.. U t+O lJm --- · . u t. 
t~ 

hence by (1.1.16) and (1.1.17) 

- 1. 



• Choosing 

(1.1.18) 

A = n 
n 

we get for x > 0 

lim 
ll• ► OO 

A • U( a x) = 
n n 

1 1 

lim An 
n ► oo 

b) Suppose U varies rapidly, i.e. we now have p =-~.By (1.1.15) we find 

for x > 1 

• • 
i 

> 1· . .p U x V 
J.m l.n.L U V 

y+O X y 

a,ncl for O < x < 1 

, 
• --~~ < • U(V(y)-0) _ . U(x~v 

so that with the choice (1.1.18) we obtain for all positive x ~ 1 

lim 
n )loo 

A U(a x) 
n n 

_ex, 

= X • 0 

= 00 

= o, 

Remark 1. 1. 1 The proof shows that for non-increasing P-va,rying :f'l1nctions 

(1.1.10) holds with the special choice 

(1.1.19) 

In this case 

( 1 • 1. 20) 

Remark 1.1.2 

A = n 
n 

a = inf {x I U(x) < 1}. n n 

x(x) = X 
p 

• 
• 

The proof also shows that for non-increasing :f't111ctions the 

following weaker version of the ''if''' part of the theorem holds: A non-in-
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• • u IO+ + creasing function : u ➔ R 

sequences {l {e)} 
n 

and {a (e:)} 
n 

varies regula.rly if for each e: > 0 there exist 

of positive numbers with 

n ,oo 
(1.1.21) 

• lim 
n too 

a (e:) = «>, 
n 

> 1-e: 

such that :for all positive x the expression 
• 

l (e).U(a {e:).x) 
n n 

• 

tends for n-+ 0Q to a positive and finite vaJ.ue x(x) not depending on e:. 

1. 2 

In this section we shall ass11mP. aJ.l functions to be Lebesgue-st1rocnable 

on :finite intervals 11nless otherwise stated. For this class of functions 

detinitioll 1. 1,. 1 can be put in two different but equivalent fo1'tns , due to 

Karamata. To do so, we first formulate three le:rmr1as • 

Le,•aa 1.2., 1 a)_ Suppose that for positive functions f and g on B 

end 

(1.2.2) 

Then 

Jim 
t-+co 

t 

0 

f(s)ds = Jjm · 
t.+coo 

t 
g(s)ds = 00 

= C 
• with O < c < oo. 

t 
f(s)ds 

__ t ___ - c. 

g(s)ds 
0 
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b) Suppose that for positive functions f' and g on IR both 

00 

:f(t)dt and g(t)dt 
0 0 

are finite and 

• lim • C with O < c 
- I'll 

t ► 00 

00 

f(s)ds 

Then 1 
.. ..,..t ___ _ im = c. 

()0 

g(s)ds 
t 

.f a) Suppose :rirst O < c 
.;;;;..;;;:..;;;..;;..;;;.. 

< 00 • For each£> O there exists a t 0 such 

that for t > t 0 

'rhen for t > t 
0 

(1.2.3} 

( c-e:) g( t) < f'( t) < ( c+e:) g( t). 

t t 
g( s )ds f(s)ds 

g(s)ds g{s)ds 
to to 

t 
g(s)ds 

g(s)ds 

From ( 1 • 2. 1 ) and { 1 • 2. 3) the statement of the 1eniene. follows easily. For 

c=«>weo 

b) i1his 

have to interchange the roles o-1' f and g. 

is proved in a sjmjJar way as pat·t a). 0 

Suppose the 

a) If p > -1 , the flmction 

X 
U (x) = 
* 

is (p+l)-va:rying. 

b) If p < -1 or p = -1 and 

.. + + :ft1nct1on U : R + B 

U(t )dt 

U(t)dt • < IX>, the f'l1nc:t1.on 
0 
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00 

(1.2.5) * U (x) = U(t )dt 
X 

is well-defined and (p+1)-vax"Ying. 

Proof a) First we prove that for P > - 1 

(1.2.6) lim u*(x) = 00
• 

x>co 

By definition 1.1.1 there exists an s0 such that for s > s 0 

hence for n > 

And so 

U{2s) > 2-1 • U(s), 

no 
n

0 
with 2 > s 0 

2
n+1 

U(s)ds = 2 

00 

U(s)ds > 

U(2s)ds > 

2n-1 

00 2n+1 

2 

U(s)ds. 
n-1 

00 

U(s)ds > 

n=ru+1 

which proves (1.2.6). 

n +1 
2 0 

U(s)ds = 00 , 

Using ( 1.2.6) and lerr1r,,a 1.2.1 a) (with f(t) = x.U(tx) and g(t) = U(t)) 

we have for p > - 1 •. and al 1 x > O 

U (tx) 
. * 1, m. _u_(_t_) __ . = 

t>oo *· 

tx 
U(s)ds 

lim ~0----- = lim t 
t>~ U(s)ds t>oo 

0 

xU(tx) _ -U(t) 
p.+1 

X • 

If p = -1 and (1.2.6) ho1ds, the same proof applies; if p = -1 and 

( 1 .~.6) does not hold, the function U* is a trivial example of a slowly 

va1-ying function and so the le11111•a holds in this casP. too. 

b) We first prove for p <-1 · 

C0 

(1.2.7) U(t )dt < 00 • 

0 
• 

Choose e > 0 such that p+e: < -1. By definition 1. 1. 1 there exists a.n 

s
0 

such that for s > s 0 
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( ) -1-E ( ) U 2s < 2 .Us , 

hence for n > n0 
2n+1 

U(s)ds = 2 
2n 

We now have (1.2.7), as 

(X) 

U(s)ds < 

so 
Thus u*(x) is well-defined. 

2n 
U(2s)ds < 2-E U(s)ds. 

n-1 n-1 
2 2 

2n+1 
00 

U(s)ds < 

Applying len1,na 1.2.1 b) with f(t) = x.U(tx) and g(t) = U(t) we see that 

u* is (p+1)-varying at infinity. Finally, if p = -1 and u* is well-defined, 

application of le1nma 1 .. 2. 1 b) gives the result of' the le1n111a. D 

Lemma 1.2.3 If f' is positive and absolutely continuous on [a,b] (O<a<b<00 ) 

then log f is absolutely continuous on [a,b]. 

Proof x < y < b we have n n -

n n 
l1og f(y.) - log f(x.)I = log {1 + 

. 1 1. 1 . 1 1= 1= 

1:r(y. > - rcx.) I 
J. . 1 } < 

min(f'(y.) ,f'(x.)) 
l. 1. 

n 

n 
< 

1:r{y.) - f'(x.)I 
l. l. 

I rCy. ) - r<x. ) I 
. 1 l. 1. 1= 

min{f'(x) xE[a,b]} • 
D 

i=1 

Now we are able to prove Karamata's main theorem. 

) S U I:'.)+ IR+ . L b ........ ,._l f . . t . t Theorem 1. 2. 1 a uppose : 1n -+ is e esgu.e-s11mmau e on 1.n1. e in er-

vals and varies regu]arly with exponent p. If p > -1, then 

(1.2.8) lim . x.utx}. = p+1 • , 
X 

~ 
U(t)dt 

0 00 

if'p < -1, or p = -1 and U(t)dt < oo, then 
0 

(1.2.9) lim ,x. U(x) - -p-1. -00 

x+oo 
U(t)dt 

X 
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(1.2.10) 

rit.h O < ). < •, tben U is (A-1 )- .·· ing at infinity; if 

x.U~x' 11. t _ ~ 111ml .,::: :II 
. ✓- .• 

U(t)dt 

n~b O < l < •• then U is (-A-1: )-varying at infinity. 

. . . x.U x 

U{t)dt 

~!x\ . . , U(x} - 3- l C m • 1 ; 1 :a::r 

X 1X 

0 

. , , 

. U(t)dt 

1112.3 tor some real e2 and al J positive x 

X 
• l•o,g { U(t)dt} + c 

1 O'' 

( u the 4eri "t&ti ves ot the two ., · ·.. . · · s e:ri st and are e·quaJ a. e . ) ~ hence 

(1.2.13) 
0 

C 

X 
.. U(t)dt • c. exp { b(,t} dtl•• t .• 

. 1 
where c • e is a positive n'mlber. In view of ( 1.2. 12) this yields 
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(1.2.14) U(x) = C • 
b(x) { • exp 

X 1 

x b(t) 
t 

dt } for all x > 0. 

a) Let U be p-vax··ying. First suppose p > -1. Using le a 1.2 .2 and the fact 

that products and quotients of reguJ a,rly varying functions are regu]arly 

varying, we see that the function b varies slowly at infinity; we have to 

prove 

(1.2.15) lim b{x) = p+1. 
~ 

By Fatou's le a 

(1.2.16) • • lim in:f 
1 

~__,_ ..... dt > 
U(x) 

0 
lim inf 

• 

For p = -1 this gives (1.2.15). For p > -1 we proceed as follows. From 

(1.2.16) we see that there exists an x
0 

such that b(x) is bounded on [x0 ,~). 

From the slow variation of' b we have for t > 0 

1 . b xt 
im 

x>09 

and by the boundedness of b 

lim { b(xt) - b(x)} = O. 
JC: )CO 

Applying Lebesgue's theorem on dominated convergence we get 

(1.2.17) 

for s > O. 

J -j Jn 

x> 

s 

1 

b(xt) 
t 

dt - b(x) .log s = lim 
X ► 00 1 

t 

On the other hand we see :from ( 1 • 2. 13) and ler,coa 1 • 2. 2, that 
X 

exp { Hence :for s > 0 

1 

= 0 
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sx 

exp ( b(t l dt) s t 
b(xt) 1 

(1.2.18) lim • log { } ( p+ 1 ) • log s. dt J 1m -- --t ¾(t) x ),CO 1 x ►oo ( dt) exp t 
1 

Combining (1.2.17) and (1.2.18), we obtain (1.2.15). 

Next suppose p < -1 (or p = -1 a.nd U(t)dt < 00 ). Define for x > 0 
0 

= ,,, x,.U(x) 
• 

U(t)dt 
X 

In a.n analogous way as before we find 
• 

(1.2.19) U(x) = c. eJCp { - dt} for al.l x > O. 
1 

The rest of the proof is practically the same e,s for p > -1. 

b) Suppose ( 1 .2. 10) holds. For each 

•.·. that fort -> t and s > s 
0 - 0 

( 1. 2. 20) A-E < b(ts) < A+e, 

E > O and s > 
0 

O there exists a t 0 such 

wher·e b is defined by ( 1.2.12). Using the representation ( 1.2.14) we have 

for x > O 

. ' u tx 
U(t 

_ b(tx) 
- x.b(t) exp { 

1 . s 

Using ( 1 • 2. 20) we see that this quantity tends to xA-, • 

Fin.ally suppose ( 1 .2. 11) b,ol.ds. With the aid of ( 1 • 2. 19) we ca.n prove 

in a si1ni lar way that U is (->..-1 )-va1-ying. □ 

Remarlc 1 • 2. 1 If' U( x) is .P -ve.17ing, theor·em 1. 2. 1 can be applied to 



X >co 

0 

xa.+~1u(x) 
X 

taU(t )dt 

19 

= Ct+p+1 

Lemma 1 • 2. 2 ca,n also be rewritten in this way. 

i :f' a > -p- 1 • 

The proof o:f theorem 1.2.1 yields the following representation theorem, 
due to Karamata. 

Theorem 1.2.2 a) I:f a function U : R+ ➔ R+ is Lebesgue-s11:mmable on :finite 

intervals and regularly varying with exponent p, then there exist functions 
+ + + . a: R ➔ Rand c: R ➔ lR with 

(1.2.21) 

Jim c(x) = c
0 

X•iOO 

lim a(x) = p, 
x ➔oo 

such that for all positive x 

( 1. 2 .22) U(x) = c(x) exp { 
1 

(0 < C < <x>) 
0 

dt} • 

, b) Every function o:f the :for tu. ( 1 • 2. 20) where the auxiliary :rt1nct ions c and a 

satisfy (1.2.19) with :finite or infinite p, is p-va;r•ying. 

Proof a) Using ( 1.2. 14) we have for p > -1 

U(x) = c.b(x) exp 
1 t 

f'or all x > O, 

which in connection with (1.2.15) gives the desired representation. For 

p < -1 we use (1.2.19) to get 

Then 

U(x) = c.b 1(x) 
• 

exp { 
1 

X -b (t)-1 
1 

---- dt} t :for all x > O. 

If P = -1, xU(x) is a slowly varying :function for which (1.2.22) holds. 



U(x) c(x) { = exp 
X 

1 

20 

X a(t) 
t 

dt} = c(x) exp { 
1 

X a(t)-1 
t 

:for all x > 0. 

dt} 

b) Suppose (1.2.22) holds with (1.2.21). ·In a sjmilar way as in the proof 

of part b) of theorem 1.2.1, we can prove that U is p-va ing. D 

Remark 1.2.2 Theorem 1.2.2 is still true if we replace the condition that 

U is surri1t1able on finite intervals by the condition that U is measurable 

(see [1]). Theorem 1.2.1 then holds with (1.2.8) replaced by: ''there exists 

an x
0 

such that . U is s1lrn11table on finite subintervals of [x0 ,
00

) and 

lim __ x_U.,a,,{ _x..;.,) _ = p + 1 '' • 
X 

ef 

U( t )dt 

XO 

Remark 1 • 2. 3 A slight adaption of' the proof of theorem 1 . 2 . 1 shows that 

in relation ( 1 .2.20) we mey take for p > 0 

a(x) = ,U(x) for all x > 0 

0 
t 

(provided the integral converges at t = 0) and for p < 0 

- a(x) 
• 

= c .c(x) = ' 
0 

• 

X 

• 

U(x) 
I t for all x > O. 

()() 

u 
t 

We conclude this section by forrr111J ating 8 properties of' regularly 

v&-1:r·ing functions , which are then proved in the same order. It will become 

clear from the proofs , that most of these properties are consequences of 

theorem 1 . 2. 2. }.,lost of the properties are taken from Kara.ma.ta' s f"irst pap.er 

[ 11]. We recall that all :ft1nction.s a,re B + + IR+ and s11ro,triahle on finite inter­

vals. 

C~roll !!:!Y 1 .2. 1 -
1. If U is p-varying at infinity (-m<p<m), then 



lim 
X ► oo 

and hence 

log U(x) = P 
log x 

21 

0 if P < 0 
lim U(x) = 
X ► oo 00 if p > o. 

2. If U is -ing at infinity (-00<p<00), then for all sequences 

and {a'} of positive n11mbers with 
n 

we have 

lim 
n >00 

lim 
n-+-<x> 

a 
.n 

a 
n 

a' 
n 

= lim 
n ► -oo 

= C 

U(a) 
n lim _U_(_a_'_) = 

n ► 00 n 

a' = n 

p 
C • 

00 and 

{a} 
n 

If p ~ 0 (-00<p<~) the conclusion is also true for c = 0 anq c = 00
• If 

p = +oo - , the conclusion is true for monotone functions U and c ~ 1 (O<c<~). 

3. If u1 and u2 va1"Y regularly at infinity with exponents p 1 and p 2 
respectively and 

then 

lim u2 (x) = oo, 
X >00 

is ( p 1 • p 2 )-va:r-ying at infinity. 

4. If' U is p-va,,•ying at infinity (-00<p <00 ) , the relation 
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holds unifor,oJ.y on intervals of the fo1·m (x0 ,x1) with O < x 0 
P < O, the restriction x 1 < 00 can be dropped. If P > 0 and U 

bormded inter .. vals , we may take x
0 

= 0. 

< x
1 

< · 00 • If 

is bo1Jnded on 

5. 
U( oo) 

If U is non-decreasing and P- · 

* 
ing at infinity (O<p<00 ) and if 

= 00 , the function U defined by 

(1.2.23) u* (x) = inf {y I U(y) > x} 

is (P-1)-vatying at infinity. If U is non-increa,sing and P-varying at infin­

** ity (-oo<p<Q) and if U( 00 ) = O, the function U defined by 

** U (x) = inf {y I U(y) < 1} 
X 

. ( -1 ) ,.. . . f. . 
l.S -P -Val"Y1llg at in l.nl. ty. 

6. Suppose u1 and u2 are non-decreasing and P-va.1-ying at infinity 

( Q<p <co) • For O < c < 00 we have 

(1.2.24) 

if and onl.y if 

(1.2.25) 

where p < 0 an analogous 

result applies for non-increasing f\inctions. 

7. Every re -arly vax-ying f'lanction with exponent p ~ O is asyara;ptotic to 

a strictly monotone regularly varying f\1nction with the fta.rne exponent. 

8. S\ll)pose that U is p-varying at infinity {-00<p<oo) and that there exists 

a monotone :f"t1nction u such that for aJ 1 positive x 

X 

U(x) = u{t) dt, 
0 
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then 

lim x.u(x) = p. 
U(x) 

Hence for p ~ O the function (sgn p).u(x) is (p-1)-varying at infinity. 

Proof of c~roll~ry 1 . 2. 1 

1. Property 1 follows directly from the representation (1.2.22). 

2. The 

verified 

statements concerning 

directly with the aid 

. - . . . P-vary1ng functions with finite 

of the representation (1.2.22). 

p can be 

The assertion 

concerning monotone rapidly val'.-ying functions is proved in the following way. 

We consider only P = 00 and 1 < c < 00 • Take c 1 such that 1 < c
1 

< c, then for 

n > n0 we have 

a n 

thus as U is non-decreasing, 

U(a) 
n 

lim inf -0-(-a-, -) 
n--+-<» n 

, 
U(a'.c 2 ) 

n 
> lim inf __ U_{_a_'~)- = 00 • 

n~00 n 
• 

3. We have to prove that :for each x > 0 and each sequence {t} with t ~ 00 

n n 
for n -+- 00 

• 

This is easily done using property 2 with a = u2 (t x) and a'= u2 (t ). 
n n n n 

4. The statement to be proved is equjvalent to the statement that for all 

sequences t ➔ ~and x ➔ x (x < x < x 1) 
n n 0-

U(t x ) 
n n p 

lim ------ = x. U(t ) 
n 

Take first x0 > O and x 1 < ~­

and a'= t ) provides the proof. n n 

Application of property 2 (take a = t x 
n n n 

Next take p < O, x0 > 0 and x 1 =~.As for p ~ 0 property 2 also holds 
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with c = 00 , the same proof goes through. 

Finally take p > O, x0 = 0 and x 1 < 00 • We may assume that the sequence 

{t x } converges to some value a with O < a < 00 • For a = 00 again application· n n 
of property 2 provides the pro,of. For a < 00 we have x = 0; in this case the 

sequence {U(t x )} is bounded and hence by property 1 
nn 

U(t x ) 
0 . n n 

_< lim sup U(t ) 
n ► 00 n 

*) . . 5. We give the proof of the :first statement • • conce1-·n1ng non-decreasing 

functions U ( O<p<00 ); the second assertion can easily be reduced to the first 

one. 

Suppose the statement is not true. Then there exist a positive x (x;ie1) 

and a sequence t --+ 00 such that for a certain c ~ x 1 /p ( O< c<00 ) 
n 

* U (t x) 
l . n 

1m --- = c. 
* n-+m U ( t ) 

n 

• 

From ( 1.2.23) we have for y > 0 

* * U(U (y)-0) < y < U(U (y)+O), 

hence 

* * U(U {t x)-1) U(U (t x)-0) 
n n t X 

n 
* U(U (t x)+O) 

n 
* U(U (t x)+1) 

< ___ n ____ _ (1.2.26) ------<------< <------
* * U(U (t )+1) U(U (t )+O) 

n n 
t 

n * U(U (t )-0) 
n 

* U(U (t )-1) 
n 

For any p ve may apply property 2 with a = u*(t x) + 1 and a' = u*(t ) - 1 · n n n n 
and also with a = u*(t x} - 1 · and a' = u*{t ) + 1 (as p = O leads to 
,; n n n n i/ 

x P = 0 or 00 and hence Q, < c < 00 , and p = 00 leads to x P = 1 and hence 

c ~ 1). Doing so we find 

* U(U (t x)+1) . n 
lim * 
n,;oo U(U (t )-1) 

n 

u(u*(t x)-1) u(u*(t x)) 
l . n -- 11· m * n = i.m------
n ►~ U(u*(t )+1} n• 00 U(U (t )) · n n 

Witli the inequalities (1.2.26) this gives 
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a contradiction. 

6. We only consider non-decreasing :functions u1 and u2 • 

a) Suppose (1.2.24) is true and (1.2.25) does not hold. Then there exists 

a sequence X ➔ 00 such that 
n 

* 
lim 

u1 (xn) -1/P - b ~ C • -
* n-+oo U2(xn) 

By property 2 then 

but on the other hand by assumption 

* u1(u
1
(x )) 

l . n 
im * 

n> 00 U (U (x )) 
1 2 n 

• = lim 

_, 
C ; 

_, 
C • 

* u1 (u1 
(x

0
)) 

* u2<u2(xn)) 

-1 n·➔00 -1 = C --------- = C 

n ➔ oo 

--

(the last ljmits are equal to 1~ see part 2a) of the proof of theorem 1.1.3). 

Hence by contradiction the :first part of the proof is complete. 

b) The converse statement is proved in an analogous way using the fact 

that 

U(x) - inf {y I u*(y) > x} :for x ➔ 00 • 

7- This :follows immediately from the representation (1.2.22), as a(x) is 
• • • • positive for sufficiently large x. 

8. This property will be proved in section 2.7 (theorem • in a more 

convenient context. D 
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1. 3 REI,ATED RESULTS 

In this section two extensions of' the ma.in theorem of the previous 

section (theorem 1.2.1) are presented. 

First ve show that in the case of' monotonic :functions U the part of 

theorem 1 • 2. 1 with - 00 < p < - 1 also holds f'or p = - 00 • In view of' an appli­

cation in chapter II (section 2.9) we prove the (now stronger) result of' 

remark 1 .2.1. 

Theore,,n 1. 3. 1 
. . Suppose the function U + . 

+ IR l.S 
• • non-1ncreas1.ng. 

a.) Let Ube - 00-varying at in:finity. Then f'or all real a. 

co 

t·a. U( t) dt < 00 

1 

an.d 

• li.m 
a.+1 

x _ ,.u(x) 
00 

X ),CO 

b) 
X 

If for some real a the integral 
00 

ta. U(t) dt converges and (1.3.1) 
holds~ U is -<lO va2:·ying at inf'ini ty. 

, 

• 
l.S 

a) It suffices to prove the statements for larger a., say a > -1 

= { dt}-1 

t'\J(t)dt 1 

X 

non-decreasing t't2netion of· a. f'or fixed x > o • 
1 

Cboose e: > 0 and l.(e:) 

We write 

1 
ct+1 

A.a+1_ 1 

t-!X. a.+l 

. . a+1 such that 1 < A < 2 and 

< e:. 
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00 00 

Cl 
t lT( t) dt = 

X n=O 

00 

< 
n=O 

, n+ 1 
A .X 

n 
A .x 

a+1 
X 

There exists an x0 (A) such that :for x > x0 

hence also :for n = 1, 2, • • • 

and (by repeated application) 

( n -n U). x) < 2 • U(x). 

ta U(t) dt < 

With the aid of this inequality~ ( 1 • 3. 2) takes the fo1·u1 ( as 2-1 A a+ 1 < 1 ) 

00 00 

ta U(t)dt < xa+i U(x).(a+1)-1 (Aa+1-1) (2-,Aa+,)n = 
x n=O 

Aa+1_ 1 
1-2-1 A a+1. 

So the convergence of the integral is ensured and 

00 

ta.U(t)dt 
X ------< £. 

x0 +1 .u(x) 

b) Suppose that ( 1 • 3. 1 ) holds for some real a and U is not - 00 va.rying. 

Then there exists a positive 

and a certain c ( O<c <00 ) with 

U(t x) 

ntunber x ~ 1 , a sequence 
00 

C .ie X such that 

. n 
lim U~t) = c; 
n-+-00 n 

{t} 
n with lim t n 

n◄),00 

= 00 
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we may take the sequence 

By Fatou' s len1118. we 

U(t s). {U(t }}-1 as a 

t such that 1 < x < 00 , then O < c < ~. 
n 

have in view of the monotonicity of 

function of s 
n n 

Jim inf 
n.+co 1 

00 U(t s) a n 
s u< t ) · 

n 
ds > 

1 

> 
X a 

s lim 
U(t x) . n 

ds = 
1 n too 

lfllis contradicts (1.3.1). D 

(X) 

lim inf set 
n-,..oo 

X 

C • s 0 ds > O. 
1 

For eoapleteness sake we quote without proof the corresponding result 

fo.r w,,va. ··.ing functions. 

. + + . d . -rheorem 1. 3.2 Suppose the function U : IR -+ 1R 1.s non- ecreasing. 

a) Let U b,e 00 V$rying at infinity. Then for all real a for which the 
.. 1 
• ; I 

integral. · .. ·. a t U(t) dt converges, we have 
0 

a+1 
. .. X .Ulx' l.1.m ·" -- - ). ·' ,. = oo. 

X 
x>~ t~(t)dt 

0 1 
b} If for some real a the integral ta U( t) dt is finite and ( 1. 3. 3) 

· ... ·,· ': •dB, then U is co, va1-ying at infini t~ . 
. ' ~ - . 

lext we t11re back to regularly varying functions a,nd treat a property 

'Which (as the p1roperties of theorem 1.2.1 and theorem 1.2.2) is equivalent 

to re: ar "Variation. An alternative formulation given afterwards~ se1·ves 

ae. introduction to th,e theory of section 1 • 4 • 
.. .. .,., .. em 1.2.1 states that (take e.g. p > -1) 

for all x > O 

if 

lim 
1 

:. U(tx) 
u(t) dx = 

0 

1 
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The next theorem contains a similar property. 

Theorem 1.3.3 Suppose + + . 
U : R -+ IR is such that U and log U are st1romable on 

finite intervals. U is p-varying at infinity (pER) if and only if 

lim 
t-+00 0 

1 
log d:x = 

1 
log xp dx. 

0 

This theorem is contained in the next one. We only prove the latter 

theorem. 

Theorem 1.3.4 Suppose the function V: R+ ~ R is such that V and exp(V) 

are s11,0,na.ble on finite intervals. Let p be a real constant. Then the follow­

ing assertions are equivalent. 

a) For every x > 0 

(1.3.4) 

b) 

lim {V(tx) - V(t)} = p.log x. 
t--+oo 

• 

lim {V{x) - 1 

X 1 X > oo 

X 

V( t) dt} = p. • 

c) There exist real functions c and a and a real constant c
0 

with 

lim c(x) = c
0 

(1.3.6) 

lim a(x) = p 
X >co 

such that 

V(x) = c(x) + 
1 

X a( t) 
t dt. 

Proof Relation (1.3.4) holds if and only if the function U defined by 

U(x) = exp {V(x)} 
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is P-va17ing at infinity. Hence the equivalence of a) and c) is contained 

in theorem 1.2.2. 

c) , > b) : Suppose c) is true, then 

V(x) -- 1 
X X 

X 1 
V(t) dt = c(x) - 1 

X 1 
c( t) dt 

1 X 

- -
X 1 1 

s 

Using Fubini' s theorem the last ter.1t1 becomes 

1 s 

As (1.3.6) ·- . , tnplies 

lim 1 
' X 

1 r+a>. 

lim 1 

Jr:+00 
X 

1 

X 

X 

1 
ds - -

X 1 

c(t) dt 

a(t) dt 

X 

a(s) ds. 

- co -

- P, -

the assertion (1.3.5) follows easil.y. 

b)-+ c): For positive x we define 

g(x) = V(x) - 1 
X 1 

X 

V(t) dt. 

= 
1 t 

1 

X 

Using Fu.bini 's theorem the latter t,e:r:·a, b,ecomes 

1 X 
' 
! 
' ' ... 

X 1 1 s 
ds, 

--;,.""-'- ds dt • 
1 t 2 

dt + 
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X g( t) _ 1 X 

1 
t dt -

X 1 
V(s) ds = V(x) - g(x) 

V(x) = g(x) + 
1 

X g(t) 
t 

dt. 

As lim g(x) = p, the representation (1.3.7) is established. D 
x+oo 

Rema;rk 1.3.1 The transforinations (1.3.8) and (1.3.9) provide a linear 

one-to-one correspondence between functions V satisfying (1.3.4) and func­

tions g with a limlt p for x ~ 00 • 

1.4 A SUBCLASS OF THE SLOWLY VARYING FUNCTIONS 

• 

In the previous sections on the theory of regularly varying functions 
• 

we were interested in fllllctions U for which the behaviour of U(tx) and 

U{ty) (with finite positive x and y) fort~ 00 does not differ too much, 

i.e. for which U(tx) {U{ty)}-1 tends to a finite and positive limit. 

The definition of slow variation for a function U can be written as 

= 0 for each positive x. 

. Now we confine oiir considerations to strictly . j.ncreasing flJnctions 

and ask for properties o:f the class of :f1Jrictions for which the behaviour 

of 

and 

(x,y > 1) does not differ too much fort~~, i.e. :for which 

U(tx)-U(t) 
U(t) 

-1 
· .~(ty)-U~tl _ U(tx)-U t . - ~ 

U(t) U ty -U t 
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tends to a finite and positive limit tJ, ( x ,Y) • Obviously 1P ( x ,Y) is non-
• • • • • decreasing in x and non-increasing in y. 

We ask which .f'linctions $ can occur .. In order to give a definite answer 

we :fo,,ind it necessa:<") to impose the restriction that tJJ is strictly increa.sing 

in x ana. strictly decreasing in y. 

Take x 1, x2 , y > 1, then 

U(tx 11 x2)-U(tx2 ) . U(tx1)-U(t) -1 

= U(ty)-U(t) • 

U(tx1x2 )-U(t) U(tx2 )-U(t) 

• . , U( ty )~U( t) - U{ty )-U( t) • 

Taking the J i.mj,t t -+ 00 on both sides we obtain 

As the rjgb"thand meaber is positive and finite for all x 1 , x
2

, y > 1, by 

theorem. 1 ~ 1. 1 it f'ollovs that the :f'11nction f ( t) defined by 
x, 

'. 

f (t) = U(tx1) - U(t) 
xl 

"V6ries ~8\ll-~l,y at infinity :for al 1 x 1 > 1. Hence for some real p 



(1.4.5) l . U(tx -U(t 
1m 

t>oo U ty -U(t 
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p 
1-x =--
1-y 

p for x, y > 1. 

It can be proved that for positive P (1.4.5) is equivalent to P-va.ria­

tion of U. For negative P (1.4.5) implies that U(x) tends to a finite limit 

u(~) for x ~~;then (1.4.5) is equivalent to P-variation of the function 

U( 00 ) - U(x). These observations show that under the present conditions we 

a.re dealing with functions we have met before. 

Now suppose (1.4.2) holds with P = O, i.e. for x 1 , x2 , y > 1 

(1.4.6) 

It is not difficult to see that this relation holds for all positive x 1, x2 
and y (y~1). For each fixed y ~ 1 the only measurable and finite-valued 

solution of (1.4.6) on R+ is (see [9] p. 116-118) 

~(x,y) = C. log X 

for some real constant c depending on y. Using (1.4.4) we easily obtain 

ti>( X ,Y) 
_ log x - . logy 

For this function llJ we have the following theorem (see also theorem 

1.3.4). 

Theorem 1 • 4. 1 For a. strictly • • increasing 
. + . function U: B ~ a the following 

assertions a.re eq1Ji valent. 

a) For every positive x and y (y.1!1) 

(1.4.7} • 11.m 
t >co 

_log~ - . logy 

b) The f'11nction 

(1.4.8) U(x) - 1 
X 1 

X 

U(t)dt 
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is slowly varying at infinity. 

c) 
X X y 

X U(t)dt - 2 ( U( t )dt )dy 

lim 
1 1 1 - ~ - • 

X 
2 x)oo 

U( t )dt x U(x) - X • 
1 

d) There exist a slowly va1•ying function g and a real constant c such 

that 

(1.4.9) U(x) = c + g(x) + 
1 

X g(t) 
t 

dt. 

e) • • For each positive x 

(1.4.10) . U(tx) - U(t) lim ----------------=log x. 
t 

~ U(t) - 1 

t 1 
U(s )ds 

Pro•of a) =» b): Writing (y>O, O<x<1) 

U( t.,.r -U t · ) _ U( t )-U t ) U t -U _ 
U t -U tx - U(t -U(tx) - U t -U tx 

and using (1.4.7) we see that the function 

h(t) = U(t) - U(tx) 

is slowly varying at infinity for each O < x < 1. By theorem 1.2.1 this 

implies (we may take the integral from 1 instead of from 0) 

hence 

(1.4.11) 

t tx 
1 U ( s ) ds - 1 U ( s ) ds 
t 1 tx 1 lim ____ U_(_t_) ___ U_(_t_x_) ____ = 1 ' 

t~ 

. 1 
U(s)ds U(tx) - -

1 tx 1 

t tx 
U(s)ds 

lim 
t-+-00 

-· -u-(r--t"T'"'') ---U (_t_x_) - - __ , U_(_t __ ) ___ U_( t_, x_),_,, -· _, - = o. 

• 
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.On the other hand as for t > 2 

t 
U(s ~U(t) - U(ts)ds 

1 1/t --u~( t-=)---_•-u---:(:--t-x~) - = __ u_(_t_...)---;___u-( t-x-) -- + 

+ - U ts 
- U(tx ds > i • U( t) _ .. U( tx) + 

we find by ( 1 • 4 • 7) and Fatou' s lexmr,a 

t 
U( s )ds 

inf -------1----- > l U(t) - U(tx) r:: 
(1.4.12) lim 

t-io-0) 
log t + 
log x 

1 
logs ds = 
log x 

-1 = --- > o. 
2 log x 

Dividing the appropriate fractions from (1.4.11) and (1.4.12) we get 

1 t 1 
U(s)ds} -{U(t) -

tx 
U(s )ds} 

lim ------------------------ = 0 
t-+CO t 

U(s)ds 
1 

ds, 

As it suffices to verify definition 1 • 1 . 1 :ror O < x < 1 , pa.rt b) is proved. 

b) ~ c): Define the function h: 
+ + 

R -+- IR by 

X 

h(x) = xU{x) - U( t )dt. 
• 1 

Property b} is equjvalent with 1-variation of h at infinity. This by 

theorem 1 • 2 • 1 is equi val.ent with 

X h(x) lim __ ......... _____ = 2. 
X 

X: >oo h(t)dt 
1 

As by pa1·tial integration 
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X X X y 
h(t)dt = tU(t)dt - ( U(t)dt)dy = 

1 1 1 1 

X X Y 
= X U(t)dt-2 ( U(t)dt)d.y, 

1 1 1 

the equivalence of b) and c) is established. 

c) ==:p d): Defining the function g : R+ -+ B+ by 

(1.4.13) g(x} = U(x) - 1 
X 1 

X 

U(t)dt 

we have (see (1.3.9)) 

(1.4.14) U(x) = g(x) + X g(t i 
. t dt. 

1 

d) ==;>- e) : By partial integration we have ( using ( 1 . 4. 9) ) 

+ 
1 

Hence for x > 0 

1 

t g(s) 
s 

t 
U(s)ds = g(t) - 1 

t 1 

1 
ds - -

t 1 

t 
( 

s g(u) 

1 
u 

t 
g(s)ds + 

du ) ds = g ( t ) . 

(1.4.15) ' .. U(t~) - U(t) U{tx -U t) 
t = gt) = 

1 U(t) -

(tx) 
g(t - 1 + 

t 1 

Since the relation 

lim g( t~,,) = 1 
t)co g{t) 

U(s)ds 1 

X g(ts) 
g(t) • 

1 - ds. 
s 

holds 11nifor1r1J y for all s b,etween 1 and x ( coroll at-y 1 • 2. 1 property 4) 
9 

we 

obtain ( 1. 4. 10) letting t + co in ( 1. 4. 15). 

e) =;.) a): Trivial. 0 
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Now we give a foritial def'inition. 

Definition 1. 4. 1 A :function U: R+ ➔ R belongs to the class IT (notation 

U E TI) if U is strictly increasing and satisfies one of the equivalent 

properties a), b), c), d) ore) of theorem 1.4.1. 

The next corollary gives a j11stification of' the title of this section. 

We write U( 00
) for the (finite or infinite) limit of U(x) for x ~ 00 • 

q~rollary 1.~.1 Suppose U belongs to the class IT. 

a) If U( 00
) = 00

, then U(x) is slowly varying at infinity. 

b) If U( 00
) < 00

, then u(w) - U{x) is slowly va:r~ing at infinity. 

Proof a) Using the representation (1.4.9) we write 

(1.4.16) 

1 

= 1 + _ ___..Si..;\ x;;.;;.:)~--

1 

X g(t) 
t dt 

• 

By theorem 1 • 2. 1 a) the righthand member of ( 1. 4. 16) tends to 1 as x tends 

to infinity. Hence 

U(x) r., 

1 
t 

for x ➔ 00 

and the latter :function by lernrna 1.2.2 a) is slowly varying at infinity. 

b) If U ( 00 ) < 00 , then by ( 1 • 4. 16 ) 

hence 

and 

U( 00 ) = c + 
1 

g(t) 
t 

dt, 

U( 00 ) - U(x) = - g(x} + 
00 

X 

g(t) dt 
t 

(1.4.17) 
U(oo) - U(x) 
--------- = 1 - -· ----'g ... (1,,-;,;x;..c-_ ) __ _ 

• 
00 

X 

{t) 
-------· dt t 

00 

X 

g(t) dt 
t 
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By theorem 1.2.1 b) the righthand member of (1.4.17) tends to 1 as x tends 

to infinity. Hence 

{U{ 00 ) - U(x)} -
X 

g(t) dt 
t 

for x-+ 00 

and the latter function by lemma 1.2.2 b) is slowly varying at infinity. 

Coroll!3:J'Y 1. 4 ~.2 

a) If u1 E Il and u2 E TI, then U1 + U2 E IT. 

X 

b) If U(t)dt is 1-varying at infinity, then 
0 

dt e: II. 
1 

In paT"tlcula.r: if U is slowly va1-ying, the sa.JDP- conclusion holds. 

c ) The transformations ( 1 • 4 • 13) and ( 1 • 4 • 14 ) pro vi de a one-to-one corres-

pondence between the functions U in IT and the slowly varying functions g. 

d) P&.1·t d) of theorem 1. 4. 1 can be replaced by: there exist slowly vary-

ing ftinctions f and g with f(x) - c 1.g(x) for x -+ 00 for a positive c 1 and 

a real constant c, such that 

(1.4.18) U(x) = c + g(x) + 
1 

X f'(t) 
t dt. 

Proof a) As the Stlm of' two slowl.y va.1-ying functions is sl.owly varying, by 

theorem 1 • 4. 1 b) the statement is proved. 

b) If we define u1 by 

X U(t} 
t 

then {with Fubini's theorem) 

dt , 

1 
U 1 (x) -

X 1 
u, (t)dt = X 

X 1 

hence by theorem 1 .4. 1 b) we have u1 e: Il. 

X 

U( t)dt, 
1 
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c) Obvious (see theorem 1.4.1 b) and theorem 1.4.1 d)). 

d) Suppose (1.4.18) holds, then 

1 X 1 
U(x) - U ( t ) dt = g ( x) -

X X 1 1 

X 

g(t)dt 
1 -- g(x) . {1 -

X g{x) 
+ f(x) 

g(x) • 

Hence 

U(x) - 1 
X 

X 

U(t )dt 
1 

g(x) 

and by theorem 1.4.1 b) this gives U e TI. 

The converse is trivial. D 

Exarr1pl.es and ,counterexamples. 
. 00 

a) Define the sequence {er}r-l by 

e = e 
1 

e r = e 

Then we may define the :f\1nctions 
+ 

log x by 
r 

• 

and for r = 1, 2, 3, ••• 

Beca11se of 

+ 
logr+1 x = 

0 

log X 

0 

+ log(log x) r 

d + 
dx 1.ogr 

. + + 
X = {x log, X lo~ X ••• 

X 

1 

X 
1 

g(t )dt + 
X 

f(t)dt 

X 

X 

1 

f(t)dt 

f(x) 
} . 

for x-+ 00 

for r = 1, 2, 3, ..• 

for x < 1 

for x > 1 

for x < e r 

for x > e • r 

+ 
log 1 r-

for x > e 1 , r-



. ,_ ' .. 

tbe function d + 
dx log X r 
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is -1-varying. By corolJa,l"Y 1.4.2 b) we then have 

n for r = 1, 2, 3, ... 

b) The converse of corollary 1. 4. 1 is not true: take 

U(x) = 2 log x + sin(log x); 

then U is strictly increasing without bo11nd ann slowly varying at inf'ini ty • 

but U + I {as (1.4.7) does not hold). 

c) In eorolJ aJ'"J" 1. 4. 2 d) the condition f (x) ,.., c 1 . g ( x) may not be omit-

ted: t,ake f(x) = 1 and g(x) = log x + sin(log x), then f and g are slowly 

'V&.eying bu.t U defined by ( 1.4.18) with an arbitrary c e R does not belong 
·- ~ u,v .11. 

1rM next theor,em is a version of theorem 1 . 4. 1 for monotone but not 
• • • aeceaa,e:rt.ly strictly monotone functions. 

For a, non-decrea,sing function U 

equivalent. 

&) l\\r alls> 1 the function 

U(tz) - U{t) 

+ . 
: R -+- IR the :following 

:~ ~ t . ~ . . . 
1a po81,J.Ye il.vr s , c1ently large t and for every positive x and y 

log x = .· ... 
logy • 

U{x) - 1 
U{t)dt 

.. · .•. , )," . . . . -
. '- .. 

. . .-

. . .· ~. 

• ~*1."" ~ .. - - -._.. ·- ·- ., __ •-- ,_, ;- --Y~ 

• 
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is positive for sufficiently large x and 

X X 

X U(t)dt - 2 U(t)dtdy 
lim _..,;.1 _________ 1 __ 1 ______ = ~. 

X 
~ 

x 2 U(x) - x U(t)dt 
1 

d) There exist a real constant c and a function g: R+ ➔ ~ which is 
• 

for x > x0 > 0 and slowly varying at in£inity, such that for all - . positive 
+ 

X € IR 

U(x) = c + g{x) + 

e) The function 

U(t) - 1 

t 1 

t 
U(s )ds 

X g(t) 
t dt. 

is positive for sufficiently large t and for all positive x 

t ► oo 
U( s )ds 

1 
• 

Proof The proof' is sjmilar to that of theorem 1.4.1. D 

In theorem 1 • 4. 1 the behavio1Jr of f"\1nctions U near infinity is studied. 

Now we present a sjmi lar theorem concerning the behavio1.1r near zero. This 

is the version which we shall apply in chapter II. 

Theorem 1.4.3 For a strictly decreasing function U 

assertions are equivalent. 

a) For every positive x and y (y;ie1) 

b) The £unction 

1 

X Q 

X 

log X 
logy. 

U(t)dt - U(x) 

+ . 
: R ~ B the following 
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is well-defined for x > 0 and slowly va.:,•ying at x = 0. 

1 
c) The integral U(t )dt is finite and 

0 
·X y X 

2 U(t )dtdy - X U(t)dt 

ljm 0 0 0 1 -- ~. 
X 

x-rO 2 
U(t )dt U(x) X - X 

0 

d) There exists a :function g: 
+ + . . . R + R which is slowly vA.J·ying at x = O 

and a real constant c such that 

U(x) = c - g(x) + 

1 
X 

t 
+ f'or all x E: tR • 

e) The integral. U(t)dt is finite and for all x > O 
0 

,, u( txl - u~ t,) --.....J...;;;..;;,;;..'--___;;~-=--- = - log x. 
t 

1 

t 0 
U(s )ds - U(t) 

Remark Here we use an obvious extension of' def'ini tion 1 • 1 • 1 : a :f'tmction 
+ + . - . . f' : R + R is slow.ly va1·ying at zero if' for al.l x > O 

lim !(tx) = 

Proof a)· ~ b): First we prove 

1 
U(t)dt < 00. 

0 

By assumption the function V defined by 

1 V(x) = U(-) 
X • 

satisfies ( 1.4. 7) of theorem 1.4.1 •. Hence by corollary 1.4.1 this function 

is slowly varying at infinity and by le1,·,roa. 1 • 2. 2 b) 

0 

1 
U(t)dt = V(t} 

1. t2 
dt < 00 • 
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• 
her as in the proof of the,orem 1 • 4. 1 we can show that for fixed 

x > 1 the :function h defined by 

h(t) = U(t) - U(tx) 

is slowly va1-ying at t = O. Then x-2 .h(x-1 ) 

by theorem 1.2.1 a) 

• 
is -2-varying at infinity and 

lim 
t "-0 

0 

t. h(t~ 
t 

h(s)ds 
x>oo 

X 
2 s 

s 

Application of' this relation gives the implication a) ~ b). 
' 

The rest of' the proof' is simjlar to that of theorem 1.4.1 • and 1s 
oroi tted. 0 

1. 5 A SUBCT1ASS OF THE RAPIDLY VARYING FUNCTIONS 

According to definition 1.1.1 a function U 

infinity if for all positive x 

. U(tx) _ p 
11.m U( t) · - x • 
t-+oo 

. - . 1.s p-vary1.ng at 

T t • • • • + ID+ o extend his notion we consider the class of functions U: R + ~ 

. th . . - . R+ R+ d wi the :f"ollowing property: there exists a .f'tJnction f' : + an a real 

constant p such that 

(1.5.1) lim ------=----- = xp 
t>oo U(t) 

for all positive x. 

We confine our considerations to non-decreasing :functions U (see section 

2. 11 for some remar'k:s concerning this restriction) and ask for a cha,ra.cter­

ization of the class of functions for which (1.5.1) holds with p > O. With­

out loss of' generality we may take p = 1 (this only involves a trivial 

change inf'). It turns out to be more convenient to start with the follow­

ing definition which is a mere transformation of the one just given. 
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class r ( notation U E r) if there exists a function f : 

f'or all x e: fR 

(1.5.2) 1 . U(t+xf(t)) _ 
im U(t) -

t-+oo 

X e . 

belongs to the 
+ IR + IR such that 

E.xa.mp_les The following fiinctions satisfy ( 1 • 5. 2) with the given auxiliary 

functions f: 

CL 
exp(x ) for fixed a> 0 with f(t) = 

exp(x log+ x) with f(t) = 

1 

-1 a. 

1 

1-0. 
.. t 

-1 (log t) 

-t with f(t) = e • 

:fort< O 

fort> O, 

:for x < 1 

for x > 1, 

In chapter II we t1;rn to our main object: the weak convergence of 

sample extremes. There we need a number of theorems of a purely ana,J ic 

nature, which can be seen as a natural extension of the earlier sections 

in this chapter. Therefore on the one hand we could continue the present 

development but on the other hand later on we would have to derive afresh a 

Dumber of theorems for1rt'1lated somewhat differently. To rot1nd off the present 

discussion and for reasons of reference we for1oulate in this section a 

numher of theorems of which we only prove those which do not reappear in 

chapter II. For the other ones detailed references to the proofs of the 

analogous theorems in ch.apter II are given. 

Lemtna 1 • 2 ._ 1 If U belongs to r, the f11nction f' o:f ( 1. 5. 2) satisfies 

lim 
x+<x> 

f{x) = O. 
X 

Proor See corolla1•.)' 2. 4. 2. D 

A justification of the title of this section is given in the next 

theorem. 



';l'heorem 1.2.1. If U belongs tor, U is 00-v_ying at infinity. 

Proof' For fixed x > 1 and M we choose t 0 (x,M) such that fort> t
0 

ann 

then 

f(,:t ) < x-1 
t - M or tx > t + M.f(t) 

U( t+M. f t, ) 
---------T--i .. - ---

U t 
> JM e , 

U(tx) 
U(t) 

> U(t+M.f(t)) 
U(t) 

1 
> ~M 0 e . 

Theorem 1.5.2 If U belongs tor, then (1.5.2) holds for each f with 

X 

U(t )dt 
0 

f(x) "' U(x) for x ➔ 00 • 

Proof See theorem 2.5.1. 0 

X 

Lenn11a 1 • 2 . 2 
J 1 

a) If U belongs tor, then U(t)dt € r. 
0 

.b) If U belongs to r and U ha.s a non-decreasing derivative U', then U' E r. 

Proof See lenxrr,a 2. 5. 1 and le1r,rna 2. 7. 1 • 0 

The next theorem provides a characterization of the class r. 

Theorem 1. 5 .3 For a non-decreasing function U: 

assertions are equivalent. 

a) U belongs to r. 

b) 
X t 

lJ(x) . { U( s )dsdt} 
• 

(1.5.4) 0 0 lim ------------- = 1. 
X 

x-+<x> { U( t )dt} 2 

0 

+ . R -+- R the :following 
• 
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c) There exist functions c, a and b : R -+ R and real constants c 1 and c2 
with 

c(x) > O, lim c(x) = c 1 > O, 
X ),OO 

lim a(x) = 1, 

X 

b(t )dt > 0 

and lim b(x) = O, 
x>oo 

such that for all x ER 

U(x) = c(x) • exp { 
• 

X dt 

0 

where 

X 

g{x) = c2 + b(t)dt. 
, 

Proof' See theorem 2.5.2. D 

f'or all x ER 

Remark 1 • 5. 1 For f\1nctions of the f"or,o { 1 • 5. 6) (with ( 1 • 5. 5) ) relation 
I 

(1.5.2) holds with f(x) = g(x) (see the proof of c) ,;;> a) of' theorem 2 .. 5.2). 

Rema,:r:~,1.,2.,2 The condition b(x) = 0 for sufficiently large x in (1.5.5), 

is equivalent to the condition 

= exp (px) :for all real x 

and some constant p > 0, i.e. U(log x) is p-va,1:-ying at infinity (cf. theo­

rem 1.2.2). 

R~roark , 1. 2. ~ A property connecting r with the class R of reg11l arl.y varying 

functions is th.e following: a. non-decreasing .f'l1nction U belongs to r u R if 

and only if the function 
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X 
{ U(t)dt}-2 . U(x) . 

X t 
U( s )dsdt 

0 0 0 

tends to·a limit c for x ~ 00 • Under these conditions we necessarily have 

~ < c < 1. If c = 1, then U € r. If c < 1 then U is {(1-c)-1-2}-varying at 

infinity (see theorem 2.6.2). 

The next theorem provides another characterization of r. 

Theoreif!. 1 ~ 5. 4 a) If U € r, then for all positive a 

X 
{U(t)}a. dt 

(1.5.7) lim 0 1 -- • 
X a. 

~ {U(x)} cx-1 U(t)dt • 
0 

b) If a positive non-decreasing function U satisfies (1.5.7) for some 

positive a~ 1, then U Er. 

Proo£ See theorem 2.8.1. D 

The results of section 1.4 and the present section are strongly 

connected. This is shown by the following theorem. 

Theorem 1.5.5 a) If U belongs tor, the function 
0 

u*(x} = inf {y I U(y) > x} 

satisfies a), b), c), d) a,nii e) of theorem 1.4.2. 

b) If U satisfies one of the equivalent conditions a), b), c), d) or e) 
, 

of theorem 1.4.2 and 

the f'1.1nction 

lim U(x) = co, 
X ➔ oo 

u*(x) = inf {y I U{y) > x} 
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belongs tor. 

Proof See theorem 2.4.1. D 

For the construction of functions U € r we can use the representation 

given in theorem 1.5.3 c) and also the next theorem describing three rather 

different constructions of functions in r. 

Theo~em 1. 2 .6 a) If u1 is monotone a.nd P-varying at infinity ( Q<p<ex>) and 

u2 Er~ the f'unction U with 

belongs tor. 

b) If u Er 
1 

belongs tor. 

for x > 0 

and u2 has a P-va.19Ying derivative (-1 <p <00 ) > then U with 

for x > 0 

c) If u1 belongs tor and u2 has a derivative belonging tor, then U 

with 

for x ER 

belongs tor. 

Proof a) By corolJ a.:ry 1 • 2. 1 part 2 we have 

b) 

i, X 

• exp { 

U (t+x f(t)) 
. 2 . 

l1m U t~-
t ► 00 2 

• 

p 

X = e • 

u (t) 2 b(s)ds}-1 
• 



By theorem 1.2.1 a) 

U~(x) * = b (x) • (p+1) -1 
• X 

* where b (x) + 1 for x +~.Defining 

• 

* a (x) * = a(u
2
(x)) • b (x) 

* g (x) = {c + 
2 1 

U (x) 
2 b(t)dt} 

we get 

* U(x) = c (x) exp { 
X 

For almost all x we have 

d * * dx g (x) = b (x) 

U (x) 
2 b( t )dt}. 

dt}. 
* a (t) 

* g (t) 

+ { 1 
p+1 

* As b{x) + 0 and b (x) + 1 :for x + 00 , the righthand side tends to zero for 
' 

x -+- 00 • By theorem 1 . 5. 3 c) the proof is now complete. 

c) The proof is analogo11s to that of part b), this time using 

X 

( where b * ( x) + 1 for x -+ 00 ) a.no. the a11xi.liary f\1nctions 
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* a (x) * = a(U2(x)). b (x) 

* g (x) = 
U (x) 

2 b(t )dt} 

Re:inark 1. 2 .4 In part c) of theorem 1. 5 .6 it is supposed that u2 € r. By 

le:r1mia 1.5.2. then also u2 E r. It is not true that the latter condition is 

sufficient, i.e. that the compo11nd :function of two functions :from r neces-

x . X u2 (x) = e + sin(e )). 

;Exarrg:~es As 

U(x) X = e 

s.atisfie,s (1.5.2) with f(t) = 1, theorem 1.5.6 provides tis with a set of 

exarnples of functions belonging to r: 

a a a 
exp x , exp( exp x ) , exp ( exp( exp x ) ) , • • . for all a > 0. 

Proof Repeated application of pa:r·t c) of' theorem 1 • 5. 6 gives the men­

tioned :f'iJnctions with a = 1. Application of part b) of the theorem then 

gi,ree the flmctions for general positi,re a. D 
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C II EXTREME: VALUE THEORY 

2.0 INTRODUCTION 

This chapter deals with the classical subject of extreme value theory: 

ljmit distributions of 1r1a:>r.ima of independent, identically distributed 

(real-valued) random variables. Section 2.1 is of a more general character 

and treats the problem of choosing sequences of stabilizing coefficients 

for an a,rbitrary sequence of distribution f11nctions. 

In section 2.2 the possible types of limit distributions cp , '¥ and A 
a a 

for sequences of ma,x.ima are derived. In section 2. 3 the domains of attrac-

tion (see definition 2.2.1) for the ty:pes ~ and~ are characterized. The a a 
results of the sections 2.2 and 2.3 are due to Gnedenko [6]; the theory is 

given with full proofs to preserve the continuity of the present work. The 

sections 2. 4 and 2. 5 contain a new char8.cterization of the doUtai n of attrac­

tion of A. In section 2.6 a single criterion is obtained for the convergence 

of a sequence of maxima to any of the possible limit distributions. In sec­

tion 2.7 a connection with von Mises' results (15] is given. Section 2.8 

presents an intrigujng alternative characterization of the domain of attrac­

tion of A. In section 2.9 the results of Gnedenk.o concerning the weak law 

of l_arge nurohers a.nd the relative stability of a sequence of maxjma are 
• 

given, together with some new results. Section 2.10 contains two open 

problerns. 
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2. 1 DOMAINS OF ATTRACTION AND CHOICE OF COEFFICIEN1rS OF ATTRACTION 

Suppose we have a sequence of (one-dimensional) 

{F } and a distribution function G. We say that {F n} 
n 

*) 
distribution fun~tions 

converges weakJy to G 

or 

(2.1.1) 

if' 

(2.1.2) 

F (x) ! G(x) !t 
n 

lim F (x) = G(x) f'or all continuity points x of' G. 
n n~)oo 

A typical situation is that 

lim F (x) = 0 
n n-+oo 

for all x ER. 

To avoid this tminteresting behaviour it is often sufficient to per:forin a 

linear transf'o,1me.tion of the a.rg11·ment, i.e. it is often possible to choose 
' 

sequences of real nu:mhers {a } and {b } with a > 0 for n = 1, 2, ••• , n n n 
such that f'or a non-degenerate distribution function G 

w F (a x+b) 4 G{x). 
n n n 

Definition 2.1.1 A sequence of distrib,ution .f't1nctions {F } is said to 
n ' 

belong to the domain of attraction of a non-degenerate distribution :fl1nction 

G (notation {F } € V(G)) when it is possible to choose two sequences o:f 
n 

(2.1.3) 

' 

for n = 

F {a x+b) ! G(x). 
n n n 

The n11,11bers {a } anil {b. } are caJ Jed ·=s..::"t.::a.b=· .::i=l.::i=z.::i::::Es::i8 ... · .:::.C.:::.On::::· .:::.St.:::.· :::A:!nt~s. n n ... 
A weJ..J.-known theorem of Gnedenk.o [6] states to which ~-tent we 

' 

change the sequence of stabilizing constants. We q110te the theorem in its 

is ri u ion c ions are taken right cont1nuo1.1s. 
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extended fora, as given by Feller ( [ 2] , p. 246) • 

Theorem 2.1.1 Suppose (2.1.3) holds. We have 

(2.1.4) w * F (a x+S) + G (x) 
n n n 

4 * with non-degenerate G if and only if there exist real constants a and b 

(a>O) such that 

(2.1.5) 

and 

a 
n 

a n 
+ a and 

8 -b 
n n + b 

a n 

* G (x) = G(ax+b) for all real x. 

This theorem leads to the folloving definition. 

De:fini tion 2. 1 • 2 The distribution fl.1nction F 1 is said to be of the same 

tyR~ as the distribution :function F 2 , if there exist two constants a and b 

(a>o)·, such that 

for all real x. 

Clearly this relation between F 1 and F 2 is S)'tnmetric, reflexive and transi­

tive. Hence it gives rise to equivalence classes of' distribution functions. 

These classes are called types .• Sometimes we shall indicate a typ,e by one 
• • representative of the equivalence class. 

Theorern 2. 1 .1 states that the domains of attraction of distribution 

· .functions of the same type a.re identical and that the domai,ns of attraction 

of distribution f\1nctions of different types are disjoint. 

In this section we shall give sequences {an} and {bn} defined in a 

simpl.e vay in ter.tr1s of quantiles of { F
0

} which can be ,i~ed as stabilizing 

constants when the limit function G is continuous on the whole real line 

and strictly increasing on {x I O < G(x) < 1}. In particular we shal.l con-
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sider the case F = r1, then-th power of a given distribution function F; 
n 

then Gnedenko's expression f'or stabilizing constants of a sequence of maxima 

. is seen to be a special case of theorem 2. 1. 2 (cf. corol1a1·y 2. 1. 1). We 

shall also give an application concerning stabilization by moments (corol­

la1·y 2. 1.2 and corolla1-y 2.1. 3). A connection between quantiles and center­

ing consta.nts used with the weak law of large numbers has been given by 

• 

' 

• 

J. Geffroy [5]. 

For a sequence of distribution functions {F} satisfying (2.1.3) it is n 
not true in general that this relation holds with the standard deviation and 

the mean as stabilizing consta,nts, i.e. if for 

(2.1.6) µ = 
n -

00 

xd.F (x) 
n 

and if for a we take a defined by n n 

(2.1.7) 
2 

a = n 
2 x dF (x) 

n 

n n 
exa.1riple: take *) 

1 1 2 F (x) = (1- -) F(x) + - 1(x-n ), 
n n n 

b we n useµ defined by n 

where F(x) is an arbitrary distribution function withµ= 0 and 2 a = 1. We 

have here 

so (2.1.3) holds with a = 1 and b = 0 for all n whereas µ = n and 
2 3 1 n n n 

a = (n +1) (1--), hence for n ➔ ~ n n 

*.) Here is 

0 for x < 0 

1 (x) = 

1 for x > O. 
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µ -b 
n n --- == n -+ '° 

a 

• 
• -

n 

• 
-- 3 1 

(n +1)(1- -) ~ '°· 
n 

Therefore by theorem 2.1.1 we can neither useµ for b nor a for a. n n n n 

In the next theorem we use quantiles of distribution run~tions. 

each a (O<a<1) and distribution function 

by 

{2.1.8) a n 

Then we have 

F we n define the a-q1l&Iltile 

For 
~(n) 

a 

Theorem 2.1.2 Let the distribution function G be continuous on the whole 

real line and strictly 

{Fn} E: V(G). Take arbitra·,-y o. and 8 with O <a< 8 < 1. If we define 

(2.1 .. 10) 

then 

(2.1 .. 11) 

b - b -- -a , n 

a - ,en) 
8 - b n' a= n 

F (a x+b) ! G(ax+b). n n n 

G- 1 (a) 

G- 1 (B) - b, 

need only satisfy (2.1.6) in order that we ~an 

prove theorem 2.1.2. Hence with any definition of a-quantiles for which 

(2.1.9) holds, theorem 2.1.2 is true .. 

Bemark The 

un~quely defined for O < y < 1 • 



Proo:f 

that 

(2.1.12) 

By ass12mption there exist two sequences 

F ( a 'x+ b ' ) ¥ G ( x) . n n n 

Hence for two arbitrary positive n11n1bers E 1 and E 2 there exists a.n 

no= no(E,,£2) such that for n > no 

(2.1.13) 

such 

where bis defined by (2.1.10). Now if we take E 1 > 0 arbitrarily and if 

we choose 

then we have 

(2.1.14) F (a'(b-e: 1)+b') n n n 
< G(b) < F (a' {b+£ 1 )+b') 

n n n 

From (2.1.9) it follows that 

(2.1.15) F (b -0) < G(b) ~ F (b) 
n n - n n 

Combining (2.1.14) and (2.1.15) we obtain 

so 

a~(b-e: 1 ) + b' < b < a' (b+e: ) 
n n - n 1 

b.~b' 
n n b 

I + a n 

for n = 1 s 2 , 3 , • • • • 

+ b' 
n 

for n + 00 • 

Sta.rting in (2.1.13) with a + b instead of b we obtain 
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a b -b' 
n + n n ---+ 

a' a' 
a+b for n + w. 

n n 

Application of theorem 2.1.1 gives the statement of the theorem. D 

In order to avoid cumoersome details theorem 2.1.2 is given in its 

* present :form. However the sam~ method of proof leads to theorem 2. 1 • 2 and 

** . * theorem 2.1.2 ; in theorem 2.1.2 the a and a may depend on n, in theorem 
** . . 2.1.2 the restrictions on Gare weakened (the latter theorem is not used 

in the sequel). We omit the details. 

* Theorem 2.1.2 Suppose that the distribution :function G is continuous on 

the whole 

pose {F} 
n 

real line and strictly increasing on {x IO< G(x) < 1} and sup­

e V(G). Let {a} and {a} be sequences of positive numbers 
n n 

tending for n + 00 to limjts a and e respectively, where O <a< a< 1. If 
• we define 

then 
• 

b = n a ' n 

a n - b , n 

F (a x+b) ! G(ax+b). n n n 

- b, 

Theorem ** 2.1.2 Let a and a be real constants with O <a< S < 1. Suppose -------
that f'or the distribution function G the following conditions are fulfilled: 

a} (where~ = inf'{x I G(x) > p} for O < p < 1). p 

b) For al.l £ > 0 we have G(~a+E) > G{~a) and G{~a+E) > G(~a)• 

Then { 2. 1 • 11 ) holds with a , b , a and b defined by ( 2. 1 • 10) . n n 
As an application we prove a vell-kno'Wll result due to Gnedenk.o [6] 

(cf. Mezjler [14]). 

If' f'or a distribution F the sequence, {p,ll} is in the dorna;.n 

of attraction of G with 
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G(x) = exp(-e-x) f'or all x E: R, 

then for all a > 1 

• 

with 

\ I 
• 

• 

• 

~(a x+b ) ! G(x log a) 
n n 

b = ini{x 1 F(x) > 1 - 1} 
n n 

a = n 

. 

inf{x I F(x) > 1 - -1 } - b na n 

* Proof" Application of" theorem 2. 1 • 2 vith F = pt1l, 
n 

B = (1-·1 )n. □ 
n na 

for n = 1 $ 2 , 3 , • • • • 

a = (1- 1 )n and 
n n 

In the next two applications we consider stabilization by moments. 

Corol.la.1:y: 2. 1 ~2 Suppose that for a sequence of distribution functions 

{F} the integre.ls µ and a defined by (2.1.6) and (2.1.7) converge. If" 
n n n 

G satisfies the conditions of theorem 2.1.2 and if for some sequence of 
• 

real constants {d} n 

(2.1.16) F (o x+d} ! G(x}, 
n n n 

then there exists a real constant b such that 

(2.1.17) ., 
• 
•• 

w . 
F (ox+µ ) -+ G(x+b). 

n n n 

Proof Let for aJJ n xn be a real-valued rand.om variable vith distribution 

function F • Take arbitra1-y a and a satisfying O < a < a < 1 an.d put 
n 

• 

X -b n n 
a n 

, 
• 

where b and a are defined by ( 2. 1 • 10) • Then the expectation and st.ant\ard 
n n 

deviation of Zn are given by 
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and • 

From ( 2. 1 . 16) , theorem 2 • 1 • 2 a.nil theorem 2 • 1 • 1 it :follows that for some 
.. . 

positive a 

{2.1.18) :for n-+ 00 • 

• In an a,na.l.ogous way as in Loeve ([13] 17.1.a p. 244) one can prove 

1 

) -~ - (1-a < 

l.1 -( (n) , 
n a < a-~ . 

crn 

Hence the sequence µ (~) is bo1.1nded and by 

is bounded as well. The latter is a well-known condition 

p. 245) for the convergence of the le:rthand side o:f 

(see e.g. [2] 

Applying the theorems 2.1.2 and 2.1.1 we now have proved (2.1.17). O 

Coroll8:?::V: 2. 1._~ Stabilization by moments (mean and va.riance) is possible 
a 

if and only if (in the notation of (2.1.7) and (2.1.8}) for some a and B 

{O<a<$<1) 

(2.1.19) f'or n-+ 00 

• 

where c is some finite positive constant • 

• 

Proof By the theorenl5 2.1.1 and 2.1.2 the condition (2.1.19) is necessa1·y 

and sufficient for ( 2. 1 • 16). Application of corollaJ·y 2. 1 • 2 completes the 

proof. D 

2.2 THE POSSIBLE T,IMTT DISTRIBUTIONS FOR ....... 

In this and the next sections we are concerned with the following 

problem. 
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with cornr,ion distribution fl.rnction F. We def'ine 

It f'ollows from the independence of the x that n 

We ask f'or conditions in order that it is possible to choose sequences of 
CO · 00 

real n11rnbers {a } _
1 

(a > 0 for n = 1, 2, ••• ) and {b } _ 1 such that 
n n- · n n n-

' 

tends w~ak]y to a non-degenerate distribution function for n ➔ 00 • We first 

investigate which types (see definition 2.1.2) of distribution functions 

actually occur as the limit of a sequence (2.2.1). 
In the sequel we shall frequently use the concept of domain of attrac­

tion which is introduced in section 2.1 (definition 2.1.1). According to 

this definition an element of a d0rnaiu of attraction is a sequence of dis­

tribution functions. As in the following we only deal with sequences which 

are powers F°' of some given distribution :fl.1nction F, in the sequel we shall 

use the :more restrictive notion of domain of attraction given in the follow­

tng definition. 

Definition 2 ~2. 1 . A distribution fl1nction F is said to belong to the 

~d~o~m~a==j~n:.....::=o:.:.f~a;:.!!t..:::t~r~a:=.ct~i~on~ of a non-degenerate distribution .f\1nction G (notation 
' 00 

nu11ibers { a } ( a > 0 9 n n=1 n 
F c: V,( G)) if there exist sequences of real 

n = 

(2.2.2) 

Our problem can th1ts be forcttulated in this way: find the types of 

distribution functions with non-e,npty domains of attraction. In the remain­

der of this section we foll.ow Gnedenko's paper [6] but give simplified 

proofs. 
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Le1r11r1a. 2 .2. 1 A non-degenerate distribution .flJnction G has a non-empty 

domain of' attraction if' and only if there exist two sequences of real numbers 
00 ) 00 {Am}m_ 1 (Am> O, m = 1, 2, 3, ... and {Bm},

1
" 11 such that 

(2.2.3) 

for aJl x ER and m = 1, 2, 3, .... 

Proof' If' G is a non-degenerate distribution fl,nction f'or which (2.2.3) 

holds, then by definition GE V(G), i.e. V(G) is non-empty. 

Conversely, let V(G) be non-empty. Then there exists a distribution 
00 00 

:function F and two sequences {an}n= 1 (an> O, n = 1, 2, ••• ) and {bn}n=1 
o-.f real n11mbers such that 

{2.2.4) F°(a x+b) ~ G(x). n n 

Let m be a fixed positive integer. It follows from (2.2.4) that 

nm( ) w ( F a x+b ➔ G x) 
nm nm 

and hence that 

_n w 1/m ~· (a _x+b ) ➔ {G(x)} • n,,, nm 

As {G(x)} 1/m is also a non-degenerate distribution f11nction, we may apply 

theorem 2.1.1 

canst.ants A 
m 

with a 
n 

> O and B 
m 

G(x) = 

- a 8 - nm' n 
such that 

m m 

which proves the theore111,. 0 

, 

= b • This yields that there exist two 
nm 

Cor~lla,!'.;.t 2.2.1 Relation (2.1.5) o-.f theorem 2.1.1 gives in addition for 

m = 1, 2, 3, ... 

' 
' 
' 
' 

' ' '! 
'i 

' 1 

' l 
l 

$ 
f 



a 
lim nm= 

a n.+<x> n 
A 

m 
and 
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b -b 
lim .....!!nm=--_;n::, = 
n-+oo 

a n 
B 

m 

• 

and a slight extension of the arg1Jment ( using e.g. lemma 2. 2. 2) shows that 

for all real s > 1 

(2.2.5) 
a[ns] 

lim 
a 

n""> 00 n 

b -b 
= A lim [ns] n = B 

s ' ~ a s n·> 00 n 

(where [x] is the largest integer not exceeding x) and 

(2.2.6) G6 (A x+B) = G(x) s s 
for all x E: IR. 

The lem111a suggests the :foll.owing definition. 

Definition 2.2.2 A non-degenerate distribution function G is called stable 

2, 3, . . . . 

Note that stability is a property o:f a type of distribution functions. 

Our de:finjtion of stability differs from the usuaJ one .. (see e.g. Loeve [13] 

p. 326). 
Lern1na 2.2.1 shows that the problem of identifying all l.imjt laws for 

sequences of maxi.ma is identical with the pz•oblem of identifying al.l stable 

distribution functions. To this p1.11-pose we sta.1· t by proving two her 

le1ntt1a.e. 

I,e,,1,titt 2. 2. 2 Suppose {a
0

} and {b} are sequences of real n 
a

0 
> 0 for n = 1, 2, 3, 

for a fixed real. x with 

• • • . For distribution :functions F 

0 < G(x) < 1 

if and only if 

(2.2.8) 

lim ~(a x+b) = G(x) n n n>co 

• 

lim n{1 -
n->oo 

F(a x+b )} = 
n n - log G(x). 

Proof As both (2.2.7) a.nd (2.2.8) imply 

n11mbers and 
. 

and G we have 



and 

we have 

F(a x+b) < 1 
n n 

• lim 
n ► CIO 

F(a x+b) = 1 9 n n 
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for large n 

-log ~(a x+b) -n log(1-{1-F(a x+b )}) 
. n n 1 . n n 

l.1.m -n ..... { ,-_-F_(_a_x_+_b_).....,...} = 1.m ___ n_{_1--F-----( a_x_+_b_) }....--- = 1 • 
n ► 00 n n n ► 00 n n 

Hence the equivalence of (2.2.7) and (2.2.8) is established. 0 

Lert1raa 2 • 2. 3 Suppose G is a non-degenerate distribution f11nction with 

G(O-) = O. If there exists a sequence of positive constants {A} 
m 

such that 

+ x € B, m = 1, 2, 3, .•. , 

then there exist positive constants a and c such that 

(2.2.10) • • for all positive x. 

Proof First we remark that O < G(x) < 1 for al1 x > 0 becaiJse G(x0 ) = O 

some positive x 0 would imply that Am = 1 :for or G(x0 ) = 1 

m = 1~ 2 9 3, 

for 

• • • and G degenerate. By lemma 2.2.2 relation (2.2.9) implies 

lim m{1 - Q(A x)} = - log G(x) for all positive x. 
m 

This is relation (1.1.10) of theorem 1.1.3 if we take U(x) = 

by this theorem we have 

1 - G(x), 

An= n and an =A. n 
Hence 

+ for al.l. x E: B 

where p is a negative number as 1 - G is non-increasing and non-degenerate. 

Now (2.2.10) is an easy consequence. D 
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The next theorem gives a complete description of the class of' stable 

laws. The theorem has been for11111lated in this forrn for the first time in 

1928 by Fisher and Tippett [3]; the proof given here is essentially 

Gnedenko's proof. 

Theorem 2. 2. 1 Every stable distribution is of one of the following types: 

• 

0 for x < 0 

(2.2.11) ~a (x) = 
for x > O 

for x < O 

(2.2.12) 'I' (x) = 
a 

1 for x > 0 

( 2. 2. 1.3) 

In ( 2.2. 11) and { 2 .2. 12) a is a positive consta.nt. 

Proof' We start with the identities (2.2.3) for a non-degenerate G and 

distingujsh three possibilities: 

1 ) 

and 

Suppose A = 1 for all m. We define 
m 

0 

• H(y} = 
G(log y) 

then for y > 0 and m = 1, 2, 3, • • • 

ifl(c y) = H(y), 
m 

for m = 1 , 2 , 3 , ••• 

for y < 0 

for y > O, 

hence by l.ero,ua 2. 2. 3 the function G is of type A. 



2) 
G is 

• Suppose there exists an m0 > 

• • or type q, £or some positive 
a 

a) First we prove 

(2.2.14) G(x) = 1 

Obviously 

X > 

1 such that A 
mo 

a. The proof' is 
< 1 • We shal1 prove that 

• • given in fo11r steps . 

:for x > 

< G(x). 

With (2.2.3) this gives for these values of x 

m 
G 0 (x) < G(x) 

. 

m 
= G 0 (A x+B . ) 

mo mo 

m 
< G O(x). 

This is true only if' G(x) = 0 or 1. As G is non-degenerate, we 11'1.tJst have 

(2.2.14}. 

b) Nov ve prove 

(2.2.15) 0 < G(x) < 1 

Suppose there exists an x0 

(2.2. 16) 

Take 

then we have 

so that 

G(x) = 1 

G(x) < 1 

X = X -1 0 

• 

for x < 

with 

B 
mo 

1-A m 
0 

• 

for all x < x0 • 
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) -1 which contradicts G(x1) < 1. Hence G(x) < 1 for x < B (1-A • 
mo mo 

analogo11s way the positivity of G for all x is. established. 

In an 

c) Next we prove Am < 1 for all. m. Suppose there exists an m1 with 

A = 1 , then for aJ.J x m, 

(2.2.17) 
m 

G 1 (x+B ) = G(x). m, 

Take in (2.2.17) x = x2 with O < G(x2 ) < 1, then it follows that 

> x or B > O. Substitution of 
2 m1 

B 
mo 

1-A 
mo 

-
B m, 

2 

for x in (2.2.17) gives (see (2.2.14) and (2.2.15)) 

m, 
1 = G 

Hence A = 1 is .. . • ssible. m, 
Finally 

• reasoning as 

suppose there exists 

in a) and b) shows 

G(x) = 0 

0 < G(x) < 1 

This contradicts (2.2.14). 

an m2 with 

- < 1. 

A > 1 , then ·an analogous 
m2 

:for x < 

:for x > • 

d) As (2.2.14) and (2.2.15) hold not on1y for m
0 

but for arbitra17 m > 1, 

we have 

• 

B 
m 

1-A 
m 

-- > m = 2, 3, ..•• 
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We define 

0 for z < 0 
,..., 
G(z) --

B2 
- 1) G( 1-A for z > O. z 

2 

Take 

z = - X }
-1 f'or x < 

then we have for all z > 0 

- G(x) = 

-
= G = G{ z). 

Lemroa 2.2.3 then shows that G is of type '±'a for some positive a. 

3) Suppose there exists an 

as in 2) one finds that G is 

> 1 such that A > 1 • In an analogous way 
m 

t f o . . D ype ~ or some positive a. 
a 

2. 3 THE DOMAINS OF ATTRACTION OF $ AND qr 
a a 

Necesse.ry e.nd sufficient conditions :for a distribution r;Jnction to 

belong to the doma.i.n of attraction of 'P or that of \l' have been given by 
a a 1 

Gnedenko [6]. We follow Gnedenko's proofs which however seem to contain an 
,;c 

( ( ) ( ) -1 . . error take e.g. F x = 1- x log x for sufficiently large x; then for 

all B > 1 it is impossible to choose a sequence {an} such that both (40) 

and (43) of [6] are flJJf'illed though 1 - Fis -1-vacying at infinity). We 

need the following le1c1r11a to complement Gnedenko' s proofs • 

' 

Leiraoa 2.3.1 For sequences {a } and {b } of real n1.1mbers with a > 0 for n n n 
all n the following implications hold. 
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a) an+1 
lim y1 > , --a b n-+co n n • o • lim -> -a n~ ' bn+1-bn n 
lim 0 --
n-r00 a n 

b) 
limb = b exists (-~<b<00 ) 

n 

Proof' 

a) We define 

b -b 
lim n+1 n = 0 

a n•00 n 

cl - b1, C - b - -n n 

a, 1 d 
-1 -- , 

We have to prove 

n 
(2.3.1) -= 

a k=1 ·n 

By assu1n;ption we have 

n 

n 

k=1 

(2.3.2) 
C 

n Jjm --- = O. 
a 

n> 00 n 

-- a n 

C 
k 

• 

> 

b - n-1 

• a 
n-1 

n•00 

• and 1,m 
n ,00 

f'or n --

f'or n --

b-b n 
a n 

2, 
• 

2, 

• 

3, 

3, 

:for n-+ 00 • 

= 0 • 

. . . , 

• • • 

Further, as -1 d + y < n 1 1 for n -+ Q0 , it follows that 

n n 
(2.3.3) lim sup Jim sup d • • • 1 • +2 a n k=1 k=1 n-+oo n n+«> 

Now (2.3.1) is an easy consequence of' (2.3.2) and (2.3.3) • 
• 

b) We define 

·C =b -b 
n n n-1 f'or n = 2, 3, . . . , 
. -1 

• 

d == a 
1

• a n ·. n- n f'or n = 2, 3, • • • • 

< 00 • 
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We first have to prove 

m 
(2.3.4) b 

m - b n 
-- for n, m-+ oo. 

• By ass1)11,pt1.on we have 

lim 
n•oc 

C n 
a n 

k=n+1 

= o. 

F~ 1r t.her , as d ➔ y < 
n 2 

1 for n ➔ 00 , it follows that 

(2.3.6) 
00 

1 lim sup -
a n-+-oo n k=n 

81c = lim sup 
n )OC 

As a ~ 0 for n ➔ 00 , we get from (2.3.6) n 

m 
lim 

n >rn )oo k=n+1 
~ = o. 

k=n 
• < 00 • 

Now (2.3.4) is an easy consequence of (2.3.5) and (2.3.7). Finally we have 

to prove 

b-b n 1 --=-
CX) 

:for n-+ 00 • 
a a n n k-n+1 

This follows ea,sily :from (2. 3. 5) and (2.3 .6). 0 

The next theorem characterizes the distribution functions which belong 

to V( ~ ) • 
a 

Theorem 2.3.1 A distribution 

o:f ~ i:f and only i:f 1 - F is 
a 

:f\1nction F belongs to the 

(-a)-varying at infinity. 

• • • domain o:f attraction 

Proof a) Suppose 1 - F is { -a )-va:c•y·ing at in:fini ty. By theorem 1 • 1 • 3 e.nd 

remark 1 • 1 • 1 

lim n{1 - F(a x)} n n too 

for all positive x with 

-a = X 



TO 

(2.3.8) an= inf{x I 1 - F(x) < 

By lE!rrn:na 2.2.2 this is equivalent to 

J.im 
n too 

f R+. or x E 

For non-positive x this relation is true because of the monotonicity of F~ 

hence F E V( ~a). 
. 

b) Suppose for some sequences {an} (a > 0 for all n) and {b} we have 
n n 

Corollary 2. 2. 1 states that for all real s > 1 

where A
8 

(2.3.10) 

---=A - a s n-+eo n 

and B satisfy 
s 

· {4> (x)} 1/s =~{A x+B) 
a a s s 

for all x. Relation (2.3.10) gives 

(2.3.11) 

For fixed s > 1 we define a 
. 00 

sequence {n(i)}i=1 

s-

of integers by 

n(i+1) = [n{i).sJ for i = 1, 2, 3, ...• 

It is not difficult to see that 



(2.3.12) 

lim n(i) = 00 

• l. ) 00 

lim n(i: 1) = s. 
i ► oo n(i) 
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From ( 2 • 3 • 9 ) , ( 2 • 3 • 1 1 ) and ( 2 • 3. 12 ) we get 

im _ _.__,,_ = s 110 > 1 
. a ( . ) 1. -+co n 1 

{2.3.13) 
b (. 1 )~b (. ) 

lim n i+ n 1 = O. 
i-+-co an(i) 

Application of lermt1a 2. 3. 1 a) gives 

1.m ------- = 0 , 
• a (.) 1• 00 n 1. 

hence by theorem 2.1.1 

4> (x) 
a 

or, by Jemma 2.2.2, 

. 

(2.3.14) lim n(i) {1 
• 1 ► 00 

for all positive x. By (2.3.13) we have 

(2.3.15) lim a("')= 00
• . n l. 

1 >oo 

-a = X 

Application of theorem 1.1.3 and remark 1.1.2 completes the proof. 0 

Remark. 2 • 3 • 1 

with 

The proof shows that if F e: V{ c, ) , then 
a 
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a = inf{x I 1 - F(x) < 
n 

1, 2, 3, .... 

Coroll~ 2.3.1 A distribution f'unction F belongs to the domain of' attrac-

tion of ~ if and only if there exist a fl.1nction 
CL 

+ + . . t t ·th 

+ .p. • a: R ~ R, a f'unction 

c : R ~ R and a positive cons an c 0 w1 

(2.3.16) 

Jjm a(x) = a 
X too 

lim c(x) = c0 
x-+a> 

such that for all positive x 

(2.3.17) F{x) = 1 - c(x) exp{-
X a(t) 

t 
dt}. 

1 

Proof Theorem 1.2.2. D 

Remark 2.3.2 Remark 1.2.4 shows that in the representation (2.3. 17) we 

may take ( with c 1 a positive constant) · 

a(x) = c
0 

c(x) = 
(X) 

• X 

1-F(x) 

1-F(t) dt 
t 

+ for all x € R. 

· The next theorem gives necessa.17 a.nd sufficient conditions f'or a 
' 

dist'ribution fi1nction to belong to the domain of attraction of '¥ • In the 
a 

sequel we use the notation 

If necessa.:rwy we write x.0(F) instead of x 0 .. Note that x
0 

< 00 • The number x
0 

is cal.led the end;po_i~:t of the distribution 1'1nction F. 

Theorem 2.3.2 A distribution :function F belongs to the domain of' attraction 

of' '¥a. if and only if F has a finite endpoint x 0 and the function U defined 
• • • • • 1s -a.-varying at infinity • 

• 

• 
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Proo:r a) Suppose x0 (F) < 00 and 1 - F(x -x- 1) 
0 is -a-varying at infinity. 

• De:f'ine 

0 

By theorem 2.3.1 we have F E V( ct> ) , 
* a 

(2.3.18) F11(a x) ! ~ (x) * n a 

with 

(2.3.19) a = n 

From (2.3.18) we see 

( . -1) or with y = -x 

(2.3.20) 

Hence F E 1J( '¥ ) • 
a 

• 

1 ) ¥. 
a X n 

:for x < 0 

for x > O. 

• i.e. 

n 

• 

b) Suppose for sequences· {a} (a 
n n 

> 0 for all n) and {b} 
n 

r1(a x+b ) ! '¥ (x). n n a 

Corol.la.17 2.2.1 states that for all real s > 1 

a[ns] -1/a 
lim --- = A = s a s 
n· ►oo n 

(2.3.21} 
b[ . ]-b 

1 . ns n B 0 im ---- = = . a s n-+-co n 

we have 
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With the sequence n(i) from the proof of theorem 2.3.1 we have 

-1/o. im------=s <1 
i-+-<» an ( i) 

{2.3.22) 
b c· >-b c·> lim n 1. + 1 n ~, = O. 

· 8n(1·) 1•>00 

Application of lero1oa 2.3. 1 b) gives 

• 

• 

lim b (.) = b • ► 00 n 1 
1 

b-b (·) 
lim n 1 = O, 
i-+<x> an(i) 

• hence by theorem 2. 1 • 1 • 

(2.3.23) 

for aJJ x. By taking x = 0 in (2.3.23) we see 

F(b) = 1. 

On the other hand taking x = -1 in (2.3.23) we have 

for sufficiently large i. Hence, as by (2.3.22) 

• • 

• 
' 

lim a (.) = O 9 . n l. 
1 )-00 

we have 
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With le1,1r,aa 2. 2 .. 2 relation ( 2. 3. 23) becomes 

~im n(i) {1 - F(x0 -
1') 00 

X 
= x-a for all x > O. 

Application of theorem 1 • 1 . 3 and re1r1a.rk 1 • 1 • 2 completes the proof'. D 

Remark 2.3.3 

with 

Part. a) of the :proof' shows that if F E: V( '¥ ) , 
a 

a = inf { x I 1 - F ( x) 
n 

1 
< -}, 

n 
n = 1, 2, 3, .... 

Co;roll!!:Y 2.3.2 A distribution :fu.nction F belongs to ...... the domain of attrac-

• a flinct 1 on c : 

Jim a(x) = a 

(2.3.25) 

lim c(x) = c 0 

such that :for all x < x 0 

( 2. 3. 26) F(x) = 1 - c(x) • exp{-
X 

X -1 
0 

a(~) 
X -t 

0 
dt}. 

Proof Theorem 1.2.2 and some obvious calculations. 0 

L 

Remark 2.3.4 Bemark 1.2.4 shows that in the representation (2.3.26) we 
• 

ti•t\V" take (with c 1 a positive constant) 

, f'or all. X < x0 . 

X 
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2.4 THE DOMAIN OF ATTRACTION OF A: PRELIMINARIES 

In section 2.3 we have seen that 

f\lnction F the endpoint x0 defined by 

if F c lJ(cp ), 
a 

• • • for the distribution 

eq11aJ s infinity and if F € V{'¥ ) , the distribution f\1nction F has a :finite a. 
endpoint. For distribution functions f'rom V(A) ·both possibilities can occ11r,. 

In this section we derive some preliminary results concerning the 

domain of attraction of' A. First we state a result due to D. Mejzler [ 14] 

{in a slightly different fo1"r11). We also give the proof a,s the paper is not 

easily avajlable. 

Theorem 2.4.1 A distribution .!'unction F belongs to the domain of' attraction 

of' A i:f and onl.y if' 

(2.4.1) 1 . U(tx)-U(t = l~g X 
logy 

for all. positive x and y (y~1), where U : R+ -+-- R is defined by 

(2.4.2) U(x) = inf{y I 1 - F(y) < x}. 

Proof a.) SUJ.)pose F c V(A). Take a 1 and a.2 greater than 1. Applicatio.n of 

cor0Lla1~ 2. 1.1 and theorem 2.1. 1 (with a = U( 1 ) - U( 1 ) a,nd · 
· 1 1 n na2 n 

a = U(-) - U( )) gives 
n na.1 n . 

(2.4.3) 

U( 1 )-U( 1) 
. na1 n 

1 ,m 1 1 
n> 00 U(-}-U(-) 

na2 n 

--
• 

• 
/ 

As U is non-increasing, we have :for fixed a 1 > 1 ~ a2 > 1 and surf'iciently 

large n 
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0 < 

U( 1 )-U( 1) 
na1 n 

U( 1 )-U(1) 
na2 n 

• 

Hence for all a > 1 

• 

(2.4.4) 

(the largest .. . -1 ) integer not exceeding t . 

For all£> 0 and su:fficient1y sma.11 t we have 

and hence for all O < x < 1 (writing a= x-1) 

(2.4.5) --
U( 1 )-U( 1 ) 

nta nt +1 

U( 1 )-U{ 1 ) 
nta nt 

< 

• 

As by (2.4.4) the lefthand side of (2.4.5) tends to 1 and by (2.4.3) the 

righthantl side tends to (log a)- 1 log{a+g) :f"or t -i. O, we have proved 

1 . U(tx)-U(t) 
im 1 1 

tiO U(n; x)-U(n;) 
= 1 for all O < x < 1. 

Again with (2.4.3) we now have (2.4.1) for all x and yin (0,1). Nov take 
-1 . 

O < x < 1 , y > 1 and y x < 1 • Then with s = ty we have 
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1 ------
U(s)-U(s.-1) 

y 

• 

As the righthand side tends to (log y)- 1 log x :for s ➔ ~we have proved 

(2.4.1) for O < x < 1 and y > 1. Hence (2.4.1) is true for all positive x 
and y (y~1). 

b) Next suppose (2.4.1} is true for all positive x a.nd y (~1). Take 

(2.4.6) 
1 1 

a = U(-) - U(-) • 
n ne n 

We want to prove 
• 

:for n ➔ 00 • 

Instead we shall prove the clearly equivalent statement: for each sequence 

of' integers n(i)· + 00 and (possibly defective) distribution f1.,nction ~ for 

which 

for i ➔ 00 , 

•• we have necessar1.l.y 

(2.4.8) ( .) -x t x. = exp(-e ) for a.11 x € B.. 

Suppose { 2. 4 • 7 ) holds for some sequence { n ( i ) } and some t. T ak.e a :fixed 

continuity point x ~ 0 oft. Then by (2.4.1) and theorem 2.1.1 (this side 

of the theorem goes th:t·ough even f"or degenerate and defective distribution 

f'linctions) relation {2.4. 7). is also true with 

X • 



79 

.. 
Then (2.4.7) reduces to 

and by lemma 2.2.2 we have 

= - log ~{x). 

As for all e: > 0 and sufficiently large i 

1 

we have (cf. (1.1.15)) 

n(i) 
n(i).ex:+e: 

< n(i) { 1 -

and thus from ( 2. 4. 9) it follows that 

for all continuity points x ~ 0 of~. Hence (2.4.8) is true for a11 x. D 

In the sequel we need the following obvious extension of theorem 2.1.1. 
' 

I 1emm$ 2.4. 1 Suppose that for a famjJ.y {Ft} of distribution f11nctions 

(with t €Rand-~< t < t 0 for some t 0 vith -® < t 0 <~)there exist :f\Jnc-
+: 

tions a : R -+ R and b : R -+ [R and a non-degenerate distribution f'unction G 

such that 

For :f\1nctions + 
a : R-+ B 

:f'tJn~tion o* we have 

SJ"ld 8 : R -+- IR and a non-degenerate distribution 
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for t t t 0 

if a,nrl only if there exist real constants A and B (A>O) vi th 

and 

• 

a(t 
at 

a,nd 

* G (x) = G{Ax+B) 
' 

I 

6(t)-b(t) 
a(t) + B fort t t 0 

for al.l. x € R. 

Co_roµ~!'..Y. 2. 4. 1 A distribution :flJnction F 

of 1\. if and only if there exist functions a 

that 

is in the domain of attraction 
+ : R -+ lR and b : R -+- R , such · 

(2.4.10) .., -x 
J jm s{1 - F(a(s) .x+b(s ))} = e for all x c: R. 
5--+-c» ' 

Moreover then (2.4.10) hol.ds with (for the !'unction U see (2.4.2)) 

(2.4.11) 
1 1 a(s) = U(-) - U(-) 
se s 

+ for al.J. s € R. 

Proof Suppose F e V(A). Take a and b as in (2. 4. 11). By corollary 2. 1. 1 

By 1 e:1111na 2 • 2. 2 then it follows that 

n • · { 1 - F(a(n) .x+b(n))} 

and hence 

s •· { 1 - F(a([s]:)x+b([s] ~,,} 

-x e 

-x 
+ e 

' 

for n-+- ~ and all x ER, 

for s-+- ~ and aJl x € ~. 

As in pa1·t a) of the proof of theorem 2. 4. 1 we can prove 



a(s) 
a{ [s]) 

• 

-+ 1 and 
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b(s)-b [s])-+ 0 
a 

Application of' lem:rna. 2.4.1 gives (2.4.10). 
The converse is simple. D 

The next theorem is due to Gnedenk.o. 

Theorem 2 .4 .2 A distribution ft1nction F belongs 
• • IR+ h .._ there exists a :function f: R + such ta~ 

for s-+ oo. 

to V(A) if' and only if' 
• 

(2.4.12) • l1m 1-F(t+_x.,f'{t)) _ 
1-F(t) -

-x e for all real x. 
ttxo 

Here x0 is the endpoint of F. 

Proof a) Suppose F € V(A). Then (2.4.10) holds with (2.4.11). If we sub­

stitute s(t) for sin (2.4.10) where 

ve obtain 

s(t) 

lim 
ttx

0 

1 
= -, _-F-{ t--) 

• 

1-F(b s t))+xa s(t) 
1-F(t 

for all t ER, 

-x = e :for all x ER. 

By the definition of bands we have for all. E > 0 a.nrl all t sufficiently 

close to x0 

0 < 
t-b,(s(t)) 
a(s(t)) 

•• 

< b s t 
• 

By theorem 2.4.1 the right~and side tends to log(1+E) fort t x0 , hence 

G{x) is irt1tt1a.terial). 

b) Suppose (2.4.12) holds for some positive :ft1nction f. Substitution of 
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• 

fort in (2.4.12) with U defined by {2.4.2), gives 

1 . 1-F(f(t(s)).x+t(s)) _ 
,m 1-F(tis)) , -

s ► 00 

-x 
e for all real x. 

By the definition oft we have for all E > O (cf. (1.1.15)) 

or 

1 - F(t(s)) < 1 < 1 - F(t(s)-0) < 1 - F(t(s}-E f(t(s)}) 
s 

• 

-- < s. {1 - F(t(s))} < 1. 

Hence by (2.4. 12) 

s. {1 - F(t(s))} + 1 for s + ~ 

and ( 2 • 4 • 1 0) is tr,ie with b ( s ) = t ( s ) and a ( s ) = f ( t ( s ) ) for all s € R + • 

By corolla1-y 2.4. 1 it now follows that F € V{A). 0 

9oroll!ty 2.4.2 If (2.4.12) holds for a distribution f11nction vi.th infi­

nite endpoint, then 

(2.4.13) f{t) + O 
t fort+()(). 

• 

If ( 2. 4. 12) holds tor a distribution .runction with finite endpoint x0 , ·· 

then 

(2.4.14) ~(t ). + 0 
X -t 

0 

Proof By (2.4.12) for each£> O and each real x there exists a 

t 0 (x,e) < x0 such that for al.l t with t 0 < t < x
0 

(2.4.15) 1 - e: < F( t+xf( t ) ) < 1 • 

• 

• 
• 

, 



this yields 

t + x.f(t) > O, 

hence f'or each negative x 

0 < 
f(t) 

t 

This proves (2.4.13). 

1 
< - -

X 
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If x0 <~,relation (2.4.15) yields 

t + X f(t) < XO, 

hence for each positive x 

0 < ~(.t} < 1 
x0-t X 

This proves (2.4.14). 0 

' 

Coroll.a.1.•y 2.4.3. a) Suppose that F 1 
in:fini te endpoint and the function U 

U(x) 

and F2 are distribution 
b+ + • 

: n ~ B defined by 

is ret~111 a.rly va.1-ying at infinity. Then F 1 € V( A) if and o 

' 

flinctions vi th 

b) Suppose F 1 and F 2 are distribution :f"l1nctions with a cor,,,,on finite end-

V{x) = 

is re,t•iJarly varying at infinity. Then F 1 E: V(A) if' and o · , · if' F2 € V(A). 

Proof 

for F 

real. x 

a) Suppose U is p-vaeying (pE:R) and F 1 E: V(A). Then (2.4.12) hol.ds 

F 1 and some positive function -r. By coro11.a1'.,y 2.4.2 we have fur all .. 
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By coro.lla1ay 1 • 2. 1 p,a;<•t 2) it follows that 

(2.4.16) U t+x.f(t 
U(t 

-+ 1 

• 

fort + 00 • 

· for t + 00 

tor al 1 real x. Combining ( 2. 4. 12) with F = F 1 and ( 2. 4. 16) we get 

• 1-F 
2 

( t+x. f( t)) 
lim , 1-F (t) 
t-+m 2 · 

-x = e 

Bence by theorem 2.4.2 we have F2 E V(J\.). 

for all real x. 

b) .. se Vis p-varying (pER) and F1 E V(A). Then (2.4.12) holds tor 

r = r 1 and some positive function f. By corollax-y 2. 4. 2 we have for all 

real x 

X -t-xf(t) 

0 

Iv' coroll. · .y 1 .2.1 property 2 it follows that 

1 
V(x ~t-~xf(t)) 

0 ------+ 1 
1 fort t x0 

for all real x. Combining (2.4.12) with F = F1 and (2.4.17) we get 

• 1-F2 (t+x.f(t)) 

.. 0 . 

-x e for all real x. 

Hence by theorem 2.4.2 we have F2 E: V(A). 0 

Lem1wa. 2 • 4 • 2 . . . '·· . . SUppose F E: 'O(A), i.e. (2.4. 12) holds for some positive 

· ·. nction f. '!'hen if b is a real constant, we have 

if e:n.d only it 

Jim 
ttx 

0 

1-F .... t ·+x.a t · · 
1-F t 

• e-x-b f'or all x E lR 



• 
' 

-+ 1 and 

Proof Application of le1ru:ne. 

G(x) = 

again i rtirnateria.l. D 
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a(t)-t 
f'(t) -+ b 

-- and 

Lerr1xna. 2. 4. 3 If' F 

on (-00 ,x0 ) strictly 

x0 ) , such that 

e V(A) with endpoint x 0 , there exists a continuous and 

increasing distribution function G (also with endpoint 

(2.4.18) 1-F{x) 
1-G(x) + 1 for x t x0 • 

Proof a) Suppose first x 0 = m. We use theorem 2.4.2. As both sides of 

( 4 ) . --x . 
2 •• 12 are monotone functions of' x and as e is a continuous fiinction, 

(2.4.12) holds unifo:r·J11Jy on finite intervals. This mea.ns that f'or each 

bot1nded real. :t'unction x ( t) 

Taking x(t) 

(2.4.19) 

• 
] J JO 
t )00 

lim 
t-+oo 

1-F ( t +x . t ) . :f ~ t ) ) 
1-F(t: 

we obtain 

- e 
-x(t) = o. 

00 

We now define a sequence {F} 0 of distribution :functions. Take a 
n n= 

constant c 0 > 0 such that F( c 0 ) > 0. Take for F O a distribution f'linction 
• with 

continuous and strictly increasing for t < c0 

F(t) 

00 

Let {t } 
1 

be an en11m~ration of' the discontinuity points of F which exceed 
n n= 

c 0 • Define F 1 by 

• 

• 

linear 
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j 

' ' ! 
I 
I 
! 
I 
' ' 

• 

= t 1 

• 

Then 
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general n > 2 we define Fn by induction. Take t~ = tn if' t
0 

-1 ) Otherwise we choose t' in such a wa;y that t - t f"( t < t' 
n n n n - n 

(t',t) n n n 

Then F is defined by n 

F (t) = 
n 

n-1 

u 
k=1 

• linear 

f'or t i (t',t) n n 

for t E: [ t ' , t ] . 
n n 

Clearl.y the int.ervaJ s ( ~ 1 , t 1 ) , 

the sequence F (t) has a ljmit n 

(t2,t2 ), ••• are disjoint, hence for all t 

H(t) for n -+ 00 • Clearly H is a continuo11s 

distribution .r.mction but not necessarily strictly increasing. We now prove 

(2.4.20) 1-F t 
1-H t 

+ 1 for t -+ 00 • 

~ need only prove (2.4.20) for those t for which H(t) ~ F(t). For such a 

we have t E (t' ,t ) for some n. From the construction of F n n n 
• 
1. t :follows 

hat 

1-F{t ) n 1-F(t -t-1:f(t )) 
n n n 

< ---, _-F_,,(,.....t--) --
n 

• 

• 

ience by (2.4.19) we have proved (2.4.20). 

At this point we have proved le1r111,a 2. 4. 3 but f'or the '' strictly in­

~reasing'' if we take G = H. To construct the req11i red strictly increasing 
. 

; we use H in the following manner. Suppose {u } is an enumeration of' the 
n 

initial points of' the intervals where His constan+, and let {v} be the 
n 

1 n~ . 

. k=2 Define H1 by 

H(t) 

linear 



• 
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• • • .p ( ) n-1 ( ) 0 . by induction. Take w = v 1.L un,v c: U wk,vk . therw1se we choose 
n n n k= 1 

v € [u - u-1 f(u ), u) in such a way that 
n n n n n 

w n 

00 

k=n+1 

These Hn tend weakly to some distribution function G which c1early is con­

tinuous and strictly increa,sing. In the sam~ way as we proved (2.4.20) it 

can be shown that 

(2.4.21) 
1-H t) 
1-G t 

-+ 1 

From (2.4.20) and (2.4.21) we have (2.4.18). 

fort-+ 00 • 

b) Suppose nov x 0 < 00 • We take x(t) = t-x0 in (2.4.12) and obtain 

1-F( t-(x
0
-t). f(t)) 

1-F( t) = 1. 

The rest of' the proof' is comp1etely ana.logou.s to pa.rt a}. 0 

2.5 THE DOMAIN OF ATTRACTION OF A 

In this section the results of' section 1.4 are used to obtain neces­

sSJ·y anti suff'icient conditions :for a distribution rt1nction to belong to 

V(A) •. First we give a specification of' the auxiliax·y f\Jnction in Gnedenlto's 

characterization (theorem 2.4.2). 

Tl::\eorem 2.5.1 A distribution function F belongs to the domain of attrac-
• 

• 

· tion of' A if and only if 
• 

p II 1 ! 

1-F t+x.f.t 
1-F t) 

with 

- -- -x e f'or all x e: R 
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XO 
{ 1-F(s)}ds 

t f(t) = _;;;__---:---•-· 
1-F(t) 

Here x0 is the endpoint of F defined by 

x
0 

= sup{x I F(x) < 1}. 

for all real. t < x0 • 

Proof a) Suppose (2.5.1) holds with (2.5.2). Then by theorem 2.4.2 we 

have F e: V(A). 

b) pose F e: V {A) • By len1rr1a. 2. 4. 3 there exists a continuous and on 

(-~,x0 ) strictly increasing distribution function G with 

1-F x) -+ 1 
1-G(x for x + x0 • 

From theorem 2. 4. 2 it is clear that G e: V (A) • We first show that 

(2.5.4) 

with 

(2.5.5) 

lim 
t+x

0 

XO 

t 

-x = e 

{ 1-G(s) }ds 

for all x e: R 

for all real t < x0 • 

·By theorem 2.4. 1 we have for all positive x and y (y~1) 
• 

where 

1 j m U tx -U t . = log . :x; 
t-1-0 U ty -U t log y ' 

U(x) = inf{y I 1 - G(y) < x} for all x e: (0,1). 

As U is continuous and strictly increasing, theorem 1 • 4. 3 gives 

lim -------- = 1. 
t""O 1 t 

t 0 
U(s)ds-U(t) 



• 
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As G c: V(A), by corol.le.r-y 2.4.1 we have equation (2.4.10) with the :functions 

a and b defined by ( 2. 4. 11 ) • By ( 2. 5. 6) and leinrrea 2. 4. 1 ( for G ( x) = . s 
1 - s{1 - G(x)}) we obtain 

lim s{1 - G(a(s).x+b(s))} 
s )'00 

with :for alls c: R+ 

b{s) = U(1) 
s 

-x = e for all x £ R 

a(s) = s. 
1/s 1 

U(p)dp - U(-}. 
0 

s 

If' we regards in this equation as a~ ction oft given by 

1 
8 ( t ) = 1-G ( t ) :for all real t < x0 , 

we obtain (2.5.4) with (2.5.5) (it is not hard to see that a(s(t)) reduces 

to g( t) a,s given in ( 2. 5. 5) ) • To prove the theorem :for F we observe that by 

leron1a 1 • 2 • 1 b) 

XO 
{ 1-F(t) }dt 

X 

X 
O· { 1-G ( t ) } d t 

X 

and hence 

With (2.5.3) and (2.5.4) we have 

lim 
ttx0 

1 

-x e 

Application of lexntua 2. 4. 2 gives ( 2. 5. 1 ) • D 

Coro:Lla~("Y 2. 5. 1 If' Fe V(A), then 

for X t XO 

• 

:for alJ x £ R. 



• 

' 

• 

• 

F11(a x+b) n n 

with for n = 1, 2, 3, ••• 
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w ( -x) + exp -e 

b - inf{x I 1 - F(x) -n 
XO 

b 
{ 1-F(t) }dt 

n a -- 11 ' 1-F(b) n 
n 

< 1/n} 

• 

Proof By corolla,~ 2.4.1 we have (use (2.4.10) with x = 0) 

Jim n{1 - F(b )} = 1. n n>oo 

Hence replacing tin (2. 5. 1) by b we obtaj.n n 

1-F(a x+b) 

n>oo n>m n 
for all x e R. 

Application of ler,1ma 2. 2. 2 gives the statement of the corolla1:y·. 0 

Le1r,,na ?,• 5. 1 Suppose F € V( A) , i.e. ( 2. 5. 1 ) holds with the f11nction f' 

defined by (2.5.2). Then with the same function f we have 

where 

1-F l ( t+x. f( t)) 

1-F 1 (t J 

X 

-x = e for all x ER> 

Proof By (2.5.1) and corolla1:y 2.4.2 we have t + x f(t) t x
0 

fort t x
0 

·and all x ER. Hence in (2.5.1) we may replace t by t(u) = u + y f(u), 

where y is an a.rbitrax·y real n1Jmber and u < x 0 ~ to obtain 

lim 
utxo 

1-F( • f(u ) ) -x 
--------- = e f'or all x E: R. 

In this relation we may replace 1 - F( u+y. :f( u)) by e -y. { 1 - F{ u)} in V"irtue 

of theorem 2.5.1. This leads to 

• 



• lim 
1-F t+ 

ttx
0 
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.:f(t)+x.f(t+ 
1-F(t 

• :r( t))) - -x-y 
e for all x € R. 

Combining this equation with (2.5.1) we get by lexan,a. 2.4.2 

(2.5.9) lim 
t+x 

0 

for all y E R. 

As 

:f(t} 

we have by (2.5.9) 

• lim 
ttxo 

1-F 1 (t) 
= -, _-F-pa( t-)-

1-F 1 ( t+y. :f( t)) 

1-F 1 ( t) 
1-F t -

• 1-F( t+y. :f t 

and hence by (2.5.1) the proof' is complete. 0 

- 1 

The next theorems provide necesSSJ'"Y and sufficient conditions for 

F € V(A). It is convenient to use the notation 

1 if' x0 
- 00 -

x, --
XO - 1 if' x0 < 00 , 

where x 0 is the endpoint of F. 

' 

Theorem 2,. !?-~ For a distribution function F the following assertions are 

eq11i valent • 

a) F belongs to V( A) • ... 

b) The integral 
X 

O {1 - F(t)}dtdy is rinite a,nd 
X y 

{1-F(x)} 
X 

O· {1-F(t)}dtdy 

(2.5.10) • 11-m 
xtxo 

------:~.._x __________ _.:;;__ = 1 • 
XO 2 

{ 1-F(t} }dt 
X 
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c) There exist 

and b defined on 

real constants c 1 and c2 and real-valued !'11nctions c, a 

c(x) > O for all x < x0 , 

lim a(x) = 1, 
x+x 

0 

X 

lim c(x) = c 1 > O, 
x+xo 

(2.5.11) b(t)dt > 0 for all x ER - <X> -

X 

O b(t)dt > 0 for all x < x if x < ~ 
0 0 

X 

and lim b(t) = O, 
x+xo 

such that for x < x0 

(2.5.12) 1 - F(x) = c(x) • exp - dt 

where for all x < x0 • 

X 

b(t)dt • if X = co 
0 

(2.5.13) f(x) = 

X 

X 

O b(t )dt • if X < 00 • 
0 

Proof a) ~ b): Suppose F e V(l\). By theorem 2. 5. 1 

with 

(2.5.15) I' 

I I' 

XO 

-x = e 

{1-F(s)}ds 
t 

f(t) =-----1-F(t) ,, 

for all x e R 

• 

*) We suppose that 
( 2. 5. 12) exist. 

a a,nd b are such that all integrals .f':t·om ( 2. 5. 11) and 

• 
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By leimria 2.5.1 we have (with fas defined in (2.5.15)) 

(2.5.16) 

with 

1-F 1 (t+x. f(t)) 

1-F 1 ( t) 
-x = e 

X 

F 1 (x) = max{o, 1 -
X 

:for al1 x E R 

Hence by theorem 2.4.2 we have F 1 E V(A). But then by theorem 2.5.1 equation 

* ( 2. 5 • 16) also holds vi th f replaced by f , where 

XO 
{ 1-F( s) }dsdu 

:r* ( t) = _t __ u ______ _ 
XO 

f'or all t < x
0 

.. 

{1-F(s)}ds 
t 

By le,rima 2. 4. 2 then 

-+ 1 

This gives {2. 5. 10). • 

b) , ::> c ) : Suppose ( 2. 5. 10) holds. Define the f'unction b by 

{1-F(x)} 
X 

O { 1 -F ( t ) } dt dy 

(2.5.17) b(x) = X - 1 + ____ _.;. _____________ --'-
XO 2 

{ 1-F(t) }dt 

f'or all X < Xo· 

X 

By assurnption we have b(x) -+ 0 :f°or x t x0 • Obviously b is s1110,nable on :rinite 

intervals and f'or some constant c 2 we have ( as the two sides are absolutely 

continuous with the same derivative a.e.) 

X 

XO 
{ 1-F(t) }dtdy 

b(t)dt = .;..;.x _ _.y~------­
x 

O· {1-F(t)}dt 
X 
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We denote the (clearly positive and continuous) righthand side by f(x). For 

x0 <~we compute c2 • As 

we have 

and hence 

C ~ .. 
2 

X 
1 

XO 
{ 1 - F( t) }dtdy < 

XO 
{1 - F(t)}dtdy = 

X y X X 

X 

O· { 1 - F( t) }dt, 
X 

:f(x) -+ 0 f'or x t x0 • As b is bounded near x0 , we may conclude 
X 

X 

b(t )dt • l.f X = co 
0 

f(x) = 

-
X 

O b(t )dt 
X 

. ) -1 Integrating {f'(t} we get (by ordina1-y Riemann integration) 

X dt 
---- = f(t) 

X 

O { 1 - F( t)} dtdy 
X y 

for all X < xo· 

Taking exponential.a on both sides in (2.5.19) and using the definitions of 

f and b we obtain 

(2.5.20) 
C 

1 - F(x) = e 3 • {1 + b(x}} • {f(x)}-2 • exp -
X dt 

f(t) 

for all x < x
0

• 

As 

log f(x) = log :f(x1) + 
X b(t) 

:f( t) dt for all x < x0 , 



• 
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we may replace (2.5.20) by 

1 - F(x) = c{x) • exp -
X a(t) 

f(t) dt 

with for those x 

c(x) = • {1 +b(x)} 

a(x) = 1 + 2 b(x). 

for all x < x0 

This provides the representation as given in pa1·t c) of the theorem. 

c) = > a) : By theorem 2. 4. 2 it is sufficient to prove that F satisfies 

with 

lim 
t+x

0 

1-F(t+x.f t)) _ 
1-F(t -

:r defined by (2.5.13). 

-x 
e 

First we remark that by (2.5.13) 

. -1 ) lim t . f(t = 0 
t) 

lim 
ttxo 

for all x € B 

From this it follows that for each fixed real x 

t + X. f(t) < XO 

for all sufficiently large t < x 0 ann 

Suppose first x > O. We sta.rt by proving 

:f( t) 
:r( t+yf( t"')) = 1 



unif'orirLly for o < y < x. Choose e: > O and t 0 (e:) such that for t 0 (e:) < t < x0 

-e: < b ( t ) < e: ,. 

then for ally€ [o,xJ 

-e:.y.f(t) < 
t+y.f(t) 

b(s)ds = f(t+y.f'(t)) - f(t) < e:.y.f'{t). 
t 

Hence ve have 

1 < 
f'( t 

- y. e: < 1 + y.e: 

-1) and (provided e: < x 

1 . 1 f t . <--< -
1 +x. e: - 1 +y. e: £ t+y. f 

1 1 <--<---. 
1-y. e: 1-x. e: 

This yields (2.5.25). Next we prove (2.5.23). Using {2.5.12) we have 

1-F ( t+x. f' t ) ) _ 
1-F t) -

_ c(t+x. f(t)) 
- c(t) exp -

X f(t~ dy • 

As for t t x0 the integrand in (2.5.26) tends to 1 11ni.formly f'or O < y < .x.,. 

relation (2.5.23) is proved. 

For x < 0 and x0 = 00 we take t O ( e:) as before and t 1 ( e: ) such that for 

t > t,(e:) 

I 

For x < 0 and x0 < 00 we take t O ( e: ) as before and t 
1 

( e:) such that for 

t > t1(e:) 
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These choices are possible by {2.5.24). In the same wa;y as before we now 

obtain (2.5.25) unif'or·r11Jy for x < Y < O. Using (2.5.12) as before we obtain 

(2.5.23) for x < O. D 

Remark 2. 5 • 1 From (2.5.21) we see that F can be expressed (apaJ·t from one 

or two constants) in terr,,s of the single a11xi liary :r,mction b defined by 

(2.5.17). 

The next theorem gives an al.terns.ti ve forr,,ul at ion for pa1-t c) of theo­

rem 2.5.2. 

~eq,:i:-em .2. 2. 3 A distribution function F belongs to V (A) if and only if 

there exist a real. constant c 1 and real valued f11nctions c, a and f def'ined 

on (-00 ,x0 ) with 

• 

c(x) > 0 f'or all X < XO' lim c(x) - c, > o, -
xtxo 

• a(x) 1 ' l 11,1 --
xtxo 

f'(x) positive and differentiable for all x < x0 

and Jjm f'{x) = O, 
xtxo 

moreover lim f'(x) = 0 if x0 < 00 , 

xtxo 

such that (2.5.12) holds for all x < XO. 

Proof' a) Suppose (2.5.12) holds :for all x < x0 together with (2.5.27}. 
By (2.5.27) there exists an x2 < x 0 such that f'' is bounded on (x2 ,x0 ). By 

a well-known theoretn on Lebesgue-integration (s~e t15] p. 368) we have for 

x2 < x < x0 
X 

f'' (t)dt = co 

f'(x) = 

X 
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ao that by theorem 2.5.2 it follows that F E V(A). 

b) Suppose p ~ 'O(A). It we define f on (-co,x0 ) by 

X X XO 0 0 { 1-F( t)} dtdzdy 

f(x) X y z - :a: If ,_ $ ' I I 

' 
X X 

0 . 0 
{ 1-F(t)}dtdy 

X 

then ror all x < x0 f has a derivative f' given by 

t'{x) = -1 + 
XJ 

X 
0 {1-F(t)}dt 

, 

X : ·o 
. { 1-F(t) }dtdzc2y ·. 

z 
2 

{ 1-F( t) }dtcy 

By le111i!18 2.5.1 and theorem 2.5.2 b) we have 

l i,m f' ( x) = 0 • 
xtx 

0 

low a procedure anuogous to that in the proof' of' b) :· > c) of theorem 2.5.2 

gi. ves the representation for F. D 

'fhe next theorem gives a.n alternative forntulation f'or pa.rt b) ot tbeo,, 

rem 2. 5.2. We omit the proo:f" which 1.1ses partlaJ. integration. 

'ftleor.,.. 2.5.la. The distribution function F belongs to V(A) if and only if 
m btil I llliti 111 .. 

. x 
•·· O x2d.F(x) < 00 and 

{1-F(x)}. 
XO 2 

· t dF(t)-
XO 

tdF(t) 
2 

X X 1 

tdF{t)-x{1-F(x)} 
X 

Condition c) of' theorem 2. 5. 2 can be forsm1J,ated in a somewhat sh . r 
• 

fol'th as is shown in the next lecnrma. 

~1~ 2.5.2 For all. x0 with -m < x0 < oo and all :f11nctions a and b de 

fined on (-<io,x0 ) and satisfying the appropriate conditions of (2.5.11), 
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there exists a function c satisfying the appropriate conditions of (2.5.11) 

such that the :function F defined by (2.5.12) (via (2.5.13)) is a distribu­

tion :function with endpoint x0 (which then by theorem 2.5.2 c) belongs to 

V( A)) • 

Proof By {2.5.11) there 

c(x) = exp 

• 

exists an x2 with x1 
by 

a(~) dt 
:f( t) 

< x2 < x0 such that a(x) > O 

for all x < x0 

and F by (2.5.12). Then Fis continuous and non-decreasing Yi.th lim F{x) = O. 
t"t-00 

To show F(x) + 1 for x t x0 we observe that (2.5.11) and (2.5.13) imply 

As f"or x < x 0 

lim f(x)_ = O 
X 

lim :r(x) = O 
t xo-x 

X XO 

- log{ 1-F(x)} = 

= 00 

- log c(x) + 

- log c(x) + 

1 

X 
a(t)/t dt 
f~t)i't if X = co 

0 

if X < 00 
0 , 

we have - log{ 1 - F(x)} -+ 00 for x t x0 . Hence F is a distribution f'1mction. 0 

We conclude this section with two corol]aries of' theorem 2.5.2 concern­

ing the behaviour o:f 1 - F near x0 • 

Corollf!-1·:y 2. 5 . 2 - If FE V(A), then 

lim 
xtxo 

X 
log O {1-F(t)}dt 

X --------- = 1. 
l.og{1-F(x)} 
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Proof Take b a.nd f as in the proof of b) = > c) of' theorem 2. 5. 2. By 

(2.5.19) we have for all x < x0 

• 

(2.5.30) 
X 

O {1 - F(t)}dtdy = 
X 

-1 
• { f' ( X ) } • exp -

x, 

X y 

X 
1 

f(t) dt 

X 1+ 
f' 

--

dt • 

Now ( 2. 5. 29) is an easy consequence of ( 2. 5. 12) , ( 2. 5. 30) and leii,tua. 

1.2.1 a). D 

' 

CorollB;l::t , 2. 5 • 3 , If F £ V(A), then 

1 . log{1-F(x)} 

X XO 

(Hence 
~ x>~ 

x0 d.F(x) < 00 for all a> 0.) 
0 

_oo 

- 00 -

= 00 , 

< 00 • 

= 0 for all a > 0 and thus 

Pro,of The result follows easily from the representation in part c) of 

theorem 2.5.2. D 

2. 6. A UNIFYING APPROACH 

For distribution functions with finite endpoint we now combine the 

results with respect to the domains of attraction of the possible limit 

distributions, and A in the following theorem. a 

Theorem 2.6.1 Suppose Fis a distribution function with finite endpoint 

x0 • The distribution .r.,inctions 
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converge weakly to a non-degenerate distribution function for a proper 

choice or the constants an > 0 a.J1d b
0 

ir and only if for some value c f':t•om 

ci,1J 

(2.6.1) 

where 

(2.6.2) 

lim g(x) = c 
xtxo 

{1-F(x)}. 
X 

O {1-F(t)}dtdy 

g(x) = ______ x __ 
XO 2 

{1-F(t) }dt 
X 

If c = 1 , then F E V (A) • If' c < 1 , then F € V(,) with a= (1-c)-1 - 2. 
a 

Proof a) Suppose (2.6.1) ho1ds with i < c < 1. Suppose first c = 1. Then 

by theorem 2.5.2 we have FE V(A). Next suppose ~ < c < 1. As in the pa1·t 

b) > c) of the proof o:f theorem 2.5.2 we have 

X 

XO 
{ 1 - g ( t ) } dt = __ x __ Y_, ____ ,, -· -----

xO 
{ 1-F(t) }dt 

X 
O { 1-F(t) }dtdy 

for all x < x0 

X 

and hence by (2.6.1) 

X 
O { 1-F(t) }dtdy 

(2.6~3) _x_ ...... Y _______ _ 
X 

O { 1 -F ( t ) } dt 

-+ 1 - C 

X 

Using the definition of' g and {2.6.1) we obtain 

X 

O { 1-F(t)}dt 

(2.6.4) for x t x0 

or 



y. 

(2.6.5) • lim -"""------
y-+aJ 

From theorem 1 .. 2.1 b) 

x = 00 with exponent 2 

) -1 with a= (1-c - 2. 

it follows 

) -1 
- ( 1-c .. 
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-1 = C ( 1-C). 

that 1 - F(x0-1/x) is re .w.J..arly varying at 

Then by theorem 2.3.2 we have FE V(~) 
a 

b) Suppose first F E V(A). By theorem 2.5.2 we have (2.6.1) with c = 1 • 
• 

Next suppose FE: V{'i' ) :for some a. > O. Then by theorem 2.3.2 the f\1nc­
a 

tion 1 - F(x0-1/x) is -a-varying at x =~and by theorem 1.2.1 a) the equa-

tions (2.6.5) and (2.6.4) hold with c = 1 - (2+a)- 1 . By (2.6.5) the ft1nction 
Cl) 

ing at infinity and hence by theorem 
y t 
1.2.1 a) equation (2.6.3) holds. Combining (2.6.3) and (2.6.4) we get 

(2.6.1). □ 

Remark 2.6.1 If for a distribution function F with x 0 < 00 the limit of 

the f'iinction g defined in (2.6.2) exists for x t x 0 , then necessarily 

i < c < 1. To prove this we note that the derivation of (2.6.4) holds for 

ar1:>itra.1·y c and that the left-band side of (2.6.4) is between O a.nd 1. In 

theorem 2. 6. 1 we have excluded c = ~. This case is equivalent with slow 

variation o-.r 1 - F(x0-1 /x) at x = 00 (the method of pa:r·t a) of' the proof of 

theorem 2.6.1 actua.J.Jy covers this case as well). Using theorem 1. 1. 3 a), 

remark 1.1.1 and le1r,r,JB, 2.2.2 we can show that (2.6.1) with c =~is eq11i­

valent with the possibility of choosing positive n11mbers a such that 
n 

" -1 
for x < 0 e 

(2.6.6) --
n ),,m 

1 f'or x > o. 

It is now clear why c = i had to be excluded in theorem 2.6.1. 

Next we derive a similar theorem for distribution :flJnctions with end­

point at infinity. In this case the criterion of' theorem 2. 6. 1 would not 

k J.•.p .,,. -1 wor : .1. .or eJr&.tnp e then g is not defined because here 

{ 1-F( t) }dt = oo. 
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Theorem 2.6.2 Suppose F is a distribution function with endpoint at infinity. 

The distribution :functions 

r(a x+b) 
n n 

converge weakly to a non-degenerate distribution f1Jnction for a proper choice 

of the consta,nts an > 0 and bn i:f and only if for some value c :from [ 1 ,2) 

(2.6.7) lim h(x) = C 

where 
00 00 

{1-F(x)}. 

(2.6.8) X t h ( X) = _____ .._..;;..;;__00....; ~------2--- f'or all real x. 
x 3• . { 1-F ( t ) } dt 

t3 

If c = 1, then F E V(A). If c > 

X 

( -1 1, then F € V(~ ) with a= c-1) 
a - 1. 

R~ma,rk. The repeated use of x-3· {1-F(x)} i.n (2.6.8) (3 times) is not neces-

sa.1-y. Actual.ly we may formulate a sjmilar theorem using each time 

x-p {1-F(x)} for an arbitra.17 real p > 2. 

Proof a) Suppose (2.6.7) holds with 1 < c < 2. Suppose first c = 1. Then 

by theorem 2. 5 .2 and corollat-y 2. 4. 3 we have F e V(A). Next suppose 

1 < c < 2. As in the pa't't b) , > c) of the proof o:f theorem 2.5.2 we obtajn 

for some const.a,nt c 1 
(X) 

t 
X 

X y • 

{g{t)-1 }dt for all real x - c, + -00 

{ 1-F(t )} dt 1 

X t3 

and hence by (2.6.7) 
00 00 

(2.6.9) X y t 
C - 1 for x -+ 00 • ' + 

00 

x. 
X t 



--=t' 
0 
' 

• 

y=-co 

y=-4 

y=-2 
y=-1 
y=O 

• 

• 

1 

-1 
e 

y=-4 y=-2 y=-1 
••••• • ••• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

• 

. . . . . ' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

• • • I • • • • • • • • • • • • • • • • • • • I • • • • • • • • • • . " . . , •. 
y=1 y=2 y=4 1 

The stable distribution G • 
y 

s' 

2 3 4 

y=O 

y=1 

y=2 

y=4 • 

y=oo 
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Using the definition of hand (2.6.7) we obtain 

00 

2 
X • 

(2.6.10) X 

1-F(x) . 
_, 

+ C ( c-1) for x + 00 • 

From theorem 1 . 2. 1 b) it follows that 1 - F is reg11J arly 

with exponent 1 - (c-1)- 1 . Then by theorem 2.3.1 we have 

( ) -1 
a = c-1 - 1. 

• • • • vru·y1.ng at 1nf1n1. ty 

Fe V(t) with 
a 

b) Suppose first FE V(A). By corollary 2.4.3 and theorem 2.5.2 we have 

(2.6.7) with c = 1. 

Next suppose FE V(~) for some a> O. Then by theorem 2.3.1 the f'unc­
a 

tion 1 - F is -a-va.1·ying at infinity and by theorem 1.2.1 a) equation 

(2.6.10) holds with c = ( 1+o.)-1 + 1. By (2.6.10) the function 
00 

by theorem 1.2.1 a) 
X t • 

-
equation (2.6.9) holds. Combining (2.6.9) and (2.6.10) we get (2.6.7). 0 

Here we can make a simjla,r remark as after theorem 2.6.1. If 

h tends to some value c, then we now necessarily have 1 < c < 2. In theorem 

2.6.2 the value c = 2 is excluded. This case is eqtii"\1a,Jent with slow varia­

tion of 1 - F at in:fini ty. This again is eqt1i va.J ent with the possibility of 

choosing positive n1.11r1bers an such that 

(2.6.11) 

0 

_, 
e 

f'or x < 0 

f'or x > O. 

Our f'igilre shows the possible limit distributions G norr11al ized in such 

a way that 

(2.6.12) 
G(O) 

G' (0) 

= e 

= e 

-1 

-1 
• 

For these limit distributions we :find it convenient to 11se the f'oll.owing 

extension of' van Mises' parametrization (see [15]} depending on y. 



(2.6.13) 
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If-~< y < O, then G (x) = y 

( 2 . 6 • 14 ) If y = 0 , then G (x) = y 

(2.6.15) If O < y < 00 , then G (x) = 
y 

- 1 y 

• 

1 

-x) exp(-e 

0 

l.S 

for x < -1/y 

for x > -1/y. 

for all x. 

for x < -1/y 

for x > -1/y • 

a continuo1,1s and non-increasing f\1nction of Y. The defective distributions 

obtajned in (2.6.6) and (2.6.11) now appear as G_00 and G00 respectively. 

It can be seen that for Fe V(GY) with - 00 < Y < 00 a possible choice 

:for the stabilizing constants is 

(2.6. 16) 

b = inf{x· I 1 - F(x) < 1 /n} 
n 

b 00 

1-F(t) n 
1-F(b J t 

b n 
n a = n 

X -b XO 1.-F{ t) 0 n 
1-F(b ) X -t 

b 0 n n 

dt if' XO - 00 -

dt • 1.f X < 00 • 0 

With this choice the limit distribution satisfies (2.6.1'2) i.e. we get a 

distribution ft.1nction from the fa.mi 1y { G } • y 

It is possible to specify a one-to-one correspondence between the dis-
• 

tribution f'1Jnctions with an arbitra:,-y but :fixed finite endpoint and those 

with an infinite endpoint and a.JJ mass concentrated on (0,00 ) in such a way 

that either each of two corresponding distribution fl1nctions belongs to the 

domain of attraction of some (not necessarily the sam~) stable law or both 

do not. This is the content of the next theorem. 

Theorem 2.6.3 
a) Let F be 

Let x 0 be a real n1Jmber. 

a distribution :function with finite endpoint x 0 and ya non-
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positive real nu,rtber. I:f F E * distribution function F defined by 

0 

* F (x) = 

b) Let F be a. distribution :f't1nr:tion with 

concentrated on ( 0 , 00
) and Y a non-negative 

* the distribution :f1.1nction F with endpoint 

* F (x) = 

is in V(G _y). 

F{ 1 ) 
X -X 

0 

1 

for x < 0 

:for x > O 

endpoint at infinity and all mass 

real nurn'ber. If Fe: V(Gy), then 

x0 defined by 

Proof For y ~ 0 the theorem is a simple consequence of theorem 2.3.1 and 

theorem 2.3.2. Hence suppose y = 0. 

a) Suppose F € V(A) and x0 (F) < 00 • We use the representation of theorem 
* 2.5.3 and find for F 

Defining for all x > 0 

* c(x0-1/x) C (x) --

(2.6. 17) * a{x0-1/x) a (x) --
* 2 f (x) - x f(x0-1/x) -

• 
• 

we have 

' 

* * 1 - F (x) = c (x).exp -

- • 

• 

dt 
• 2 

t 

for all x > O. 

• 

+ f'or all X € B . 
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By theorem 2. 5. 3 it is now sufficient to prove 

(2.6. 18) for x -+- 00 • 

By (2.6.17) we have 

d * 

By (2.5.27) the latter te1'tt1 tends to zero f'or x-+- 00 and by de l 'Hopital 's 

r11J e 

2 • 0 for x -+- 00 , 

• 

hence (2.6.18) * is true and F E V(A). 

b) The proof is analogous to that of' pa.t·t a). D 

Remark An alternative way of' stating the result of theorem 2. 6. 3 is the 

following. Suppose that x 1, x2 , x 3 , ••• are independent random va.riables 

and have a common distribution with :finite endpoint x0 • The sequence of 

pa1,tlal maxima of {x } (with a proper nor,1na1 ization) converges weakly if' 
n 

and only if the sequence of pe,1·tial maxjma of' 

1 1 1 , ... 

(with a proper nol'ina,] izat ion) converges weakly. 

2. 7. A SPECIAT, CASE: CONNECTION WITH VON MISES' WORK 

In the sections 2.4 and 2.5 we sta1·ted :f'l:om Gnedenko's results. In 

this section we give a connection with von Mises' work [14]. We show that 

11nder rather mjld conditions on the derivatives of F von Mises' sufficient 

conditions for the domains of attraction are also necessary conditions. 

Theorem 2. 7. 1 Suppose the distribution f11nction F ha.s a positive derivative 

F' for aJJ x larger than some val,ue x2 (hence x0 (F) = oo). 
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a) (R. von Mises) If for some positive a 

(2.7.1) l. . x.F' (x) _ 
1.m 1-F(x) - a.' 

X)OO 

then FE V(4' ). 
a. 

b) If' F' is non-increasing and FE V(t ), then (2.7.1) holds. 
a 

Proof a) Suppose (2.7.1) holds. By a wel.l-known theo:rem on Lebesgue inte­

gration (cf. [15] p. 368) we have 

00 

1 - F(x) = F' (t)dt for all real x. 
X 

By theorem 1.2.1 b) it follows from (2.7.1) that F' is (-a-1)-varying at 

infinity. Hence 1 - F is -0.-va.1'.)ting by lemrna 1.2.2 b). So finally we have 

F € V(~) by theorem 2.3.1. 
a 

' 

b) Suppose F' is non-increasing and F E V ( 4' ) • For all x 
a 

and y with x < y 

and all t with tx > x2 we have 

' 

{1-F(tx)}-{1-F{ty)} _ 
1-F(t) -

X 

y t.F' (~t) _ 
1-F(t) ds -

t.F'(t) 
1-F(t) 

X 

y F' (st) 
F' (t) 

As 1 - Fis -a-varying by theorem 2.3.1, the lefthand side tends to 
-a. -a x - y as t goes to inf'ini ty. The 1.ast integrand is at Inost 1 for 

1 < x < y a.nd so 

ds. 

-a -a . . t . F ' t ( ) 
x - y < lim inf l-F t . y-x for all x,y with 1 < x < y. 

This i tt1plies 

t >oo 

1 . . .s:- t .F' (t,), > 
im ini l-F(t) _a. 

t-l-<X> 

On the other hand, starting with x < y < 1 we obtain 

l . t.F'(t1 □ 
im sup l-F(t ). < a. 

t ► a> 

' 
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Comparison of pa.rt b) of theorem 2. 7. 1 and the le1111,,a on page 

422 of [2] shows that this lemroa could have been used to prove pa1·t b) and 

that (surprisingly) the present proof of pa1·t b) contains a far less compli-

cated proof of this J ern.1na. .. 

Next we state the corresponding theorem for distribution functions in 

vc, ). 
a 

Theorem 2,•1·~ Suppose the distribution fl1nction F has a finite endpoint x0 
ant\ a positive meas11r8.ble derivative F' for all x in some interval ( x 2 ,x0 ) • 

a) If for some positive a 

(2.7.2) 

then F € t>{ 'i' ) • 
a 

(x
0
-x) .F' (x) 

-1-F·(~) = a, 

b) If F' is non-incr·easing and FE V(~ ), then (2.7.2) holds. 
a 

Proof Using theorem 2.6.3 we can reduce the present theorem to theorem 

2.6.1. D 

For distribution :f\1nf!tions in V(A) we have an analogous result. 

Theorem 2.7.3 Suppose the distribution function F has a positive meas11rable 

derivative F' for all x in some interval (x2,x0 ), where x0 is the endpoint 

of F. 

a) If 

(2.7.3) lim g(x) - 1, -
xtxo 

where 
X 

F' (x). O { 1-F(t) }dt 

(2.7.4) g(x) 
)t -- ~- ' . 2 
{1-F(x)} 

for all x < x0 , 

then F e 'O(J\). 
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b) If F' is non-increasing and FE V(A), then (2.7.3) holds. 

Proo:f a) Define the function f by 

X 

O {1-F(t)}dt 

:f(x) = X -1--F(x) for all x < x0 . 

Then we have :for x
2 

< x < x
0 

:f'(x) = - 1 + g(x) 

and by (2.7.3) 

f' (x) ➔ O for x t x
0

• 

As in the part b) >c) of the proof of theorem 2.5.2 we get 

1 - F(x) 

and hence FE V(A) by theorem 2.5.3. 

• exp -
X g(t) 

f(t) dt 

b) Suppose F' is non-increasing and F c V(l\.). We proceed as in the proof' 

of pa,J• t b ) o:f theorem 2. 7. 1 • Take f as in ( 2. 7. 5 ) • Then we have for a.11 x 

and y vith x < y and all t with t + x.f(t) > x 
2 

{1-F(t+xf(t))}-{1-F(tlyf(t))} _ (t) 
1-F(t) - g • 

X 

y F' (t+sf(t) ~ 
F' (t) 

• 

grand in the rightha.nd side is at most 1 for O < x < y and so 

This implies 

e-x - e-y < lim inf g{t) • (y-x) 
t+xo 

for O < x < y. 

ds. 



lim inf g(t) > 1. 
ttxo 
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• On the other hand, sta1·ting with x < y < 0 we obtain 

lim sup g(t) < 1. D 
ttxo 

Now we give the connection with von Mises' result for V(A). 

Tp.eorem 2~1.4. Suppose the distribution flinction F has a negative second 

derivative F" for all x in some interval (x2 ,x0 ), where x0 is the endpoint 

of' F. 

a) (R. von Mises) If 

• 

(2.7.6) ~•• (x). {,l-F~x)} _ - -1, 
. {F' {x) } 2 

then F E tJ(A). 

b) If F'' is non-decreasing a,nrf. F c: V(A), then (2. 7 .6) holds. 

Proof 

F' (x) 

As F" is negative, there 

is continuo11,s and strictly 

0 < F' (x) < 1 

exists an x
3 

with x
2 

< 

decreasing with 

tor .all x with x 3 < x < x0• Hence the f\1nction F
0 

defined by 

0 for x < x3 
(2.7.7} F0(x) --

1 - F' (x) for x > x3 

is a distribution flinction. 

F E V(A). 

b ) By theorem 2 • 7. 3 b ) we have ( 2. 7. 3) • Hence by theorem 2. 5 • 2 it f' ol.l.ows 

that F0 e V(A). Again applying theorem 2.7.3 b) we get (2.7.6). D 
• 
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Rema;rk 2.7.2 Throughout section 2. 7 we may take Radon-Nikodyrn derivatives 

with respect· to Lebesgue-measure instead of ordina1•y derivatives. 

2. 8. ANOTHR;R C .... CTERIZATION OF V(A) 

In section 2.5 we have derived several (closely related) characteriza­

tions of the domain of attraction of A. In this section we give a character­

ization of a somewhat different cha.r~cter. 

Theorem 2.8.1 a) If FE V(A), then for all positive a 

(2.8.1) 

where 
X 

O {1-F(t)} 0 dt 

(2.8.2) X r (x) = ------------
a 1 xo 

{1-F(x)} 0
-. {1-F(t)}dt 

for all x < x
0

• 

X 

b) If for some positive a ;ie 1 equation ( 2. 8. 1 ) holds, then F e V( 1\). 

Proof a) Suppose Fe V(J\). By theorem 2.5.1 

(2.8.3) 

with 

1-F(t+xf(t)) _ 
1-F(t) -

-x 
e 

X 

O { 1-F ( s ) } ds 

f(t) = t 1-F(t) 

As by (2.8.3) for all positive a 

lim 
t+xo 

· {1-F(t+x.f(t))}0 

a -x --------= e 
. { 1-F( t)} a 

for all x € R 

for all t < Xo· 

for all x e IR> 

by theorem 2.4.2 the distribution :function F 
a 

defined by 

F (x) = 1 - {1-F(x)}0 

a. 
for all x < x0 , 
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belongs to V (A) • But then by theorem 2. 5. 1 

* 1-F ( t+x:f (t)} a -x _ _;;;;_ ___ --r-r-- = e 
i-F Ct) 

for all x E R 
a 

with 
X 

O { 1-F(s) } 0 ds 

:r*(t) = __ t _____ _ 
{1-F(t)} 0 

Hence. by lemmne. 2. 4. 2 

a 

This proves (2.8.1) 

b) Suppose ( 2. 8. 1) bolds for some positive a ~ 1 • Then 

(2.8.4) 

(2.8.5) 

those x 

(2.8.6) 

G(x) = 1 - a 

1 
a-1 

• 

:for x t x 0 

X 
for all X < xo· 

{ 1-F(t) }dt 
X 

1 
is differentiable :for a,J most all x < x 0 with :for 

d 1 1 X 

X 
0 {1-F(t)}dt 

= - a-1 --------+ 
XO 

{ 1-F(t) }dt 
X X 

X 
{1-F(x)} O {1-F(t)} 0 dt 

X + ____ ....:,_ _____ -- --XO 2 
{ 1-F(t }}dt 

X 
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1 
a-1 X a 

O· {1-F(t)}adt 
X 

Define the function g by 

(2.8.7) 
{1-G(x)}{1-F(x)}a{1-r (x)} 

g{x) = _________ a. __ 
X 

( a-1 ) • O { 1-F( t)} a. dt 
X 

From (2.8.6) we see that for almost all x < x0 

d 
g{x) = dx G(x). 

for all X < xo· 

Hence, as by ( 2. 8. 5) G is absol.utely continuo1.1s, we mt1st have (cf'. [ 16] 
p. 362) 

(2.8.8) 1 - G(x) = 
XO 

g{t )dt. 
X 

From the definition of g an~ (2.8.1) it follows that 

(2.8.9) 1-G 
, 

• X 
O { 1-F ( t ) } a dt 

for X t x0 • 

X 

• 

By (2.8.5) we have g(x) > 0 for all. x in some interval (½,x0). Hence for 

x > x2 the :function G coincides with a distribution :f11ol'!tion. By corol.laJ"Y 

2.4.3, theorem 2.7.3 and remark 2.7.2 it is then sufficient to show 

g{x). 
X 

O { 1-G(t) }dt 

(2.8.10) X 
➔ 1 

By 1exnrr.a 1 .2. 1 b) we get :from (2. 8. 3) 

X 
O { 1-F(t) }dt 

(2.8.11) X 

X 
O· { 1-G(t) }dt 

X 
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Now ( 2. 8. 1 O) follows fi·om ( 2. 8. 9) , ( 2. 8. 4 ) , ( 2. 8. 11 ) , ( 2. 8. 2) and ( 2. 8. 1 ) • 0 

LAW OF LARGE TIVE STABILITY 

Up to now we only considered non-degenerate ljmit laws for sequences 

of' pa·,·tial ma,xima. In applications degenerate limit laws are important too. 

We begin with the definition of relative stability :for a sequence of maxi ma. 

Detini tion 2. 2. 1 
L M !. 

A distribution f\1nction F is called relatively stable 

(notation F e: RS) if' there exists a sequence {a } 
n 

• • of positive consta,n+,s 

such that 

0 for x < 1 

(2.9.1) lim F11(a x) = 
n-+co n 

1 for x > 1. 

In the :following only distribution f11nctions with endpoint at infinity 

are considered: It is not difficult to see that (2.9. 1) cannot hold if' 

x0 (F) < 0 and that (2.9.1) holds with an = x 0 :for n = 1, 2, ••• i:f 

0 < x0 (F) < 00 • So both cases are 11ninteresting. 

Theo;r~, ?•2• 1 For a distribution :function F with endpoint at infinity the 

following assertions are equivalent. 

a) F e: RS. 

b) (Gnedenko) 1 - F is -oo-vat~ying at infinity. 

c) The integral {1-F(t)}dt is :finite and 
0 

. __ x_· • __ {_1-_F~(=-x "'-) };..._ lJm - - = oo. 
00 

t 

{ 1-F(t) }dt 
X 

Proof' a) b): by lem1tta. 2.2.2 relation (2.9.1) is equivalent with 

limn. {1-F(a x)} = x-~ 
n for x ~ 1. 
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As F has its endpoint at infinity, (2.9.3) for x = • • 2 implies 

lim a = 00 • n n-+oo 

Now by theorem 1.1.3 b) and remark 1.1.1 relation (2.9.3) is equivalent to 

- 00 variation of 1 - Fat infinity. 

b) < ::.~ c): This equivalence is a trivial consequence of theorem 1.3.2 for 

the pa1~ticular case ex = 0. D 

Remark 2.9.1 According ro remarlt 1 .1.1 under the conditions of theorem 

2.9.1 relation (2.9.1) holds if we take 

a = inf{x I 1 - F(x) < 1/n} n f'or n = 1 , 2 , • • • • 

Remark 2.2 .. 2 By partial integration it can be shown that (2.9.1) is 
• 

eg_ttJ valent to 

td.F(t) 
X 

_Co~ll.~ey 2.9.1 (Gnedenko) If F € V(A) and F has its endpoint at infinity, 

then F € RS. 

Proof By theorem 2.5.1 we have 

with 

lim 
t ► 00 

1-F t+x.f t 
1-F t) 

00 

-x = e 

{1-F(s)}ds 

By corolla1-y 2.4.2 then 

f(t) 
t 

for all. x ER 

• 

• 

f'or all. t E IR. 

fort-+ cc. 
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By the,orem 2.9.1 the proof is complete. D 

Sj_milar to what we did in section 2. 7 for non-degenerate limit distri­

butions, we now give a condition for relative stability in ter111s of the 

derivative of F. 

Theorem 2.2.2 Suppose the distribution :f'\,1nction F has its endpoint at in-
• 

finity and a positive derivative F' for all x larger than some value x2 vith 

F' s11rr1ris.b1e on (x2 ,co). 

a) { Gef'froy [ 5 ] ) If 

1 .. x.F' x _ 
im 1-F(x - (X), 

x+«> 

then F e: RS. 

b) If F' is non-increasing and FE: RS, then (2.9.5) holds. 

Pl·oof a) Define the :ft1n~tion b by 

b(x) x.F' x) - ~----; 
1-F x 

f'or all x > x
2

• 

As in the beginning of' the proof of theorem 1.2.1 we get for some positive 

constant c 0 and all x > x
2 

1 - F(x) = c0 • exp -
t 

x2 

Renee for all x. > 0 and all t such that min{t,tx) 

1..;.F tx 
1-F(t = exp -

1 
• s 

• 

> X 
2 

As b(t) + m for t -+ 00 , the righthand side of (2.9.6) tends to x 00 f'or all 

positive x and hence by theorem 2.9.1 we have F e: RS. 

b.) 

. we have 
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{1-F(t)}-{1-F(tx)} _ 
1-F( t). -

1 

X tF' (st 
1-F t 

_ t.F'(t) x F' st' 
F' .t) ds. 

By theorem 2. 9. 1 the function 1 - F is - 00-va.t·ying, hence the lef'thand side 

tends to 1 as t goes to infinity. The last integrand is at most 1 and so 

:for all x > 1 

• • .p t.F' (t) 1 
lim ini l-F(t) > x-i . 

t ➔ oo 

This proves (2.9.5). 0 

Nov we turn to the weak law of large n1.11noers. First we give the defi­

nition of this law for sequences of partial roRJ(ima. 

Definition 2.9.2 A distribution function Fis said to satisfy the weak 
. 00 

law of la~rge nu1nbers (notation F € WLLN) i:f there exists a sequence {bn}n=l 

of real. numbers such that 

lim Fn(x+b) = n n ► 00 

0 f'or x < 0 

1 for x > O. 

In the following we only consider distribution functions with endpoint 

at infinity: For distribution functions with finite • • endpoint x0 equation 

(2.9.7) holds 

~eore~ ,2.9.3 For a distribution :f1.Jnction F with endpoint at infinity the 

following 

a) F € 

assertions are eq1,li valent. 

b) (Gnedenko) For al1 positive x 

c) 

lim 
t-+oo 

The integral 
0 

1-F(t+x), = O 
1-F(t) • 
00 

{1-F(t}}dt is finite an~ 

• 1,7F( x) lim-----:i.--- = ~. 
00 

x-+<io { 1-F(t) }dt 
X 



Proof' We use the fact that F € 

tion G defined by 

0 

(2.9.10) G(x) = 

F(log x) 

120 

if and only if the distribution f1.1nc-

for x < 0 

for x > 0 

is relatively stable. Then the equivalence of the parts a) a,nd b) of the 

present theorem is established by noting that F satisfies (2.9.8) if and 

onl.y if' 1 - G is _oo , va1:ying. To prove the eq1,1i va.l ence of' b) and c) note 

that by theorem 1.3.2 (with a = -1} 1 - G is - 00 va,,·ying i:f and only if 

1-G(x) lim --------- = m. 
00 

X •oo . { 1-G( t)} tit 
t 

X 

This relation is eq,1lval~nt with (2.9.9). D 

Rema.rt 2.9.3 According to remark 2.9.1 under the conditions of' theore,o . ' 

2.9.3 relation (2.9.7) holds if we take 

b = inf{x I 1 - F(x) < 1 /n} for n = 1, 2, • • • • n 

Theo · 2.9.4 Suppose the distribution function F has its endpoint at 

infinity and a positive derivative F' for all x larger than some value x2 
with F' stJn1roable on ( x2 , 00 ) • 

a) ( Gef'froy [ 5 J) If 

then FE: • 

x ► oo 

F' X 

1-F x 

b) If' F' is non-increasing and FE: , then {2.9.11) holds. 

Proof· Define G by (2.9.10). Then (2.9.11) holds for F if and only if 

(2.9.5) holds for G. Using this :fact we can reduce the present theorem to 

theorem 2.9.2. D 
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2 • 1 O. TWO OPEN PRO BI, H:MS 

. . .. 
The results of this work give rise to two problems, one of them being 

of interest from an analytic a.nd the other one :from a probabilistic point 

of view. First we mention the problem suggested by the results of chapter I. 

a. If we look at the three relations which can serve as definitions of 

regular variation (definition 1.1.1, theorem 1.2.1 and theorem 1.2.2), we 

see that for functions U which are suru,riaole on finite intervals the three 

statements are equivalent. 

Even - as is shown in (1] - if we only suppose the functions U to be 

measurable, we have three equivalent statements (cf. remark 1.2~2). If U is 
• . 0 p-va:·~ing with < p < 00 , there exists by corollary 1.2.1 pa:r·L 7 a non-de-

. * creasing U such that 

(2.10.1) * U(x) ~ U (x) f'or x ➔ 00 • 

The extension of reguJ ar variation described in section 1. 5 also con­

tains three relations (definition 1.5.1, theorem 1.5.3 b) and theorem 

1 • 5. 3 c) ) which are par~lel to the three relations for reg11] arly varying 

functions. However here the perfect sy·mmetry of' the previous statements is 

lacking. To deduce (1.5.3) and (1.5.5) of theorem 1.5.3 from definition 

1.5.1 we used the monotonicity of U. On the other hand the relations (1.5.3) 
and (1.5.5) may be fulfilled for :£'unctions U which are not monotone; for 

* such functions ( 1 • 5. 1 ) also holds a.nd there is a non-decreasing :fl,nction U 

such that (2.10.1) holds. This leads to the question whether theorem 1.5.3 

also holds for every function U which is summable on finite intervals (and 

eventually not monotone). Maybe some extra conditions have to be imposed on 

the ~Jnction f. It mjght even be possible to replace the monotonicity 

condition on U by the condition that U is measurable. 

The application in chapter II only conce1·ns monotone f'unctions, so this 

question is only of interest from an ana]ytic point of view. 

An analogous question can be put concerr1ing the auxiliat-y function f. 

In section 2.5 it is proved that (relation (2.5.25)) 



{2.10.2) lim 
t> 

= 1 

• 
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and ( relation ( 2. 5 .. 13) and letritnR. 2. 4. 2) 

(2.10.3) 

where 

(2.10.4) 

X 

f(x) - b(t)dt 
0 

lim b(x) = O. 
x+CID 

:for all x ER 

• 

:for x ➔ co 

1 -The question is whether for functions f which are such that f is s 11rt11nable 

on finite intervals (or simply measur~ble), (2.10.2) and (2.10.3) (together 

with (2.10.4)) are equivalent. It ;.ra.s shown in section 2.5 that (2.10.3) 

( with ( 2 • 1 O • 4 ) ) j 1opli es ( 2 • 1 0 • 2 ) • -

b. For distribution functions in the domain of attraction of one of the 

stable distributions ~a, 'i' a or A, there is a representation in terxos of 

a1ixilia.x".)t· f\1nctions tending to certain lj mi ts for x t x 0 . It is even 

possible to construct a representation of F with the aid of a single 

a11xilj at")' .r,1nction ( remark 2. 3. 2, rema,rk 2. 3. 4 and remark 2. 5 . 1 ) • It seetus 

plausible that the speed of convergence if rl(a x+b ) to the stable law 
n n 

G(x) is conne,cted with the speed of convergence of this auxilj a.1·y fu.nction 

to its lj,mit :for x t x0 • It is not even clear how one should start investi-­

gating this matter. 
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