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CHAPTER 1 

INTRODUCTION 

In this thesis multiple grid methods are studied for solving the 

algebraic systems that occur in numerical methods for Fredholm equations 

of the second kind: 

(I. I) f Kf + g. 

Let g belong to a Banach space X. We assume that the operator K is compact 

from X into X, and that (I.I) has a unique solution f EX. For the descrip­

tion of the multiple grid techniques we use projection methods. Equations 

of the type (I.I) often arise in applications: potential problems, solid 

mechanics, diffraction problems, scattering in quantum mechanics, water 

waves, etc. (cf. [6], [7], [JO], [II]). In the following sections we brief­

ly review the concepts of compactness, projection methods and multiple grid 

methods. 

I. I. COMPACT OPERATORS 

Heuristically speaking, compact operators are op'erat.ors that in general 

possess some kind of "smoothing property". The following definition is bor­

rowed from ATKINSON [3]: 

DEFINITION I.I.I. Let X and Y be Banach spaces. A linear operator K: X + Y 

is called compact if for every bounded sequence {fn} in X, there is a sub­

sequence {fn.} such that {Kfn.} converges in Y. 
J J 

Equivalently, K maps bounded subsets of X into subsets with compact closure 

in Y. 

A simple example of a compact operator is given by the following 

integral operator on X = Y = C[O,1]: 
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( I. 2) 

where 

and 

1 

Kf(x) I k(x,y)f(y)dy, 

0 

1 

sup I !k(x,y)!dy < oo 

0:5:x:5:l O 

lim sup 
o+O 0:5:x:5:l 

1 

f lk(x+o,y) - k(x,y) ldy 

0 

0. 

By the Arzela-Ascoli theorem it follows that K is compact on C[O,l] (cf. [3]). 

A more abstract example is given by Schauder inversion. Let Au= g 

(g belongs to a Banach space Y) be a quasilinear elliptic operator equation 

with: 

Define the linear operator 

for fixed v e: Z, 

where the Banach space Z is a subspace of the Banach space X with Z compact­

ly imbedded in X. If Avu = g has one and only one solution u = Kv satisfying 

the a priori estimate 

\>'g e: Y, 

if llvll X < R, then the non-linear operator K: X + X is compact (cf. [4]). The 

fixed points of 

( I. 3) u = Ku 

coincide with the solutions of Au= g. In this thesis examples will be 

studied that are similar to (1.2) and (1.3). 



1.2. PROJECTION METHODS 

A description of our multiple grid techniques can be given by inter­

polatory projection operators. For the approximate solution of linear or 

nonlinear equations of the type (I.I) or (1.3) projection methods are well­

known. 

3 

Let {XN} be a sequence of finite-dimensional subspaces of X with dimen­

sion N and assume that for every N we have a linear projection operator TN 

which projects X into~- The projection method for solving (I.I) is: 

solve the approximate equation 

( I. 4) 

One can solve (1.4) by reducing it to a Galerkin system (cf. [9]), which is 

a matrix equation of order N of the form 

(1.5) 

On the assumption that (I.I) has a unique solution, it can be proven that 
-I -I 

both (I-TNK) and (IN-KN) exist for N large enough [9]. 

EXAMPLE (Piecewise linear interpolatory projections in C[O,l]). 

Consider (I. I) - (1.2) in X = C[O,I]. Let ITN: 0 = x0 < x 1 < ••• < ~ = I be 

a regular grid on the interval [0,1]. Choose~ to be the space of piece­

wise linear functions on ITN spanned by (u0 ,u1, •.• ,~) with: 

{(x-~_l)/(~-~-1), 

lQ ' 

elsewhere, 

elsewhere, 

xi-I 5 x < xi' 

xi :s;_ x < xi+ I' 
elsewhere, 

for i = l, ••• ,N-1. For the projection operator TN we choose the interpol­

atory operator defined by: 
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N 
TNf(x) = l f(xi)ui(x). 

i=O 

The Galerkin system reads 

(1.6) 

where (KN) .. = / 01 k(x.,y)u.(y)dy, The solution of (1.4) is given by the 
J.J ]. J 

piecewise linear function taking the value f. at x., i = O, ••• ,N, where 
~ ]. ]. 

fN is the solution of (1.6). For other examples of projection methods for 

Fredholm integral equations of the second kind we refer to !KEBE [9]. 

1.3. MULTIPLE GRID METHODS 

The matrix KN is in-general a full matrix, i.e. all elements of~ are 

non-zero. If N is small enough (1.5) can be solved by Gaussian elimination. 

For large values of N iterative methods are needed. In this thesis multiple 

grid methods are applieq in order to solve the large non-sparse system (1.5) 

efficiently. These methods can be seen as an extension of the iterative 

schemes given by BRAKHAGE [5] and ATKINSON [3], who only use two grids (one 

coarse and one fine grid). Multiple grid methods work with a sequence of 

grids of increasing refinement, which are used simultaneously to obtain an 

approximation to (1.4), i.e. to compute efficiently the solution on the 

finest grid. 

Let Np' p 0,1,2, ••• ,i, be an increasing sequence of integers 

(N0 < N1 < ••• < N0 ) and let X be a short notation for XN (f, T and 
N p p p p 

K are similarly defined). In the context of multiple grid iteration the p 
subscript p is called level. We need the following assumption for {X } : 

p 

Suppose we want to solve (1.4) with N Ni, i.e.: 

(I. 7) 

An approximation to fi is obtained by the following iterative process. Let 

the initial guess be zero, i.e. fiO) = 0. Perform the following steps for 

i = l(l)cr: 
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(I.Sa) 

(I.Sb) 

The first step (I.Sa) of this scheme is a Jacobi or Picard iteration; the 

second step is called a coarse grid correction. As is shown in Chapter 2, 

the scheme (1.8) converges if Ni-I is large enough. In order to understand 

the structure of (I.Sb) we first consider the second part of the right-hand 

side. After (I.Sa) the term between braces is equal to the residue of the 

Jacobi iteration: 

Thl.·s res1."due r~i+½) € X0 1.·s proJ·ected h b X d d N N tote su space i-l an we procee 

with solving 

( 1.9) 

We note that this equation is of the same type as (1.7), but all subscripts 

are decreased by I. In a multiple grid method the solution of (1.9) is 

approximated by y steps of the iterative process (1.8), except when it has 

to be solved on the lowest level. In that case the linear system correspond-
(i+l) 

ing to (I-T0K)v0 = T0r 1 2 is solved by some direct method. In Chapter 2 

it is shown that it is sufficient to take y = 2 for the number of iterations. 

The proposed multiple grid method to solve (1.7) is of a recursive 

type. Recursion takes place with respect to the level number p. For the 

precise description of a multiple grid algorithm the programming language 

ALGOL 68 [12] is convenient, because this language can easily handle both 

the recursion mentioned and the data structures that appear in a multiple 

grid algorithm. In order to describe our multiple grid method in a concise, 

modular and readable form we first introduce the following ALGOL-68 proce­

dures in which MODE VEC = REF [] REAL. 
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, PROC solve directly (VEC f,g) VOID: 

# determines the solution of (I -K )f = g 
p p 

by means of Gaussian-elimination#, 

PROC zero (INT p) VEC: 

# delivers the vector corresponding to 

the zero-element of X #, 
p 

PROC restrict (VEC yp) VEC: 

# delivers the vector corresponding to T p-1 
i.e. restrict is a representation of the 

operator TP_ 1: XP + Xp-l #, 

PROC prolongate (VEC y ) VEC: 
p 

# delivers the vector corresponding to Tp+I yp' 

i.e. prolongate is a representation of the 

operator Tp+I: XP + Xp+I #, 

The following ALGO~ 68 program describes our multiple grid process: 

PROC mulgI'id = (INT p,a, VEC f,g) VOID: 

IF p = 0 

THEN solve directly (f,g) 

ELSE TO a 

FI; 

DO f := g+K *f; p 

OD 

VEC residue = g-f+Kp*f; 
VEC v := zero(p-1); 

mulgl'id(p-1,y,v,restrict(residue)); 

f := f + prolongate (v) 

The actual implementation of the procedures zero, prolongate and restrict 

depends on the choice of {X} and the projection operators {T }. Using 
p p 

uniform grids and piecewise linear interpolatory projections in C[O,I], we 

give an implementation in Chapter 3. In [8] HACKBUSCH also studied the 

above multiple grid method for Fredholm integral equations of the second 

kind. In Chapter 2 we intro4uce an alternative multiple grid method, which 

can deal with a larger class of problems than the above method. The 
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implementation of this new method is given in TEXT 3.3.2 (Chapter 3). 

1.4. SCOPE OF THE STUDY 

In this thesis we are concerned mainly with multiple grid methods for 

the fast solution of equations (I.4). In Chapter 2 various multiple grid 

methods arc studied for these equations. For these iterative methods the 

reduction factors, which determine the rate of convergence, are derived 

using the collectively compact operator theory by ANSELONE [I] and ATKINSON 

[3]. Theoretical and numerical investigations show that multiple grid 

methods give the solution of (I.4) in O(N2) operations as N ➔ 00 , whereas 

other iterative schemes take at least O(N2 log N) operations. In practice 

this results in algorithms for the solution of (1.4) that are significant­

ly more efficient than the other schemes. 

For the automatic solution of Fredholm integral equations of the second 

kind a new code, called solve int eq is presented in Chapter 3. The linear 

system obtained from the discretization of the integral equation is 

iteratively solved by a multiple grid method. For a variety of problems the 

performance of solve int eq is compared with Atkinson's program iesimp 

[2]. Using the number of kernel evaluations as a basis for comparison, the 

cost of the new algorithm is about 2/3 the cost of the algorithm iesimp; 

and it appears to be equally well or even more reliable. 

In Chapter 4 we discuss the numerical solution of a two-dimensional 

Dirichlet problem for Laplace's equation. We use the classical approach of 

representation of the solution by means of a doublet distribution on the 

boundary of the domain. From the boundary condition we obtain a Fredholm 

integral equation of the second kind for the doublet· distribution. We 

introduce a multiple grid method which makes use of a sequence of grids, 

that are generated by dividing the boundary into an increasing number of 

smaller and smaller panels. On these grids the doublet distribution is 

assumed to be constant over each panel. Assuming the boundary to satisfy a 

certain smoothness condition we prove that the reduction factor of the mul­

tiple grid process is less than Chl+a, where hand a are a measure of the 

mesh-size and of the smoothness of the boundary, respectively. We illustrate 

this theoretical convergence result with the calculation of potential flow 

around a Karman-Trefftz profile. 

In Chapter 5 we deal with the nonlinear problem concerning the rotating 

flow due to an infinite disk performing torsional oscillations at an angular 
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velocity n sin wt. This problem is described by the Navier-Stokes and 

continuity equations. By means of the Von Karman similarity transformations 

,the equations are reduced to a nonlinear system of parabolic equations with 

periodic conditions in time. Applying these conditions we can reformulate 

the problem as a nonlinear operator equation of the type (1.3). This equa­

tion is solved by a multiple grid method, 

This thesis is based on the following publications of the author: 

[AJ Multiple grid methods for the solution of Fredholm integral equations 

of the second kind. 

This paper has been written jointly with P.W. Hemker and has been 

published in Mathematics of Computation 36 (1981), pp.215-232. 

In fact, Chapter 2 of this thesis is an adapted version of this paper. 

fB1 The automatic solution of Fredholm equations of the second kind. 

This paper will appea:i: .:. •• ;.:-:.r ~T -\M Journal on Scientific and Statis­

tical Computing and is based on Chapter 3. 

[CJ On the regularity of the principal value of the double layer potential. 

This paper contains the theoretical results of Section 4.1, which 

are applied to the aerodynamic problem of calculation of potential 

flow around 2-D bodies. It will appear in the Journal of Engineering 

Mathematics. 

[DJ Analytical and numerical results for the non-stationary rotating 

disk flow. 

In this paper the analytical results of Section 5.2 and the finite 

difference schemes given in Section 5.3 have been published. It has 

appeared in the Journal of Engineering Mathematics 13 (1979), 

pp.173-191. 

[EJ Application of multigrid methods for integral equations to two problems 

from fluid dynamics. 

This paper is based on Section 4.5 and Chapter 5. It was presented at 

the NASA-symposium "Multigrid methods", October 21-22, 1981, Moffett 

Field, California. It has been published in the NASA Conference 

Publication 2202. 
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I I 

CHAPTER 2 

MULTIPLE GRID METHODS FOR THE SOLUTION OF 

FREDHOLM INTEGRAL EQUATIONS OF THE SECOND KIND 

2. I. INTRODUCTION 

Multiple grid methods have been advocated by BRANDT [5,6] for solving 

sparse systems of equations that arise from discretization of partial dif­

ferential equations. Convergence and computational complexity of such multi­

ple grid techniques have been studied since by HACKBUSCH [7,8] and WESSELING 

[12,13]. We intend to show that multiple grid methods can also be used ad­

vantageously for the non-sparse systems that occur in numerical methods for 

integral equations. 

In [10] we have applied the multiple grid technique to the solution of 

Fredholm integral equations of the second kind 

(2. I. I) 

I 

f(x) - f k(x,y)f(y)dy = g(x), 

0 

XE [0,J], 

where g belongs to a Banach space X. At the same time, HACKBUSCH [7] also 

used a multiple grid technique for these problems. Moreover, he gave a proof 

of convergence. In this proof he assumed the operator K, associated with the 

kernel k(x,y) to map from X into a "smooth" subspace·x C x, which has a 

stronger topology. In this chapter, for Hackbusch's method we give another 

proof, which fits into the theoretical framework developed by ANSELONE [I] 

and ATKINSON [2,3] for Fredholm equations. We assume that K is compact from 

X into X. In contrast to Hackbusch's analysis, this approach enables us to 

consider also Nystrom interpolation as a permissible interpolation method. 

In addition, we introduce a new multiple grid method for Fredholm integral 

equations, which can deal with a larger class of problems than the method 

proposed by Hackbusch. 

In 1978 STETTER [II] introduced the Defect Correction Principle for 

the formulation of various iterative methods. We shall apply this principle 
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because it also appears to be an expedient tool to formulate multiple grid 

techniques. 

In Section 2.2 we collect some results from papers by ATKINSON [2,3] 

and PRENTER [9]. In Section 2.3 we cast the iterative schemes of BRAKHAGE 

[4] and ATKINSON [2,3] into the context of the Defect Correction Principle 

and multiple grid iteration. Furthermore we give a proof of convergence 

of the multiple grid schemes with Nystrom interpolation. In Section 2.4 we 

treat other interpolation methods and we extend the iterative schemes of 

Section 2.3 for subspaces X of X of finite dimension N. These schemes are 
p p 

used as a basis for the construction of a general algorithm for the solution 

of Fredholm equations of the second kind. This algorithm is more efficient 

than 

take 

grid 

the algorithms 

0(N3) and 0(N2 
p p 

schemes result 

by BRAKHAGE [4] and ATKINSON [2,3] because these schemes 

log N) operations, respectively, whereas the multiple 
p 

in 0(N2) operations. In Section 2.5 we illustrate the 
p 

theoretical results of the previous sections by some numerical examples and 

we comment on the computational complexity. 

2.2. BASIC ASSUMPTIONS AijD RESULTS 

Equation (2.1.1) can be written symbolically as 

(2. 2. I) Af g, g EX, 

where X is a Banach space and A = I - K, with I the identity operator on X 

and K the linear operator associated with the kernel k(x,y). A is assumed 

to have a bounded inverse on X. We shall discuss the convergence of a 

sequence of approximations to the unique solution of (2.2.1). 

Tp' p 
T f p 

Al. 

Let X, p = 0,1,2, ••• , be finite-dimensional subspaces of X and let 
p 

O, 1,2, ••. , be a bounded projection operator from X onto X, i.e. p 
f for all f EX. We need the following assumptions for {X} and {T }: p p p 

AZ. lim II f-T fll 0 for all f E X. 
p__, p 

LEMMA 2.2.1. 

Cl sug IIT II < CX?. 
p;?; p 



PROOF. The lennna follows from the principle of uniform boundedness, see 

ATKINSON [3], p.18. 0 
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The sequence {X} is 
p 

functions on a sequence of 

thought to be associated with interpolating spline 

partitions {IT} of the interval [0,1] with mesh­
p 

sizes {hp}. We assume that 

{IT} we approximate K by a 
p 

h + 0 asp+ oo. Corresponding with the sequence 
p 

sequence of operators {K }, K: X + X. Analogous 
p p 

to A = I - K, we also write A = I - K • In the context of multiple grid 
p p 

iteration, the subscript pis called level. 

We use the following assumptions on KP, p 

A3. K is a linear operator: X + X. 
p 

0,1,2, .•• , 

A4. {K} is a collectively compact family of operators, i.e., the set 
p 

S = {K f I p 2: 0 and II fll :;; I} has compact closure in X. 
p 

AS. lim II K f-Kfll 
p+oo p 

A6. K = KT • 
p p p 

0 for all f E X. 

LEMMA 2. 2. 2. From the Assumptions A3 - AS follow: 

(i) K is compact; 

(ii) the sequence {K} is uniformly bounded, i.e. c2 = sup 
p p2:0 

IIK II 
p 

< oo; 

(iii) 

(iv) 

lim II (K-K )Mil = 0 for any compact operator M: X+ X; 
p+oo p 
let a = sup su8 II (K-K )K), then lim a = 0. 

p q<!p .Q,;',! q N p+oo p 

PROOF. See ATKINSON [3], p.96 and p.138. 0 

LEMMA 2.2.3. Let the finite dimensional subspace x0 c X be sufficiently 

large (i.e. the mesh--width of the coarsest discretization is sufficiently 

small). From the existence of a bounded inverse of A = I - K and the Assump­

tions A3 - A5 foUow: 
-I 

(i) (I-KP) exists on X for p 2: 

(ii) II f-f II :;; c3 11 Kf-K fll, where f 
p p 

(2.2.2) (I-K )f 
p p 

g. 

PROOF. See ATKINSON [2], p.18. □ 

-I 
0 and c3 = sup II (I-K ) II < oo; 

p2:0 p 
is the solution of (2.2.1) and f 

p of 

The following lennna is a sunnnary of results given by PRENTER [9]. 
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Ll):MMA 2.2.4. From the Assumptions A2-A6 foZZOJ;): 

(i) 

(ii) 

For any compact operator M on X into X: lim 11 (I-T )MIi = O; 
~ p 

if x0 is sufficiently large, then (I-T K )- 1 exists on X for p ~ 0 
-I P P 

and c4 = sup II (I-T K ) II < °"· 
p~O Pp 

Let f be a solution of 
p 

(2.2.3) (I-T K )f p p p T g. 
p 

According to Lemma 2.2.4(ii), f exists and is unique; it follows from 
p 

(2.2.3) that f EX. 
p p 

LEMMA 2.2.5. Let 

then 

b 
p sup sup II (I-Tq)Ktll, 

q~p t~O 

limb 0. 
p-+<><> p 

PROOF. Let'¥= {K f I p ~ 0 and llfll < I}. By Assumption A4, '¥ has compact 
p 

closure in the Banach space X. Referring to Lemma I of ATKINSON [3], p.53, 

the convergence of T f is uniform on compact subsets of X. Then 
p 

sup 11(1-T )zll + 0 for q + 00 

ZE'Y q 

and therefore b + 0 asp+ 00 • D 
p 

LEMMA 2.2.6. Let the subspace x0 c X be sufficiently large; then 

llf -T fll :;; clc411Kf-K fli, p p p 

where f is the solution of (2.2.1). 

PROOF. See PRENTER [9], Theorem 6.3. 0 

As a consequence of Assumption Al, the following lemma is trivial. 

LEMMA 2.2.7. Let q:;; p, i.e. dim(X):;; dim(X ); then 
q p 

T T T • 
p q q 
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2.3. ITERATION SCHEMES WITH NYSTROM INTERPOLATION 

In this section we use the Defect Correction Principle (cf. STETTER 

[II]) to formulate a class of iterative methods for the solution of (2.2.2). 

This equation is written as 

(2. 3. I) 

with A 
p 

A f 
p p g, g E X, 

I-K. The Defect Correction Principle defines the following 
p 

iterative process: 

(2.3.2) lf p,O 

fp,i+I 

0, 

B g +(I-BA )f .. p pp p,i 

Here B denotes some approximate inverse of A, which is bijective and 
p p 

continuous in X. The solution f of (2.3.1) is a fixed point of (2.3.2) and 
p 

(2.3.2) will converge to f if the reduction factor 
p 

II I-B A II < I. 
p p 

Several well-known iterative schemes for solving Fredholm integral 

equations of the second kind can be formulated within this framework. The 

iterative scheme of BRAKHAGE [4] is obtained by taking the following 

approximate inverse 

(2.3.3) I+ (I-K 1)-I K. 
p- p 

Here we notice that the operator (I-K )-I, q ~ 0, as a mapping on X into X 
q 

describes the process of discretization, solution of the discrete problem 

(i.e. the solution of a square linear system) and subsequent Nystrom inter­

polation (see e.g. [JO]). Other kinds of interpolation are treated in the 

next section. 

The second iterative scheme of ATKINSON [2], p.19, arises from 

(2.3.4) 

The reduction factors of the corresponding iterative processes are estimat­

ed in the following theorem. 
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THEOREM 2. 3. I. 

(i) III-B(l)A II -->- 0 as p -->- 00; 
p p 

(ii) III-B(2)AII $ c(x0) as p -->- 00, 
p p 

C(X0) < I for x0 sufficiently large. 

PROOF. (i) Substitution of the explicit expressions for A and B(I) yields: 
p p 

I - {I+ (I-K 1)-I K }(I-K) 
p- p p 

K - (I-K )-I K (I-K) 
p p-1 p p 

-I 
(I-K 1) (K -K 1)K . p- p p- p 

From Lemmas 2.2.2 and 2.2.3 we get the following bound for the norm 

ll(I-K 1)-l(K-K 1)Kll:SC3(a+a 1). 
p- p p- p p p-

(ii) Analogously, we get for B;2) with x0 sufficiently large, 

From Lemma 2.2.2 it follows that C(X0) < I for all sufficiently large x0 . D 

We remark that the approximate inverses B(I) and B( 2) use only two 

levels: B(J) uses the levels p-1 and p, wherea~ B( 2) us~s the levels O and 

p. We nowpintroduce approximate inverses B(3) andpB( 4), which use p+I levels. 
p p 

They are defined recursively as follows: 

{86') -I (I-K0) , 

(2.3.5) 
B (3) Q(3)K I + p I , 2, ..• , 

p p-1 p' 

and 

r6'l (I-K0)-1 

(2.3.6) 
B (4) (4) 

p Qp-l (I-Kp-J+Kp)' p I, 2, .•• , 

with Q(j) 
p ' j 3,4, p 0, I, 2, ... , given by 
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for some positive integer y. From the fact that Q(j) satisfies the equality 
p 

we see that Q(j) is an approximate inverse of A and its application is 
p p 

equivalent to the application of y iteration steps of (2.3.2) with the use 

of the approximate inverse B(j)_ In fact, this is the motivation for this 

definition of Q(j) and it ispthe basis for the actual (recursive) implemen-
p 

tation of the method. 

In the following definition we give a short notation for the reduction 

factor for the various iterative processes. 

DEFINITION. 

I; (j) 
p 

THEOREM 2.3.2. 

j 1,2,3,4. 

PROOF. (i) By definition 

I-B(l) A 
p p 

I - {I+A- 1
1(I-A )}A 

p- p p 

and 

I- B ( 3) A 
p p 

Hence 

:5: III-B(l)A II+ III-B(3)1A 111Y{III-B(l)A II +III-A II}, 
p p p- p- p p p 

i.e. 
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(ii) Similar to the case (i). Now we have 

I - [I- (I-B(4)1A 1)Y]A- 11(A 1 -A +I)A 
p- p- p- p- p p 

Hence 

i.e. 

By Theorem 2.3.1 we know that s(I) + 0 asp+ 00 ; conditions 

to vanish depend on y, II K II and s ( 1) ~ whereas the 

for s (3) 
(4) p 

conditions for sp 
(I) p p 

depend on y ands only. In order 
p 

to study this dependence further we 

prove the following lemma. 

LEMMA 2. 3. 3. Let k E JR and y E JN be 

be a non-increasing sequence with d = 

given, let {v 
V p 

inf ____:J1_ and let 
p vp-1 

If either 

0 < k < d < I and 
(i) 

or 

(ii) 

then a C > 0 exists such that v ~ w ~ Cv. p p p 

vp>O, p= 1,2, ..• } 

{w} be defined by 
p 

d+k 
PROOF. (i) We define c = d-k; then c > and the conditions on {v} are 

p 
written as 

(2.3.7) 

□ 
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and 

(2.3.8) 

We show that the lemma is true for C = l+c. From (2.3.8) we see w1 = v 1 < 

< (l+c)v 1 < I. Now we show by induction that w < (l+c)v < I assuming that 
p p 

wp-l < (l+c)vp-l <I.From (2.3.7) follows 

V 
p-1 k 
V 

p 

c-1 
< -­c+l' 

C 
< -­c+I' 

(l+c)y-l vy-l(v + vp-l k) < ~ 
p-1 p-1 v c+I' 

p 

wY 1(v +k) < (l+c)yvy (v +k) < cv 
p- p p-1 p p' 

w v + wY 1(v +k) < (l+c)v. p p p- p p 

/ k 2 c ' k 
(ii) We assume v 1 < (2d) + (l+c) 2 - 2d for some O < c :,; I and we show 

wp:,; (l+c)vp; then the lemma is proven by taking c =I.For any v E [O,v 1J 

we have 

v 2 + ~v- __ c_ < 0. 
d (l+c)2 

k C 
Hence (l+c)v(v+ d) < l+c· By assumption we know 

Now we show by induction that w < (l+c)v < I, assuming that 
p p 

w l < (l+c)v I< I: p- p-

(l+c)v I (v I+ ~d) < _c_ p- p- l+c' 

C 
< -­l+c' 

y 2,3, •.. , 
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w;_1(1 + :) < c, 
p 

w = v + wy 1(v +k) < (l+c)v. p p p- p p 

THEOREM 2.3.4. Let y ~ 2 and let ~(I) satisfy 
p 

for some O < d <I.Then 

(i) if v 1 :,; 21d{ ✓d2+c~ - c2} with c2 as defined in Lerrma 2.2.2, it follows 

that ~(3):,; 2v, and 

(J.·1.·) .f P I I~ } • -I'.~~ ha (4) 
1, v 1 :,; Zd'vl +d--1 1..t J01,1,01iJS t t ~p :,; 2vp. 

□ 

PROOF. (i) Let {wp}be defined as in Lemma 2.3.3 with k = c2 
it follows from the proof .of Lemma 2.3.3 that 

sut>II K II , then 
p~O p 

w :,; 2v , 
p p 

Therefore we show ~(3):,; w by induction: from the definition of ~(3) we p , p p 
derive 

and by Theorem 2.3.2 

y 
~(3):,; ~(I)+ ~(3) (~(l)+IIKII) :,;v +wY 1(v +C2) =w • 
p p p-1 p p p p- p p 

(ii) Similarly, with {w} defined as in Lemma 2.3.3 with k = I, we prove 
~(4) < w and hence p 
p p 

~(4) < w < 2v. 
p p p 

REMARK. If B(3) is defined with y = I, then a similar proof yields that, 
p 

for any decreasing sequence {v} with 
p 

for which 

V 

inf _L < I, 
p vp-1 

□ 
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we have 

□ 

By f(j) we denote the result of o applications of the Defect Correction 
p,o (' 

Process on level p with approximate inverse BPJ), j = 3,4, when we take zero 

as the initial approximant. 

With the aid of the previous theorem and Lemma 2.2.3 the following 

theorem is immediate. 

THEOREM 2.3.5 (Approximation theorem). Under the hypotheses of Theorem 2.3.4 

the rrrultiple grid process yields approximate solutions for which the follow­

ing error estimate holds: 

j 3,4, 

where f and f are the solutions of (2.2.1) and (2.2.2), respectively. 
p 

PROOF. The proof follows immediately from 

II f-f II + II f -f (j) II • 
P P p,o 

2.4. ITERATION SCHEMES WITH PROJECTION INTO FINITE DIMENSIONAL SUBSPACES 

In this section we expand the technique used in Section 2.3 to find 

the solution in X of the equation (2.2.3): 
p 

(2. 4. I) 

where A p 

A f p p 

I-T K p p 
ciently large such 

Analogous to 

we now introduce: 

g E X , 
p p 

is a mapping on X into X. We assume that XO is suffi-
-I 

that (I - T K ) exists for all p ;:: 0. p p 
the approximate inverse of A in the previous section, 

p 

□ 
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i< 1) I + T A-l T T K 
p p p-1 p-1 pp' 

i<2) I + 
~1 

p TpAO TOTpKp, 

r~3) ~-1 
Ao To, 

~(3) I + T Q( 3)T T K BP p p-1 p-1 p p' 

~1 
Ao To, c•l 

~(4) I - T T T +TQ(4 ~T 1(I-K 1+TK)T, 
p p p-1 p pp- p- p- pp p 

with 

~(j) y-I C) C) 
Qp I (I .:. B J A ) IDjj J , j 3,4, 

m=O P p P 

for some positive integer y. 

The operators B~j), j = 1,2,3,4, are all mappings on X into X. The 

solution f EX of (2.4.1) is approximated by a defect correction process 
p p 

of the form 

(2.4.2) lf p,O 

fp,i+l 

0, 

B g + (I - B A ) f .. pp pp p,i 

We notice that B(l) and B( 3) yield iterative processes that are equivalent 
p p 

respectively with the "One Step Method" and the "Multi Grid Method" discus-

sed in HACKBUSCH [7]. B(2) yields an iterative process analogous to 

Atkinson's method, wher!as B(4) yields a new multiple grid method with bet-
p ~(3) 

ter convergence properties than B • 
p 

Analogously to Section 2.3, but restricting the domain of the operators 

to X , we see that here Q(j): X ➔ X is an approximate inverse of A : X ➔ X 
P PPP PPP 

and the amplification operator on X into X 0f a defect correction step 
~(j) p p 

with Qp is 

Thus, one application of Q(j) is equivalent with they times application of 
p 



B(j) and we may write 
P· 
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The convergence of the process (2.4.2) depends on the Lipschitz constant of 

the operator I - B A as a mapping X ➔ X . Therefore its reduction factor p p p p 
is given by 

II T (I - B A ) II. p p p 

This reduction factor is studied in the remainder of this section. 

THEOREM 2. 4. I • 

(i) IIT (I-B(l)A )II ➔ 0 as p ➔ 00; 

p ~(2)~p 
(ii) IITp<r-B AP)II ~ C(X0) as p -+ 00, C(X0 ) < I for x0 sufficiently large. 

PROOF. (i) Substitution of the explicit expressions for B(I) and A yields, 
p p 

with 'l = p-1 : 

The expression between braces is rewritten as 

Therefore we have 

~ 11T IIIIA 111[11 (I-T )K II + 
p r;, r;, p 

+ IIT 11{11 (I-T )K II + II (I-T )K IIIIK II + r;, p p p r;, p 

+ 11T llll(K-K)K II+ IIT llll(K-K,)K II}]. p p p p ,. p 

Using the lemmas 2.2.1 to 2.2.5 we obtain the proof of (i) by the same 

arguments as used for the proof of lennna 2.3.1. 

(ii) Replace the subscript 'l by O in the first part of the proof. For 
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p -+ oo, U (I-T )K II, II (I-T )K011 and II (K -K)K II vanish, whereas the other terms 
' p p p p p 
tend to a constant value depending on x0 • D 

DEFINITION. n(j) 
p 

THEOREM 2.4.2. 

(i) /3) < /1) 
p p 

(ii) (4) < n (1) 
nP P 

IIT (I - ~B(j)A~ )II . 1 2 3 4 pp p,J=,,,. 

+ II T II IIK II]; 
p p 

+ UT II J. 
p 

PROOF. We use the notation ij) = I- B(j)A , j = 1,3,4. From Assumption A6 
~ p ~(j) . p p 

and the definitions of A and B , J = 1,3,4, it is clear that: p p 

and 

Hence 

and also 

TA p p 
~ = A T , p p 

T M(j) = M(j)T J. 
pp p , p' 

[ I - M (j ) y ]A 1 • 
p p 

1,3,4. 

1,3,4, 

(i) From the definition of B(I) we get, with R, = p-1: 
p 

M( 1) I-A-TA 1TTKA =TK -TA, 1T,TKA 
P P P R_ R_ P P P P P P N N P P P 

. ~1 ~-1 
Use lemma 2.2.7 and the relation AR, TR,= TR,AR, to prove that 

These relations are used to prove that 

i 3) = I - {I+ T (I-M( 3) y )A 1T T K }A 
p p R, R, R, p p p 

= M< 1) + T M( 3)YA 1T T KA 
p p R, R, R, p p p 

=M( 1) +TM(3)\TK -M( 1)). 
p p.R, pp p 



It is easily verified that M(J) 
p 

Lemma 2.2.7 we get 

Hence 

T ii) and i 3) 
p p p 

T M( 3). By means of 
p p 

(ii) I - {I-T T,T + T (I-M~ 4)\(1T,(A,+T K )T }A 
P k P P N N N k P P P P 

()) (4)y ~-) ~ 
= Mp + TpMt Tt(I+At TiTlP)APTP. 

From this expression we conclude that M( 4) 

2.2.7 we obtain TpMi4) = Mi4) and p 

Hence 

M( 4)T. Using Lemma 
p p 
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□ 

THEOREM 2.4.3. Let y ~ 2 and let n;J) satisfy n;J) 

0 < d < I; then 

~ V 
p 

p-1 
d v 1, for some 

(i) if v 1 ~ 21d{ ✓d2+CyC~ - c1c2}, it foUows that n; 3) ~ 2vp, and 

(ii) if v 1 ~ }d{fci"2+"c"y- c1}, it foU01JJs that n;4) ~ 2vp, 

where c1 and c2 are defined as in Section 2.2. 

PROOF. (i) Use Lemma 2.3.3 with k = c1c2 and Theorem 2.4.2. 

(ii) Analogously with k = c1• D 

By f(j) we denote the result of cr applications of the Defect Correction 

Process o~'1evel p with approximate inverse B;j), j = 1,3,4, when we take 

zero as the initial approximant. 

THEOREM 2.4.4 (Approximation theorem). Und.er the hypotheses of Theorem 2.4.3 

the multiple grid process yields f(j), for which the following error esti-
P ,a 

mates hold: 
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where f and f are the solutions of (2.2.1) and (2.2.3), respectively. 
p 

PROOF. For j = 1,3,4 we have 

II f-f(j)II :,; II f-T fll + II T f-f II + II f -f (j) II 
P 'cr p P p p p,cr 

and the proof follows from Leim!la 2.2.6 and Theorem 2.4.3. D 

We notice that the usual discretization methods easily satisfy the 

first condition of Theorem 2.4.3 as is illustrated in Section 2.5. The other 

condition of Theorem 2.4.3, which requires an upperbound on v 1, is essen­

tially a requirement on the coarsest discretization used in the multiple 

grid algorithm. This condition is also discussed in the next section. 

2.5. NUMERICAL RESULTS 

In this section we illustrate the theoretical convergence results from 

the previous sections and we make some remarks about the computational com­

plexity of the various methods. We shall only show numerical results obtain­

ed with the methods that appear to be the most efficient. These methods are 

defined by the approximate inverses B( 2) (Atkinson's method), B( 3) 
~(4) p p 

(Hackbusch's method) and B (a new method with better convergence proper-
p 

ties). 

As an example, the integral equation 

(2.5.1) 

I 

f(x) - A I cos(Tixy)f(y)dy 

0 

g(x) 

is solved for various values of the parameter A (cf. HACKBUSCH [7] who gives 

results for the same equation); g(x) is chosen such that 

The operators K are defined by means of the repeated trapezoidal rule: p 
N 

K f(x) = { w.k(x,x.)f(x.), 
p j=O J J J 

where the nodal points {xj} are uniformly distributed (xO = O, xN = I and 
p -I 

the weights {w.} are given by {!h ,h ,h , ••• ,h ,½h }, with h (N) . The 
J p p p p p p p 



projection operators are defined by piecewise linear interpolation at the 

nodal points {x.}. The 
J 

various grid-levels are related by N 
p 2N l p-
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For the operators {K} and {T} we know (cf. ATKINSON [3] and PRENTER 
p p 

[9]) that, if f is the solution of (2.5. 1): 

(2.5.2) IIK f-Kfll 0 (h 2), p p 

(2.5.3) IIT f-f II = 0(h2), p p 

(2.5.4) a O(h2) p p 

and 

(2.5.5) b O(h2) for p ➔ 00 , 
p p 

with a and b defined as in Lemmas 2.2.2 and 2.2.5, respectively. Using 
p p 

these estimates, we easily derive (see the proof of Theorem 2.4. 1) 

:,; V 
p 

Ch2 
p-1 

Because the successive mesh-sizes are related by h 
p 

(2.5.6) :,; V 
p 

Comparing this expression with the assumption on 

see that d = 1/4. In the same theorem conditions 

h 2-p we have 
0 

Theorem 2.4.3 we 

are formulated 

for the multiple grid methods to converge. Comparing these conditions we 

conclude that the condition on n~l) in the process defined by B(4) is 

independent of c2 = sup IIK 11, whereas in the process defined byPB(3) the 
p~O P P 

condition on nfJ) becomes stronger as sup IIK II increases. In Figure 2. 1 
p~O P ~(3) ~(4) 

we sketch the regions of convergence induced by B and B as derived 
p p 

from Theorem 2.4.3 with d = 1/4 and y = 2. 

Hence, from Theorem 2.4.3 one may expect that both multiple grid 

methods yield similar results as II KIi ~ 1 whereas they differ for II KIi » 1. 

For the integral equation (2.5.1) IIKII » 1 holds for \ » I. 

In Tables 2.5.1 - 2.5.3 we give the observed reduction factor 

n (N · N ) = [ II f f II / II f f II] 1 / i p' 0 p,i+l- p,i p,1- p,O ' 

for the iterative methods defined by B(2) ](3) and B(4), respectively, 
p ' p p 
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0.5 

l 

~ 

0 sup IIK II 
pe:O p 

0 sup II K II 
pe:O P 

Figure 2.1. The multiple grid convergence regions. 

The coarsest grid reduction factor n 1 versus 

c2 = sup II K II ; CI = sup II T II • 
pe:O P pe:O P 

with y = 2. The dependence of n(Np;NO) on 

in the finest grid, and on NO, the number 

The value of i is suitably chosen and II • II 

N, the number of mesh intervals 
p 

in the coarsest grid, is shown. 

denotes the maximum norm. From 

Table 2.5.1 we see that the reduction factors of Atkinson's method tend to 

a constant value as Np+ 00 • As was expected, it decreases as NO increases. 

In the case of convergence, the Tables 2.5.2 and 2.5.3 asymptotically 

show similar results. However for larger values of A the new multiple grid 

method needs fewer subintervals in the coarsest grid. The quotients 

n(Np;NO)/n(NP_ 1;NO) approximate the valued= 1/4, which is in agreement 

with the theory. 
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4 

8 
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64 
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2 4 8 16 32 

.23 10-1 

.28 10- 1 .5810-2 

.30 10-1 .7210-2 .15 10-2 

. 30 10- 1 .7610-2 .1810-2 .38 10-3 

.30 10- 1 .78 10-2 .19 10-2 .47 10-3 .83 10-4 

.30 10- 1 • 78 10-2 .19 10-2 .52 10-3 .10 10-3 

.1110+1 

.16 10+1 .18 10° 

.1710+1 .2210° .3610-l 

.1710+1 .23 10° .45 10- 1 .86 10-2 

. 17 10 +l . 24 10° .48 10- 1 .1110- 1 .21 10-2 

.1710+ 1 .24 10° .48 10-1 .1110- 1 . 27 10-2 

.64 10+1 

.11 10+2 .1410+1 

.14 10+2 .1610+1 . 40 10° 

.15 10+2 .16 10+1 .42 10° . 99 10- 1 

.15 10+2 .16 10+1 . 45 10° .15 10° . 33 10- 1 

.15 10+2 .16 10+1 .49 10° .16 10° .41 10- 1 

Table 2.5.1. Reduction factors for the two-grid method 

defined by B( 2) (Atkinson's method). 
p 

29 

64 

.24 10-4 ! 
i 

I 

.38 10-3 

.68 10-2 
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;\ t 
4 

8 

1 16 

32 
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I 4 
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10 16 

32 

64 

128 

4 

8 

100 16 

32 

64 

128 

2 4 8 16 32 64 

.31 10- 1 

.98 10-2 .9410-2 

.24 10-2 .24 10-2 .23 10-2 

.62 10-3 .62 10-3 .62 10-3 .62 10-3 

.1410-3 .14 10- 3 .14 10-3 .14 10-3 .1410-3 

.3510-4 .35 10-4 .35 10-4 . 35 10-4 .34 10-4 . 35 10-4 

. 32 10° 

.12 10+1 .10 10° 

.42 10+ 1 .12 10° .25 10~1' 

.2010+3 .18 10- 1 .13 10- 1 .62 10-2 

.23 10+6 .91 10-2 .24 10-2 .23 10-2 .19 10-2 

.4010+12 .46 10-3 .57 10-3 .52 10-3 . 53 10 
-3 

. 51 10 
-3 

.43 10+1 

.11 10+4 .1i10+1 

.66 10+7 .7710+2 . 29 10° 

.17 10+ 17 . 79 10+4 .51 10+1 .10 10° 

.82 10+34 .46 lO+ll .15 10+3 . 33 10° .2910-l 

.80 10+70 .86 10+23 .96 10+7 .43 10° .2410-l .85 10-2 

Table 2.5.2. Reduction factors for the multiple grid method 

defined by B(3) (Hackbusch's method). 
p 
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32 
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128 
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64 

128 

2 4 8 16 32 64 

.31 10- 1 

.9510-2 .94 10-2 

.2310-2 .2310-2 .23 10-2 

.62 10-3 .62 10-3 .62 10-3 .62 10-3 

.1410-3 .14 10-3 .1410- 3 .1410-3 .14 10-3 

.3510-4 .3410-4 . 34 10-4 .35 10-4 .35 10-4 .35 10-4 

.32 10° 

.18 10° .10 10° 

.40 10- 1 .12 10- 1 .25 10-1 

. 70 10-2 .69 10-2 .60 10-2 .62 10-2 

.19 10-2 .19 10-2 .19 10-2 .19 10-2 .19 10-2 

.so 10-3 .50 10-3 .50 10-3 .50 10-3 .5010-3 .51 10-3 

.43 10+1 

.7210+1 .11 10~1 

.30 10+2 .11 10+1 . 29 10° 

.13 10 +4 .1310+1 . 20 10° .10 10° 

.1710+7 .16 10+1 .41 10-1 .3610-l .29 10- 1 

.29 10+13 .26 10+ 1 . 75 10-2 .94 10-2 .10 10-1 .85 10-2 

Table 2.5.3. Reduction factors for the multiple grid method 

defined by B(4). 
p 

31 
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Using (2.5.2), (2.5.3) and (2.5.6) for the approximation errors we 

conclude from Theorem 2.4.4 that for the multiple grid methods cr = 2 itera­

tion steps are sufficient to get an iteration error which is of the same 

order of magnitude as the approximation errors II f-T fll and IIKf-K fll. Of 
p p 

course, this is not the case with Atkinson's method for which one has to 

perform O(log N) iteration steps. That these asymptotic argument holds 
p 

already for relatively small N is shown in the Tables 2.5.4- 2.5.5, where p 
we compare the approximation errors with the iteration error after cr = 2 

iteration steps. 

>, N B(2) B<3 > B<4l 
p p p p 

1 4 .0046 .0018 .0018 

8 .0267 .0003 .0003 

16 .1162 .0001 .0001 

32 .4743 .0000 .0000 

64 .0930 .0000 .0000 

128 5.6378 .0000 .0000 

10 4 - 3.3089 3.3089 

8 - - .0568 

16 - - .3899 

32 - - .0694 

64 - - .0194 

128 - - .0050 

Table 2.5.4. The ratio: iteration error after 2 sweeps/ 

approximation errors, 

i.e. 
llf 2-f II 

p, P,"" 

II f-f II 
P,"" 

Number of subintervals: N0 = 2 (a divergent itera­

tion process is denoted by-). 



A N B (2) B(3> B(4l 
p p p p 

1 16 .0003 .0001 .0001 

32 .0017 .0000 .0000 

64 .0075 .0000 .0000 

128 .0306 .0000 .0000 

10 16 .0936 .3202 .3202 

32 

I 
.6088 .2000 .0692 

I 
64 2.7111 .0341 .0194 

128 11.1310 .0056 .0050 

100 16 91.0760 34.0160 34.0160 

32 563.4392 - 34.7089 

64 2480.5082 - 24.3138 

128 > 104 - 0.1220 

Table 2.5.5. The ratio: iteration error after 2 sweeps/ 

approximation errors. 

As Table 2.5.4, but with NO 8. 
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We conclude this section with some remarks about the asymptotic compu­

tational complexity. It is our purpose to establish the fast convergence of 

the multiple grid methods rather than to construct efficient computer codes. 

Therefore, in our implementation kernel-functions are re-evaluated whenever 

they are used. Then, the number of kernel evaluations is equal to the number 

of multiplications involved in the matrix* vector computations defining the 

operation counts. The overhead costs (a.o. arithmetic operations used for 

the interaction between the grids) are neglected. Asymptotically for N ->- 00 , 
p 

the operation counts per iteration for the various approximate inverses are: 

B (I): 2 i3O): 2 
3.25 N, 2.5 N, p p p p 

B (2): 2 N2 i3<2): 2 N2 
p p' p p' 

B (3): 2 N2 2log Np' 
i3(3): 3 N2 

p p p p' 
B(4): 2.5 N2 2 B(4): 3.5 N2. log N ' p p p p p 
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Here we ignored the direct solution on the coarsest grid and we applied the 

multiple grid methods with y = 2 on all levels. 

NOTE. The number of kernel-function evaluations is N2 in the linear case 
p 

when they are computed once and stored. However, for large values of N one 
p 

may need external devices and the efficiency of the multiple grid algorithms 

may depend on the I/0-facilities of the computer system. In the nonlinear 

case or in the case when kernel-functions are re-evaluated whenever they 

are used, the number of kernel-function evaluations per iteration is equal 

to the number of multiplications given in the table above. 

Asymptotically all methods need only two iterations to obtain a result 

of the order of the truncation error, except the methods with B( 2) and B( 2) 

which need O(log N) sweeps. For the methods with B(l) and B(l)pthe coar~est 
p p p 

grid still has N /2 mesh-intervals; on this grid the problem is solved by a p 
direct method (e.g. Gauss-elimination) and therefore we have to add iz N; to 

the total computational complexity. Thus, for the total amount of asyrrrptotic 

corrrputational work we get the following table: 

B (I): I 3 6.5 N2 B(l)._!_N3 2 
12 Np+ +SN, p p' p • 12 p p 

B (2): g N3 + 0(N2 log Np)' 
B(2). g N3 2 

p . 3 0 + O(N logN ), p 3 0 p p p 
B (3): ~ N~ + 4N; 210g Np, B(3) · g N3 + 6N2 

p p . 3 0 p' 
B (4): g N3 + SN2 2 

Np' 
B(4). g N3 + 7N2• p 3 0 p log p • 3 0 p 

From these tables we see that the multiple grid methods become cheaper than 

Atkinson's method whenever the latter needs more than three iterations. 

In order to get an impression of the qualities of the various methods 

we suggest to measure by experiments the following ratio (which shows the 

amount of computational work per digit accuracy obtained): 

K cr 

Number of multiplications to obtain f 
P' cr 

For the multiple grid methods we choose cr = 2 because their reduction fac­

tors tend to zero as N + oo. For Atkinson's method we determine cr such that 
p 

K is minimal. Better methods are now characterized by a smaller K. cr cr 
Table 2.5.6 shows for .the multiple grid methods that small values of 

N0 are more efficient as long as the process converges. However, within a 



reasonable range of small N0 , it seems not worthwhile to determine an 

optimal N0• 

NO 8 16 32 64 
--· 

B(2) 7.55 
p 

(11) 3.46 (5) 2.73 (3) 6.20 (2) 

B(3l - -8.42 (2) 2.97 (2) 5.95 (2) 
p 

ii(4l 2.00 (2) 1. 86 (2) 2.20 (2) 6.10 (2) 
p 

Table 2.5.6. For problem (2.5.1) with A= 100 and N = 128 
p 

the experimental ratios K0 , where o is given 

between parentheses; for this problem 

lOlogllf-1 II = -3.5. 
P,"' 

The asymptotic work estimates and the convergence property discussed 

in Section 2.4 lead us to prefer B(3) for IIKII ~ 1 and B(4) for IIKII » 1. 
p p 
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Finally, we remark that the same multiple grid techniques can be applied to 

nonlinear problems and the structure of multiple grid algorithms yields 

estimates for the approximation and truncation errors in a natural way. All 

these features together can be used to construct an automatic program for 

solving Fredholm integral equations of the second kind. In Chapter 3 such 

a program is constructed. 
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CHAPTER 3 

AUTOMATIC NUMERICAL SOLUTION OF 

FREDHOLM INTEGRAL EQUATIONS OF THE SECOND KIND 

3. I. INTRODUCTION 

In this chapter we describe an algorithm for the automatic numerical 

solution of Fredholm integral equations of the second kind: 

(3.1.1) 

b 

f(x) - J k(x,y)f(y)dy = g(x), 

a 

x E [a,b]. 
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The algorithm is an improvement of Atkinson's automatic program iesirrrp [3] 

in the sense that a new iterative method is used for the solution of the 

system of equations that arises from the approximation of (3.1.1). Our 

iterative methods are multiple grid methods that work with a sequence of 

grids of decreasing mesh-size. These grids are used simultaneously to ob­

tain an approximation to the continuous problem (3.1.1). The multiple grid 

methods used can be seen as extensions of Atkinson's iterative scheme, that 

uses only two grids: a coarse and a fine grid. Convergence and computational 

complexity of the multiple grid methods have been studied in Chapter 2. The 

program has been written in the algorithmic language ALGOL 68, because in 

this language we can easily and efficiently handle the. data structures and 

the recursive procedures that appear in multiple grid methods. 

In Chapter 2 a description of our multiple grid methods has been given 

by means of collectively compact operators and interpolatory projections 

onto subspaces of piecewise continuous functions. In Section 3.2 some 

relevant results are recollected. Based on the theoretical foundation of 

Section 3.2, the program for the automatic solution of Fredholm equations, 

solve int eq, is described in Section 3.3. Numerical examples illustrating 

the method are given in Section 3.4, where comparisons are made with 

Atkinson's automatic program iesirrrp. Further applications of solve int eq 

are described in Chapters 4 and 5. 
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3,2. THEORETICAL FOUNDATIONS 

In this section we write equation (3. I.I) in operator notation as 

follows: 

(3. 2. I) (I-K)f g, g EX, 

where Xis a Banach space and K: X + X the linear operator associated with 

the kernel k(x,y). It is assumed that (I-K) has a bounded inverse on X. We 

approximate the solution of (3.2.1) by a sequence of interpolating spline 

functions fp with knots at the points GP = { ti ! a = t 0 < t 1 ... < tNP = b}, 

The grids {Gp}, p 0,1,2, .•. ,.11,, are constructed such that G0 cG1 c ... cG.11,. 

Leth be a measure of the mesh-size defined by: p 

h 
p 

rnax 
i 

In our algorithm we take the sequence of grids {G} uniform with N 
p p 

so that 

B!. h 
p 

Let Xp, p = 0,1,2, •.• ,.11, be the finite-dimensional subspaces of interpolating 

spline functions on G and let T, p = 0,1,2, .•• ,.11, be the corresponding 
p p 

interpolating operators. With this choice of {X} and {T} the Assumptions 
p p 

Al -A2 of Section 2.2 are satisfied. As in Section 2.2 we approximate K by 

a sequence of approximating operators {K }, K: X ➔ X, satisfying the 
p p 

Assumptions A3 - AS of Section 2. 2. Moreover, we make some assumptions about 

the smoothing properties of {K} and the order of approximation of the p 
operators {K} and {T }. Let S be the following subset of X: 

p p 

S = {K f J p ~ 0 and llfll $ I}. p 

By Assumption A4 this set has compact closure in X. In this chapter we take 

the stronger assumption that the functions in Sare sufficiently smooth. 

Furthermore, for p + 00 we assume: 

B2. sup II (K-K )fll $ c1 hap' a > 0, 
fES P 

B3. ~~~ II (I-Tp)fll $ c2 h!, S > O. 
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The constants a and Sare associated with the order of the integration rule 

(e.g. trapezoidal rule) and of the interpolating spline function. These 

assumptions are illustrated by the following examples. Let X be the Banach 

space C[a,b] of continuous functions, provided with the supremum norm. 

Assume that the kernel function k(x,y) is twice continuous differentiable 

with respect to x. For this class of kernel functions the Assumptions B2 

and B3 can be verified for the following example. 

EXAMPLE I. The operator K is defined by the repeated trapezoidal rule and 
p 

the operator T by continuous, piecewise linear interpolation. In this case 
p 

a= S = 2. 

Analogously we obtain the following example if k(x,y) is four times 

continuously differentiable with respect to x. 

EXAMPLE 2. K is defined by the repeated Simpson rule and T by continuous, 
p p 

piecewise cubic interpolation. In this case a= S = 4. 

EXAMPLE 3. Finite element methods for integral equations from potential 

theory. Let D be a simply connected finite plane region bounded by a smooth 

contour S with continuous curvature. Sis given by the parametric equations 

x = X(s), y = Y(s), s E [0,1]. The kernel function is given by 

k(s,t) I d (Y(t) - Y(s)) 
- :;; dt arctan X(t) - X(s) . 

For the interpolating spline functions we take the piecewise constant func­

tions (i.e. step-functions). The space X must be chosen such that for each 

Nit contains this class of functions. Furthermore, pointwise operations 

should be defined on X. Therefore we choose X to be the Banach space of 

regulated functions (see Section 4.2), provided with the essential supremum 

norm. The operator T is defined by piecewise constant interpolation at the 
p 

midpoints. For this particular example it is not necessary to approximate 

the integral operator because T Kf (f EX) can be computed analytically. p p p p 
However, the theoretical results of Chapter 2 apply if K is defined by KT. 

p p 
From the results given in Chapter 4 it follows that a= I +p, where pis a 

measure for the smoothness of S (O < p < I) and S = I. 

For these examples we obtain the following estimates for a and b, 
p p 

which were defined in Lennna 2.2.2 and 2.2.5, respectively. 
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Example I: a O(h2) b 0(h2). p p p p 

Example 2: a 0(h4) b O(h 4). p p p p 

Example 3: a O(hl+p) b O(h ). p p ' p p 

On level p we wish to approximate the solution of equation (3.2.1) by: 

(3.2.2) '.AI Tpg' f E Xp, p p p 

where A I - TPKP. We assume that the mesh-size h0 is sufficiently small 
p ~-1 

such that A exists for all p ~ O. If the forcing-function g(x) is suf­
p 

ficiently differentiable such that ll(K-K )gll s c3 h0 , it follows from 
a p p 

Assumption B2 that II (K-K ) fll s c4h • From Lennna 2. 2. 6 we deduce: p p 

(3.2.3) IIT f-f II s c5 11 (K-K )fll p p p for p + oo. 

In solve int eq we use this asymptotic behaviour of the error to extra­

polate and predict the size of the error for small values of h • p 
The solution f EX of (3.2.2) is approximated by the defect correc-

tion process given ~y (2:4.2). We notice that the approximate inverse B(l) 
p 

is only of theoretical value, since the dimension of the matrix correspond-

ing to A 1T· 1 tends to infinity asp ➔ 00 • Furthermore, in Section 2.5 it p- p-
has been demonstrated that B~4) yields a multiple grid method with better 

convergence properties than B(3) if the integral operator has a large p . 
value for IIKII. Therefore, in our code we apply the approximate inverse B(4) 

rather than B(3)_ Defining the reduction factor n(j) as in Section 2.4, P 
p p 

we obtain: 

THEOREM 3.2.1. 
(i) (1) s C hmin(a,6). 

nP 6 P , 

(ii) (4) s n(J) + n(4)\n(l) + IIT II]. 
np P P P P 

PROOF. See Theorems 2.4.J and 2.4.2. D 

Based on part (i) of this theorem, the Defect Correction Process 

induced by B(l) can be expected to have a geometric reduction factor, i.e. 
p 

llf . 1 -fll/llf .-fll + p,1+ p p,1 p vp, as i + oo. 
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By Assumption Bl it follows that v = v dp-l with d = 2-min(a,B). 
. p I 

The multiple grid process is constructed in such a way that Bil) 
As a consequence the reduction factor of the multiple grid process depends 

on the magnitude of v 1, y and IITPII. This dependence is analysed by means of 

the sequence {w} defined by: 
p 

(3.2.4) 

where C 

(3. 2.5) 

V p 

v + w y 1 (v +C), 
p p- p 

p > I, 

;~g IITPII. From Theorem 2.4.3 it follows that n?) ::; 

vi< !{/i + (~)2 - ~}· 

2v 
p 

if 

Ford= 1/4 the multiple grid convergence region has been given in Figure 

2.1. For other values of d the required upper bounds are given in Table 

3. 2. I. 

~ .I 6 24 

1/16 1.56(-2) 2.60(-3) 6 .51 (-4) 

1/4 6.16(-2) 1.04(-2) 2.60(-3) 

1/2 I. I 8 (-1) 2.08(-2) 5.21 (-3) 

Table 3.2.1. Upper bounds on v 1 
to obtain w :::: 2v, with y 2. 

p p 

On the coarsest grid the system of equations is solved by Gaussian-elimina­

tion. The available storage space of the computer yields an upper bound for 

N0 (the number of mesh-intervals of the coarsest grid). The upper bounds on 

v 1 are essentially the requirement of "a fine enough mesh" in the coarsest 

discretization of the multiple grid algorithm, i.e. condition (3.2.5) yields 

a lower bound for N0 • In practice, (3.2.5) is not usable because the 

required number of mesh-intervals of the coarsest grid (N0) often exceeds 

the upper bound. Therefore, in solve int eq (3.2.5) is replaced by the 

weaker condition that two multiple grid iterations must have the same 

reduction factor as one application of (2.4.2) with approximate inverse B(l): 
p 

(3.2.6) p = 1,2, ••• ,JI,. 
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In Table 3.2.2 we give th~ resulting upper bounds on vI' which have been 

obtained numerically as follows. Define the function 

with i sufficiently large, and solve F(v1) 0 by means of bisection. 

~ I 6 24 

1/16 3.51 - I 9.11 - 2 2.81 - 2 

1/4 4.47- I I. 17- I 3.27 - 2 

1/2 4. 34- I I. IO- I 2. 93- 2 

Table 3.2.2. Upper bounds on v 1 
to obtain w! s vp, with y 2. 

Comparing Tables 3.2.1 and 3.2.2 we conclude that (3.2.6) yields larger 

values for the upper bounds on v 1 than (3.2.5). Hence, Condition (3.2.6) 

requires a smaller number of mesh-intervals on the coarsest grid, so that 

a more robust algorithm is obtained. Without danger of confusion we further 

usen forn(4)_ 
p p 
In solve int eq we start on some coarse grid and we estimate v 1• 

A test is made to check whether (3.2.6) is satisfied. The constant w 
p 

(p > I) follows from (3.2.4) as soon as v 1 has been determined. Since 

n s w it follows that p p 

(3. 2. 7) llf . 1-111 p,1.+ p swllf .-fL p p,1. p 

After a iterations the multiple grid process yields an approximate 

solution f for which the following error estimate holds: 
p,a 

(3.2.8) IIT f-f II 
P p,cr 

sllTf-fll+llf -fll. 
P P p,cr P 

In our code solve int eq we determine the integers panda in an automatic 

way such that II T f-f II is less than a prescribed value tol. This is P p,cr 
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achieved by estimating the errors on the right-hand side of (3.2.8). 

Asymptotically for p ➔ 00 , Condition (3.2.6) ensures that only two multiple 

grid iterations yield a result of the order of the approximation error 

IIT f-f II. On the lower levels (i.e. small p) we determine a such that 
p p 

(3.2.9) II f -f II s; 
p,o P 

0. I * II T f-f II, 
p p 

i.e. the iteration error must be less than the approximation error. 

3.3. AUTOMATIC PROGRAM 

In this section we describe our code soive int eq, a program for the 

automatic solution of the Fredholm equation (3.1.1). Like Atkinson's program 

iesirrrp the procedure is divided into two stages. In stage A we determine the 

coarsest mesh-width h0 by means of (2.4.2) with the approximate inverse :sf). 
The reduction factor v 1 is estimated by 

with f 1 O 
' If the reduction factor v 1 appears sufficiently small such that 

2 w < v, then stage Bis entered. Otherwise, the number of points N0 is 
p p 

doubled. In stage B the number of levels is increasec until the predicted 

error estimate for II T f-f II is less than toZ. The reduction factor of the 
P p,o 

multiple grid process is estimated by w (3.2.4) and the previously deter­
p 

mined value of v 1. Using (3.2.7) we estimate the iteration error by 

(3. 3. I) llf -f II s; w /(1-w )llf -f 111. p,o p p p p,o p,o-

As the number of levels increases we are able to estimate the ratio 

r=IITf-fll/llT 1f-f 111. p p p- p-

Asymptotically for p ➔ 00 , this ratio approximates the value 2-a; see 

Assumption Bl and (3.2.3). In this chapter we only apply multiple grid 

methods to approximating operators K with a> I. Hence, the ratio r must 
p 

be less than 0.5. Initially we set r = 0.5 and we compute the above ratio 

by 
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( ( IIT 1f -f 1H )) -a. p- p p-
r= min O.5,max 2 , -~-~-~--

IIT 2f 1-f 211 p- p- p-

Using this value of r we estimate the approximation error by: 

(3.3.2) IIT f-f II 
p p 

~ r/(1-r)IIT 1f -f 111. p- p,cr p-

The error estimates (3.3.1) and (3.3.2) are used to verify the test (3.2.9). 
~ ~ If it is satisfied, then we set f := f Otherwise, a new iterate is 

P p,cr 
computed and test (3.2.9) is repeated. If the error estimate (3.3.2) yields 

a value less than toZ, then the computations are terminated and soZveinteq 

returns successfully. 

Asymptotically for p + 00 , the total amount of work on level p can be 

computed. For the Examples I and 2 the operation counts per iteration for 

B(4) (with y = 2) are 3.5 N2• Condition (3.2.6) ensures that only two 
p p 

iterates need to be calculated. The first iterate is obtained by interpo-

lating the results of level p-1. Therefore the total amount of work is 

equal to: 

(3.3.3) 

For the description of our code solve int eq we use the programming 

language ALGOL 68 [5], because this language can easily handle the data 

structures and the recursive procedures that appear in multiple grid 

algorithms. 

In order to present our program in a concise, modular and easily 

readable form, we first give an informal description of a set of ALGOL 68 

modes and operators that correspond to the mathematical objects and opera­

tors of Section 3.2. The formal description of the modes and operators is 

their ALGOL 68 implementation which we give in the Appendix to this chap­

ter (p. 54). 

MODE VEC 

MODE MAT 

REF [ ] REAL: 

# a structure to represent an element of X, 
p 

i.e. the nodal values of the spline representation #. 

= REF [,] REAL: 

# a structure to represent a matrix#. 



PROC restrict 

PROC prolongate 

PROC project 

INT nO 

PROC n 

PROC level 

PROC zero 

PROC q 

PROC solve 
directly 

PROC evaluate 
jacobian 

PROC norm 

PROC kk 

PROC forcey 

:= (VEC yp) VEC: 

# a representation of the operator T 1 mapping X 
p- p 

onto X 1, restrict (y ) delivers T 1 y # 
p- p p- p 

:= (VEC yp) VEC: 

# a representation of the operator T 1 mapping X p+ p 
onto X 1, prolongate (y) delivers T 1 yp #. 

p+ p p+ 
:= (INT p, PROC (REAL) REAL f) VEC: 

# a representation of the operator T mapping X onto 
p 

project (p.f) delivers T f #. 
p 

# an integer to represent the dimension of 

(INT p) INT: n0*2**P; 

# delivers the value N #. 
p 

(INT np) INT: 

# level number as follows from np and nO #. 

(INT p) VEC: 

# delivers the zero-element of X #. 
p 

:= (INT R., VEC yp) VEC: 

XO #. 

# a representation of the operator K mapping X p p 
X0 , q(R.,y) delivers T0 K y #. 

N p N P P 
(MAT a, VEC f,g) VOID: 

onto 

# solve directly determines the solution of af = g by 

means of Gaussian-elimination) #. 

(INT p, VEC yp) MAT: 

# evaluates the matrix T (I-K) #. 
p p 

(VEC y ) REAL: 
p 

# delivers the i -norm of y #. 
"' p 

:= (REAL x,y,fy) REAL: 

# a representation of the integrand of (3. 1. 1), 

kk(x,y,fy) = R(x,y)*f(y) #. 

:= (REAL x) REAL: 
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X p' 

# a representation of the right-hand side of (3.1.1) #. 

TEXT 3.3.1. An informal description of modes, operators and 

procedures used in solve int eq. 

The implementation in an ALGOL 68 program of these operators and procedures 

depends on the choice of {G }, the approximating operators {K} and the 
p p 

interpolation operators {T }. An implementation of Example I and 2 of 
p 
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Section 3.2 is given in the Appendix (p. 54). 

The approximating inverse B(4) is defined recursively and depends on 
p 

a positive integer y (fix~d for all p). However, a more robust algorithm is 

obtained if y can be adapted to the level number p. Therefore, in our 

implementation of the multiple grid algorithm y depends on p (i.e. in the 

definition of Q(4) we replace y by y ). Inside solve int eq a procedure, 
p p 

called examine aonvergenae, is specified which determines y, p= 1,2, ••• ,t-l, 
p 

(tis the highest level which follows from Nt and N0). This procedure is of 

a heuristic structure. In its most simple form it would set y = 2, for all 
p 

p. Depending on the behaviour of the actual, iterative process it would 

adapt y. In order to retain our computational complexity of O(N2) we take 
p 

care that yp ~ 3. An exception is made for the lowest level (y 1 may increase 

to 5). The multiple grid method obtained in this way is given in Text 3.3.2. 

PROC mulgrid = ( INT m, sigma, [ J INT gamma, MAT jaaobian, 
REF VEC um, VEC rhsm, BOOL um is zero) VOID 

IF m = 0 
THEN solve direatly(jaaobian,um,rhsm) 
ELSE BOOL uz:= um is zero; 

FOR it TO sigma , 
DO VEC 1'm = ( uz ! rhsm ! rhsm-um+q(m,um)); 

VEC umml:= zero(m-1); 

OD 
FI ; 

VEC nr,ml = restriat(1'm); 
VEC fmml = nr,ml-q(m-l,nr,ml}+q(m-1,1'm); 
mulgrid(m-1,gamma[m],gamma,jaaobian,umml,fmml, TRUE); 
um:= um+ 1'm + prolongate(umml-nr,ml}; 
uz:= FALSE 

TEXT 3.3.2. Implementation of the multiple grid method 
~(4) . 

defined by (2.4.2) and B • 
p 

The procedure solve int eq for the automatic solution of Fredholm 

equations of the second kind is described in Text 3.3.3. The user has to 

specify upper limits for N0 and Nt, i.e. the maximum number of intervals 

in the coarsest and the finest discretization. Furthermore, solve int eq 

needs information about a (see Assumption B3) and IITPII (see (3.2.4)). 



PROC solve int eq = ( REF INT nO, INT nOuppero,nluppero, REAL tol, 
alfa, nomrt, REF VEC um, REF REAL erorooro) BOOL 

BEGIN 

PROC dete1"11line Vl = ( REF REAL nwnvl, denvl, vl, REF VEC um, 
VEC rohs) VOID: 

( VEC umold:= COPY um; 
mulgroid (1,1,gamma,jaeobian,um,rohs, FALSE); 
numvl:= noT'm(um-umoldJ; REAL vlold:= 0.0; 
FOR it TO 5 
WHILE umold:= COPY um; 

mulgroid (1,1,gamma,jaeobian,um,rohs, FALSE); 
denvl:= numvl; numvl:= noT'm(wnold-um); 
IF numvl > min((tol,1.0e-12)) 
THEN (it> 1 I vlold:= vl ); 

vl:= numvl/denvl; 
it<3 OR ABS (vl-vlold) > 0.02*vlold 

ELSE ( it=l ! Vl*:= T'atio ); vlold:=Vl; FALSE 
FI 

DO SKIP OD; 
vl := 1.02*max((vlold, vl)) ) ; 

PROC examine eonverogenee = REAL vl, INT levels, REF[] INT gamma) 
BOOL: 

( gamrrn[l]:= O; BOOL eonv; 
FOR ii TO levels+2 
WHILE IF ii<= levels 

THEN FOR i FROM 2 TO ii DO gamma[i]:= 3 OD 
ELIF ii=levels+l THEN gamma[2]:= 4 
ELIF ii=levels+2 THEN gamma[2]:= 5 
FI ; 
RE~L vp:= vl,wp:= vl; 
IF eonv:= ( wp*wp <= vp) 
THEN FOR p FROM 2 TO levels 

WHILE vp * := T'atio; 
wp .- vp+wp**gamma[p]*(vp+noT'mt); 
eonv:= ( wp*wp <= vp J 

DO SKIP OD 
FI; 
( NOT eonv) AND nO = nOuppero 

DO SKIP OD; 
pT'int(newline); 
FOR ii TO levels DO proint((whole(gamma[ii],4))) OD; 
eonv ); 

PROC Vl on level= ( INT m) REAL 
( REAL vp:= vl, wp:= vl; 

FOR p FROM 2 TO m 
DO vp:= T'atio*vp; wp:= vp+wp**gamma[p]*(vp+nomrt) OD; 
wp ); 

INT levels:= level(nluppero); HEAP [1:levels] INT gamma; 
FOR j TO levels DO gamma[j]:= 2 OD; 
REAL rotio = 0.5**alfa; 
REAL vl:=1.0,dem,1,numv1,v2:=0.5,denv2,numv2:=1.0; erorooro:= maxroeal; 
BOOL ropideonverogenee; 
VEC rohs, unrnl; MAT jaeobian; 
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#******************** stage a 

FOR loop 
WHILE wn:= zero(O); rhs:=project(O,forcey); 

jaaobian:= evaluate jacobian(O,um); 
solve directly(jacobian,wn,rhs); 
IF Zoop>l 
THEN denv2:=nwnv2; numv2:=norm(restrict(um)-wnml); 

FI; 

(loop>2 ! v2:= max((ratio,min((0.5,numv2/denv2))}} ); 
error:=(v2/(1-v2)J*nwnv2 

IF error>tol 
THEN rhs := project(l,forcey); 

umml := COPY wn; 
wn := proZongate(umml); 
determine vl(numvl,denvl,vl,wn,rhs); 
mpidconvergence:= examine convergence(vl,levels,gamma,} 

FI; 
error>tol AND ( NOT rapidconvergence) AND nOupper >= 2*n0 

DO nO*:= 2; levels-:= 1 OD ; 

#******************* end of stage a ******************************# 

IF NOT mpidconvergence 
THEN print ( ( neu,Zine, " mu Uigrid convergence too s lolil ")) 
FI ; 

stage b 

IF error> tol AND mpidconvergence 
THEN FOR m TO levels 

WHILE denv2:=numv2; nwnv2:= norm(restrict(um)-wnml); 
REAL n := min((ratio,v2)); 
REAL 1ilT1l = vl on leveUm); 
REAL vlm := lilT1l; 
FOR imax TO 5 
WHILE nwnvl > 0.1*((1.0-vlm)/vlm}*(n/(1.0-rt)J*numv2 

# extra itemtion: # 
DO denvl:= nwnvl; 

VEC wnold:= COPY um; 
mulgrid (m,l,gamma,,jacobian,wn,rhs, FALSE); 
nwnvl:= norm(um-wnold); 
numv2:= norm(restrict(um)-wnml); 
vlm := min((lilT1l, nwnvl/denvl)J 

OD , 
v2 := max((ratio,min((0.5,numv2/denv2)))); 
error:= (v2/(1-v2JJ*nwnv2; 
error>tol AND m<levels 

DO rhs := project(m+l,forcey); 

OD 
FI ; 

umml:= COPY wn; wn:= prolongate(wnml); 
VEC wnold:= COPY wn; 
mulgrid (m+l,l,gamma,,jacobian,wn,rhs, FALSE); 
numvl:= norm(um-umold) 

#******************* end of stage b 



error<= tot OR rapidconvergence 
END# solve int eq # ; 

TEXT 3.3.3. Implementation of solve int eq. 
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We could use a slight modification of the above program to implement 

Atkinson's [3] FORTRAN code iesirrrp in ALGOL 68. Because of the modular 

structure of solve int eq it is also easy to program other numerical methods 

for integral equations (e.g. higher order formules for smooth kernel func­

tions). Furthermore, solve int eq can be applied to multi-dimensional 

integral equations (e.g. potential flow around three-dimensional bodies 

[6]) and non-linear integral equations, such as the equations describing 

the oscillating disk flow studied in Chapter 5. 

3.4. NUMERICAL RESULTS 

In this section we illustrate Examples I -2 of Section 3.2 for a 

variety of problems. The problems contain parameters A,p,µ, which have 
-1 

been chosen such that II (I-T K) II is large. This means that large linear 
p p 

systems are necessary to obtain a reasonably accurate approximation f (x) p 
(f € X) to the exact solution f(x). 

p p 
For the Problems 1- 3 (taken from ATKINSON [3]) we give the perfor-

mances of both solve int eq and Atkinson's program iesimp. In the tables we 

give the final number of intervals on the lowest and on the highest level 

(NO and Ni, respectively) and the number of work units (WU), where 1 WU is 

defined by N~ kernel evaluations. 

NOTE. For Examples 1 and 2 of Section 3.2 the number of kernel evaluations 
-. -2 ( 4 2) 
is Ni, when the values are computed once and stored Example 3 Ri 3 Ni. 

However, when they are not stored the number of kernel evaluations is a 

good measure for the computational complexity of the algorithms solve int eq 

and iesimp. 

Case (i): 

= rh(l-y), 0 $ X $ y $ 1, 
k.(x,y) 

-Ay(l-x), 0 $ y $ X $ I. 

Since this kernel function is not continuously differentiable for x = y, we 

define K by the repeated trapezoidal rule. Assumption B3 is satisfied with 
p 
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a= 2. The interpolatory spline functions are defined by linear interpola­

tion. The right-hand side g(x) is chosen such that the solution of (3.1.1) 

is f(x) = µ2xµ(l-x), µ ~ I. 

NOTE. In [3] ATKINSON solves this problem by Simpson's rule, but he remarks 

that the order of convergence is O(h2). Therefore, in Table 3.4.1 the 

numerical results of iesimp (which are obtained by Simpson's rule) can be 

compared with the results of solve int eq. 

Error Final 
;\ Predicted Actual NO N.Q, WU 

solve i. -10.0 8.48 (-4) 7.35 (-4) 32 256 4.83(I) 

iesimp -10.0 8.93 (-4) 1.03 (-3) 16 256 9.23 

solve i. -30.0 5.52 (-4) 5.48 (-4) 16 128 5.61 

iesimp -30.0 8.91 (-4) 8.93 (-4) 8 128 6.76 

solve i. -90.0 4.85 (-3) 3.86 (-3) 32 256 10.65(2) 

iesimp -90.0 7.71 (-3) 5.96 (-3) 32 256 13.60<2) 

solve i. 90.0 3.01 (-4) 2.93 (-4) 16 128 8,15< 3) 

iesimp 90.0 3.78 (-4) 2. 18 (-4) 32 256 8.06(3) 

Table 3.4. I. Results for case (i), µ = 5. 

For iesimp K is defined by Simpson's rule, for 
p 

solve int eq by the trapezoidal rule. 

Tolerance (tol) = 1.0 (-3). 

NOTES to Table 3.4.1. 

Note (I): For this problem solve int eq needs 4.83 WU, which is already 

close to the asymptotic value of 4 2/3 WU (see Equation (3.3.3)). 

Note (2): For the tolerance specified both iesimp and solve int eq cannot 

solve this problem with 256 intervals on the highest level. In 

this case we took n.Q,upper = 256 and therefore both codes fail. 

Note (3): For this problem iesimp needs 256 intervals, whereas solve int eq 

returns successfully with 128 intervals on the highest level. 

Hence, for this case the cost of solve int eq is about 25% of 

the cost of iesimp (note the definition of WU). 
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Case (ii): k(x,y) = A cos(µ 2~xy), 0 ~ x, y ~ 1. 

The oscillatory behaviour of this kernel function increases asµ increases. 

The value of A is chosen close to characteristic values; see ATKINSON [3]. 

Since k(x,y) is several times continuously differentiable we use Simpson's 

rule and cubic interpolation to define K and T, respectively (i.e. Example 
p p 

2 of Section 3.2 with a.= 13 = 4 and !IT II = 24). p 
The right-hand side is chosen such that f(x) eµx cos(7µx). 

Error Final 

A µ Predicted Actual NO Nl', WU 

solve i. -2000 1.0 8.41 (-6) 8.37 (-6) 32 256 6. 00 ( 1) 

iesimp -2000 J.O 9.75 (-6) 8.68 (-6) 32 256 7.83 

solve i. -1.42 2.0 3.57 (-6) 3.56 (-6) 16 256 4. 17 

iesimp -1.42 2.0 3.58 (-6) 3.57 (-6) 16 256 6.60 

Table 3.4.2. Results for case (ii). 

The operator K is defined by Simpson's rule. 
p 

Tolerance (tol) = 1.0 (-5). 

Note(!): For this case solve int eq did not use the default values of y, 
p 

(p = 1,2), but on level 1 the value of y was adapted 
p 

This kernel is increasingly peaked asµ+ 0. Forµ 0. I the ratio 

k /k . = 101. max m1.n 
We determine the right-hand side such that f(x) = x2 - 0.8x + 0.06. 

For the definition of K and T we refer to Example 2 of Section 3.2. The 
p p 

numerical results are given in Table 3.4.3. 
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solve i. 

iesirrrp 

solve i. 

iesirrrp 

solve i. 

iesirrrp 

Error Final 

" Tolerance Predicted Actual NO N,Q, WU 

0.52 1.0 (-7) 3.42 (-8) 3.40 (-8) 32 256 4.83 

0.52 1.0 (-7) 3.43 (-8) 3.41 (-8) 32 256 7.83 

0.95 1.0 (-6) 1.55 (-7) 1.54 (-7) 32 256 5.22 

0.95 1.0 (-6) 1.56 (-7) 1.55 (-7) 32 256 7.83 

10.0 1.0 (-6) I. 65 (-7) 1.59 (-7) 32 256 8. 14 (I) 

10.0 1.0 (-6) 2.90 (-7) 2.70 (-7) 32 256 7.83 

Table 3.4.3. Results for case (iii),µ= 0.1. 

The operator K is defined by Simpson's rule. 
p 

Note (I): In this problem solve int eq adapted the values of y to y 1 = 5 

and y2 = 3. Moreover, an additional iteration was performed on 

the highest level because test (3.2.9) was not satisfied after 

one iteration. Therefore, the computational work deviates from 

the asymptotic amount given by (3.3.3). 

From the Tables 3.4. I - 3.4.3 we conclude that Atkinson's code iesirrrp 

is on the average about 50% more expensive than solve int eq. In all experi­

ments both procedures very accurately predict the error of the obtained 

solution. 

Case (iv): For Example 3 of Section 3.2 our code solve int eq is applied to 

the calculation of non-circulatory, potential flow around a smooth contour. 

The numerical results are presented in Section 4.4. 

The numerical results of this section 
were computed on a CDC-CYBER 175 in 
single precision arithmetic. 
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APPENDIX TO CHAPTER 3 

BEGIN# automatic solution of fpedholm equations of the second kind# 

MODE INTERVAL= STRUCT ( REAL begin,end); 
MODE VEC = REF []REAL; 
MODE MAT = REF [,] REAL ; 

OP**= ( REAL x,y) REAL: ( x <=a.a! a.a! exp(y*ln(x)) ); 

OP+= ( VEC a,b) VEC: 
( INT l= LWB a, u= UPB a; VEC c = HEAP [l:u] REAL; 

FOR i FROM l TO u DO c[i]:= a[i] + b[i] OD; 
c) # vec + vec #; 

OP - = ( VEC a,b) VEC: 
( INT l= LWB a, u= UPB a; VEC c = HEAP [l:u] REAL; 

FOR i FROM Z TO u DO c[i]:= a[i] - b[i] OD; 
c) # vec - vec #; 

OP / = ( VEC a, REAL b) VEC : 
( INT l= LWB a, u= UPB a; VEC c = HEAP fL:u] REAL ; 

FOR i FROM l TO u DO c[i]:= a[i] / b OD; 
c) # vec I Peal#; 

OP * = ( REAL b, VEC, a) VEC : 
( INT l= LWB a, u= UPB a; VEC c = HEAP [l:u] REAL; 

FOR i FROM l TO u DO c[i]:= b * a[i] OD; 
c J # Peal * vec #; 

OP * = ( VEC a, b) REAL : 
(INTL= LWB a, U= UPB a; REAL c:= a.a; 

FOR i FROM l TO u DO c +:= a[i]*b[i] OD; 
c J # vec * vec #; 

OP * = ( MAT a, VEC b) VEC : 
( INT l=l LWB a, u=l UPB a; VEC c = HEAP [L:u] REAL ; 

FOR i FROM l TO u DO c[i] := a[i, ]*b[] OD; 
c J # mat * vec #; 

OP COPY = ( VEC u) VEC : 
( INT l = LWB u, up= UPB u; VEC c = HEAP [l:up] REAL; 

FOR i FROM Z TO up DO c[i]:= u[i] OD; 
C ) ; 

PROC pPVec = ( VEC x) VOID: 
( pPint((" vec bounds ", LWB x, UPB x,newiine)J; 

FOR i FROM LWB x TO UPB x 
DO pPint(x[i]) OD; 
pPint(newline) ); 



PROC max=([] REAL a) REAL: 
( INT l= LWB a, u= UPB a; REAL s:=a[L]; 

FOR i FROM L+l TO u DO ( a[i]>s ! s:=a[i]) OD; 
8 ); 

PROC min=([] REAL a) REAL: 
(INTL= LWB a, u= UPB a; REAL s:=a[L]; 

FOR i FROM L+l TO u DO ( a[i]<s ! s:=a[i]) OD; 
8 ); 

PROC no1"111 = ( VEC a) REAL : 
(INTL= LWB a, u= UPB a; REAL s:= ABS a[LJ; 

FOR i FROM L+l TO u 
DO REAL b = ABS a[i]; ( b>s ! s:=b) OD; 
8 ); 

PROC n = (INTL) INT:( nO * 2**L ); 

PROC Levei = ( INT nb) INT: 
( INT s:= n(O), L:= O; 

WHILE s < nb DO L+:= 1; s:= 2*s OD; 
IF s > nb THEN e1'1'01' FI ; L ) ; 

PROC ze1'o = (INTL) VEC: 
( INT ni = n(L); VEC bb = HEAP [0:nLJ REAL; 

FOR i FROM OTO ni DO bb[i]:= 0.0 OD ;bb); 

PROC pinject = (INTL, PROC (REAL) REAL f) VEC: 
( INT nl= n(L); HEAP [O:nL] REAL yL; 

REAL a:= begin OF int; REAL h = (end OF int - a)/nL; 
yUOJ:= f(aJ; 
FOR i TO ni 
DO yL[i]:= f( a+:=h J OD; yL ); 

PROC inject= ( VEC vp) VEC: 
( INT np = UPB Vp, nq = np OVER 2; 

VEC vq = HEAP [O:nq] REAL ; 
FOR i FROM OTO nq DO vq[i]:= Vp[2*i] OD; vq); 

exampie 1 

PROC Lin int= ( VEC vp) VEC: 
( INT np = UPB vp; INT nq = 2*np; 

VEC vq = HEAP [0:nq] REAL ; 
vq[OJ := vp[OJ; 
FOR i TO np 
DO vq[2*iJ := vp[iJ; 

vq[2*i-1]:= 0.5*(vp[i-1] + vp[iJJ 
OD ; 
vq J; 
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, PROC tmp = (#to 1,evet # INT p, VEC v) VEC : 
( INT np = n(p), nq = UPB v; 

VEC vp = HEAP [O:np] REAL; 
INT st= ( np=nq I 1 !: 2*np--nq ! 2 I error; 0 ); 
REAL a= begin OF int, b = end OF int; REAL h = (b-a)/nq; 
FOR i FROM OBY st TO nq 
DO REAL s, tj; REAL ti= a+ i*h; 

s := kk(ti,tj:=a,v[0])/2; 
FOR j TO nq-1 
DO s +:= kk(ti,tj+:=h,v[j]) OD; 
s +:= kk(ti,tj+h,v[nql)/2; 
Vp[i OVER st]:= s*h 

OD; 
vp J ; 

e:x:ampte 2 

PROC cub int= ( VEC vp) VEC: 
( INT np = UPB vp; INT nq = 2*np; 

VEC vq = HEAP [O:nq] REAL ; 
vq[OJ := vp[OJ; 
vq[1] := (5.0*(vp[OJ+3.0*vp[1J-vp[2JJ+vp[3])/16.0; 
vq[nq-21:= vp[np-1]; 
vq[nq-11:= (5.0*(vp[np]+3.0*vp[np-1]-vp[np-2])+vp[np-3])/16.0; 
vq[nq] := vp[np]; 
FOR i TO np-2 
DO vq[2*i] := Vp[i]; 

vq[2*i+11:= (-vp[i-1]+9.0*(vp[iJ+vp[i+1J)-vp[i+2])/16.0 
OD; 
vq J; 

PROC simp = (#to 7,evet # INT p, VEC v) VEC 
( INT np = n(p), nq = UPB v; 

VEC Vp = HEAP [O:np] REAL; 
INT st= ( np=nq I 1 I: 2*np=nq I 2 I error; 0 ); 
REAL a= begin OF int, b = end OF int, 1"43 = 4/3, w23 = 2/3; 
REAL h = (b-a)/nq; 
FOR i FROM OBY st TO nq 
DO REAL s, tj; REAL ti= a+ i*h; 

s := kk(ti,tj:=a,v[OJ)/3; 
FOR j TO nq-1 
DO s +:= ( ODD j I 1"43 I w23) * kk(ti,tj+:=h,v[j]) OD; 
s +:= kk(ti,tj+h,v[nql)/3; 
Vp[i OVER st]:= s*h 

OD; 
vp J ; 

#****************** end of e:x:ampte 2 



PROC solve di'Y'eatly = ( MAT jooobian, VEC um, 'Y'hsm) VOID : 
BEGIN # gaussian elimination# 
( 1 UPB jaaobian /= UPB 'Y'hsm OR 2 UPB jaaobian/= UPB 'Y'hsm ! 

e'Y''Y'O'Y') j 
MAT JD= jaaobian[ AT 1, AT 1]; 
INT n = UPB jb; 
[1:n,1:n+l] REAL a; 
VEC v = a[,n+l]; a[,1:n]:= jb; V:= 'Y'hsm[ AT 1]; 
FOR j TO n 
DO INT jpl= j+l; INT pj:= j; 

REAL si,s:= ABS a[j,j]; 
FOR i FROM jpl TO n 
DO ((si:= ABS a[i,j]) >s s:=si; pj:=i) OD; 
IF j I= pj 
THEN REAL t; 

FOR k TO n+l 
DO t:= a[pj,k]; a[pj,k]:= a[j,k]; a[j,k]:=t OD 

FI ; 
s := a[j,j]; 
FOR i FROM jpl TO n 
DO si:= a[i,j]/s; 

FOR k FROM j TO n+l 
DO a[i,k] -:= a[j,k]*si OD 

OD 
OD; 
FOR j FROM n BY -1 TO 1 
DO v[j] /:= a[j,j]; 

FOR i FROM j-1 BY -1 TO 1 
DO v[i] -:= a[i,j]*v[j] OD 

OD; 
um:= v[ AT (1 LWB jaaobian)] 
END# solve diy,eatly #; 

PROC evaluate jaaobian = 
BEGIN INT nm= n(m); 

VEC qm = q(m, um); 
FOR i FROM OTO nm 

( INT m, VEC um ) MAT : 
[O:nm] REAL umd := um; 
HEAP [O:nm,O:nm] REAL joo; 

DO REAL delta= max(( umfi]*0.001, 0.001)); 
umd[i] +:= delta; 
jaa[,i] := (qm - q(m,umd))/delta; 
jaa[i,i]+:= 1.0; 
umd[i] := um[i] 

OD ; joo 
END# evaluate jaaobian #; 
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# PROC mulgr>id 
# PROC solve int eq = 

see text 3.3.2 
see text 3.3.3 

global var>iables 

INT nO:= 4; REAL tol:=1.0e-6; 
INTERVAL int; 
PROC ( REAL , REAL , REAL J REAL kk; 
PROC (REAL) REAL for>eey; 
PROC ( INT , PROC ( REAL ) REAL ) VEC pr>ojeet; 
PROC ( VEC) VEC r>estr>iet; 
PROC ( VEC ) VEC pr>olongate; REAL no1'Tllt; 
PROC ( INT , VEC ) VEC q ; REAL alf a ; 

implementation of example 1 

pT'Ojeet:=pinjeet; r>estr>iet:=injeet; 
pT'Olongate:= lin int; no1'Tllt:= 6; q:=t1'ap; 

implementation of example 2 

pT'Ojeet:=pinjeet; r>estr>iet:=injeet; 
pr>olongate:= eub int; no1'Tllt:= 24; q:=simp; 

#****************** 'end of lib1'ar>y 

alfa:=2; 

alfa:=4; 

PR pr>og PR SKIP 
END 

TEXT 3.4. An ALGOL 68 program for the automatic solution of 

Fredholm equations of the second kind, in which the 

linear system is iteratively solved by a multiple 

grid method. 

Example I: Approximation of the integral by the trapezoidal rule. 

Example 2: Approximation of the integral by Simpson's rule. 
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CHAPTER 4 

MULTIPLE GRID METHODS FOR 

INTEGRAL EQUATIONS IN POTENTIAL THEORY 

In this chapter we diseuss the numerical solution of the Dirichlet 

problem for Laplace's equation. We will use the classical approach of repre­

sentation of the solution by means of a singularity distribution on the 

boundary of the domain. This approach has recently been advocated anew by 

BREBBIA [4,5] and JASWON & SYMM [II], and is in widespread use for aero­

dynamic computations. A disadvantage of this approach is, as noted by 

JASWON & SYMM in the introduction in [II], that "unfortunately no rigorous 

error analysis of the numerical solutions is available". In this chapter 

we partly fill this gap. We supply the error analysis of an approximation 

for the solution of the two-dimensional (2-D) Dirichlet problem. 

The solution, which is a harmonic function, is represented as a double 

layer potential. Applying the Dirichlet conditions on the boundary one ob­

tains a Fredholm integral equation of the second kind for the doublet dis­

tributionµ. In this chapter we shall approximateµ by a piecewise constant 

function µN. To supply an error analysis we first discuss the regularity of 

the principal value of the double layer potential in Section 4.1. Assuming 

the boundary to satisfy a certain smoothness condition andµ to be essen­

tially bounded we obtain a result concerning the regularity of the principal 

value (in 2-D it turns out to be more regular than in 3-D). This result is 

used in Sections 4.2 and 4.3. In Section 4.2 we give the error analysis of 

the approximate solution. The numerical method results in a non-sparse 

system of equations, that is solved by a multiple grid iterative process. 

In Section 4.3 we estimate the reduction factor of this process. We illu­

strate the results of these sections with the calculation of non-circula­

tory potential flow around a Karman-Trefftz aerofoil. The corresponding 

boundary does not satisfy the smoothness condition assumed in Section 4.1, 

because of the corner at the trailing edge. In Section 4.4 we remove the 

corner by a mapping to obtain a boundary that satisfies our smoothness 

assumption. For some examples the theoretical estimates of Section 4.3 are 
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_found to be too pessimistic. In Section 4.5 we apply our multiple grid 

method to circulatory flow. The trailing edge angle is not removed, so that 

the theorems of Sections 4.1 -4.3 do not hold. However, the rate of conver­

gence of the multiple grid process turns out to be quite satisfactory. In 

this section we measure the error between the analytical and numerical 

solution by means of a suitable metric, i.e. the supremum norm over the 

boundary apart from a fixed, small neighbourhood near the trailing edge, 

that removes the influence of the singular behaviour of the solution near 

the trailing edge. By experiments we show that the numerical solution con­

verges with respect to this metric. 

4.1. REGULARITY RESULT 

The solution of the Dirichlet problem for Laplace's equation in two 

and three dimensions can be represented as a double layer potential, 

respectively: 

¢ (2) (i;) -I µ (z) a 
log/r /ds , d 211 an2 Zi; Z 

s 

I; i s' 

¢ (3) (i;) I µ (z) a 
1//r /ds, d 411 an Zi; Z 

s 
z 

I; i s' 

where n2 is the outward normal to the surface S at the point z, r Zi; = z - I; 

andµ(•) is called the doublet distribution. These potentials are discon­

tinuous across the surface. We denote the principal value of ¢d(i;) by 

-(m) _ 2 1-m I cos(n2 ,z-1;) 
¢d (i;) - -- µ (z) I dS , i; 

TT / r 1m- z 
S Zi; 

ES, 

where m = 2,3 for the two- and three-dimensional case, respectively. Assum­

ing S to be a Lyapunov surface andµ to be essentially bounded, GUNTER 

[9, p.49] proved that ~~ 3) E HO,a(S), where Hk'a(S) denotes the class of 

continuous functions whose derivatives of order k satisfy a uniform Holder 

condition with exponent a. In this section we prove that in the two-dimen-
- (2) I a 

sional case <Pd EH' (S). 

The interior Dirichlet problem has an important application in aero­

dynamics, namely the calculation of potential flow around aerofoils (2-D) 

and wings (3-D). As we shall see later, in the 2-D problem the doublet dis­

tributionµ is the solution of the following Fredholm equation of the second 
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kind: 

s € s, 

where U is the velocity vector of the undisturbed flow and U•s denotes the 

usual inner product in JR2 In this section we will show that the linear 

integral operator occurring in this equation is a bounded mapping from 

L (S) into Hl'a(S), with L (S) the Banach space of essentially bounded func-
oo 00 

tions. This result is applied in Section 4.2 and 4.3. For aerodynamics it is 

of particular interest that an approximate solution belonging to H1'a(S) can 

be obtained by means of the numerical method of Section 4.2, provided the 

aerofoil is sufficiently smooth (see Remark 4.2.3). 

First, we give some definitions which have been taken from GUNTER [9]. 

Let D c JR2 be a bounded simply connected open set with boundary Sand 

closure D. 

DEFINITION 4.1.1. Ck(D)(Ck(D)) denotes the class of functions which are 

k times continuously differentiable in D(D). 

DEFINITION 4. 1.2. Ck'a(D)(Ck'a(D)) denotes the subclass of functions in 

Ck(D)(Ck(D)), whose derivatives of order k satisfy a uniform Holder con­

dition with exponent a, 0 <a< I. 

DEFINITION 4.1.3. Lk,a (k ~ I) denotes the class of rectifiable contours S 

in 2-dimensional Euclidean space with the property that for every point P 

on S there exists a number£> 0 such that the part~ of Swithin the 

circle B p of radius£ and centre P, for the orientation as given in 
£, 

Figure 4.1.1 of the axes of the coordinate system (x,y), admits a represen-

tation 

y = F(x), x ED P' £, 

where FE Ck'a(D ) D the projection of the part of Swithin B on e,P' e,P e,P 
the line y = 0. 

We give an illustration of Definition 4.1.3 in the following figure. 
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y 

E 

Figure 4. I.I. Illustration of Definition 4. 1.3. 

(D pis given by----­
E, 

) . 

k h h , 1 k,a' . 1 'h h 1 f d We remar tat t e c ass L is equiva ent wit t e c ass o Jor an 

curves, defined by the parametric equations x = X(t), y = Y(t) with 
k a . ·2 ·2 X,Y EC' [0,1] and X +Y f O (see GOLUSIN [8, chapt. X]). 

k a DEFINITION 4. 1.4. H' (S) denotes the class of functions f defined on S 

with the property that the function f defined by 

f(x) f(x,F(x)), x ED P' 
E, 

with F(x) and D as in Definition 4.1.3, belongs to the class Ck,a(D ). 
E ,P E ,P 

REMARK 4.1.1. Let SE Lk,a with k ~ 2 and let Z,I;; ES. Then 

2 cos(n2 ,z-i;;) 
lim ---1 z---s-1-­
;,;;+z 

K (z), 

where K(Z) is the curvature at z. Moreover, K belongs to the space 
Hk-2,a(S). 

PROOF. Let (s,n) be a local coordinate system about a certain point PE S 

(see Figure 4.1.1). By Definition 4.1.3 the points z and I;; may be represent­

ed by (x,F(x)) and (;,F(;)), respectively. Now 



Since 

and 

we obtain 

lim 2{F(x)-F(!;)+(!;-x)F'(x)} 

!;+x {(x-1;) 2 + (F(x)-F(!;)) 2}{1 + (F'(x)/}½ • 

1 

F(x) - F(/;) + (l;-x)F' (x)= -(!;-x) 2 f t F"(!; + (x-!;)t)dt 

0 

F(x) - F(!;) 

1 

(x-1;) f F' (!; + (x-1; )t)dt 

0 

2 cos(n2 ,z-1;;) 

lim lz-1;;1 
(;+Z 
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which is the definition of the curvature K(Z). Since FE Ck'a(D ) it fol-
k-2 a E,P 

lows that KEH ' (S). D 

For the two-dimensional case the potential due to a doublet distribu­

tionµ along the boundary can be written as follows: 

(4.1.1) 
(Z) 1 f cos (n2 , z-1;;) 

$d (?;;)=Zn µ(z) lz-1;:I dSz' ?;; t/. s. 
s 

From now on the superscript (2) will be deleted because only the two­

dimensional case will be considered. 

2 a d 1 a LEMMA 4.1.1. Let SE L' an µEH' (S). If?;; approaches S we have 

(Plemelj-Privalov formulae): 

(4.1.Za) 

(4.1.Zb) 

with 

(4.1.Zc) (; E S, 

+ -where $d and $d denote the limit from the outer and inner side, respectively. 

PROOF. See MUSCHELISCHWILI [15, pp.36-42, p.52]. □ 
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For z = s the kernel in (4.l.2c) is defined by its limit value, which 

is the curvature at s (cf. Remark 4. I.I). Thus the integral in (4.l.2c) may 

be interpreted as a proper integral. 

The main result of this section is the following theorem. The proof of 

this theorem leans strongly on 3-D results given by GUNTER [9, p.312], who 

has proven the following theorem: Zet SE LZ,a andµ E HO'a(S), then 
-(3) l a ¢d EH' (S). The reason why we cannot apply this theorem is that we only 

assumeµ to be essentially bounded, because of the numerical application to 

be discussed later. We define this class of functions on a rectifiable con­

tour, because PRIWALOW [17] has shown that for such a contour measurability 

and summability can be introduced in the same way as for a straight line. 

DEFINITION 4.1.5. L00 (S) denotes the Banach space of essentially bounded 

functions on a rectifiable contour S which are measurable with respect to S. 

The associated norm is 

II µll 00 ess sup I µ(z) I, 
ZES 

It is noteworthy to remark that if SE Lz,a, then Sis rectifiable. 

PROOF. Let (s,n) be a local coordinate system about a certain point PE S 

of the type given by Fig. 4.1.1. Using Definition 4.l.3 we split the bound­

ary into two parts E and S-E. Lets E r0 , being the part of E within the 

circle with radius E/2 and centre P. For (4.l.2c) we obtain 

- I ¢d(s) =-21r J 
S-E 

cos(n2 ,z-s) J 
µ (Z) -~--- dS + _!__ 

Jz-sl z 21r 

cos(n2 ,z-s) 
µ(z) Jz-,1 dSZ. 

In the first integral Jz-sl / 0. If we replaces by (s,F(s)) we obtain a 

function of s which has bounded and continuous derivatives up to order 2 

(since SE L2 'a); hence the first integral certainly belongs to the class 

H1'a(S). We proceed to establish that the second integral also belongs to 

H1'a(S). We denote the coordinates of the points by s,n and those of the 

integration point z by x,y. Substituting n = F(s) and y = F(x) we obtain 

J µ(x) 

D E,P 

F(x) - F(s) + (s-x)F' (x) dx. 

{(x-s/+ (F(x)-F(O/} 



We define the following functions: 

I 

1/J1(E;,x) = J F' (E; + (x-E;) t) dt 

and 
0 
I 

w2 (s,x) = J tF"(s + (x-s)t)dt. 

0 

Integrating by parts, we obtain: 

(4.1.3) 

and 

(4. I. 4) 

2 
F(x)-F(E;) + (E;-x)F'(x) = -(E;-x) w2 (E;,x) 

F(x) - F(E;) = (x-E;)i/J 1 (E;,x). 

Hence, the second integral becomes 

(4. 1.5) f w2 (E;,x) 
r2 = - µ(x) --~2--- dx. 

D (l+ijJ 1 (E;,x)) 
£ ,P 

Assuming 11µ11 00 <Awe have to prove that: 

(4. I. 6) ldr 2 ! 
~ < CA, 

and 

(4.1.7) 

First, we show that 

0 ct -
Indeed, since F" EC' (D p), we have 

£' 
I 

lwz<s1,x)-ijJz(sz,x)I = If t {F"(sl + (x-E;l)t)-F"(sz+ (x-sz)t)}dt\ '., 

0 
I 

~ J IF"(sl + (x-E;l)t) -F"(sz+ (x-sz)t) jdt ~ 
0 

I 

~Cf Isl+ (x-E;l)t-i:;2-(x-E;z)tl(idt~ C' ls1-s2l(i• 

0 
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Next, we investigate the function 

(4. 1.8) 
ij,2(,,x) 

R(l;,x) = --2~-­
l +iJ,1(1;,x) 

Since iJ, 2 is bounded, R is bounded too. We shall now prove the following 

inequalities: 

(4. 1.9) 

(4.1.10) 

Differentiating R we obtain: 

(4.1.11) 

cli1 I 2 
It can be easily proven that laf"I < c0 • Since I 1 + iJ, 11 > I, liJ, 1 I < c 1 and 

liJ,2 1 < c2 (with c0 ,c 1,c2 certain constants that depend on F) it follows 

that 

Inequality (4.1.9) will have been proven when we have shown that 

(4.1.12) I cl~ij,~21 < C 
o.., I !;-xi 1-a. 

From (4.1.3) we obtain 

(4. I. I 3) 

Since 
I 

F'(!;) - F'(x) -(x-1;) f F'' (/; + (x-1;,)t)dt, 

0 

it follows that 

I 

{2 f tF"(!;+ (x-1;,)t)dt -

0 I 

= (x~/;) f {F"(l;+ (x-!;)lt) 

0 

I 

f F"(!;+ (x-!;)t)dt}/(x-1;) 

0 

- F"(I;+ (x-l;)t)}dt. 



Hence 

I 

5: __ c __ J I lt-tla dt 5: 

I x-1; I 1-a 0 

which establishes (4. 1.9). We continue with (4. I. 10). Using (4.1.9) and 

(4.1. 12) we obtain by another differentiation of R the estimate: 

2 

la2RI < l~I + c3 + c4. 
cl/;2 cl/;2 lx-1;11-a 

Therefore it sufficies to show that 

Differentiating (4.1.13) we obtain: 

2 
a 1jJ2 21/J2 2 clljJ2 2 F"(E;) 
-- = --- + -- - + ---{F' (I;) -F' (x)} +--- = 

cl/;2 (x-1;) 2 (x-1;) ell; (x-1;) 3 (x-1;) 2 

3 clljJ2 I + ~ = 
= (x-E;) a["+ 3[F' (I;) - F' (x)} 2 

(x-1;) (x-1;) 

clljJ I 

= (x~E;) af" + --1- 2[ F" (I;) - f F" (I;+ (x-E;)t)dt]. 
(x-1;) 0 

67 

Because of the mean value theorem the expression within square brackets is 

equal to 

F"(E;) - F"(E;+ (x-E;)t*), for some t* E [0,1]. 

Since F" E 
cll/J2 C 

and I I <----it follows that 
~ I II-a x-1; 

which establishes (4.1.10). Turning to (4.1.6), we consider the integral 
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-I 
D E,P 

8R 
µ(x) a[(s,x)dx. 

Without loss of generality we can take D equal to [0,1]. Since 11µ11 00 :5: A E,P 
it follows that 

I 

:s; A f I ~:(s,x) lax. 

0 

Using estimate (4.1.9) we conclude that the singularity in~: is integrable. 

Hence, (4.1.6) holds. We proceed to establish (4.1.7). Leto= !s1-s2I, then 

I 

I a12 a12 I f aR aR 
(4.1.14) af<s1)-af(s2) :5:A la[<s1,x)-3[(Sz,x)ldx :5: 

0 
s 1+20 s 1+20 

$ A f 1~:<sz,x)ldx+A f 1~:(sl'x)ldx + 

s 1-20 s1-20 

s -20 
If I aR aR I + A 3[(s 1 ,x) -3[(s2,x) dx + 

0 
I 

f laR aR I + A 3[(s 1 ,x) - 3[(s2,x) dx. 

s 1+20 

Because of inequality (4.1.9) we obtain for the second integral on the 

right-hand side of (4. 1.14) 

s 1+20 s 1+20 

f l~~<s1)ldx< f ls1-xla-ldx<c(2o)a. 

s 1-20 s 1-20 

Since the interval ls1-xl < 2o is contained in the circle ls2-xl < 3o we 

obtain for the first integral the estimate c(3o)a. Therefore, the sum of 

the first two integrals is less than coa for some c. 

Finally, we have to estimate the last two integrals of (4.I.14). For 

xi [s1,s2J the mean value theorem yields 

aR aR a2R * 
a1<s1,x) - a[<sz,x) = <s1-s2) -z(s ,x), 

as 

* where s denotes some point of the interval [s 1 ,s2J. From inequality (4.1.10) 
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we oJ:,tain 

so that for the third integral the following estimate is obtained: 

In the same way we obtain a similar estimate for the last integral. Hence, 

the left-hand side of (4. I. 14) is less than a number of the form coa. By 

definition a= 1~ 1-~21 and thus the inequality (4.1.7) has been proven. 

This completes the proof of Theorem 4.1.2. D 

In the case of an interior Dirichlet-problem the boundary value ¢dis 

prescribed and the solution ¢d follows from (4.1.1) as soon as the doublet 

distributionµ has been determined from equation (4.l.2b). Let the integral 

operator in (4.l.2c) be denoted symbolically by K: 

(4. 1.15) -I I Kµ(i;;) = n µ(ZJ 
cos(n ,z-i;;) 

Z dS 
I z-z:; I z' I;; E S. 

s 
I a 2 a From Theorem 4.1.2 it follows that Kµ EH' (S) if SE L' andµ E L00 (S). 

We conclude that the operator K maps from the Banach space L00 (S) into the 
I a class H' (S), which is a Banach space too if it is equipped with the fol-

lowing norm: 

I 
II fll 1 = l II Difll ' 

,a i=O a 

where D denotes the differentiation in the tangential direction and 

II fll 
a 

llfll 00 + sup 
z 1 ,z 2ES 

lf(z 1) -f(z2) I 

lz1-z2la 

Since K is a linear operator we obtain directly from Theorem 4.1.2: 

COROLLARY 4.1.3. Let SE L2'a. Then the operator K mapping from L (S) into 
00 

H1'a(S) satisfies: 

II KµII I s; ell µII oo" 
,a 
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We note that the space Hl'a(S) is compactly imbedded in the space 

L00 (S) (see KRASNOSELSKII [13, p.4]). From this property and the previous 

corollary follow: 

COROLLARY 4.1.4. Let SE L2'a. Then the operator K mapping from L00 (S) into 

L00 (S) is compact. 

REMARK 4.1.2. From the Fredholm alternative theorem for compact operators 

it follows that equation (4.I.2b) has a unique solution for each boundary 

function~~ E L00 (S) if SE L2'a (see also ZABREYKO [22, p.218]). In addi-
-1 

tion, the operator (I - K) is bounded on the space L00 (S), 

COROLLARY 4.1.5. Let SE L2'a and ~d E Hl,a(S). Then the solution of (4.1.2b) 
I a belongs to H ' (S). 

PROOF. From Remark 4.1.2 we haveµ E L00 (S). But (4.1.2b) can be written as 

By Theorem 4.1.2 it follows that the right-hand side belongs to Hl,a(S). D 

4. 2. ERROR ANALYSIS 

The classical method described in the previous section is used to 

solve the Dirichlet problem 

(4. 2. la) 0 in D c JR.2 , 

with the boundary condition 

(4.2.Ib) ~ (r;) a(r;) 

along the boundary S. The solution is given by the double layer potential 

~d (4. I. 1) if the doublet distributionµ is determined from the following 

integral equation 

(4.2.2) (I - K)µ 2a, 



where K is the integral operator defined by (4.1.15). 

ASSUMPTION 4.2.1. The boundary function a E Hl'a(S). 
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We approximateµ by a piecewise constant function µN. We shall supply 

error bounds for 

(4.2.3) 

(4.2.4) 

and 

(4.2.5) 1;; E D, 

where z;; 1, ••• ,z;;N are the collocation points to be chosen, and 

(4.2.6) 1;; E D. 

First we discuss the convergence of a sequence of approximations to 

the unique solution of (4.2.2). We divide the boundary S into N segments Si' 
N 

such that S = i~I Si and Sin Sj = ¢, i # j. The begin- and end-points of 

the i-th segment are zi-l and zi. The points zi are called nodal points 

and are given by the global coordinates (Xi,Yi). The functionµ is approxi­

mated by a piecewise constant function µN which is defined as follows: 

with 

N 

I a.iui<z;;), 
i=l 

{
1' 

0, 

The resulting equation is solved by a collocation method. The collocation 

points z;;i' i = 1,2, ••• ,N, are taken to be the mid-points of the segments 

Si' or more precisely: 

DEFINITION 4.2. 1. Let (x,y) be a local coordinate system in the sense of 

Definition 4.1.3 about z;;i. Then the local coordinates of zi are given by 

(xi,F(xi)). The collocation point z;;i should be chosen such that xi_ 1+xi = 0. 
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Let~ be the finite dimensional space of piecewise constant functions 

spanned by u 1,u2, ••• ,~. For our application we need an interpolatory pro­

jection operator TN from a Banach space X onto~- We have to be careful 

with respect to our choice of X. It is not possible to choose X = L00 (S) 

because pointwise operations are not defined on elements of L00 (S). We note 

that it is possible to define a linear mapping from the space C(S) of con­

tinuous functions on S (with the supremum norm II 0 11 00 ) to~• but in this 

case the mapping is not a projection operator in C(S) because~ is not a 

subspace of C(S). We choose X to be the space of regulated functions 

(classical term: functions with only discontinuities of the "first kind"), 

which is a Banach space when considered as a subspace of L00 (S) (see 

DIEUDONNE [7, p. 145 and p.317]). 

DEFINITION 4.2.2. The space of regulated functions R(S) is the space of 

functions f defined on a rectifiable contour S with the property that the 

function f, defined by 

f(x) f(x,F(x)), XE D P' £, 

with F(x) and D pas in Definition 4. 1.3, has one-sided limits at every 
£, 

point of S, i.e. for all x ED p the limits lim f(x+h) and lim f(x-h) 
£, h+O h+O 

exist. The associated norm is II• II • 
00 

By this definition the following inclusion relations hold: 

Hence, Theorem 4.1.2 also holds ifµ E R(S) (orµ E C(S)). 

Let the global coordinates of collocation points, be (X~,Y~) and let 
]_ ]_ ]_ 

the local coordinates of z E Si be given by (x,F(x)) with Fas in Definition 

4.1.3. We define the interpolatory projection operator TN: R(S) +~as 

follows: 

(4.2.7) 

where d. = 
]_ 

Y~ + x sin v 
]_ 

N 
TNf(s) = I diui(s), 

i=l 

½[lim f(h) + lil]). f(-h)] with f(x) = f(X~+xcosv - F(x) sinv, 
h+O h+U i 

+ F (x) cos v); and v is the angle between the local and global 

x-axis (see Figure 4.2.1). 



y 

X 
X 

y 

Figure 4.2.1. (X,Y) - global coordinate system, 

(x,y) - local coordinate system about si• 

LEMMA 4. 2. 1. The mappings TN and I - TN are bounded on R(S). 

PROOF. For all f E R(S) we have 

max lfCsi) I ,,; llf11 00 • 

l$i$N 

Let hN be a measure of the mesh-size defined by: 

h = 
N 

We assume that the partition of the boundary is such that lim hN 0. 
N..-

LEMMA 4.2.2. Let SE L2•0 and f E H1•0 (S); then 

ll(I-TN)fll 00 ,,; C ~llfll 1,a as N + 00 • 

PROOF. Draw a circle with centre si and radius hN. The proof follows from 

Definition 4.1.4. D 
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□ 

For a given Nan approximate solution of equation (4.2.2) is obtained 
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by solving: 

(4.2.8) 

REMARK 4.2.I. In aerodynamics this collocation method has become very 

popular because TNKµN can be easily calculated. In the two-dimensional 

case angles have to be computed. 

REMARK 4.2.2. As a consequence of Theorem 4.1.2 an approximation in the 

space Hl,a(S) can be obtained by a single iteration (Nystrom interpolation): 

(4.2.9) 

where µN is the solution of (4.2.8). It is easily verified that 

For the case that K represents a sufficiently regular integral operator 

the convergence propert{es of µN as N + 00 , are discussed by SLOAN [18]. 

REMARK 4.2.3. In practice aerofoils are given by a data-set of points 
M 

{xi,yi}i=l· Usually a continuous boundary is obtained by a polygon connect-

ing the points of the data-set. However, this polygon does not belong to 

the class L2,a and a single iteration does not yield an approximation in 

the space H1'a(S). Therefore, if one wants to have the approximate solution 

µNin H1'a(S), it is necessary to construct a smoother boundary through 

the points {xi,yi}, e.g. a cubic spline approximation so that SE L2,a, 

except for a neighbourhood of the trailing edge. 

LEMMA 4.2.3. Let the finite-dimensional subspace~ c L00 (S) be sufficient­

ly large (i.e. the mesh-size of the discretization is sufficiently small) 

and let S E L 2 ,a. From the existence of a bound.ed inverse of I- K on L (S) 
00 

and 

-1 
c1 _ sup ll(I-TnK) [IL (S)+L (S) < 00 • 

n~N oo oo 
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PROOF. For f E L00 (S) we have by Lemma 4.2.2 and Corollary 4.1.3 

But then IIK-TNKIILoo(S)+Loo(S) + 0 as N + 00 and existence and boundedness of 

I - TNK on L00 (S) follow from Neumann's theorem. See also PRENTER [ I 6, p. 574]. D 

LE:MMA 4.2.4. Let SE L2'a and f E Hl,a(S); then 

as N + oo. 

s. 
l. 

PROOF. Let (x,y) be a local coordinate system in the sense of Definition 

4.1.3 about the collocation point si• We denote the coordinates of the point 

si by (s,n) and those of the integration point z by (x,y). Using Definition 

4.1.4 we can represent f(z) - f(si) by 

I 
A A 

f(x) - f(s) (x-Of' (s) + (x-s) I {f' (s + (x-Ot) - f' (s) }dt. 

0 

We recall that si is the mid-point of Si. Following Definition 4.2.1 we 

denote the local coordinates of the nodal-point z. by (xi,yi.). Let 
2 1/2 i 

h = (xi-xi_ 1)/2 and G(x) ={I+ (F' (x)) } . Then the above integral can 

be estimated as follows: 

If {f(z) - f(si)}dszl 
s. 

l. 

s+h 

s+h 

I I {f (x) - f (0 }G(x)dxl :,; 

E,;-h 

f,;+h 

:,; I I {f(x) - f(E,;)}{G(x) - G(E,;)}dxl 

s-h 

+ I I (x~E,;)f'(s)G(E,;)dxl + 

s-h 

s+h I 

+ I I (x-s)G(s) I {f' (s + (x-s)t) - f I (E,;) }dt dxl. 

E,;-h 0 

3 The first part is less than ChNllfll l,a and the second part is equal to zero. 

We proceed to estimate the third part. Let x-s = v. Since G is bounded it 

follows that 
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h 

13 s CI f v f {f'(!;+vt) - f'(!;)}dt dvl s 

-h 0 
h I 

s Cf lvl f lf'(!;+vt) - f'(i;;)ldt dv s 
-h 0 
h 

sc' f lvl 1+0 Dfll 1,a dv s c2~+allfll 1,a. 

0 
□ 

In the following theorem we discuss the convergence of the approximate 
~ I a solutions µN €~and µN € H' (S) to the exact solutionµ, We give error 

estimates for II µ-µNII"', II TNµ-µNII"' and U µ-µNU"'. 

2 a THEOREM 4.2.5 (Approximation theorem). Let the boundary S € L '; then for 

N + "': 

(i) 11µ-µNII"' s c3~llµII I ,<1.' where µ is the solution of (4.2.2) and 

µN of (4.2.8); 

(ii) IIK(I-TN)fll"' s c4~+allflll,a' for all f € H1' 0 (S); 

(iii) II TNµ - µNII"' s c5~+a11 µII I ,a; 

(iv) IIµ- µNII"' s c6~+a111.dl J,a' 

PROOF. (i) From (4.2.2) and (4.2.8) we get: 

Use Lemmas 4.2.3 and 4.2.2 to obtain: 

(ii) From the construction of TNf it follows that 

N I cos(n ,z-~) 
K(I-TN)f(~)=-l l {f(z)-f(~.)} I: I dS 2 • 

,r i=I J. z ~ 
s. 

]. 

Let~€ Si. Taking into account Remark 4.1.1, we estimate the (i)-th part 

of the above sum by: 

I I cos(n ,z-~) 
1 {f(z)- f(~i)} 1z=~1 dSZ :,; 

Si !;+h 

s CJ lf(z)-f(~i)ldS2 s C' I lxlllfll 1,a dx s C"~llfll 1,a, 

Si !;-h 
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where~. hand x are defined in the proof of Lemma 4.2.4. In the other 

parts of the above sum z i Si. We replace z by local coordinates (x,y) and 

we again use Definition 4.1.3. Since SE L2'a the kernel-function 

cos(n2 ,z-~)/lz-~I has a Holder continuous derivative with respect to x. 

Hence this function can be written as a series expansion involving powers 

of (x-~). Applying Lemma 4.2.4 we obtain 

l+a 
c4~ II fll I ,a" 

(iii) From equation (4.2.2) we get 

and subtract (4.2.8) to obtain 

Applying Lemmas 4.2.3 and 4.2.I we have 

Sinceµ E H1'a(S), (iii) follows from part (ii) of this theorem. 

(iv) From (4.2.2) and (4.2.9) it follows that 

Using parts (ii) and (iii) we obtain the proof of (iv). D 

With respect to the smoothness of the boundary S, part (ii) of 

Theorem 4.2.5 is a modification of results given by KANTOROWITSCH [12, p.127]. 

He has proven the following: let the boundary S be given by the parametric 

equations 

z(t) = X(t) + iY(t), t E [0,1], 

and let w(s,t) = arg(z(s) - z(t)). If w is three times continuously differ-
2 a entiable with respect to s (this assumption is stronger than SE L' !) and 

the function f is two times continuously differentiable (i.e. f E c< 2)[0,l]), 
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then 

where 11•11 2 is the usual norm of the space c( 2)[0,I]. 

Usually part (iii) of Theorem 4.2.5 is called super-convergence on 

the collocation points. Performing a single iteration of type (4.2.9), the 

order of super-convergence is extended to all points of the boundary as 

has been shown by part (iv). 

Assuming the boundary to be convex we are able to estimate the error 

between the exact solution and the approximation (4.2.6). In Theorem 4.2.6 

we show how this error depends on the mesh-size hN. 

THEOREM 4.2.6. Let SE 1 2•a and let S be convex; then for N + 00 : 

where Dis the interior of s. 

PROOF. Let 

with r; ED. For a fixed point r; ED we have 

< _!_ I I N I 
- 21T i=I 

s. 
l. 

for r; E D, 

By the same arguments as used for the proof of Theorem 4.2.S(ii) we obtain 

that the first term is less than C~+aOµII I,a' because r; i S. The second 

term has been obtained by applying Holder's inequality. For a convex con­

tour cos(n2 ,z-r;) ~ 0 for all r; ED. We note that 



cos(n2 ,z-i;;) 
lz-i;;I dSz dB, 

where dS is the angle formed by two infinitely close radius vectors drawn 

from the point i;; to the extremities of an arc dS. Hence, the integral in 
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f 2TI z 
the second term becomes O dB= 2n. By means of part (iii) of Theorem 4.2.5 

I +ct 
the second term is also less than C~ II µ11 1 ,ct. D 

In aerodynamics one is interested in the tangential velocity, being 

the derivative of µ. In the following theorem we estimate IIDµ-D;N11 00 • 

THEOREM 4.2.7 (Approximation theorem for the derivative ofµ). 

Let SE L2 'ct; then for N ➔ 00 : 

IIDµ-D~µNll
00 

~ Chl+ctllµII 
N I ,ct 

PROOF. From (4.2.2) and (4.2.9) it follows that 

We use Corollary 4.1.3 and Theorem 4.2.S(iii) to prove that 

II D11 II Kil II T µ-µ J ~ 
Hl'ct(S) ➔ R(S) R(S)+Hl'ct(S) N N 00 

I +ct 
~ c~ 11µ11 1,ct. 

I l+ct 
In order to prove that IDK(µ-TNµ)\1 00 ~ C~ 11µ11 1,ctwe follow the lines of 

the proof of Theorem 4.2.S(ii). From the definition of TNµ it follows that 

1 N J cos (n , z-1;) 
DK(µ-TNµ)(z;) =-; i~S.{µ(z)-µ(z;i)}DI'; lz=i;;I 

1 

Let r; E Si. For the (i)-th part of the above sum we obtain 
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where z = (x,F(x)), ~- = (x.,F(x.)) and~= (~,F(~)). The function R(~,x) is 
, 1 1 1 

given by (4.1.8). From (4.1.9) it follows that 
x.+h 

1 

f I ::1 dx $ Ch~+all µII I ,a• 

x.-h 
1 

In the other parts of the above sum z i Si. Replacing z by local coordinates 

(x,y) and using Definition 4.1.3 we obtain a kernel-function 

of which the derivative with respect to xis Holder continuous with exponent 

a. The rest of the proof is the same as the proof of Theorem 4.2.S(ii). D 

So far we did not say anything about how to solve equation (4.2.8). 

When the dimension of ~.is small it can be solved by a direct method (e.g. 

Gaussian elimination). However, when the dimension is large one usually 

uses iterative techniques. In Section 4.3 we apply multiple grid iterative 

processes to (4.2.8). 

4.3. MULTIPLE GRID METHODS 

In this section we apply two multiple grid methods to equation (4.2.8). 

The first one has been presented in Chapter 2 and is described by approxi­

mate inverse B(3) and the defect correction process (2.4.2). In this see-
p 

tion it is shown that its reduction factor is less than Ch, where his a 

measure of the mesh-size. This multiple grid process is characterized by 

one Jacobi-iteration followed by y coarse grid corrections. In the second 

multiple grid process presented in this section another Jacobi-iteration 

is applied after the coarse grid corrections. It turns out that the reduc-
. l+a 

tion factor of this process is less than Ch , where a measures the smooth-

ness of the boundary S (O <a< 1). We need the following assumption for 

the partition of the boundary. 

ASSUMPTION 4.3.1. The nodal-points z., i = 0,1, ••• ,N, on the bou:ndar,y 
1 

S € L2'a are asymptotically uniformly distributed, i.e. 

for~ ➔ O, 

where~ 



Let X be a short notation for the space XN of piecewise constant p p 
functions on S. We introduce a sequence of spaces {Xp Ip= 0,1, .•• } with 

Np N0*2p such that 

The Banach space R(S) was defined in Definition 4.2.2. The corresponding 

interpolatory projection operators T :R(S) ➔ X are given by (4.2.7) and p p 
the corresponding mesh-sizes are denoted by h. As a consequence of the 

p 
above choice of {X} the following lemma is trivial. 

p 

LEMMA 4.3.1. Let q ~ p; then TT = T. 
p q q 

From now on the operator norm 11°11 is used for operators of which both 

the domain and the range is the space R(S). Hence 

IIAII = IIAIIR(S)+R(S)" 

Using the proof of Leljlllla 4.2.1 we can easily verify that 

(4. 3. I) IIT II 
p I. 

LEMMA 4.3.2. Let X be sufficiently 
2 a, p 

and let SE L'; then for h ➔ O: 

(i) 

(ii) 

(iii) 

II (I-T )KIi 
p 

IIK(I-T )Kil 
p 

IIT I (I-T )Kil p- p 

p 
~ c8 hp , 
~ C hl+a. 9 p , 
~ C hl+a. 

10 p • 

large (i.e. h sufficiently small) p 

PROOF. Let 'I'= {Kf If E R(S) and llfll 00 < I}. By Corollary 4.1.3 it follows 
I a, 

that 'I' ~ H ' (S). The proofs of parts (i) and (ii) follow from Lemma 4.2.2 

and Theorem 4.2.S(ii). 

(iii) Let ~~p-l) be the i-th collocation point on level p-1. The closest 
l. 

collocation points on level pare ~ii~! and ~ii) 

Let q p-1. 

r(p) 
"2i 
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IIT (I-T )Kil = sup 11T (T-'T' HII -
q p R(S)->-P_(~; fE'¥ '-I p'- co 

sup max jf(i;iq)) - ½{f(1;ii~1) + f(7;t))}J. 
fE'¥ 1SiSN 

q 

Let (x,y) be a local coordinate system about siq). The coordinates of sii) 

are (x2i,y2i). Using Definition 4.2.2 we obtain for the i-th segment 

Since f E c2•0 (D (q)) we have 
E '/;i 

~ ~ ~ 1+a 
f(x2i) = f(O) + x2if'(O) + O(x2i ). 

The nodal-points are asymptotically uniformly distributed. Since the col­

location points are the mid-points it follows that 

Hence 

for h + 0. 
p 

for h + 0. p 

We once again remark that it is not necessary to approximate the 

integral operator (see Remark 4.2.1). In order to quote the theorems of 

Chapter 2 it is obvious to define 

(4.3.2) K 
p 

KT. 
p 

Note that Kµp Kpµp 

Lemma 4.3.2 we obtain 

are defined in Lemmas 

ifµ EX. From (4.3.1) and parts (i) and (ii) of 
p p 

the following estimates for a and b , which 
p p 

2.2.2 and 2.2.5, respectivel~,: 

a 
p 

:::; Ch1+a 
p ' 

b 
p 

:::; Ch. 
p 

□ 

Hence, the reduction factors of the multiple grid processes of Chapter 2 

are less than Ch • For the application studied in Section 4. 4 II KIi Rl 1 and 
p 



therefore B(4) is not applied in this section. . p 
The reduction factor of O(h) is due to the 

p 
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choice of the projection 

operator T. A multiple grid process with a reduction factor 
p 

J+a of O(h ) can 
p 

be obtained by performing another Jacobi-iteration after the coarse grid 

corrections have been applied. This process is described by the approximate 

inverse B( 6), which is defined below. The reduction factor of this multiple 

grid proc~ss is related to the two-level algorithm defined by B;s) and the 

defect correction process (2.4.2). 

~B(S) ~-1 = I+ T K + T K 1A 1T 1T K , p pp pp- p- p- pp 

~(6) 
I+ T K + T K 1Q 1T 1T K , pp pp- p- p- pp p 1,2, ••• , 

with A and Q just as in Section 2.4. In order to estimate the reduction p p 
factors we first prove the following lemma. 

LEMMA 4.3.3. Let the finite~dimensional 
2 0/, let SE L' • Then for all f E R(S): 

space X be sufficiently large and p 

(i) (I-K )-If= {I+ K (I-T K )-IT }f; 
p p p p p 

(ii) T (I-K )-If= (I-T K )-IT f. 
p p p p p 

PROOF. (i) By Lemma 2.2.4 (I-T K )-I exists on R(S). Let 
-- -1 pp I 
g = {I+K (I-T K) T }f. We prove that g = (I-K )- f. Indeed, remembering p p p p p 
that K KT, p p 

or 

(ii) Let g 

(I-K )g p 

g 

(I-KT ){I+ K (I-T K )-IT }f 
p p p p p 

(I-KT )f + (I-KT )K (I-T K )-IT f p p p p p p 

f - KT f + KT f f, p p 

(I-K )- 1f. From part (i) it follows that 
p 

Tg {T+TK(I-TK)-IT}f 
p p p p p p p 
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{I+ T K (I-T K )-l}T f 
p p p p p 

h · · ~(5) b . f 11 Te approximate inverse B can e rewritten as o ows. From Lemma 
p 

4.3.3 it follows directly that 

(4.3.3) I+T (I-K 1)-l T K. 
p p- p p 

The reduction factor n(j), j = 5,6, is defined as in Section 2.4. 
p 

THEOREM 4.3.4. Let X be sufficiently large and let SE L2•0 ; then for 
p 

p + co: 

for some constant C. 

PROOF. In this proof the, following relations are frequently used: 

and 

Let M(5) 
p 

(4.3.4) 

A I-T K (definition) p p p 

T T p p-1 T p-1 (Lemma 4. 3, I). 

I - B(5)A. We use (4.3.3) to obtain (with Jl p-1): 
p p 

I - {I+ T (I-Kn)-IT K }A p ,, p p p 

T [I- (I-Kn)-JT A ]K p ,, p p p 

T (I-Kn)-J[I-Kn-T A ]K. p ,, ,, p p p 

Since K = KT it follows that 
p p 

By Lemma 4.3.3(i) it follows that 

M(5) ~-! ~ 
T (K -Kn)K + T KnA nTn[I-K 0 -T A ]K . p p p ,, p p ,, ,, ,, ,, p p p 

□ 
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Using (4.3. 1) - (4.3.2) we obtain that 

The first term is less than IIK(I-T.Q,)KII + IIK(I-Tp)KII. Using Lemma 4.3.2(ii) 

we obtain the estimate c9 (h!+a + h l+a). We proceed to estimate the second 
p ~-1 

term. By Corollary 4. I. 3 and Lemma 2. 2. 4 II KIi and II A.Q, II are bounded. There 

remains to estimate 

IIT (I-K -T (I-K ))KIi :,; IIT (I-T )KIi + IIT (KT -T KT )KIi • 
.Q, .Q, p p .Q, p .Q, .Q, p p 

l+a 
By Lemma 4.3.2(iii) IIT.Q,(I-Tp)KII is less than c10hp • Finally we have to 

estimate 

!Ir (KT 0 -T KT )KIi :,; IIT (I-T )KT KIi + IIT T K(T -T )KIi :,; 
.Q, ~ p p .Q, p .Q, .Q, p .Q, p 

:,; II T O (I-T )KIi II KIi + II K(I-T )KIi + II K(I-T )KIi. 
~ p .Q, p 

The proof follows from Corollary 4.1.3, Lemma 4.3.2 and Assumption 4.3.1. D 

THEOREM 4.3.5. Let x0 be sufficiently large and let SE L2 'a; then 

for some constant C. 

PROOF. From Section 2.4 it follows that q< 6) can be formulated as: 
p 

where M( 6) = I - B(6)A • Substitution of this expression into B(6 ) yields 
p p p p 

B(6) = B(5) (6)y~-l 
p p - TpK.Q,M.Q, A.Q, T.Q,TpKp' 

with .Q, p-1. Hence 

M( 6) = M( 5) + T K M( 6 )YA_ 1T T KA 
p p p .Q, .Q, .Q, .Q, p p p 

~-1 
We now investigate the operator A.Q, T.Q,Tp. By Lemma 4.3.3 we obtain 



86 

Substituting this expression for A~ 1TiTp we proceed to estimate n;6). Using 

(4.3.1) - (4.3.2), Lennnas 2.2.4 and 4.3.2 we get 

From (4.3.4) it follows that: 

T K 
p p 

IIT (I-K )-IT KA II}. 
p i p p p 

(5) 
Hence, the last term between braces is less than IIKII + n , which completes 

p 
the proof. D 

THEOREM 4.3.6. Let xO be sufficiently large, let SE 1 2,a and let y 2. 

Then 

for p + 00 • 

PROOF. The multiple grid process is constructed such that B~5) = B~ 6). As a 
-- (5) (6) (5) l+a 
consequence n1 = n1 and by Theorem 4.3.4 n1 ~ Ch 1 • Define: 

V 
Chl+a 

wl = vi p p ' 
and 

2 2 
w V + w 1[v + IIKII ], p > I. p p p- p 

From Lennna 2.3.3 it follows that wp $ Cvp if v 1 is sufficiently small, 

which is the case for hO sufficiently small. By induction it is easily 

verified that n(6) $ w. D 
p p 

We proceed with some remarks about the asymptotic computational com­

plexity. For N + 00 the operation counts (as defined in Section 2.5 by the 
p 

number of multiplications involved in the matrix*vector computations) per 



iteration with y 2 are: 

'i<3) - 3.5 NZ 
p p 

'i(6) - 4.5 Nz. 
p p 

In this section the operation count of B(3) diffe.rs from the number 
p 

given in Section 2.5, because different numerical methods are used (here: 

piecewise constant functions and collocation at mid-points; Section 2.5: 

piecewise linear functions and collocation at the end-points of the sub­

intervals). Because of the same reason for both B(3) and B(6) the number 
2 2 p P 

of kernel evaluations is 4/3 N (Section 2.5: N ), whenever the values 
p p 

are computed once and stored. In our implementation kernel-functions are 

1 d h th d I d t B(3) and B(6) re-eva uate w enever ey are use. nor er o compare p p we 

define the asymptotic efficiency by 

T • 
n J p , 

where T = 1/3.5 and T6 
B(6), r~spectively: 

p 

and 

j = 3,6, 

1/4.5. By Theorem 4.3.6 we obtain for B(3) and 
p 

for hE + 0. Comparing these efficiencies the multiple grid process defined 

by B() becomes the most efficient if a> 2/7. 
p 

4.4. NUMERICAL RESULTS FOR SMOOTH CONTOURS 

In this section we illustrate the theoretical results of the previous 
2 a sections for the case that the boundary S belongs to the class L' • We 
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discuss the accuracy of the numerical method of Section 4.2 and we numeric­

ally determine the reduction factors of the multiple grid methods described 

by B(3) and B(6) which have been studied in the Sections 2.4 and 4.3. p p , 

We apply the numerical methods of Section 4.2 to the calculation of 

non-circulatory, potential ·flow around a Karman-Trefftz aerofoil. This 

aerofoil is obtained by conformal mapping from a circle. The analytical 
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s_olution is known which enables us to compare the numerical results with 

the analytical solution. 

For potential flow around a two-dimensional body there exists a velocity 

potential¢ satisfying Laplace's equation 

(4.4. I) ti¢= 0 

with boundary conditions 

(4.4. 2) along the boundary S, 

where~ denotes differentiation in the direction of the outward normal 
one 

to Sand, if the flow is non-circulatory: 

(4.4.3) for 11.:I + "", 

with Uthe velocity vector of the undisturbed flow. In (4.4.3) U•t; denotes 

the usual inner product in JR2 • 

We represent the velocity potential¢ as follows: 

(4.4.4) 

where ¢dis defined by (4.1.I) and the doublet distributionµ is such that 

¢ satisfies the boundary condition 

(4.4.5) ¢- (t;) 0, 

or 

t_; E S. 

This boundary condition yields the following integral equation: 

(4.4.6) 
1 f cos(n2 ,z-t_;) 

µ(t;) +; µ(z) lz-t.:I dSz 

s 
It can be verified that¢~ E Hl'a(S) and as a consequence of Corollary 

4.1.5 we obtainµ E HI'a(S). 

2 a I a LEMMA 4.4.1. Let SE L' andµ EH' (S); then 

o, t_; E S. 
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PROOF. See MARTENSEN [14, p.247]. □ 

From this lemma it follows that the solution of the interior Dirichlet 

problem (4.4.5) also satisfies the Neuman problem (4.4.1) - (4.4.3) for the 

exterior of the boundary S. 

The Karman-Trefftz aerofoil is obtained from the circle in the x-plane, 

X 
le ce , by means of the mapping 

(4.4. 7) Z "' F(X) 

where k measures the trailing edge angle, p the camber and a the thickness 

of the aerofoil; 

C "' 
r,---,, k-1 r.--,; k 2i(o + vi - p~) / (2v 1-p~) , 

X = c ( /'i"'=p2"-,i,p) , 
t 

with t the length of the aerofoil. To make F single-valued we take the 

principal value in (4.4. 7). ,In this section we only consider symmetric 

aerofoils (p "'0). In Section 4.5 we give numerical results for p ~ O. The 
2 Cl Karman-Trefftz aerofoil does not belong to the class L' because of the 

presence of the trailing edge at z"' zt. At this point the curvature is not 

defined. The nice property of the multiple grid methods of a decreasing 

reduction factor as N + oo is completely destroyed. This will be shown in 

Section 4.5. In this section we remove the corner by the additional mapping 

(4.4.8) ~ 1-1 /k w"' G(z) "'Z(l - z/z) , 

where z is a point inside the aerofoil. By means of (4.4.8) the aerofoil 

in the z-plane is converted into a quasi-circular shape in the W-plane 

that certainly belongs to the class Lz,u, 0 <a< 1 (see Figure 4.4.1). 

x-plane 

Figure 4.4.1. 

C> 
z-plane W--plane 
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partition of the boundary 

We divide the circle in the x-plane uniformly into N segments. Hence, 

'the nodal-points in this plane are given by 

Je. 
x. 

J 
J ce e. 

J 
2,rj /N, j 0,1, ••• ,N. 

Let {X. 1 I j I, 2, ••• ,N} be the collocation-points in the x-plane. Sub-r2 
stituting x., j = O,I, ••• ,N, into (4.4.7) and (4.4.8), successively, we 

J 
obtain the nodal-points {z.} in the z-plane and {W.} in the W-plane. The 

J J 
collocation-points in these planes are obtained analogously. Since the map-

pings (4.4.7) - (4.4.8) are non-linear, the collocation-points chosen in this 

way are not exactly the mid-points (see Definition 4.2.1), but they are 

located about in the middle of the segments S .• 
J 

We determine the approximate solution µp (dimension Np) of (4.2.8) by 

means of the multiple grid iterative processes described by (2.4.2) and the 

approximate inverses B()) and B( 6). The algorithm is repeated until the 
p -12 p 

residual is less than IO 

The absolute value V. of the tangential velocity at the point z. 
J J 

(z. E Kar:man-Trefftz aerofoil) is obtained numerically by: 
J 

I µp J. + ! - µp J. - I I I dW I V. = , 2 , 2 * (-) . 
J ~, - w. 1 1 dz I 

J+2 J-2 z=zj 

From Theorem 4.2.7 we obtain the following error estimate 

(4.4.9) max 
I !,j <N 

lv.-v (z.)j!,ch 1+a, 
J exact J 

as h -->- 0, 

with Vexact(z) = IDµ(z) I. In Table 4.1 we give the maximum error in the 

tangential velocity (i.e. the left-hand side of (4.4.9)) for increasing 

values of N. Moreover, the total number a of iterations is given for the 

iterative methods defined by B(3) and B(6) with y = 2 and N0 = 32. 
p p 

From this table we conclude that the number of iterations decreases 

as N increases, which is in agreement with the theory. For the above 

testcases the error estimate (4.4.9) is found to be satisfactory, since 

the numerical results suggest that the error is 0(h2). 

In Table 4.4.2 we give the observed reduction factors which are 

obtained in the same way as in Section 2.5. 
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k N= 32 N= 64 N = 128 N = 256 

Error .12 (-]) ,62 (-2) .16 (-2) .39 (-3) 

oc'i<3) J - 7 5 4 
I. 90 p 

oc'i<6)J - 5 4 4 p 

Error .53 (-1) .26 (-1) .66 (-2) .19 (-2) 

crCBO) J - 10 6 5 
I. 99 p 

oc'i<6) J - 7 5 4 

Table 4.4.1. - Results for flow around a Karman-Trefftz aerofoil 

with o = 0,05, i = 1.0, p = 0.0, U = (1.0,0.0) 

and z = (-1.95,0,0). 

t 8 
p 

16 .26 

32 .91 

- Error: left-hand side of (4.4.9). 

- cr: number of iterations for the multiple grid 

methods defined by B(3) and B(6) to obtain 
p -12 p 

a residual less than 10 • 

~(3) 
BP 

~(6) 
BP 

16 32 8 16 

.93 (-]) 

(-]) .81 (-1) .27 (-1) ,26 (-1) 

32 

1.90 64 .20 (-1) .17 (-1) • 16 (-1) .51 (-2) .SI (-2) .48 (-2) 

128 .45 (-2) .45 (-2) .45 (-2) • 12 (-2) .12 (-2) .12 (-2) 

256 • I I (-2) .11 (-2) • I I (-2) .30 (-3) .30 (-3) .30 (-3) 

16 .43 .29 

32 .26 .24 .14 .15 

I. 99 64 .95 (-]) .11 .86 (-1) .35 (-]) .35 (-1) .29 (-1) 

128 .22 (-]) .24 (-1) .20 (-]) • 77 (-2) • 77 (-2) • 77 (-2) 

256 .54 (-2) .58 (-2) .50 (-2) .21 (-2) .21 (-2) • 21 (-2) 

Table 4.4.2. - Reduction factors for the multiple grid methods 

applied to calculation of flow around a Karman­

Trefftz aerofoil with parameters as in Table 4.4.1. 

- Number of coarse grid corrections: y = 2. 
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We recall that the nodal points are asymptotically uniformly distrib­

uted, The theory of Section 4.3 predicts the following values for the 

quotients np/np_ 1: 

1/2 for N + 00 , 
p 

for N + 00 , 
p 

Inspecting Table 4.4.2 we conclude that the numerical results of B(6) are 

in agreement with the theory (since O <a< I), whereas for B( 3) ~ + 0 
~(6) p p 

faster than expected. For B the observed reduction factors are smaller 

than for B( 3)_ However, we ~till have to take into account the operation 
p 

counts per iteration (see Section 4.3). The efficiency is estimated by: 

T, 

{n(256;32)} J, j 3,6, 

with T 3 = 1/3.5 for B;3) and T 6 1/4.5 for B;6). For convenience of the 

reader we repeat that n(N ,N0) is the observed reduction factor with N and . p p 

N0 the number of segments on the finest and coarsest grid, respectively. 

From the results given in Table 4.4.2 we obtain the following table: 

k BC3) BC6) 
p p 

1.90 0.143 o. 165 

I. 99 0.220 0.254 

Table 4.4.3. Efficiencies of the multiple grid methods 

applied to the testcase as specified at Table 4.4.1. 

As was already noticed the theoretical estimate for the reduction factor of 

B(3) is pessimistic for the numerical results of Table 4.4.2. That is the 
p ~(3) ~(6) 

reason why for the testcases B is more efficient than B • 

Finally, B( 3) is implemen~ed in our code solve int eqp(see Chapter 3). 
p 

Asymptotically for p + 00 , the operation count per iteration is 3.5 N2• From 
p 

condition (3.2.6) it follows that two applications of (2.4.2) with approxi-
. ' ~ (3) ' ld ' ' 0 (h ) ' mate inverse B yie an approximation of • In order to obtain an 

0 Ch I +a) ~ 1 ' . h 11 ' p ' ( ( ... ) f approximate so ution int e co ocation points see part 111 o 
p 
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Theorem 4.2.5) we have to perform an extra iteration, so that the total 

amount of work is equal to 

(4.4.10) (I+ 
I + _!_ + ... ) 7N 2 9i N~. 4 16 p 

The results of solve int eq are given in Table 4.4.4, where the 

predicted error refers to the error in the approximate solutionµ and not p 
to the error in the tangential velocity. Furthermore, we give the final 

number of coarsest grid intervals (N0) and finest grid ones (Ni) that 

solve int eq needs to obtain an approximate solution with a desired accuracy 

of I0-4• 

k Predicted Actual error Final 
error inµ in velocity NO Ni WU p 

1.90 4.23 (-5) 5.42 (-4) 8 256 8.99 

1.95 8.60 (-5) 9.09 (-4) 8 256 8.99 

1.99 1.84 (-4) 8.49 (-4) 16 256 8.73 

Table 4.4.4. - Results of solve int eq applied to the calculation 

of flow around a Karman-Trefftz aerofoil with 

o 0.05, p = 0.0, i = 1.0, U = (1.0,0.0) and 

z = (-k,0.0). 

- Tolerance for solve int eq: tol 

From this table we conclude that the number of Work Units is in agreement 

with the asymptotic amount of work (4.4.10) and that our code solve int eq 

appears to be applicable with respect to this aerodynamic problem. 

4.5. APPLICATION OF MULTIPLE GRID METHODS TO THE CALCULATION OF 

CIRCULATORY FLOW AROUND AN AEROFOIL 

The principal aim of this section is to demonstrate the applicability 

of multiple grid methods to integral equations concerning the calculation 

of circulatory flow around an aerofoil. In Section 4.5.1 we give an intro­

duction to the problem and we determine the behaviour of the velocity poten­

tial near the trailing edge. In Section 4.5.2 we transform the problem into 
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a Fredholm integral equation of the second kind for the doublet distribution 

µ. Since the aerofoil is not smooth in the sense of Section 4.1 the theory 

of Sections 4.1 -4.3 does not hold. Using the results of Section 4.5.1 we 

determine the regularity ofµ. In Section 4.5.3 we discuss a numerical 

method to computeµ. In aerodynamics this method is called a first order 

panel meth,od. Using a suitable metric we show the convergence of the tangent­

ial velocity by means of numerical experiments. 

Application of the multiple grid methods of Section 4.3 yields bad re­

sults. These methods were based on Jacobi-relaxation. In the present appli­

cation the Jacobi-relaxation scheme does not smooth the high-frequency errors 

in the residue. Using another relaxation scheme (paired Jacobi or paired 

Gauss-Seidel) we obtain a successful multiple grid method. 

4.5.1. Introduction 

We begin with a discussion of the simple case of flow past the circle 

of radius a in the complex X-plane, with a given circulation r. The circle 
,,{,T 

is situated in a stream with uniform velocity U00e far from the circle. 

The complex potential is' known (see BATCHELOR [I]) to be 

(4. 5. I) n(x) 

The velocity potential is then 

(4.5.2) <j>(r,8) 

with r = lxl and 8 = arg x. The flow field is characterized by the parameter 

r/a U00 • This is easily seen by noting that the velocity at the circle is 

The velocity vanishes at the two points at which 

sin(S--r) r 
- 47raU ' 

00 

-Let 
These points are called stagnation points. Let xt ae to be such a 

point. In order to make the velocity potential (4.5.2) single-valued we 

introduce a cut from Xt to infinity. Along this cut there exists a constant 
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discontinuity in velocity potential as follows from (4.5.2) 

(4.5.3) for all r ~ a. 

The jump in the velocity potential is equal but opposite to the circulation, 

which is taken positive in clockwise direction. 

Once the stagnation point Xt has been determined, the velocity poten­

tial (4.5.2) can be written as 

2 
(4. 5.4) <ji (r, 6) U00 (r + ar )cos (0-T) + 2aU006 sin(et -T). 

At the circle we obtain 

(4.5.5) 

Method of conformal mapping 

For many years the method of conformal mapping has been used to 

generate flow patterns by mapping the region outside the circle in the 

x-plane to a region outside an aerofoil in the z-plane through various 

transformations (e.g. Joukowski and Karman-Trefftz mappings). Also the 

inverse way is used in aerodynamics (cf. [JO]). In this section we use the 

method of conformal mapping to deduce known results concerning the behav­

iour of the velocity potential at the aerofoil near the trailing edge. We 

first collect some fundamental results of the theory of functions of a 

complex variable (see CHURCHILL [6]). 

For the flow past a circle the complex potential n(x) is given by 

(4.5.1). Let the variable z be related to x through the relationship 

(4.5.6) X = F(z), 

where Fis an analytic function of z. Upon the use of (4.5.6), n becomes 

an analytic function of z because the derivative 

(4.5.7) dn dn dF 
dz= dx dz 

exists, due to the existence of the two derivatives on the right-hand side 

of (4.5.7). After transformation the complex potential can be written as 
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(4.5.8) n(F(z)) ~•(r',e') + -lw'(r',6'), 

with r' = lzl and e' = arg z. It follows from the properties of analytic 

functions that~• and w' must satisfy the Cauchy-Riemann conditions and, 

therefore, the Laplace equation. Since (4.5.1) and (4.5.8) represent the 

same complex function, we have 

(4.5.9) Hr,e) ~•(r',e'), 

apart from some additive constant. 

The veloaity potential near the trailing edge 

An aerofoil in the z-plane can correspond to a circle in the x-plane 

only if there is a singular point of the transformation (4.5.6) at the 

trailing edge (z zt). Let the external trailing edge angle be equal to 

kn, I< k ~ 2. At the point z = zt the function Fin (4.5.6) must trans­

form the trailing edge angle to an angle n at the corresponding point X = Xt 

of the x-plane. Locally {4.5.6) must have the form 

(4.5.10) 

Hence 

(4.5. 11) I x-x I ~ I 11 /k t z-zt for lz-ztl-+ 0. 

If Xis a point at the circle we also have 

(4.5.12) le-e I= clx-x l{l+0lx-x I} t t t 

The complex conjugate of the velocity follows from 

(4.5.13) d!J d!J dF 
dz = dX dz, 

with X = F(z) satisfying (4.5.10). At the trailing edge of the aerofoil 

I ddFz I . . f. . d . I dn I 1 h • 1 . . h h I dn I is in inite an so is dz un ess t e circu ation is sue tat dX 

goes sufficiently fast to zero at X = xt. This can be obtained by forcing 

Xt to be a stagnation point at the circle. From (4.5.5) we obtain the fol­

lowing expansion for the velocity potential near the stagnation point xt: 
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<P( e) for e ->- et. 

By (4.5.9) a similar expansion must hold for the corresponding points in 

the z-plane. Using (4.5.11) and (4.5.12) we obtain the following expansion 

for the velocity potential at the aerofoil near the trailing edge: 

(4.5. 14) for lz-ztl->- 0. 

REMARK 4.5.1. The requirement that Xt is a stagnation point is called the 

Kutta condition (which states that the flow speed must be zero if the 

exterior trailing edge angle is less than 2TT or the speed must be finite 

if the angle equals 2TT). 

4.5.2. Calculation of circulatory flow 

For circulatory flow one must introduce a cut to make the velocity 

potential single valued as was shown in the previous section. By the method 

of conformal mapping it follows (see (4.5.9)) that the velocity potential 

(4.5.2) also holds for the-velocity potential for flow around an aerofoil. 

However, for the latter case the circulation r is not known a priori, but 

follows from the Kutta condition (see Remark 4.5.1). The customary way to 

satisfy this condition is to construct the cut from the trailing edge to 

infinity. 

u~ 

Figure 4.5.1. 

S ----- /Zt c=== ~--;::::-===,.;;s~+==-= 
s 

We denote the upper and lower side of the cut by S+ and S-, respectively. 

The contour composed of the aerofoil (S) and the cut is denoted by S-+S+S+. 

From the fundamental results of potential theory (see MUSCHELISCHWILI 

[15, p.53]) we know that the doublet distributionµ gives rise to a discon­

tinuity in potential 

(4.5.15) -µ (z;;)' 
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providedµ is continuous; ifµ E Hl'a(S) (4.5.15) follows also from Lemma 

4.1.1. Along the cut there exists a constant discontinuity in velocity 

potential which is equal but opposite to the circulation r (see (4.5.3)). 

Since r is not known this jump is represented by a constant double layer 

potential with strengthµ+ andµ- along S+ and S-, respectively. We can 

represent the velocity potential by 

1 I + 2,r 
- + S +S+S 

or 

(4.5.16) 

where ~dis defined by (4.1.1). In this section we denote by arg(Z) with 

z E :rn.2 the real value of the usual function defined by the complex number 

corresponding to z. The doublet strength along S follows from the boundary 

condition 

(4.5.17) 0 for i;; ES. 

So far we did not say anything aboutµ+ andµ-, but we still have to satis­

fy the Kutta-condition. In this thesis we only consider aerofoils with 

finite trailing edge angle (1 < k < 2). For these cases the Kutta condition 

states that the flow speed must be zero at both sides of the trailing edge. 

Let;;;+ and;;; be points at the upper and lower part of the trailing edge. 

The Kutta condition is satisfied if: 

(4.5. 18) 

where D denotes differentiation in the tangential direction. These condi­

tions are used to determineµ+ andµ. Using (4.5.15) and (4.5.17) we obtain 

for i;; E S. 

Hence condition (4.5. 18) may be replaced by 



(4.5.19) 

Let r = l~-ztl' ~ES. The general expansion for the velocity poten­

tial at the aerofoil is given by: 

for r + O. 

The constants c0 , c 1 and c 2 need not to be the same at both sides of the 

aerofoil. The second term induces infinite velocities if the Kutta condi­

tion is not satisfied. After condition (4.5.18) has been imposed the term 
1/k + r disappears and the series expansion (4.5.14) also holds for~ (r). 
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From (4.5.15) and (4.5.17) it follows that this expansion must also hold 

for the doublet distribution. For the upper and lower part of the trailing 

edge we obtain respectively 

(4.5.20) 

for r + 0. 

Since the contour of the aerofoil does not belong to the class L2,a 

the theorems of the Sections 4.1-4.3 are no longer valid. In particular, 

Theorem 4.1.2 about the regularity of the principal value cannot be proven 

for the above boundary. To make things worse, we have the following theorem. 

THEOREM 4.5.1. Letµ be essentially bounded on s. Then this dDes not irrrply 

¢d E C(S), 

PROOF. Let z be a point at the upper part of the trailing edge. We assume 

that arg (z-zt) is constant for lz-ztl < o. We call this part of the upper 

trailing edge~. 
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We take the following element of L00 (S). 

µ (z) {
I, 

0, 

Z E /:,, 

Let s 1 e: t, and s 2 a point at the lower part of the trailing edge. It fol­

lows that 

and 

lim l¢d (i'.;I) - ¢d <s2) I 
Is 1-s2 l+o 

(k-1)/2, 

Hence there exists an element of L00 (S) for which ¢d f. C(S). D 

As a consequence of.this theorem we cannot prove that the operator K 

as defined by (4.1.15) is a bounded mapping from L00 (S) to C(S). 

4.5.3. Numerical approach 

Application of conditions (4.5.17) and (4.5.19) yields the following 

integral equation 

(4.5.21) g, 

I 
where S(s) =; arg(zt-s) and g(s) = -2U•s• The operator K is defined by 

(4.1.15). As in Section 4.2 we approximateµ by µNe:~- By means of projec­

tion at the collocation points we obtain N equations. However, we have N+2 
+ -

µN and µN with µN,i = µN(si) and 

need two extra equations. Following (4.5.19) 

(4.5.22) {µ:: µN(,N)' 

µN - µN(sl)' 

where s 1 and sN are collocation points which are closest to the trailing 



edge at the lower and upper part of S. We have to solve the following 

equation: 

(4.5.23) 
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The principal aim of this section is to show that equation (4.5.23) 

can be solved efficiently by a multiple grid method. As follows from 

Theorem 4.5.1 we cannot prove the boundedness of IIKl!Loo(S)+ C(S)" Problems 

with respect to the convergence of the iterative process are found to arise 

in the neighbourhood of the trailing edge. Here the high-frequency errors 

are not removed by application of K, i.e. by the Jacobi-relaxation, given 

by: 

(4. 5. 24) 

Inspection of the matrix corresponding to TNKTN reveals that the cross­

diagonal contains elements of magnitude 1-k + 0(1/N) as N + 00 with 

k = (exterior trailing edge angle)/TT. This occurrence of off-diagonal 

elements of about the same size as diagonal elements explains why Jacobi­

relaxation does not work well. Therefore we apply another relaxation scheme, 

which we call paired Gauss-Seidel relaxation. In order to explain this 

scheme we first rewrite (4.5.24) as follows: 

g. + 
l. 

for i 1 (I )N. 

We obtain the paired Jacobi rel=at1:on (PJ) by moving the cross-diagonal 

to the left-hand side: 

for i = 1,2, ••• ,N/2 and j = N+l-i. A 

i = j. As a result we have to solve ½N systems of equations of dimension 2. 

Substituting the new values of µN. and µN. as soon as they are available 
'l. 'J 

we obtain the paired Gauss-Seidel (PGS) relaxation scheme. For i= 1,2, .•• ,N/2 

and j = N+l-i we define 

L 
for i :s; !l :s; j, 

for !l < i and !l > j. 
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We solve simultaneously the following equations: 

(v+ 1) (v+ I) 
N (v,Q,i) <v) <v)) 

µN,i - k .. µN,j g. + I ki,Q, µN,,Q, - I\ (µN N - µN, 1 1-J ]_ 
,Q,=1 , 
,Q,fj 

and 

(v+I) (v+ I) 
N (v,Q,i) <v) cv) 

µN,j - k .. µN,i g. + I kj,Q, µN,,Q, - Si (µN N - µN 1)' J ]_ J ,Q,=I , , 
,Q,,/i 

for i I , 2, ••• , N / 2 and j = N+l-i, with v \) for i = I and V = v+l for 

I < i !, N/2. The matrix elements k .. can be easily calculated. Let 
1-J 

I 
z .. - i;;i 

¢ .. J 
l_J 1[ 

arg 
zj-1 - i;;i 

Then r fo, 

i I j, 
1-J 

k .. 

¢ .. + { I 
if ¢ .. < 0, 1-J 

]_]_ 

ii -I if <Ji .. > o. 
]_]_ 

The calculations have been performed for several Karman-Trefftz aero­

foils (4.4.7) with thickness-parameter o = 0.05 and length-parameter ,Q,= 1.0: 

I. k 

II. k 

III. k 

IV. k 

I. 90 and p 

I. 90 and p 

I. 99 and p 

I. 99 and p 

o.o, 
sin 0.05, 

o.o, 
sin 0.05. 

The first and third aerofoil are synnnetric; the second and fourth are 

cambered. The interior trailing edge angle of the testcases I and II is 

equal to n/10 and of the cases III and IV it is equal to n/100. 

The velocity U of the undisturbed flow is taken to be (cos T, sin T) with 

T the angle of incidence. For the above testcases we give numerical 

results for T = 0 and T = n/2. 

Using a uniform partition of the circle we obtain the nodal- and 

collocation-points in the physical z-plane by conformal mapping as in Sec­

tion 4.4. The successive grids are related by N = 32*2P. The approximate 
p 

solution of (4.5.23) is obtained by the multiple grid method defined in the 



ALGOL-68 program given in TEXT 4.5.1: 

PROC rrrulgrid = (INT p,o, VEC u,g) VOID: 

IF p = 0 

THEN solve directly (u,g) 

ELSE TO o 

DO relax (u,g); INT n = UPB u; 

OD 

FI 

VEC residue= g-u+K *U-S * (u[n]-u[1]); 
p p 

VEC wn := 0 1, gm:= restrict (residue); p-
rrrulgrid (p-1, y, wn, gm); 

u := u + interpolate (wn); 

relax (u,g) 

TEXT 4.5.1. Multiple grid algorithm. 

On level O the system of equations is solved by Gaussian elimination. In 
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the above algorithm relaxation is applied both before and after the coarse 

grid corrections. Therefore, if we take the Jacobi-iteration scheme as 

relax-procedure, we obtain an algorithm that corresponds with the iterative 

process (2.4.2) defined by B(6). Because of reasons of efficiency the number 
p 

of coarse grid corrections (integer y) must be less than 4. Here we choose 

y = 2, The interaction between the grids is defined by the procedures 

restrict and interpolate which are a representation of the operator T, p 
mapping Xp+l onto X and X onto Xp, respectively. They are specified as p p-1 
follows. Let n be the upper bound of VEC u; then: 

restrict (u) [i] i = 1 (1Jn/2, 

interpolate (u) [2 * i] .- interpolate (u)[2 * i-1] := u[i], i = 1(1)n. 

The aerofoil does not belong to the class 1 2•a and therefore the estimate 

for the reduction factor of the multiple grid process using Jacobi-itera­

tion (see Theorem 4.3.6) does not hold. The numerical results confirm 

that the Jacobi-relaxation scheme is a bad choice for relax (see Table 

4.5.1). However, the alternative schemes (PJ and PGS) give acceptable 

reduction factors. 

We start our algorithm on level O with N0 = 32. The interpolation to 

level p (1 ~ p ~ 3) of the approximate solution from level p-1 is used as 
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iµitial guess of the multiple grid process at level p, termination occurs 

when the residual (in the algorithm below a procedure which computes the 

maximum of VEC residue as defined in rrrulgnd) is less than 10-6• Let VEC gp 

denote the restriction of g to the collocation points of level p. In 

ALGOL-68 notation this algorithm reads: 

solve directly (u0,g0J; 

FOR p TO 3 

DO 

OD; 

up:= intey,polate (u0); 

TO 25 WHILE residual > 10-6 

DO rrrulgnd (p,1,up,gp) OD; 

u0 := COPY up 

In the following table we compare the performance of the multiple 

grid processes using Jacobi-, paired Jacobi- and paired Gauss-Seidel­

relaxation. We give the number of iterations to obtain a residual less 

than 10-6• 

Testcase N = 64 N = 128 N = 256 
T 

I 

II 

III 

IV 

J PJ PGS J PJ PGS J PJ PGS 

0 15 4 3 13 3 2 11 3 2 
7f/2 15 9 9 4 7 5 2 4 2 

0 15 8 8 13 5 5 11 3 2 
7f/2 15 10 9 9 7 6 6 4 2 

0 >25 4 3 >25 3 3 >25 3 2 
7f/2 >25 12 9 19 9 6 9 6 3 

0 >25 11 8 >25 7 4 >25 6 4 
7f/2 >25 13 10 >25 10 8 >25 7 3 

Table 4.5.1. Number of iterations of the multiple grid process 

to obtain a residual less than 10-6• 

J - Jacobi, 

PJ - Paired Jacobi, 

PGS - Paired Gauss-Seidel. 
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From this table we conclude that the multiple grid method using Jacobi­

relaxation is not acceptable (it converges too slowly). The process 

defined by paired Gauss-Seidel relaxation turns out to be the most effi­

cient. In Table 4.5.2 we give its averaged reduction factor that is defined 

as follows: 

with µpo= Tpµp-1 0 and a the number of iterations needed to obtain , , p-1 p 
a residual less than 10-6 • As we see from this table the averaged reduction 

factor is less than 0.4 for all numerical examples, which is quite satis­

factory. 

Test-
case 

T 

I 

II 

III 

IV 

N = 64 N = 128 N = 256 
Notes 

al r (a I) r(oo) Oz r(CJz) r (oo) a3 ;(03) r(oo) 

0 3 .II (-1) - 2 .64 (-2) - 2 .33(-2) - No lift 
rr/2 9 .33 .57 5 • 16 .67 2 • 99 (-2) -

0 8 .29 .57 5 • 17 .67 2 . 14 (-1) - cambered 
rr/2 9 .33 .57 6 • 20 .67 2 .88 (-2) - aerofoil 

0 3 • 13 (-1) - 3 • 99 (-2) - 2 • 59 (-2) - No lift 
rr/2 9 .35 .59 6 .23 .68 3 • 56 (-1) -

0 8 .29 .59 4 .99 (-1) - 4 • 10 - cambered 
Tr/2 10 • 37 .59 8 • 30 .68 3 .53 (-1) - aerofoil 

Table 4.5.2. Numerical results of the multiple grid method with 

paired Gauss-Seidel relaxation. 

a number of iterations to obtain a residual 
-6 

less than 10 , 

r(cr): averaged reduction factor, 

r(00): estimate for the spectral radius 

(-: not available). 

Furthermore, we draw the following conclusions: 

I. the number of iterations (a) decreases as N increases, 
p 

2. on the highest level (N= 256) only few iterations are necessary. 

In the following table we discuss the convergence of the numerical 

solution to the analytical solution. As in Section 4.2 we obtain a continuous 



106 

numerical solution by: 

(4.5.25) 

The tangential velocities v(,) and vN(,) are given by the derivatives of 

the doublet strength: 

v(,) = Dµ(,), 

vN(') = DµN('), 

analytical, 

numerical. 

Let S be a small part of the aerofoil consisting of the intersection of S 
e: 

with a disk with radius e: > 0 and centre at zt. For, E Se: the behaviour 

ofµ is given by (4.5.20), so that the velocity v satisfies 

2 _ I 
k + 0 (r ) , 

Since for practical aerofoils k is close to 2, this behaviour of v causes 

the numerical approximation to the velocity vN to converge slowly in 

the uniform norm D • II 00 • In the following we disregard the vicinity of the 

trailing edge. Suppose that the aerofoil is sufficiently smooth except 

for a small region near the trailing edge. Taking into account Remark 4.2.2 

we obtain a once continuously differentiable numerical solution vN(,) for 

, E S\Se: by (4.5.25). By numerical experiments we study the convergence of 

the tangential velocity in the following metric: 

11µ8 00 e: = ess sup Iµ(') j, 
' ,Es\s e: 

withe: chosen as follows. Let ITN = {z0=zt,z 1, ••. ,zN=zt} and XN = {, 1, ••• ,,N} 

be the set of nodal-points and collocation-points, respectively. We define 

e: to be the distance between zt and the closest nodal-point of rr 32 , i.e.: 

The absolute value of the tangential velocity is obtained by pointwise 

numerical differentiation: 

I µN, j + I - µN, j I 
1,j+1-,jl 

j 0, I, .•. ,N-1, 



with zj E rrN and sj E XN• 

For the testcases I- IV the results are given in Table 4.5.3. For 

N > 32 the results have been obtained by the multiple grid method using 

paired Jacobi-relaxation. This table suggests that 

llv - v II ~ Ch, 
N oo,e: 
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where C depends on II vii 00 and the shape of the aerofoil. For some testcases 

the convergence is somewhat faster; this may be explained by Theorem 4.2.7 

The magnitude of llvll 00 explains the size of the errors of testcase IV. 

II •II 
s 

Testcase T N = 32 N = 64 N = 128 N= 256 

I 

II 

III 

IV 

s = 

0 
00 .68 (-2) .66 (-2) .63 (-2) .59 (-2) 
oo,e: .68 (-2) .23 (-2) .35 (-3) .10 (-3) 

n/2 
00 .65 (-1) .23 (-1) .70 (-2) . 19 (-2) 
oo,e: .65 (-1) .23 (-1) .70 (-2) . 17 (-2) 

0 
00 .56 (-1) . 16 (-1) .64 (-2) .66 (-2) 
oo,e: .56 (-1) . 16 (-1) .46 (-2) . 13 (-2) 

• 72 (-1) .24 (-1) .73 (-2) .21 (-2) n/2 
00 

oo,e; • 72 (-1) .24 (-1) .73 (-2) . 18 (-2) 

0 
00 . 12 (-2) .89 (-3) .56 (-3) .36 (-3) 
oo,e: • 12 (-2) .89 (-3) .56 (-3) .30 (-3) 

. I 7 .69 (-1) .25 (-\) .83 (-2) n/2 
00 

oo,e: . 17 .69 (-1) .25 (-1) .83 (-2) 

0 
00 . 17 (+ 1) .12 (+ 1) .64 .31 
oo,e: . 17 (+l) . 12 (+ 1) .64 .31 

n/2 
00 .27 . 14 .59 (-1) .24 (-1) 
co,e: .27 .14 .59 (-1) .24 (-1) 

Table 4.5.3. Errors between the numerical and analytical 

tangential velocity, i.e. 

llv-v II 
N oo,e: 



4.5.4. Conclusions and final remarks 

The problem of calculation of potential flow around an aerofoil has 

been formulated as a Fredholm equation of the second kind. Both the colloca­

tion method (4.5.23) (to approximate the solution of this equation) and the 

multiple grid process (to solve the algebraic system of equations) are 

robust in the sense that no use is made of special transformations and that 

it can be extended to 3-D problems (see WOLFF [21]). For aerofoils with 

small interior trailing edge angle the collocation method (4.5.23) has the 

drawback that many elements (N large) are necessary to obtain a reasonably 

accurate solution. This leads to a large system of algebraic equations, 

that may be solved efficiently by a multiple grid method. Asymptotically 

for N + 00 only a few multiple grid iterations are necessary. 

The use of multiple grid methods is of course not restricted to the 

collocation method (4.5.23). Using a higher order approximation for the 

doublet distribution (e.g. cubic splines as used by BOTTA [2]) one can also 

apply the multiple grid approach. In order to obtain comparable results for 

a higher order method a ~oarser partition of the aerofoil suffices then 

for method (4.5.23). This reduces the dimension (N) of the resulting 

algebraic system of equations, making the multiple grid method less effi­

cient, but for large values of Nit may be applied efficiently. It should 

be remarked that a higher order approach has the following disadvantages: 

1. the cost to generate the algebraic system increases as the order of 

approximation increases, and 2. the higher order accuracy only occurs if the 

approach takes into account the singular behaviour of the doublet distribu­

tion by means of a special transformation which, in general, affects the 

robustness of the method. In engineering practice a computational method 

should be both robust and produce sufficiently accurate results (cf. [19]). 

Recently SLOOFF [19] has proposed a new technique (i.e. a clustering scheme 

using coarse grids too) to reduce the work involved in the computation of 

the matrix corresponding to TNKTN. By means of this technique the numerical 

approach (4.5.23) can be made more efficient. Our final conclusion is, that 

the multiple grid method for integral equations is a promising technique 

for the computation of potential flow around two- and three-dimensional 

bodies. 
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CHAPTER 5 

OSCILLATING DISK FLOW 

This chapter deals with the rotating flow due to an infinite disk 

performing torsional oscillations at an angular velocity~ sin wt. The study 

of this type of flow is of considerable importance since it offers the pos­

sibility of calculating an "exact" solution to the Navier-Stokes equations. 

Von Karman found in 1921 that the equations of motion allowed similarity 

solutions, in which the radial and tangential velocities vary linearly with 

radius r, whereas the axial velocity depends only on the distance z to the 

disk. This chapter is restricted to discussing this category of solutions. 

Analytical solutions a_re found in the literature in the form of series 

expansions. RILEY [4], BENNEY [I] and ROSENBLAT [5] have developed a solu­

tion in the form of a power series in terms of the dimensionless parameter 

£ = ~/w. Rosenblat and Benney examined the high-frequency flow(£« I); 

Riley also studied the low-frequency case(£» I). 

In this chapter we show that the periodic solution can be obtained by 

implicit finite difference schemes taking the state of rest as an initial 

condition. The transient effects are eliminated by calculating a sufficiently 

large number of periods. In the high-frequency case(£« I) there is an 

oscillatory inner layer near the rotating disk. Outside this layer there 

is a secondary flow which slowly converges to the periodic solution. For 

£ = 0.1 we have to integrate over 74 periods. In this chapter we reformu­

late the problem of oscillating disk flow as a non-linear operator equa­

tion, that is solved by a multiple grid method. For£= 0.1 the computa­

tional work agrees with the calculation of 7.4 periods of simulation of the 

physical process. Hence, the amount of work has been reduced by a factor 

IO. For smaller values of£ the gain of efficiency is even more signifi­

cant. 

The following subjects will be discussed. In Section 5.1 the differen­

tial equations and boundary conditions are presented. It is shown that the 

time-periodic conditions lead to a non-linear operator equation of the 
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second kind. In Section 5.2 we give some results obtained by ROSENBLAT [5] 

and BENNEY [1]. Moreover, we extend the work done by Benney. Section 5.3 

deals with computational methods which are based on ZANDBERGEN's & DIJKSTRA's 

numerical approach [6]. Numerical results are given in Section 5.4. 

The stimulus for the present study came from the interest of Philips 

Research Laboratories in an industrial application of oscillating disk flow. 

5.1. INTRODUCTION 

The basic equations for incompressible, viscous flow are the Navier­

Stokes and continuity equations. By means of the Von Karman similarity 

transformations the velocities (u,v,w) in a cylindrical coordinate system 

(r,$,z) can be written as: 

u = nrf(z' ,t'), V nrg (z', t'), w 

h . h k" . . . ' ( n2) ! d ' b . . were v 1st e 1nemat1c viscosity, z = 2vw z an t =wt.Su st1tut1ng 

these similarity solutions in the Navier-Stokes and continuity equations 

and omitting the primes, we obtain: 

(5. I. I) t ft = _g_ f + 2hf - f2 + 2 -k, 2w zz z g 

n 
+ 2hgz - 2fg, gt = 2w gzz 

(5. 1.2) h f, z 

where k is a measure of the radial pressure gradient. A fourth equation 

serves to determine the axial pressure gradient after the velocity compo­

nents have been found. This equation has been omitted. 

The boundary conditions are given by the no-slip conditions. Assuming 

that an infinite disk oscillates in the plane z = O, they are: 

(5. 1.3) f (O, t) h(O,t) 0, g(O,t) sin t. 

Furthermore, we need conditions at infinity. Assuming that the radial and 

azimuthal components of the velocity tend to zero (hence, only axial in­

flow is possible), we get 



(5,1.4) f(z,t) + O, g(z,t) ➔ 0 for z + 00 • 

It can be shown that k(t) = lim g2(z,t); hence, in our application k = 0. 
z➔oo 

113 

This problem involves two relevant length scales: I. Von Karman layer 
l I 

thickness (v/Q) 2 and 2. the Stokes layer thickness (v/w) 2 • Apparently, the 

oscillating disk flow is characterized by the parameter c = n/w, which 

determines the ratio of the Stokes layer thickness to the Von Karman layer 

thickness. 

In this chapter we discuss two computational methods to find the 

periodic solution, i.e. the solution that satisfies 

(5. 1.5) h(z,O) h(z,21T), g(z,O) g(z,21T). 

The first method is based on simulation of the physical process by taking 

the state of rest as an initial condition and eliminating the transient 

effects by integration in time. In mathematical terminology this process 

can be interpreted as Picard's method for computing a fixed point. Let the 

velocity vector be: 

V = (f,g,h). 

Denote by (v(z,t);v0) the solution of the usual initial-value problem 

(5.1.1)- (5.1.4) with initial data: 

(5. 1.6) 

Assume that the initial data v0 belong to a suitable class L. Define a map 

of L into itself by the equation 

(5. I. 7) 

being the solution of (5.1.1)- (5.1.4) and (5.1.6) at t = 21T. Since (5.1.1)­

(5.1.2) is a parabolic system, K8 may be expected to have a smoothing 

influence, just as the integral operators of the Fredholm equations studied 

in the preceding chapters. In operator notation simulation of the physical 

process is written as the Picard sequence 

(5.1.8) with v0 = 0. 
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The periodic condition (5.1.5) can be rewritten as 

(5. I. 9) V E L 

We remark that equation (5.1.9) is a non-linear operator equation of the 

second kind. For E < I (5. 1.8) converges slowly. Therefore, we will devise 

another method. Since equation (5.1.9) has a superficial resemblance with 

a Fredholm equation of the second kind, we will try to apply a multiple 

grid method to (5.1.9). 

5.2. ANALYTICAL RESULTS 

The oscillating disk problem has been studied by ROSENBLAT [SJ, BENNEY 

[I] and RILEY [4]. Rosenblat and Benney have given solutions in the form of 

asymptotic expansions for the high-frequency case, while Riley considers 

the low-frequency case too. This section only deals with the high-frequency 

flow. We give some results of the above papers and extend the work done by 

Benney. 

Rosenblat has shown that the steady part of the radial component of 
! 

velocity persists outside an inner boundary layer of thickness O(v/w) 2 to 

which the azimuthal component of velocity and the unsteady part of the radial 

component are confined. In. particular he shows that the outer boundary layer 

is of thickness O(E-I) times the thickness of the inner layer. The basic 

equations (5,1, 1)-(5.1,2) were obtained by means of the dimensionless coor­

dinate 

(5,2,I) x' = z/d, d 
-I 1 

E (2v/w) 2 

It is clear that dis a measure for the thickness of the outer Von Karman 

layer. To study the inner flow we introduce 

(5.2.2) n z' /E, G(n,t) g(z',t), H(n, t) 
-I 

E h(z',t). 

From now on the primes will be omitted. After substitution we obtain 

!H + E(2HH - H2 2 

!""' 
2 nnn nn n 

+ G ), 

(5.2.3) 

Gt !G + 2E (HG - H G). 
2 nn n n 



The boundary conditions for Hand Gare 

(5.2.4) 

G 

{
H = Hn = O, 

H + O, 
n 

G + 0 

sin(t) at n 

for n + 00 • 
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0, 

These equations are identical with those of Rosenblat, Benney and Riley. 

Rosenblat has given a solution of (5.2.3) - (5.2.4) for small E in the form 

of the following series expansions: 

(5.2.5) H(n,t) z: 
n=O 

He shows that H0 = G1 = 0 and 

(5.2.6) 

and G(n,t) 
<X> 

}: En Gn(n,t). 
n=O 

(5.2.7) I -2n If = -8(1-2n-e ) +T6l (2-v2)cos(2t+11/4) + 

+ 2e-12'n cos(2t-12'n+11/4) - IT e-2n cos(2t-2n+11/4)}. 

From (5.2.7) it can be seen that for large values of n the axial velocity 

increases linearly with n and the radial component of velocity H is not 
n 

zero, so that the boundary condition H (00) = 0 is not satisfied. Riley has 
n 

shown that the series expansions (5.2.5) are suitable for describing an 

oscillatory inner layer near the rotating disk. Outside this layer there is 

a secondary flow. Using matched asymptotic expansions Riley was able to 

find a steady solution representing the first term of an outer expansion. 

The second time-dependent term can easily be resolved with the multiple 

scaling technique that Benney used for this problem. He determined series 

expansions valid uniformly throughout the region of flow. The coefficients 

in the series expansions (5.2.5) are not only dependent on n and t, but also 

on z = En. Benney shows that 

It is found that H0 has to satisfy 
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(5.2.8) 

where the primes denote differentiation with respect to z. In particular, 

Benney and Riley have calculated: 

H0(0) = -0.207 and 

Instead of (5.2.7) Benney finds the following solution for H1(n,z,t): 

+ a 3e -fin cos (2t - lz'n + Tr/4) + 

+ a e - 2n cos (2t - 2n + Tr/ 4), 
4 

where a 0 , ••• ,a4 are functions of z = En for which Benney derived appropriate 

differential equations and boundary conditions. For verifying our numerical 

results we are only interested in H1(00 ,t). From Benney's paper it is easily 

seen that a 2 = -&;c2 - 12') and we extend his work by determining the function 

a0 , which follows from 

(5.2.9) 

and 

(5.2.10) 

a"' + 
0 

0 

where H0 is equal to the solution of (5.2.8). Two independent solutions of 

(5.2.9) are 

and 

which may be verified by substitution into (5.2.9) and using (5.2.8). The 

latter solution decreases exponentially to zero for large values of z. The 

former solution goes exponentially to the constant value H0 (00 ). A third 

solution increases linearly if z tends to infinity. This can be seen from 

the representation of (5.2.9) for large values of z: 
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a"' + 4H a" ~ 0 0 0 0 
for z ➔ 00 • 

The general solution is a linear combination of these three independent 

solutions. Taking into account the boundary condition a0(00 ) = 0, the third 

solution is not acceptable for our problem. The solution of (5.2.9) - (5.2. JO) 

becomes: 

In particular the axial inflow at infinity is found to be: 

(5. 2. I I) H(00 , t) 

5.3. NUMERICAL APPROACH 

This section is divided into two parts: I. the numerical solution of 

the initial-boundary value problem (5.1.J) - (5.1.4) with the initial data 

(5.1.6) and 2. numerical methods for finding periodic solutions satisfying 

(5.1.9). 

5.3.1. Discretization of the initial-boundary value problem 

Consider the partial differential equations (5. I.I) - (5. 1.2) with the 

boundary conditions (5. 1.3) - (5.1.4) and the initial data (5. 1.6). To this 

problem we apply implicit finite difference techniques in combination with 

an appropriate stretching function for the construction of the computational 

grid. In calculations the boundary conditions (5.1.4) are applied at a finite 

value z = i: 

(5. 3. I) f(i,t) g(i,t) o. 

In Section 5.2 it was shown that the high-frequency flow(£« I) 

consists of a Stokes layer near the rotating disk and a secondary outer 

layer. The azimuthal component of velocity follows from (5.2.5) - (5.2.6): 

(5.3.2) -z/£ 2 g(z, t) = e sin(t - z/£) + 0(£ ) for£ ➔ O. 

We want to resolve the flow structure near the disk with a limited number 
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of mesh-points. Taking into account (5.3.2) we transform the z-coordinate 

by 

(5.3.3) z = Hx) 
3 _ Q,(E:x+ (1-E:)x ), XE [Q,J]. 

We denote the inverse function of q, by lji. The computational mesh covering 

the range O:::; x $ I is chosen uniform with the stepsize !:,x = 1/N. The 

equations (5. I.I) are integrated in time by means of the Euler-backward 

formula: at mesh-point xj = jt:,x and at the time tk = k!:,t (t:,t = 2TI/T) we 

approximate ft by: 

The first and second order spatial derivatives are discretized by central 

differences at t = tk. The left- and right-hand sides of (5. 1.2) are 

integrated by means of the mid-point and trapezoidal rule, respectively. 

In this way we obtain a system of finite difference equations for the 

quantities hj,k' gj,k and fj,k" For convenience we introduce: 

Q(x) = ljizz(z(x)). 

From (5.1.1)-(5.1.2) we thus obtain: 

(5.3.4) 
!:,x 

p . 1 (h ' k - h. I k) - -2 ( f. -1 k + f. k) J-, J, J-' J ' J, 
0 for j I (l)N, 

(5.3.5) At E: 2 
gJ.,k - gJ.,k-1 - E-2(2 P.(g.+l k- 2g. k+g._l k) + 

!:,x J J ' J ' J ' 

0 

for j I (l)N-1, 

(5.3.6) 

!:,x E: 2 2 2 2 
+ 2(2Q. + 2P.h. k) (f. I k - f._l k) - !:,x fJ. ,k + !:,x gJ. ,k) 

J J J' J+ ' J ' 
0 

for j l(l)N-1. 

A method of solving this system of 3N-2 non-linear algebraic equations by 
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me.ans of Newton iteration has been given by ZANDBERGEN & DIJKSTRA [6]. This 

approach leads to a linear system of equations for the Newton corrections. 

The bandwidth of the system is seven and the matrix routine takes advantage 

of this property. The Newton iterative process is terminated if the residual 

is less than 10-6• 

5.3.2. Numerical methods for computing periodic solutions 

Using the above finite difference approach we define the discrete 
N counterpart of the operator K by K ·NT 0 • Let gk be the following grid-

£ £, ' ')(,, 

function: 

f: and h: are similarly defined. 

In discrete operator notation the periodic condition reads: 

(5.3.7) 

In this section we propose two computational methods to solve (5.3.7): 

(!) simulation of the physical process by Picard iteration and (2) a mul­

tiple grid method, as discussed in Chapter 2. In the first method the param­

eters£, N, T and JI, are fixed. In the second method the parameters N and T 

are taken from a sequence { (N , T ) } _0 1 L such that with p = L we have 
p p p- ' ' ••• ' 

NL= N, TL= T and with p < q ~ L we have Np~ Nq' Tp ~ Tq (i.e. a smaller 

p corresponds with a coarser discretization). 

A. Simulation of the physical process 

We take the state of rest (v~O) = 0) as an initial condition. The 

transient effects are eliminated by Picard's method: 

(5.3.8) 

The iteration index i counts the number of periods that is calculated. This 

process is truncated if the residual II v (i) -/( v (i) II is less t:hlh 
-4 N £;N,T,Jl N 

0.5 10 • Here 
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B. Multiple grid method 

We introduce a sequence of grids with N = 20 * 2P and T 
p p 

integer pis called level. We replace the subscript N by p: p 

V = V 
N p 

p 
and 

By V [j] we denote the velocity at grid-point x. on level p: 
p J 

v [jJ = (f. a,g. a,h. o>· 
p J' J' J' 

8 * 2P. The 

The addition v [j] + v [k] and the multiplication c * v [j J are defined as p p . p 
usual (element by element). The interaction between the grids is defined by 

piecewise linear interpolation: 

interpolate(v-)[j] 
p 

and by injection 

{
vp[j/2] , j 

[ j+I] [j-1] 0.5* (VP - 2- +vp-2- ), j 

restrict(v )[j] = v [2j], 
p p 

0,2, ... ,Np 

I, 3, ••• , 2NP - I , 

We use a multiple grid method, that starts on level O with simulation 

of the physical process (method A). For small values of Ewe apply continu­

ation. Suppose we have the following £-sequence: {ER. I EO > E 1 > ••• > EM 

with EO = I}. At each stage of this continuation process we approximately 

solve the equation v0 = K8 R.;O v0 by (5.3.8) until the residual is less than 

0.5 I0-3• As initial guess for (5.3.8) we take the solution of the previous 

stage (E =ER.-!). For E = EO we take the state of rest. Denote the 

solution of this continuation method by v0 (E0 ,E 1, •• ,,EM). 

Since (5.3.7) is a non-linear equation it is only solved approximately. 

Let U be an approximation to the solution v of (5.3.7) on level p. We p p 
define the defect of LJ by 

p 

d LJ - K LJ p p qp p 



The multiple grid method is given by the ALGOL-68 program in TEXT 5.3.1, 

where VELO is a mode for the vector of unknowns: 

MODE VELO= STRUCT(VEC f,g,h). 
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The structure of this multiple grid algorithm has been proposed by 

HACKBUSCH [3] for the numerical solution of general time-periodic parabolic 

problems. 

On level O of multigrid we use overrelaxation for extremely small 

values of E. The parameter wi takes the values I, 2 and 4. Initially we 

put wi =I.If the axial inflow converges slowly it is multiplied by a fac­

tor 2. As soon as the residual increases the value w. = I is restored. 
1. 

PROC compute periodic solution= (#to level# INT£) VOID: 

(U0 := v0 (E 0 ,El'···,EM); 

FOR j TO£ 

DOd. 1 :='U. 1 - K . 1u. 1; 
J- J- E;J- J-

LJ. := intermolate(U • 1); J ~t' J-
multigrid(j,1,Uj,Oj) 

OD 

); 

PROC multigrid = (INT m,a,REF VELO U, VELO y) VOID: 

(IF m = 0 

THEN FOR i TO 50 WHILE residual > o 
DO VELO IL = y - U + K U; 

E;m 
residual := IIJtll; 

u := u + w. * Jt 
1, 

E 

OD 

ELSE TO a 

FI 

); 

DO U .- y + K U; E•m 
VELO d = d , 1-restrict (y-U+K U); 

m- E;m 
VELO v := COPY Um-l; 

multigrid (m-1, 2, v, d); 

U := U + interpolate(Um_l - v) 

OD 

TEXT 5.3.1. Multiple grid algorithm for the computation of 
periodic solutions of parabolic equations. 
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5.4. NUMERICAL RESULTS 

From ZANDBERGEN & DIJKSTRA [6] it is known that Von Karman's rotating 

disk solution can be represented sufficiently accurate with t = 12, hence 

we fix infinity at this value. We give numerical results for the following 

values of£: 

0. I , E:3 = 0.05. 

This sequence is also applied in the continuation process that is used to 

find an approximation U0 of the multiple grid method, e.g. for E = 0.1 we 

have U0 := v0 (I, 0.5, 0.1). For N = 160 and T = 64 (i.e. ~x 1/160, 

~t = ~/32), we compare the performances of simulation of the physical 

process (method A) and the multiple grid method (B). On the coarsest grid 

the latter method needs 20 stepsizes in space and 8 stepsizes in time; hence 

it uses four levels: 0,1,2 and 3. The corresponding grids are given by the 

sequence 

{ (20,8), (40, 16), (80,32), (160,64)}. 

The numerical results contain the following errors: 

(i) iteration error, caused by the above iterative methods A and B, 

(ii) cut-off error, arising from the use of (5.3.I) instead of (5.1.4). 

In our experiments this error is small as compared with: 

(iii) discretization errors, introduced by the approximation of (5.1.1) -

(5.1.2) by means of (5.3.4)- (5.3.6). 

Let a work unit be defined by the computational work needed for calculating 

one Picard iterate with N = 160 and T = 64. In the table below we compare 

the computed axial inflow at infinity (i.e. hN 0) with the value of its 
' asymptotic approximation (5.2.11) for E + 0. Between parentheses we give 

the number of work units and the iteration error IIUN-KE;N,T,t UNI!, where 

UN is the final solution. 

On level O of the multiple grid method we used Picard iteration 

(i.e. w. =!)for E ~ 0.1. The iterative process was terminated when the 
]. 

residual was less than o 0.5 I0-4• 

overrelaxation (I :s; w. 
]. 

E 

:s; 4) 

For E = 0.05 we have applied 
-7 and we have put 00• 05 = IO • That is the 

reason why the computational work increased for this case. 
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e: Method A Method B (5. 2. 11) 

0.2014 0.2014 0.2360 
1.0 

4.4 10-5) -7 (8, (6.8, 9.3 10 ) 

0.1177 o. 1178 0.1253 
0.5 

(17, 4.7 I0-5) -6 (7.0, 3.9 10 ) 

0.0236 0.0271 0.0262 
0. I 

10-5) 1.6 I0-5) (74, 4.9 (7. 4, 

0.0083 0.0137 0.0132 
0.05 

(72, 4.9 I0-5) I0-6) (12.5, 3.3 

Table 5.4.1. Axial inflow 

(number of work units, residual). 

From Table 5.1 we corrclude that the multiple grid method becomes more 

efficient as e: decreases. Fore:= 0.1 the computational work has been 

reduced by a factor 10. Fore:= 0.1 and e: = 0.05 the numerical results of 

method A still contain a low-frequency error. In this case the test for 

termination of the physical process is not adequate. This process converges 

slowly, as can be seen From Figure 5.4.1, in which we have displayed the 

axial inflow as a function of the number of periods. Fore:= 0.05 the axial 

inflow is still increasing after 72 periods. The same phenomenon occurs on 

the coarsest grid of the multiple grid method. Therefore we have applied 

overrelaxation. 

Figure 5.4.1. 

Dependence of the 

axial inflow on the 

number of periods. 
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The results of our analysis are given in Figures 5. 4. 2 - 5. 4. 3. The 

profiles of the variables f/E, g and h/E are displayed in Figure 5.4.2. 

We see that there is an oscillatory boundary layer. For smaller values of 

E (see Figures 5.4.2(c-d)) the azimuthal component of velocity (g) is con­

fined to this boundary layer and the radial and axial component of velocity 

(f and h, respectively) persist outside this layer. The results for the 

quantities Egz(0,t), fz(0,t) and h(00 ,t)/E are displayed in Figures 

5.4.3(a-d). Comparing these figures we see that the fluctuations in h(00 ,t) 

decrease as E + 0. This means that outside the boundary layer the fluid 

motion becomes stationary (i.e. the outer flow does not depend on t). 

These numerical results are in agreement with the analytical solutions of 

R0SENBLAT [5]. 

_ _L__ _ _l_ ______ L ____ i. ___ L ___ l __ J _L_ __ J____ 

0. 3-

h/e. I 0. 2 

1 2 

-z -z 
(a) E 1.0 (b) E 0.5 

_ l _ _L_ __ • _J_ __ l__ __ L __ J 

iJ. 3 ! 

-g ----- ----------~---
h/E 

f /E 

l:? -z --z 
(c) E 0.1 (d) E = 0.05 

Figure 5.4.2. Velocity profiles. 
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Figure 5.4.3. Axial inflow and shear stresses. 

In this chapter we discussed two computational schemes for the calcula­

tion of oscillating disk flow in an infinite medium. These schemes can also 

be applied to the rotating flow due to a disk oscillating in a finite 

medium, i.e. at z =£there is a second infinite disk. For this two-disk 

problem numerical results of method A have been reported in [2]. In this 

paper we encountered the problem that also the low-frequency case sometimes 

converged slowly. Considering the numerical results of Table 5.1, we also 

recommend the use of multiple grid methods to compute this type of flow. 

Finally, from the results just presented we conclude that for the 

computation of periodic solutions of the single disk problem for E:;; I the 
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multiple grid method is preferable, whereas for£> 1 simulation of the 

physical process may be employed. 
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SUMMARY 

Multiple grid methods are studied for solving algebraic systems of 

equations that occur in numerical methods for Fredholm integral equations 

of the second kind. In general, the algebraic systems are non-sparse and 

in practice the dimensions are large, so that iterative schemes are needed. 

In Chapter 2 various iterative schemes (a.o. four multiple grid methods) 

are analysed. 

Multiple grid methods are iterative schemes that work with a sequence 

of computational grids of increasing refinement. The solutions of different 

but related problems on these grids interact with each other to obtain an 

approximation to the continuous solution of the integral equation. On each 

grid in a multiple grid process a system of equations is approximately 

solved by some relaxation scheme (for example: Jacobi relaxation) reducing 

the oscillating error vectors with short wavelength, compared with the 

scale of the grid. The components with long wavelength are reduced by a 

coarse grid correction. Such multiple grid iterative methods have recently 

received increased attention for solving partial differential equations of 

elliptic type. In this thesis it is shown that they can also be used 

advantageously for Fredholm integral equations of the second kind. Theore­

tical and numerical investigations show that the rates of convergence of 

the presented multiple grid methods increase as N + 00 , with N the dimension 

of the finest grid. The multiple grid algorithm that appears to be the most 

robust one is described in Chapter 3, where it is implemented in an auto­

matic program. This program has been written in the algorithmic language 

ALGOL 68. 

The fast convergence of multiple grid methods for integral equations 

is established for the following problems from fluid mechanics: (I) calcula­

tion of potential flow around aerofoils and (2) calculation of oscillating 

disk flow. Problem (I) is reformulated as a boundary integral equation of 

the second kind that is approximated by a first order panel method result­

ing in a full system of equations. This method is in widespread use for 

aerodynamic computations. Problem (2) is described by the Navier-Stokes 

equations. By means of the von Karman similarity transformations these equa­

tions are reduced to a nonlinear system of parabolic equations which are 
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approximated by implicit finite difference techniques. From the periodic 

conditions in time one obtains a nonlinear operator equation of the second 

kind. 
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