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ABSTRACT 

This monograph starts with a brief introduction of some generalities in the covariant 
formal gro1,1p theory. In this theory, the central place is taken by the group of p­
typical curves in a formal group. 
The covariant technique gives rise to some new isomorphism invariants of finite­
dimensional smooth commutative formal groups over an algebraically closed field of 
positive characteristic. For dimension two, an explicit classification up to isomorphism 
is obtained. The methods which have led to this result may in principle be extended 
to higher dimensions. 
The next subject in this monograph is the comparison of the covariant classification of 
the two-dimensional formal groups with the existing contravariant classification of the 
same class of formal groups, due to Manin. The covariant classification turns out to 
be finer and more explicit then its contravariant counterpart. Nevertheless, the 
covariant techniques are relatively elementary, the performation of the classification is 
less laborious and the arrangement of the results is more clear. 
The concept of a special module, which plays an important role in the contravariant 
theory, is generalized. This generalization leads to a refinement of the contravariant 
classification. It seems hard, however, to make the contravariant classification more 
explicit. 
Finally, an application of the covariant classification theory in algebraic geometry is 
given: The computation of the isomorphism invariants of the formal group arising 
from the Jacobian of a generic curve of genus two over an algebraically closed field of 
characteristic 2. These isomorphism invariants are, of course, birational invariants. 
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. 0. INTRODUCTION AND SUMMARY. 

Let k be a commutative ring with identity element and G (X, Y) = 
(G 1(X,Y), ... , Gn(X,Y)) an n-tuple of elements of the ring 
k [[ X 1, ••. , Xn, Y 1, ••• , Yn]] of formal power series in 2n indeterminates over k. G is 
called a formal group/aw of dimension n if the following equalities of n -tuples hold: 

G(X,0) = G(0,X) = X, 

G(G(X,Y),Z) = G(X,G(Y,Z)), 

where X = (X 1, ••• , Xn ), etc. G is called commutative if moreover 

G(X,Y) = G(Y,X). 

Let H be another formal grouplaw, of dimension m. An m -tuple f = (f 1, ••• , f m) 
of power series in n indeterminates is a homomorphism f : G ➔ H of formal 
grouplaws if 

f(G(X,Y)) = H(f(X),f(Y)). 

With these definitions, the formal grouplaws over k form a category. 
The interest of formal grouplaw theory has grown rapidly in recent years. It has a 
wide range of applications in many areas, for instance in number theory, algebraic 
geometry and algebraic topology. 
One of the main subjects of this treatise is the 25 years old question how to give a 
classification up to isomorphism of commutative formal grouplaws over a field of posi­
tive characteristic. Citing Dieudonne: "II semble que la classification de ces groupes 
pour la relation d'isomorphie soit une question dont la complexite defie !'analyse" 
(Groupes de Lie et hyperalgebres de Lie sur un corps de caracteristique p > 0 (VII), 
Math. Annalen 134 (1957) pp 114-133). 
For the study of this subject we shall use covariant Dieudonne theory, which is based 
on the following concepts: 
Let G be an n -dimensional commutative formal grouplaw over a field k of charac­
teristic p > 0. Let A be a linearly compact k -algebra, i.e. a complete topological k -
algebra whose topology has a basis of neighbourhoods of zero consisting of ideals of 
finite codimension. Rings of formal power series over k, supplied with the formal 
power series topology, are examples of such algebras. G provides the set 
Alck(k[[X1, ••• , Xnll,A) of continuous k-algebra morphisms: k[[X 1, ••• , Xnll ➔ A 
with a group structure as follows: for two elements </> and iJ, of 
Alck(k [[X 1, ••• , Xn ]],A) define <f>*i/; by <f>*i/;(X;) = 
G; (</>(X 1), ••. , </>(Xn ),iJ,(X 1), .•• , 1/;(Xn )). This group is denoted G (A). In a canonical 
way, a continuous k -algebra morphism f: A ➔ B induces a group homomorphism 
G(f ): G(A) ➔ G(B). Thus the functor G(-) = Alck(k[[X1, ... , Xn ]],-) is a for­
mal group, i.e. a covariant representable functor from the category A/ck of linearly 
compact k -algebras to the category of groups. 
Consider the subset of the group G(k[[t]]) = Alck(k [[X1, ... , Xn l],k [[t]]) consisting 
of those elements which commute with the augmentation morphisms: 
k[[X 1, ••• , Xnll ➔ k and k[[t]] ➔ k (i.e. the k-algebra morphisms which map X; 
(l ,;;;; i ,;;;; n) resp. t onto 0). This set is a subgroup of G (k [[t ]]), it is called the 
group of curves in G, denoted C ( G ). 
In § l.2 and § 1.3 we shall give the definition of a subgroup Cp ( G) of C ( G ), called 
the group of p-typical curves in G. We have the action of the standard operators F 
(Frobenius), V (Verschiebung) and, for an element X of k, [X] (homothety) on Cp(G). 
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· The commutation properties of these operators make it possible to provide Cp ( G) 
with the structure of a left module over the V -completion D v of the Dieudonne ring 
D = W(k)[F,V]. (W(k) is the Witt ring over k, D has multiplication rules 
FV = VF =p,Fa = a°F andaV = Va 0 whereaEW(k)andO'istheFrobenius 
endomorphism of W(k )). 
The importance of the left D v -module Cp ( G) is established by the theorem, stated by 
Cartier, which contends that the functor G - Cp(G) gives an equivalence between 
the category of commutative formal grouplaws over k and a category of left D v -
modules which satisfy certain given properties (see§ 1.7). The module Cp(G) is 
called the covariant Dieudonne module of G. 
This theorem gives a reformulation of the classification problem. 
The Dv-module Cp(G) is completely determined by an F-type of G (see§ 1.8). 
Roughly speaking, an F -type of G gives the basic relations between the actions of F 
and V on CP ( G ). F -types always have the form 

the Lk being n Xn-matrices with entries in W(k). Given an F-type of G, there are 
two basic methods to transform it into a new F-type (lemmas 1.9.1 and 1.9.2). The 
classification problem boils down to the following question: Transform an arbitrary 
F-type into an F-type which has a "normal form". We shall study this question for 
algebraically closed k. First, we shall construct an F -type with Lk = 0 
(0 ,,,;;; k < h 1), where h I is either oo or such that the matrix Lh I cannot be 

transformed to zero. The next step consists of finding an F-type in which the matrix 
Lh I itself has a normal form (see propositions 1.10.1 and 1.10.2). 

Making optimal use of the two transformation lemmas, we find that for the two­
dimensional case each F -type can be transformed either into: (by convention, 
V00 = 0) 

h [l O] h +h [0 0] F=v100 +vi 201 

with 0 ,s;;; h 1,h 2 ..;;; oo (G has such an F-type if and only if G is isomorphic to the 
direct sum of two one-dimensional formal grouplaws), or into 

F = vhl [o 1] + "i:1 vh1+h2+k [o O ] + vh1+h2+h3 [o o] 
0 0 k=O 0 dk 1 0 

with 0..;;; h 1 < oo, 0 < h2 ..;;; oo, 0..;;; h3 ..;;; oo, n = min{h 2,h 3}, all dk in the image 
of the Teichmuller map T: k - W(k) and (if h2 < oo, h 3 > 0) do =I= 0. So if G 
does not split into two one-dimensional formal grouplaws and h 2 = oo it has F -type 

,. [o 1] F=v100 

If this is the case, G is a grouplaw of "streak" type (cf. Dieudonne, Lie groups and 
Lie hyperalgebras over a field of characteristic p > 0 (IV) § 10. Am. J. of Math. 77 
(1955), pp. 429-452). In the case h 2 < oo and h 3 = oo we shall see that d0 can be 
transformed to 1 and the dk (k > 0) to 0. The resulting F -type is 

1z [o I ] 1z +h [o O] F=v100 +v1 201· 



· In this case G is said to be of "tree" type (cf. loc. cit.). Another situation in which 
the dk do not occur in the F-type of a non-split G arises in the case h 2 < oo and 
h3 = 0: 

F = yhi [~ ~] + yh1+h2 [~ ~ ]. 
This is what Dieudonne called the "braid" type (cf. loc. cit.). 
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Modulo the action of a finite group, these "normalized" F -types are uniquely deter­
mined by the isomorphism class of G. This finite group is described explicitly in § 2.3. 

Using contravariant Dieudonne theory, Manin already has given an explicit 
classification of two-dimensional commutative formal grouplaws over an algebraically 
closed field of characteristic p > 0 (cf. The Theory of Commutative Formal Groups 
over Fields of Finite Characteristic. Russ. Math. Survey 18 (1963) l-83). In order to 
compare this classification to the one we have obtained by means of covariant 
Dieudonne theory, we derive a formula which gives the direct relation between the 
covariant and the contravariant Dieudonne module of a connected formal group over 
a perfect field (see§ 3.2). Further, we shall give a translation between the two 
classification lists. At this stage, the covariant classification list turns out to be more 
detailed then the contravariant one. However, after having made a natural generaliza­
tion of the concept special in the contravariant theory, we shall obtain a refinement of 
the contravariant classification (§ 3.4 and § 4.4A). Making essential use of this 
refinement, we shall find the ~xplicit expressions of the discrete confravariant parame­
ters into the discrete covariant parameters and vice versa. For a review of the results, 
see§ 4.7. 

The comparison of the two classifications gives rise to some useful remarks in connec­
tion with the important question which of the two theories (covariant and contravari­
ant Dieudonne theory) has the preference for the study of formal grouplaws. First of 
all, if the base field k is algebraically closed, the covariant reformulation of the 
classification problem, namely finding normalized F -types, finds a solution in elemen­
tary (though tedious) calculations. The contravariant formulation of the same prob­
lem, however, is more complex. A variety of methods is need~d in order to obtain the 
desired results. 
Another point of difference appears in the final results of the two classifications. The 
covariant list is separated into the split and the non-split case. In each of the two 
cases, the whole classification is captured by one formula. In particular the com­
ponents of the module space which have nonzero dimension, are all described by one 
formula. The necessary and sufficient conditions for two formal groups to be iso­
morphic are given explicitly in terms of the covariant parameters. Thus we come to an 
explicit description of the module space. The contravariant classification list is 
separated into six parts, each part having its own character. In three of these cases 
continuous parameters arise. No conditions are given for two formal groups to be iso­
morphic and it seems hard, if not impossible, to find such conditions. 

A third difference between covariant and contravariant Dieudonne theory is demon­
strated in chapter 5, where the covariant classification theorems for dimension two are 
applied to algebraic geometry as follows: Given an algebraic curve r of genus two, 
determine the isomorphism invariants of the completion of the Jacobian variety of r. 
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· We shall describe an algorithm which determines an F-type for such a formal group. 
This F -type can be normalized by means of the two transformation lemmas. As an 
example, we shall carry this out completely for characteristic 2. 
As far as the contravariant parameters of this same class of formal groups are con­
cerned, only the isogeny parameters seem to be computable (cf. Manin, loc. cit.). 

The covariant classification theorem of the non-split case has an interesting applica­
tion to algebraic geometry: Let G be the completion at the origin of an abelian sur­
face. Assume that G does not split into the direct sum of two one-dimensional formal 
groups. The well-known fact that the height of G is between 2 and 4, combined with 
the consequences of Poincare duality, imply that G has a normalized F -type of the 
form 

F = [ ~ ~] + v [ ~ ~o] + v2 
[ ~ ~] 

where do may be zero now. (For more details, see the comments on chapter 5). The 
parameter d0 is a birational invariant. It seems to be an interesting question, what the 
geometric interpretation of this invariant is. 
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· 1. BASIC CONCEPTS 

This chapter is meant to give the definitions and properties which we need in 
the following chapters. Except possibly for propositions I.IO.I and 1.10.2 and theorem 
1.10.3 it does not contain new results. We only give proofs if they are needed for the 
understanding of what comes. Let p be a prime number, fixed once and for all. k is 
either the field Q of rational numbers or a field of characteristic p. Ale is the 
category of commutative linearly compact k -algebras. G is a formal group in the 
sense of Dieudonne [5] chap. 1 with covariant bialgebra H and contravariant bialge­
bra H*. 

§ 1.1. A curve (resp. a curve of order i) in G is an element If, of G (k [[t]]) = 
Alc(H" ,k[[t]]) (resp. of G(k[t]/{ti+ 1)) = Alc(H" ,k[t]/{t;+i))) with the property: 
Eoq, = EH, (EH, is the counit of H 0

, Eis defined by E(t) = 0). The curves (resp. the 

curves of order i) form a subgroup of G(k[[t]]) (resp. G(k[t]/{t;+i))). Given a curve 
If>, linear continuous maps q,j: H 0 ➔ k (j ;;;. 0) are defined by: 

00 

q,(x) = ~ q,j(x )tj. 
j=O 

(1.1.1) 

Considering the q,1 as elements of H, we have an injective group homomorphism 
from the group of curves into the group 1 + tH[[t]] (the latter one having multiplica-

00 

tion of power series as group structure). An element ~q,jtj of 1 + tH[[t]] 
j=O 

corresponds to a curve if and only if ilHlf>j = ~ q,0 ®q,b for all j. (ilH is the 
' a+b=j 

comultiplication of H .) In an analogous way the group of curves of order i may be 
identified with a subgroup of l+tH[t]/(1;+ 1). For proofs, see [6] section 1, [7] chap._ 
11.2 and [12] section 36.3. 
We shall always assume that G is commutative, so the group of curves also is com­
mutative. 

§ 1.2. Suppose k = Q. An element If> of 1 +tH[[t]] then may uniquely be writ­
ten in the form 

00 

If> = exp~ m- 1am(lf>)tm 
m=l 

and If> ii, a curve if and only if all am(lf>) are primitive (i.e. ilH(am(lf>)) = 
am(lf>)®l + l®am(lf>)). If> is called ap-typica/ curve if moreover am(lf>) = 0 for each 
m which is not a power of p. The p-typical curves form a subgroup, denoted Cp = 
Cp(G), of the group of all curves. For a generalization of this concept to S-typical, S 
being an arbitrary set of primes, see [7] chap. 11.7 and [15] chap. IV.7. For p-typical 
curves we shall write Tj(q,) instead of a ilf>). The well-known operators F (Fro-

P 
benius), V (Verschiebung) and [X] for some element X of k (homothety) may in this 
context be defined by: -rj(Fq,) = Tj+i(lf>), Tj(Vq,) = p-rj-i(lf>) (-r-,(lf>) := 0) and 
-rj([X]q,) = N'1 -rj(q,). See also [7] chap. III.6 and 7. 
It is well-known (see [2]) that there exist polynomials Ej(X) in Z1p)[Xo,X1, · · · ], iso­
baric of weight j, E k = Xk for all k ;;;. 0, such that any p -typical curve If> has the 

p 
form 

00 00 

q, = ~Ej(~o,~1, · · · )tj = ~Ej(~)tj, (1.2.1) 
j=O j=O 
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· the ~k being elements of H (cf. [7] chap. 11.6 and [12] sections 38.4.3 and 38.4.4). 
These E1 are the hyperexponential polynomials of Dieudonne (see also [5] chap. 
111.3.1 ). So we have a correspondence between p -typical curves in G and sequences 
(~0,~1, • • • ) in H with the property: 

t,.H~j = ~ Ea(~)©Ebm (l.2.2) 
a +b =pj 

for all j ;;;,, 0. We shall always identify c/> with the sequence it corresponds to. If 
c/> = (~0J1, · · · ) then V c/> = (0,~0,~1, • • • ), [A]c/> = (A.~0,N' ~1, · · · ) and there exist iso­
baric polynomials Pj(X) in Z(p)[X0,X1, · · · ] (j ;;;,, 0) such that 
Fc/> = (~b + pPo(~Mf + pP1(~), · · · ). 

§ 1.3. Assume k is a field of characteristic p. Consider the polynomials Ej(X) 
as elements of k [X 0,X 1, • • • ]. We now define a p-typical curve as a curve c/> in G 
which satisfies (l.2.l) (hence (l.2.2)). The group ofp-typical curves will again be 
denoted by CP = Cp(G). Let r be a nonnegative integer. Ap-typical curve 
of length r is a curve of order p' - 1 which has the form 

p'-1 

c/> = ~ E1(~o.~1, · · · )tl. 
j=O 

The group of p-typical curves of length r will be denoted Cp,r = Cp,,(G). As we did 
with curves, we shall identify p-typical curves of length r with sequences 
(~o, ... , ~r - 1) in H which satisfy (l.2.2). _ 
We define the Frobenius, Verschiebung and homothety on Cp and Cp,r as follows: let 
c/> = (~o.~1, · · · ) (resp. (~0, ••• , ~r _ 1)) be a p-typical curve (resp. of length r ). Then 
Fc/> = (~C,H, ···)(resp. (~C, ... ,U-1)), Vc/> = (0,~o.~1, ···)(resp. (0,~o, ... ,~r-2)) 

and [A]c/> = (A~o.N' ~1, · · · ) (resp. (A~o, ... , i\P,-,~,-1)). 
By these definitions both Cp and Cp,r have the structure of a Cartp-module (cf. [12] 
section 26.2 and [15] chap. IV.2 and VI.I). The canonical projection: 
k[t]/(tPr+l) ➔ k[t]/(tP') induces a group homomorphism: cp,r+I ➔ Cp,r• The 
image of (~0, •.. , ~r) under this homomorphism is (~0, •.• , ~r - 1), and it is easily seen 
to be a morphism of Cartp-modules. The canonical isomorphism G (k [[t]]) = 
li2"1 G(k[t]/(tP')) induces an isomorphism Cp = li2"1 Cp,r of Cartp-modules. 

Let W = W(k) be the Witt ring over k, D = D (k) the Dieudonne ring (i.e. D 
W[F, V] with the usual commutation rules: FV = VF = p and if a E W then 
Fa = a°F and aV = Va 0 , a being the Frobenius endomorphism of W) and D v the 
V-completion of D. We give Cp and Cp.r the structure of a D v -module as follows: 

00 

let a = (a0,ai, · · · ) be an element of W, then ac/> = ~ V1[a1 ]Fl c/> (see [12] section 
j=O 

28.l.8 and [15] chap. VI.l.8). Of course, the isomorphism Cp = ~ Cp,r is an iso-

morphism of D v -modules. 

§ 1.4. Again, let k be either Q or a field of characteristic p. Let U and U, be 
the hyperexponential bialgebras, i.e. as algebras we have U = k[X0,X1, · · · ] and 
U, = k[X0, • .• , X,-il, the comultiplications of both U and U, are defined by: 

t..XJ = ~ Ea(X)©Eb(X) 
a +b =pj 

(cf. [3] section 5). Let Alg be the category of commutative k-algebras and Bialg the 
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· category of cocommutative cogroup objects in Alg. In other words: H is an object of 
Bialg if and only if Sp H is a commutative affine k -group. We have the canonical 
representations Cp = Bialg ( U ,H) and CP ,r = Bialg ( U,,H) ( as groups!). So a p -
typical curve is the same as a hyperexponential vector as defined by Dieudonne in [5] 
chap. 111.3. Obviously, the canonical isomorphism U = 1im U, corresponds to the 

➔ 

isomorphism Cp = 1im Cp.r• 
. +-

§ 1.S. Let A and A, be the additive Witt bialgebras, i.e. as algebras we have A 
= k[X0,X1, · · · ] and A, = k[X0, ••• , X,-il, the comultiplications of A and A, are 
defined by the additive Witt polynomials (see [3] section 7). Dieudonne has shown 
that A (resp. A,) is isomorphic to U (resp. U,) as a bialgebra (see [2] section 8 or [3] 
section 7). This means that we also have: Cp = Bialg(A ,H) and Cp.r = Bialg(A,,H). 
It will be convenient for the following chapters to give an explicit isomorphism 
between U and A (resp. U, and A,). First of all, consider the case k = Q. Let 
m ;;;,, 0. Observe that by the very definition of the additive Witt polynomials the ele-

m m-k 

ment Wm (X) : = ~pk X{ is a primitive element of A . Consider the p-typical 
k=O 

curve 
00 00 

1 + ~Fj(X)tj := exp ~p-mwm(X)tPm (1.5.1) 
j=I m=O 

in the formal group Spf A•, i.e. the formal group which has A as !ts covariant 
00 

bialgebra. It is an elementary exercise to show that exp ~ p -m Wm (X)tPm = 
m=O 

00 . 00 . 

I]: Ep(XjtP'), where Ep(Y) = exp ~p-; ¥P 1 is the Artin-Hasse exponential with 
J-0 i=O 

respect to the prime p. It follows that the polynomials Fj defined by (1.5.1) are in 
Z(pi[X0,X1, · · · ], isobaric of weight j and FPk is of the form 
Xk + Qk(Xo, ... , Xk- 1). Using the Verschiebung operator and the fact that 
wm(0,Xo,X1, · · ·) = pwm-1(X), we find that F k(0,Xo,X1, · · ·) = F k-1(X). (We p p 
shall need this property in chapter 3.) One easily verifies that the algebra morphism 
cf>: U ➔ A defined by 

is an isomorphism of bialgebras. 
Next consider the case that k is a field of characteristicp: consider the polynomials 
Fj(X) in Z(p)[X0,X1, · · · ] as elements of k[X0,X1, · · · ]. Then the algebra morphisms 
cf>: U ➔ A and cf>,: U, ➔ A, defined in the same way as in the case k = Q are iso­
morphisms of bialgebras. 

§ 1.6. Suppose k is a field of characteristic p. One more remark about Cp,r 
will be useful. Let H, be the kernel of Ve (V8 is the Verschiebung in H, cf. [l] chap. 
11.5). Then the linear dual H; of H, is the cokemel of F~. (F 8 • is the Frobenius in 

H*, cf. [l] chap. 11.5), hence H; = H* / I, where J, is the ideal in H* generated by 
{xP' I £8 ,(x) = O} (cf. [l] chap. 11.6). Let c/> = (~0, ••• , ~,-d be an element of Cp,r• 

Regarding c/> as a continuous k-algebra morphism: H* ➔ k[t]l(tP'), it is clear that c/> 
has a unique factorization through H;. So the c/>j: H* ➔ k defined by (1.1.1) factor­
ize through H;, or equivalently, regarding the c/>j as elements of H, they are in H,. 
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Since If, is p -typical, this is equivalent to saying that the ~k = If, k are in Hr. We con­
P 

elude that Cp,r = Bialg(UnHr)-

From now on we shall assume that k is a field of characteristic p . 

§ 1.7. The D v -module Cp gives rise to an equivalence of categories. To be pre-
cise: 

Theorem: (Cartier) 
The functor which attaches to a formal group G its D v -module of p -typical curves 
gives an equivalence between the category of smooth n -dimensional commutative for­
mal groups and the category of D v -modules M with the properties: 
(i) M has no V -torsion, 
(ii) M is complete with respect to the V -adic topology, 
(iii)M / VM has length n . 

Remark: the D v -module CP ( G) will be called the covariant Dieudonne module of G. 

For a proof of this theorem see [15] chap. IV.7.12 combined with 8.1 and chap. VI 
sections 1,2 and 3, [12] section 27.7.14 or [7] chap. 111.3. 

§ 1.8. Assume G is smooth of dimension n, in other words: as an algebra H' 
= k [[ X 1, ••• , Xn ]]. We may assume that the generators X 1, • · •• , Xn are such that the 
curves q,<J> (l ~ j ~ n ), defined by q,Vl(X;) = l>;j t (Kronecker l,ij );are all p-typical 
(see [7] chap. III lemma 1.1).' The element If, = (q,(ll, ... , q,<n>) of c; has the following 
important property: An arbitrary element it, of c; can be written as 

00 

it,= ~V;A;lf, (1.8.1) 
i=O 

where the A; are elements of Mn (W) (see [7], loc. cit.). 
Any element of c; having this property will be called a basic element of c;. Note that 
the matrices A; in (1.8.1) are not uniquely determined. There are, however, unique 
matrices A; with entries in Im(T) which satisfy (1.8.1). (T is the Teichmiiller map: 
k - W(k )). So an element If, = (q,(ll, ... , q,<nl) of c; is a basic element if and only if 
the set {q,(l>, ... ,q,<nJ} constitutes a V-basis of Cp in the sense of [12] section 
(16.1.10). The it, in (1.8.1) also is a basic element if and only if the matrix A0 is inver­
tible (see [7], loc. cit.). 
Let If, be a basic element of c;. Then we may apply property (l.8.1) to Fq,: There 

00 

exist elements Lk of Mn ( W) such that F If, = ~ Vk Lk If,. Now Cp is completely deter-
k =O 

mined by these Lk. To be more precise: CP is isomorphic to the D v -module 
00 

(D vr / (D vr (F - ~ vk Lk ). (see [5] chap. III.4 prop. 7). 
k=O 

Definition: An expression of the form 

is called an F-type of the formal group G if there exists a basic element If, of c;(G) 
such that 



9 

00 

Fe/>= ~ VkLkc/> 
k=O 

(cf. [15] chap. Vl.2.15). 

By Cartier's theorem, G is determined by any of its F -types. Of course, an F -type of 
G is not uniquely determined by G, since it depends on the choice of a basic element 
cf>. . 

Our aim is to classify G by finding in the set of all its F -types an element with the 
"nicest" properties. It will appear that for two-dimensional G over an algebraically 
closed field this boils down to: all Lk are zero except for finite number and the 
nonzero Lk have their entries in Im(T). 

§ 1.9. We shall now derive the two fundamental tools to construct F-types of G 
with nice properties. The first one results from the choice of a new basic element of 
c;, as we shall see in the proof. 

Lemma 1.9.1: 
00 

Let F = ~ Vk Lk be an F -type of G. Let Ai (i ;;;,, 0) be elements of Mn ( W) with 
k=O 

Ao invertible. Define matrices L le re1.,"Ursively by: 

(1.9.1) 

(For an element N of Mn (W), Na is obtained by applying the Frobenius endomor-
00 

phism of W to the entries of N .) Then F = ~ Vk L le also is an F -type of G. 
, k=O 

00 

Proof: Let cf> be a basic element of c; such that Fe/>= ~ Vk Lkcf>• Define 
k=O 

00 00 

if!= ~ Vi Aic/>• Then if! also is a basic element of c; and Fi[!= ~ Vi MFc/> = 
i=O i=O 

00 00 00 00 00 

~ViM~ VkLkc/> = ~ VkL/c~ViAic/> = ~ VkL/ci[I. *** 
i=O k=O k=O i=O k=O 

The relation p = VF permits us to find an F -type of G which has entries in lm(T). 
This is made explicit by 

Lemma 1.9.2: 
00 

Let F = ~ Vk Lk be an F -type of G. Let N be an element of Mn ( W) and s ;;;,, 0. 
k=O 

Define matrices Lie by: Lie = Lk for O..;; k < s, L~ = L, - pN and 
00 

Lie = Lk + N,1-, Lk-s-l fork > s. Then F = ~ Vk Lie also is an F-type of G. 
k=O 

00 

Proof: Let cf> be a basic element of c; such that Fe/>= ~ Vk Lkc/>• Then Fe/> = 
k=O 

s 

~ Vk Lice/>+ V'pNc/> + 
k=O 

00 
~ k ,1-, 
~ V N Lk-s-Jc/>. 

k=s+I 

00 

~ vk Lk c/> and vs pN c/> = vs+ I Na F c/> = 
k=s+I 

*** 
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§ 1.10. It is convenient to have the following notation: 

T(k,i) = At"-;+iLk-i - L'!/-;A; 

fork ;;.. i. Fork < i we define T(k ,i) = 0. 

The lemmas 1.9.l and 1.9.2 enable us to find at once isomorphism invariants of G 
over an algebraically closed k : 

Proposition U0.1: 
Let k be an algebraically closed field of characteristic p > 0. Then G has an F -type 
of the form 

where 0 ,,;;;; h 1 ,,;;;; oo (by convention, V 00 = 0) and (if h 1 < oo) the transpose of Lh 1 

has a nonzero normal form in the sense of Hasse-Witt. (cf. [ll], p. 489.) 
00 

Proof: Let F = ~ Vk Lk be an F -type of G. Let s > 0 and assume Lk = 0 for 
k=O . 

0 ,,;;;; k < s. If L, _ 0 mod p then apply lemma 1.9.2 with pN = L,. Iteration of 
this procedure shows that we may assume that for some h 1 with 0 ,,;;;; h 1 ,,;;;; oo we 
have: Lk = 0 for 0 ,,;;;; k < h 1 and if h 1 < oo then Lh I is nonzero mod p. If 

h 1 = oo we are done. SuppQse h 1 < oo. Then there exists an invertible matrix A in 
h 1+1 

Mn ( W) such that the transpose of A° Lh A - 1 has a Hasse-Witt normal form 
I 

modulo p ( cf. [11] section J Satz 11 for the case h 1 = 0, the general case follows 
from an easy generalization of this theorem). Take Ao = A and A; = 0 for i > 0 in 
formula (1.9.l). Then this formula says: L',,A = Atf+ 1Lk. Clearly, L',, = 0 for 
0 ,,;;;; k < h 1 and by choice of A the transpose of LI, 1 has a Hasse-Witt normal form 

modulo p. An obvious application of lemma 1.9.2 completes the proof. *** 

It is a well-known fact that h 1 = oo if and only if G is isomorphic to the direct sum 
of n copies of the additive group. 

Proposition 1.10.2: 
Under the assumptions of proposition 1.10.1, the number h I and the matrix Lh I are 

isomorphism invariants. 
Proof: Let H be another formal group and assume H is isomorphic to G. Then there 
exists an isomorphism cl>: Cp(H)" ➔ Cp(G)". Let</> be a basic element of Cp(G)" 

00 

such that F</> = ~ Vk Lk</>, the Lk having the properties of proposition 1.10.1. Let 
k=h 1 

00 

1/, be a basic element of Cp(H)" such that Fl/, = ~ Vk L',,1/,. Assume that, if 
k=h1 

h 1 < oo, the transpose of L !.; has a nonzero Hasse-Witt normal form. In view of 

proposition 1.10.l such a 1/, exists. Without loss of generality we may assume h 1 ,,;;;; h 1. 
If h 1 = oo then nothing has to be shown, so assume h 1 < oo. Identify 1/, with its 
image under cl> (since cl> is an isomorphism of D v -modules, this does not change the 
L ',, ). Since </> and 1/, are basic elements, there exist matrices A;, i ;;.. 0, with entries in 
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00 

Im(T) and Ao invertibie such that 1/1 = ~ Vi Ai q,. On one hand we have 
· i=O 

00 00 

Fi[!= ~ Vi AfFq, and on the other hand Fi[!= ~ Vk Lfci[I, hence 
i=O k=h 1 

oo k-hl 
~ Vk ~ T(k,i)q, = 0. (l.10.1) 

k=h 1 i=O 

It follows that the coefficient of Vh 1 in this expression, which is T(h1,0) = 
h +1 

A8 1 Lh 1 - L;, 1Ao, is zero mod p. In view of the unicity of the Hasse-Witt normal 

form it follows that L$, 1 = Lh 1, so we also have h~ = h 1• *** 

Theorem 1.10.3: 
Let k be an algebraically closed field of characteristic p > 0. Assume h 1 < oo. If 
Lh has stable rank m > 0, i.e. LC has rank m , then G is isomorphic to the direct 

I I 

sum of two smooth formal groups G1 and G2, where G1 has dimension m, 
h 1(G 1) = h 1 and G1 has F-type F = Vh 1• Moreover, if m < n then h1(G2) ;;;i. h1. 

00 

Proof: In fact we have to show that G has an F -type F = ~ Vk Lk with the pro-
k =h 1 

perties of proposition 1.10.1 and moreover if k > h 1 then, writing Lk = (aiJ), the aiJ 
must be zero for all i ,j with i E;; m or j E;; m . Let s > 0 and assume we already 
have this property for h 1 < k, < h 1 + s . With the help of lemma 1.9 .1 we are able 
to show that we may also assume that Lh 1+s has this property: take the identity 

matrix for Ao and take Ai = 0 if i > 0 and i =I= s. Then (1.9.1) says: 
Lfc = Lk + T(k,s). It follows that M = Lk for O ,s;;; k < h 1 + s and £$, 1+, = 
Lh 1+s + T(h1+s,s). We finish the proof of the theorem by 

Lemma 1.10.4: 
A, can be chosen such that L;, +• has the required properties. 

. I 

Proof: Write (tiJ) : = T(h 1 +s ,s), (AiJ) : = A, and (aiJ) : = Lh 1+s • If both i and j are 
h +1 · 

,s;;; m then tiJ = ;\ij 1 
- AiJ. In view of [5] chap. 111.5 lemma 1 the ;\ii can be chosen 

such that tii = - aiJ. If m = n the proof is done, so assume m < n . First, con­
sider the case i ,s;;; m and j > m . If the j-th column of Lh 1 is zero, which is the case 

if for instance j = m + I, then tiJ = -;\iJ· If the j-th column of Lh 1 is nonzero, it 

is of the form '(0, . . . , 1, . . . , 0), where the 1 stands at place k for some k with 
hi+! 

m < k < j. We then have tiJ = Ai'lc - ;\iJ• It follows that we may take the ;\ii 
such that tiJ = - aiJ. (First take Ai ,m +1 = ai ,m + 1, then determine Ai .m + 2 and so on.) 
Finally, consider the case i > m and j ,s;;; m. If the i-th row of Lh 1 is zero, which is 

h +1 

the case if for instance i = n , we have tiJ = A;j 1 • If the i -th row of Lh 1 is nonzero, 

it has the form (0, ... , l, ... , 0), where the 1 stands at place k for some k > i. 
h 1+t 

Then tiJ = A/j - Aki• So we may take the AiJ such that tiJ = -aiJ. (First take 
-N -1 

' - 0 1 th d . ' d ) *** Anj - - anj , en etenrune An - IJ an so on. 
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· The theorem gives at once the following well-known result: 

Corollary 1.10.5: 
Two one-dimensional smooth formal groups G and H are isomorphic if and only if 
h1(G) = h1(H). 

In the one-dimensional case we have the isomorphism CP = D v / D v (F- Vh 1) (see 
1.8). It follows that the height of G, i.e. the rank of Cp as a W -module, is h 1 + 1. 

So we see that the one-dimensional smooth formal groups are classified up to isomor­
phism by the invariant h 1• The two-dimensional case will be worked out completely in 
the following chapter. 

Comments: 
(i) For a treatment of the noncommutative case see [7] and [12], section 38. 
(ii) Taking W(k) as base ring instead of k, one may also use F-types for the study of 
formal groups (see [8] and [9]). 
(iii)The two-dimensional case has been treated earlier by Manin (see [16] chap. IIl.8) 
with a completely different method, using the contravariant Dieudonne module. We 
shall call this method the contravariant classification. The classification which is based 
on the covariant Dieudonne module will be called the covariant classification. As we 
shall see in chapters 2 and 4, the results of the two methods look entirely different. In 
chapter 4 the two results will be compared with each other. 
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. 2. TIIE COVARIANT CLASSIFICATION 

In this chapter we shall use the technique of chapter 1 in order to obtain an 
explicit classification up to isomorphism of the two-dimensional smooth commutative 
formal groups over an algebraically closed field k . Let G be such a group. 

§ 2.1. The Classification Theorems 

As we saw in chapter 1, G has an F -type of the form 

with O E;; h 1 E;; 00 and (if h 1 < 00) Lh I is either [ ~ ~ J , [ ~ ~ J or [ ~ ~ J . 

2.1.1. If Lh 1 = [~ ~ J then according to theorem 1.10.3 

F = y'1 

is an F -type of G. In that case G is isomorphic to the direct sum of two copies of 

the one-dimensional formal group with F -type F = v' 1• 

[l OJ . 
If Lh 1 = 0 0 then theorem 1.10.3 shows that G is the direct sum of two one-

dimensional formal groups G1 and G2, G1 having F-type F = v' 1 and G2 having F­
type F = Vh 1+h 2 for some h2 with O .;;; h2 .;;; oo (in fact we can have only h2 > 0 in 
dimension 2). 

The F -types we have met so far in this chapter can be summarized by: 

F _ y't [l OJ + y'1+h2 [0 OJ 
- 0 0 0 1 (2.1.1) 

with O.;;; h1,h 2 .;;; oo and we have seen that a formal group with F-type (2.1.1) is iso­
morphic to the direct sum of two one-dimensional formal groups. 
Conversely, suppose G is isomorphic to the direct sum of two one-dimensional formal 
groups, say G1 and G2. We may assume h 1(G 1).;;; h 1(G2). Then G has F-type (2.1.1) 
with h1 = h1(G1) and h2 = h1(G2) - h1(G 1). We now have shown 

Theorem 2.1.1 (classification theorem, split case): 
Let G be a smooth two-dimensional commutative formal group over an algebraically 
closed field of positive characteristic. Then G is isomorphic to the direct sum of two 
one-dimensional formal groups if and only if G has F-type (2.1.1). If this is the case, 
then G is isomorphic to the direct sum of G1 and G2 where h 1(G 1) = h 1 and 
h1(G2) = h1 + h2. 

2.1.2. Suppose G is not isomorphic to the direct sum of two one-dimensional 

formal groups. It follows from theorem 2.1.1 that h 1 < oo and Lh 1 = [ ~ ~ J . 
Unless otherwise stated, the matrices Lk and L 1c occuring in F -types will always be 
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. · [ak bk ] [a le b le ] 
made explicit by Lk = ck dk and L'k = c'k die . Furthermore, the matrices A; 

[
a; /J; ] 

occuring in formula (1.9.1) will be written A; = Y; 8; . In the sequel it will often 

happen that we do not need all matrices A;. Therefore we shall make the convention: 
if for some i the value of the matrix A; is not given then it is zero if i > 0 and the 
identity matrix if i = 0. 
We shall transform the F-type step by step. First of all we shall make the matrices 
Lh 1 +s (s > 0) zero for as far as possible. 

Lemma 2.1.2: 
00 

Let s > 0 and assume G has an F -type F ~ Vk Lk with Lk = 0 for 

0.; k < h, and fo, h, < k < h,+, and L,:: [~ ~].If at:!'.' + d,,+, -

ch 1+, _0modp thenwemayalsoassumeLh 1+, = 0. 

Proof: Take A, = [a O b O ] in formula (1.9.1). We then find a new F-type by 
h 1+s h 1+s 

L1c = Lk + T(k,s). So for 0,,;;; k < h 1+s we have L1c = Lk. Furthermore, a 
straightforward verification shows that the entries of L;, 1 +s are zero mod p. Applica-

tion of lemma 1.9.2 with pN, = LI, +s completes the proof. *** -
I 

An immediate consequence of this lemma is: 

Corollary 2.1.3: 
00 

There exists an h2 with 0 < h2 ,,;;; oo such that G has an F-type F ~ Vk Lk with 
k=O 

Lk = 0 for 0 ,,;;; k < h I and for h 1 < k < h 1 + h 2, Lh 1 = [ ~ ~] and (if h 2 < oo) 
h 1+1 

ch 1+h2 and ah0
1+h2 + dh 1+h 2 are not both zero modp. 

Proposition 2.1.4: 
h 2 is an isomorphism invariant. 
Proof: Let H be another formal group and assume H is isomorphic to G . Let 

00 

F = ~ Vk Lk be an F -type of G with the properties of corollary 2.1.3. Applying 
k=O 

propositions 1.10.l and 1.10.2 and corollary 2.1.3 to the formal group H we find the 
00 

existence of an h 2 such that H has an F -type F = ~ Vk L k with L k = 0 for 
· k=O 

0,,;;; k < h 1 and for h 1 < k < h 1+h 2, furthermore L/, 1 = Lh 1 and (if h 2 < oo) 
h +l 

cl, +h' and a/,0 ;h, + di, +h' are not both inpW. Without loss of generality we may 
I 2 I 2 I 2 

assume that h2 ,,;;; h 2. If h2 = oo the proof is done. Assume h2 < oo. As we saw in 
the proof of proposition 1.10.2, there exists a basic element <f, in Cp(G)2 and matrices 
A; (i ;.,,, 0) with entries in Im(T) and Ao invertible such that (1.10.1) holds. Using the 
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. fact that Lk = Lie = 0 for h 1 < k < h 1+h2, (1.10.1) boils down to 

00 k-h 1-h2 

~Vk{ ~ T(k,i)+T(k,k-h1)}ct,=0. (2.1.2) 
k=h 1 i=O 

As we already noted in the proof of proposition 1.10.2, the coefficient of ~1, which is 
T(h 1,0), is zero mod p. Recalling that the entries of Ao are in Im(T), an explicit cal-

h1+1 

culation shows that this means: T(h1,0) = 0, in other words: Yo = 0 and 80 = a8 . 
Since Ao is an invertible matrix, ao must be an invertible element of W. 

h 1+I 

Oaim: T(k ,k -h 1) = 0 (in other words: "Yk -h = 0 and 8k -h = af-h ) for 
I I I 

h1.,;;; k < h1+h2. 
The claim can be proven by induction: let 0 < s < h 2 and assume that it is true for 
h 1 .,;;; k < h 1 + s . Then the lowest power of V which occurs in (2.1.2) is h 1 + s . So 
the coefficient of ~,+s, which is T(h 1 +s ,s), is zero mod p. An explicit calculation of 
the same kind as the one we just mentioned, shows that this implies T (h 1 + s ,s) = 0. 
This completes the proof of the claim. It follows that (2.1.2) boils down to: 

(2.1.3) 

The first consequence of (2.1.3) is that T(h 1 +h2,0) + T(h 1 +h2,h2) is zero mod p. 
Another explicit calculation shows that this means: 

(2.1.4) 

(Here we have used the fact that ao is invertible in W.) So if ch,+h 2 is nonzero mod p 
h +l 

we have: h2 = h 2• If ch +h is zero mod p then ah0 ~h + dh +h is nonzero mod p. 
I 2 I 2 I 2 

h +l 

The explicit calculation we J·ust mentioned, now shows that a;,0 ~h + d,, +h cannot 
I 2 I 2 

be zero mod p , hence again we have h 2 = h 2. * * * 

If h 2 = oo the F-type has a form which cannot be reduced any further. If h 2 < oo 
we shall transform the first column of Lh,+h2+, (s ;;;. 0) to zero for as far as possible. 

Lemma2.1.5: 
Assume h 2 < oo. Lets ;;;. 0 and suppose G has an F-type with the properties of 
corollary 2.1.3 and moreover ak = ck = 0 for h 1 + h 2 .,;;; k < h 1 + h 2 + s . If 
ch,+h 2 +s _0modp thenwemayalsoassumethatah,+h2+s = ch,+h 2 +s = 0. 

Proof: Take Ah2+s = [a O ~] in formula (1.9.1). Then we find a new F-type by 
h1+h2+s 

Lie = Lk + T(k,h 2+s). Clearly Lie = Lk for 0.;;;; k < h 1+h 2+s. Furthermore, 
a1, 1+h 2+s = 0 and d,+h 2+s - 0 modp. Application of lemma 1.9.2 at place 

h 1 +h2+s with a suitable N completes the proof. *** 

Corollary 2.1.6: 
If h 2 < oo then there exists an h 3 with 0 .,;;; h 3 .,;;; oo such that G has an F-type with 
the properties of corollary 2.1.3, ak = ck = 0 for h 1 + h 2 .,;;; k < h 1 + h 2 + h 3 and (if 
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· __ h3 < oo) ch 1+h2+h3 is nonzero mod p. 

Proof: If ch I H 2 is nonzero mod p then h 3 : = 0, else we reach our goal by iteration of 

lemma 2.1.5. *** 

Note that h 3 > 0 implies ah +h = 0, hence in that case dh +h is nonzero mod p (see 
I 2 I 2 

corollary 2.1.3). 

Proposition 2.1.7: 
h 3 is an isomorphism invariant. 
Proof: Let all notations be the same as in the proof of proposition 2.1.4 and assume 
ak = ck = 0 for h1+h2.;;;; k < h 1+h2+h 3 and ale = c/c = 0 for 
h1 +h2.;;;; k < h1 +h2+M, where c;. +h +h' is nonzero modp (if h3 < oo). Without 

I 2 3 

loss of generality we may assume that h 3 .;;;; h 3. If h 3 = oo we are done, so assume 
h3 < oo. (2.1.4) implies that h3 = 0 if and only if M = 0. So assume h3 > 0 (hence 
ah +h = a;, +h = 0). Malting the relation T(h 1+h 2,0) + T(h 1+h 2,h2) = 0 modp 

I 2 I 2 

explicit we find that Yh 2 = 0 and that the first column of T(h 1 + h2,0) + T(h 1 + h2,h2) 

is zero (recall that Yo = 0). 
Oaim: For h1+h2.;;;; k < hi+h2+h3 the Yk-h = 0 and the first column of 

I 
k-h 1-h2 

~ T(k,i) + T(k,k-h 1)iszero. 
i=O 

In order to prove our claim we first note the following: Let N be an element of 
M 2(W) which is zero modp, then (usingp(/> = VF(/>): 

. [0 *] h +h +h + I N (/1 = ~ VJ 0 * (/> mod V 1 2 3 (/>, 
j>hl 

(2.1.5) 

the *'s stand for elements of W for which we need no further specification. We may 
now rewrite (2.1.3) in the following way: Take for N the coefficient of the lowest 
power of V which occurs in (2.1.3) (hence N is zero mod p) and apply (2.1.5). Itera­
tion of this procedure gives: 

oo k-hl-h2 [0 *] 
~ Vk{ ~ T(k,i) + T(k,k-h1) + 0 * }(/>=0 

k=h 1+h2+s i=O 
(2.1.6) 

2h +2h +h +I 
modulo V 1 2 3 (/> for 0 .;;;; s .;;;; h 1 + h 2 + h 3• It follows that the first column of 

the coefficient of ~•+hz+s, which is :± T(h 1 +h2+s ,i) + T(h1 +h2+s ,h2+s), is zero 
i=O 

modp for 0.;;;; s .;;;; h 1+h2+h 3. We are now able to prove our claim by induction: 
let 0 < s < h3 and assume it is true for h 1 +h2 .;;;; k < h 1 +h2+s. Then Y; = 0 for 

s 

at least 0 .;;;; i .;;;; s , hence the first column of ~ T (h 1 + h 2 + s ,i) is zero. It follows 
i=O 

that the first column of T(h 1 +h2+s ,h2ts) is zero mod p. One easily verifies that 
this column is '(-yh2+.,0). Since Yh 2+s is in Im(T), the claim now follows for 

k = h 1 + h 2 + s, which completes the proof of the claim. Finally we make use of the 
h3 

fact that the first column of ~ T(h 1 +h2+h 3,i) + T(h 1 +h 2+h 3,h2+h 3) is zero mod 
i=O 



· p'. Making the (2,1)-entry of this column explicit we find that c;, +h +h is nonzero 
I 2 3 

mod p, hence h ~ = h3. *** 

We now are ready to state the counterpart of theorem 2.1.1 in the non-split case. 

Theorem 2.1.8 (classification theorem, non-split case): 
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Let G be a smooth two-dimensional commutative formal group over an algebraically 
closed field of characteristic p > 0. Assume G is not isomorphic to the direct sum of 
two one-dimensional formal groups. Let n : = min{h 2,h 3}. Then G has an F-type of 
the form 

F - v"i [o I] + j 1 vh1+h2+k [o O ] + vh1+h2+h3 [o o] 
- 0 0 k =O O dk 1 0 

with all dk in Im(T) and (if h2 < oo, h3 > 0) do =I= 0. If h2 < oo and h3 = oo then 
d0 = 1 and dk = 0 for k > 0. Such an F -type will be called a normalized F -type. 
If H is another formal group which does not split into the direct sum of two one­
dimensional formal groups, having the same hi, h2, h3 as G and parameters ek in its 
normalized F -type then G and H are isomorphic ~ and only if there exist elements A; 
(0 ,..,; i < n) in F 2h +h +h + 2 with Ao =I= 0 such that 

p I 2 3 

for 0 ,..,; s < n. (For an element a in W we write a-for the element of k which 
corresponds to the image of a in W / p W). 

Remark. The cases h2 = oo, h3 = oo and h3 = 0 give the three F-types which are 
mentioned by Dieudonne in (4) section 10. Here G is called resp. a group of "streak", 
"tree" and "braid" type. 

§ 2.2. The Proof of the Classification Theorem in the Non-Split Case 

If h2 = oo then the theorem already has been proved (see corollary 2.1.3). For 
the remainder of this section assume h 2 < oo. First of all we shall show the existence 
of a normalized F -type. Again the F -type will be transformed step by step. It is con­
venient· to treat the three cases h3 = oo, h3 = 0 and 0 < h3 < oo separately. 

Case 1: h3 = oo 
We have to show that G has F-type 

F = y"i [~ ~] + y"1+h2 [~ ~]. 

Claim 1.1: G has an F -type with the prqperties of corollary 2.1.6 and moreover: 

Lh 1+h 2 = [~ ~ ]. 
00 

Proof: Let F = ~ Vk Lk be an .F -type of G with the properties of corollary 2.1.6. 
k=O 

Let a be an element of W which is nonzero mod p and such that 
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2h 1+h 2+2 h 1+I 

aa dh +h - aa = 0. In view of [5] ch. 111.5 lemma I such an a exists. Furth-

ermore, Iet
1

8 :
2

= a/ 1
+h

2
+

1
bh +h. Take Ao= [a ? +1 ] (note that Ao is invertible) 

I 2 0 Of.a I 

and Ah [~ ~] in formula (1.9.1). Then L1< Ao = A( +iLk + T(k ,hz). One easily 

verifies that L" = Lk for O ,;;;; k < h 1 + h 2• A straightforward calculation shows that 
bi, +h = 0 and di, +h = 1. An easy induction argument shows that a" = C1< = 0 

I 2 I 2 

for k ;a,, h 1 + h2, hence the properties of corollary 2.1.6 are valid for the new F -type. 
*** 

Claim 1.2: Lets > 0 and assume G has an F -type with the properties of claim I. I 
and moreover Lk = 0 for h 1+h 2 < k < h 1+h 2+s. Then we may also assume 
Lh 1+h 2+s = 0. 

2hl+h2+2 hl+I 

Proof: Let a be an element of W such that aa - aa + dh 1+h 2+s = 0 and 

8 , = b,, H,+,- Tako A, = [: _.?..,] and A..,+, = [~ ~] in fonnula (1.9.1). Thon 

LI, = Lk + T(k,s) + T(k,h 2+s). It follows that L1< = Lk for 
0,;;;; k < h 1+h2+s. Furthermore, an easy verification shows thatL1t 1+h 2+s = 0 and 

thatai, = ci, = 0fork >"h1+h2+s. *** 

Iteration of claim 1.2 proves the theorem in case I. 

Case 2: h3 = 0 
We now have to show that G has F-type 

F = ~ 1 [~ ~] 
h +h [o o] +vi 210· 

:1 ~I- G has an F -type with tho properties of rorollru-y 2.1.6 and mom,vo, L,,, ", 

Proof: Start with an F -type which has the properties of corollary 2.1.6. Let a be an 
2hl+h2+2 

element of W which is nonzero modp such that aa ch 1+h 2 - a= 0. For the 

existence of such an a see again [5], loc. cit. (recall that ch 1 +h 2 is nonzero mod p ). 
h 1+I 2h 1+h 2+2 

Furthermore, let /3 and y be such that /3 = ya + aa dh 1+h 2 and 
h 1+h 2+1 h 1+h 2+1 

y = aa ah +h + 13a ch +h • For the existence of /3 and y: eliminate y and 
I 2 I 2 

then use [5], loc. cit. in order to show the existence of a suitable {3. Finally, let 

h 1+h 2+ 1 h 1+h 2+1 [a /3 l 8 : = aa bh +h + /3° dh +h . Take A0 = h +1 (hence A0 invertible) 
12 12 oaal 

and Ah 2 = [~ ~].Then L1<Ao = A[+ 1Lk + T(k,hz). It follows that L1< = Lk for 



0 ...; k < hi+ h2 and a straightforward calculation shows that L;. 1 +h2 = [ ~ ~] . 
••• 

Claim 2.2: Let s > 0 and assume G has an F -type with the properties of claim 2.1 
and moreover Lk = 0 for hi +h2 < k < hi+h2+s. Then we may also assume 
Lh1+h2+• = 0. 

2h1+h7+2 

Proof: Let a be such that of - a + ch +h +s = 0. Let fJ and y be such that 
I 2 

h 1+1 h1+h2+1 . 
fJ = i' + dh +h +s and y = fJ" + ah +h +s• Finally, put 8: = bh +h +s• 

I 2 I 2 I 2 

Toke A, - [: J .. l and A.,+, - [~ n Then 

Lfc = Lk + T(k,s) + T(k,h2+s). It follows that Lfc = Lk for 
0...; k < hi+h2+s and a straightforward calculation shows that L1, 1+h2+s = 0 . 

••• 

Iteration of claim 2.2 gives the proof of the theorem in case 2. 

Case3:0<h3 <oo 
Claim 3.1: G has an F-type with the properties of corollary 2J.6 and moreover 
ch 1+h2+h 3 = 1 and dh 1+h2 E lm(T). 

19 

Proof: Again we start with an F -type which has the properties of corollary 2.1.6. Let 
a be an element of W which is nonzero mod[: and such that 

of ch +h +h - a - 0. Take Ao - h +1 • Then LkAo = Ao Lk and a 
2h 1+h 2+h 3+2 _ _ a O l , cl +1 

123 Oa0 1 

straightforward verification shows that the new F -type has the properties of corollary 
2.1.6 and that c;. +h +h = 1. In order to obtain the property dh +h E Im(T) we 

I 2 3 I 2 

apply lemma 1.9.2 at place hi+ h2 with a suitable N of the form [ ~ ~]. Note that 

the properties of corollary 2.1.6 and the property c1, 1+h2+h 3 = l' are not disturbed by 

this application of lemma 1.9.2. *** 

Claim 3.2: G has an F -type with the properties of claim 3.1 and moreover: 
ck =0 (hi+h2+h3 < k < hi+h2+h3+n) and 
dk E lm(T) (hi+h2...; k < hi+h2+n). 

Proof: Let 0 < s < n and assume we already have ck = 0 for 
hi+h2+h3 < k < hi+h2+h3+s and dk E lm(T) for hi+h2...; k 

2h1+h2+h3+2 

Let[: be; ellement of W such that a:0 
• - a + ch 1+h2+h 3+s = 0. 

= h +1 • Then L 1c = Lk + T(k ,s ). It follows that L 1c = Lk for 
0 aa I 

0...; k < hi+h2+s (in particular: d1c = dk is in Im(T) for 
hi +h2...; k < hi +h2+s). Furthermore, a1c = ak and c1c = ck for 
hi+h2+s ...; k < hi+h 2+h3+s, so the properties of claim 3.1 are still valid and we 
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-also have cf, = 0 for h1+h2+h3 < k < h 1+h2+h3+s. Finally, d, +h +h +s = 0. 
. I 2 3 

In order to obtain the property dh 1+h2+, E Im(T) we apply lemma 1.9.2 at place 

h 1+h 2+s withasuitableN of the form[~~]- Notethatthisapplicationdoesnot 

disturb the properties we already have reached. *** 

We shall see that the dk for h 1+h2 ~ k < h 1+h2+n will be left untouch~d by all 
further transformation steps. So when we want to find the isomorphism invariants of 
a given formal group, we only need an F -type with the properties of claim 3.2. 

Claim 3.3: Let s ;;;. 0 and assume G has an F -type with the properties of claim 3.2 
and moreover: 

ak = 0 (h1+h2+h3 ~ k < h1+h2+h3+s), 
bk = 0 (h1+h2 ~ k < h1+h2+s), 
ck = 0 (h1+h2+h3+n ~ k < h1+h2+h3+n +s) and 
dk = 0 (h1+h2+n ~ k < h1+h2+n +s). 

Then we may also assume ah +h +h +s = bh +h +s = ch +h +h +n +s 
123 12 123 

dh 1+h 2+n+s = O. 
Proof: First assume h3 < h2. Then n = h3. Let a, /3, y and 6 be such that they satisfy 
the following four equations (d : =dh1+h)= 

2h I +h2 +h 3 +2 

a = aa + Ch 1+h2+2h3+,, 

2h 1+h 2+2 h 1+1 h3+s h 1+1 

{3 = aa d - aa da +ya + dh 1+h2+h3+s, 

h 1+h 2+h 3+1 

Y = pa + ah1+h2+h3+s, 

(2.2.1) 

(2.2.2) 

(2.2.3) 

(2.2.4) 

With the help of [5], loc. cit. it is not hard to see that such a choice of a, /3, y and 6 is 
possible. 

If s = 0 take A0 = [ ~ ~] , if s > 0 then A, : = 

- [: _.?. .. ]•A.,+, - [~ ~] and A.,.,,+, • 

Ifs = 0 then (1.9.l) says: 

ifs > 0 then 

Lf, = Lk + T(k,s) + T(k,h3+s) + T(k,h2+s) + T(k,h2+h3+s). 

One easily verifies (by induction, if necessary) the following statements: 
Suppose s = 0 (resp. s > 0). 
For O ~ k < h 1+h2+s we have: A/+ 1LkA0- 1 (resp. Lk + T(k,s)) is equal to Lk 
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. and T(k,h 3+s) = T(k,h 2+s) = T(k,h 2+h 3+s) = 0, hence Lic = Lk. 

F[or k ~+7
2
1+;h2+slwe have: A(+1LkAo- 1 (resp. Lk + T(k,s)) = 

0 /3" d+bk O -8 
ck dk , furthermore T(k,h 2+s)A0- 1 = [o O ] and T(k,h 3+s) = 

T(k ,h 2+h 3+:s) = 0. In view of (2.2.4) this implies: L!c = [c~ 1]. _ 
For h1+h2+s < k < h1+h2+h3+s we have: A(+ 1LkAo- 1 (resp. Lk + T(k,s)) 

= [c~ ~] and T(k,h3+s) = T(k,h 2+s) = T(k,h 2+h3+s) = 0, hence L',,_ = 

[: ;k]. We now have seen that dic = dk for h 1 +h2 ,.;; k < h 1 +h 2+n. 

Fork = h 1+h 2+h 3+s we have: The first column of the matrix A(+ 1LkAo 1 (resp. 
h l+h2+h3+1 

Lk + T(k,s)) is '(ak +/3° ,ck) and its (2,2)-entry is dk -/3. Furthermore, the 
2h 1+h 2 +2 h 1+1 h 3+s 

first column of T (k ,h 3 + s )Ao- 1 is zero and its (2,2)-entry is aa d - aa da . 
The matrix T(k ,h 2 +s) is zero and T(k ,h2 +h 3 +s )A0- 1 has first column 1 (-y,0) and 

h +I · 

(2,2)-entry ya 1 . In view of (2.2.3) and (2.2.2) it follows that Lie has first column 
1 (0,ck) and (2,2)-entry 0. 
For h 1+h 2+h3+s < k < h 1+h 2+2h 3+s the (2,1)-entries of the matrices 
A(+ 1LkA0- 1 (resp. Lk + T(k,s)), T(k,h 3+s)A0- 1 and T(k,h2+s)-Ao- 1 are zero. 
Furthermore, T(k,h 2+h 3+s) is zero, hence the (2,1)-entry of Lie is 0. 
Finally, fork = h 1+h 2+2h 3+s: The matrix A(+ 1LkA0- 1 (resp. Lk + T(k,s)) has 

2hl+h2+h3+2 
(2, I )-entry Ck, furthermore T (k ,h 3 + s )Ao- 1 has (2, 1 )-entry aa - a, 
T(k,h 2+s)A0- 1 has (2,1)-entry O and T(k,h 2+h 3+s) is zero. In view of (2.2.1) it fol­
lows that Lie has (2,1)-entry 0. This completes the proof of claim 3.3 for the case 
h3 < hz. 

Next let us assume h2 ,.;; h3, hence n = h2. The choice of a, /3, y and 8 depends on 
the question whether h 2 is equal to h3 or not. 
If h 2 < h 3 we choose them such that they satisfy (2.2.3) and: 

h 1+t h 1+h 2+t 

8 = aa + /3" d + bh 1+h 2+s, 

(2.2.5) 

(2.2.6) 

(2.2.7) 

These four equations are solvable: first fix a 8 which satisfies (2.2.7). Then use (2.2.3) 
in order to eliminate y in (2.2.5) and then (2.2.5) to eliminate a. Then (2.2.6) has 
become an equation in /3 which is solvable. After having fixed a value for /3 which 
satisfies this equation, the a and y are also fixed. 
If h2 = h3 things are more complicated. The equations that are to be satisfied are 
(2.2.3), (2.2.5), (2.2.6) and: 

(2.2.8) 
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•. For the solvability of these equations: first eliminate a with (2.2.5) and y with (2.2.3). 
After this elimination the equations (2.2.6) and (2.2.8), which now contain only the 

h2+s 

variables /3 and 8, are equivalent with (2.2.9) : = da (2.2.6) - (2.2.8) and 
h 1+2h 2+s+l h 1+h 2+l 

(2.2.10): = (2.2.9) - d1-a (2.2.8)° . Now (2.2.10) has the form 
2h1+2h2+ 2 

d' 8a = an expression in /3 which is not constant modulo p (the highest o-
power of /3 which occurs in this expression is 3(h 1 + h 2 + 1) with a coefficient which 
is nonzero mod p ), where either d' = 0 or d' is nonzero mod p. If d' = 0 we may 
take a /3 which satisfies (2.2.10) and then take a 8 which satisfies (2.2.9). If d' is 

h +h +I 

nonzero mod p then we can eliminate 8 in (2.2.9)° 1 2 and the resulting equation in 
/3 has a solution (the highest o-power of /3 which occurs is 4(h 1 + h2 + 1) with a 
coefficient which is nonzero mod p ). 

Take A. = [~ ~] ifs = 0 and [~ ~] ifs > 0. Furthermore, take Ah2+s 

[~ ~) andAh 2+h 3 +s = [~~]-Ifs= 0then(l.9.l)says: 

L',,Ao = Af+ 1Lk + T(k,h2) + T(k,h2+h3), 

ifs > 0 then 

We now have the following properties: 
Assume s = 0 (resp. s > 0). 
For 0..; k < h 1+h 2+s we have: Af+ 1LkA0- 1 (resp. Lk + T(k,s)) is equal to Lk 
and T(k,h 2+s) = T(k,h 2+h 3+s) = 0, hence£',, = Lk. 

F[or k ~+7:+;h 2+slwe have: Af+
1
LkA0-

1 (resp. Lk +[T(k:s:~ = I 
0 /3° d +bk O aa 1 -8 
ck dk , furthermore T (k ,h 2 + s )Ao- 1 = 0 0 and 

T(k,h 2+h 3+s) = 0.lnviewof(2.2.6)thisimplies:L',, = [c~ 1. 
For h 1+h 2+s < k < h 1+2h 2+s we have: Af+ 1LkA0- 1 (resp. Lk + T(k,s)) = 

[c~ ~] and T(k ,h2+s) = T(k ,h2+h3+s) = 0, hence L',, = [c~ ~]. We now 

have seen that d'k = dk for h 1+h 2 ..; k < h 1+h 2+n. 

For k = h 1 + 2h 2 + s we have: The first column of the matrix A(+ 1 Lk A0- 1 (resp. Lk 
h 1+h 2+h 3+I 

+ T(k,s)) is 1(ak +/3° ,ck) if h2 = h 3 and 1(0,ck) if h2 < h 3• Its (2,2)-entry is 
dk - /3 if h 2 = h 3, it is dk if h 2 < h 3• Furthermore, the first column of 

h 1+h 2+l h2+s 

T(k,h 2+s)A0- 1 is zero and its (2,2)-entry is 8a d - 8da . If h2 = h 3 the 
• h +I 

matrix T(k,h 2+h 3+s)A0- 1 has first column 1(-y,0) and (2,2)-entry ya 1 , if h2 < h 3 
it is the zero matrix. It follows that L ',, has first column 1 (O,ck) (if h 2 = h 3 we use 
(2.2.3) here). The (2,2)-entry of L',, is 0 (if h2 = h 3 this follows from (2.2.8), if 
h2 < h3 it follows from (2.2.7)). 
For h1+2h 2+s < k < h 1+h 2+h 3+s (assuming, of course, that h2 < h 3) the first 
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· column of A{+1LkA0- 1 (resp. Lk + T(k,s)) is 1(0,cd, furthermore T(k,h2+s)Ao- 1 

has first column zero and T(k ,h2+h3+s) is zero. It follows that L" has first column 
1 (0,ck ). 
Fork = h 1 +h 2+h 3+s we already have treated the case h2 = h 3, so for this value 
of k we mav assume h 2 < h 3• The first column of A(+1LkA0- 1 (resp. Lk + T(k,s)) 

h1+h2+{3+I 
is 1 (/3" + ak ,ck}, furthermore the first column of T ( k ,h 2 + s )Ao- 1 is zero and 
T(k,h 2+h 3+s)A0- 1 has first column 1(-y,0). Using (2.2.3) we find that L_k has first 
column 1 (0,ck ). 
For h 1+h 2+h 3+s < k < h 1+2h 2+h 3+s the (2,1)-entries of the matrices 
A(+1LkA0- 1 (resp. Lk + T(k,s)) and T(k,h 2+s)A0- 1 are zero and the matrix 
T (k ,h 2 + h 3 + s) is zero, so the (2, l )-entry of L" is zero. 
Finally, fork = h 1+2h 2+h 3+s: The matrix A(+1LkA0- 1 (resp. Lk + T(k,s)) has 

h1+h2+h 3+1 
(2,1)-entry ck, furthermore T(k,h 2+s)A0- 1 has (2,1)-entry 8° - a and 

h2+h 3+s 

T(k,h 2+h 3+s)Ao- 1 has (2,1)-entry -yd0 • In view of (2.2.5) it follows that Lt 
has (2,1)-entry 0. *** 

Iteration of claim 3.3 gives the proof in case 3. 

We now have shown the existence of a normalized F-type. Next consider the formal 
groups G and H which are mentioned in the theorem. If h 3 = 0 or oo then G and 
H have the same normalized F-type, hence nothing has to be shown. For the 
remainder of this section assume O < h 3 < oo. 

00 00 

Suppose G and H are isomorphic. Let F = ~ Vk Lk and F = ~ Vk L" be the 
k =O k =O 

given normalized F -types of G resp. H. As we observed in the proof of proposition 
1.10.2, there exists a basic element f/> of Cp(G)2 and matrices A; with entries in lm(T) 
and invertible Ao such that (1.10.1) holds. In the proof of proposition 2.1.7 we have 
found that these matrices satisfy the relation (2.1.6). Let O ,.;; j < n . Taking s 

h3+J 

h 3 + j in (2.1.6) we find that the first column of ~ T(h 1 +h2+h 3 + j ,i) + 
i=O 

h 1+1 

T(h 1+h 2+h 3+j,h 2+h 3+J)iszeromodp. Usingthefactthat8k = af andyk 
= 0 for O ,.;; k < h 2 (see the claim in the proof of proposition 2.1.4) and that 'Yk = 0 
for h2 ,.;; k < h 2+h 3 (see the claim in the proof of proposition 2.1.7), a straightfor-

2h1+h2+h3+2 

ward calculation shows that the (2, 1 )-entry in this column is aJ - a1. Since 
a1 is in Im(T) this means: a1 is in W(F 2h +h +h +2). In order to find the relations 

p I 2 3 

between the dk and the ek we first rewrite (2.1.3) by the following procedure: let N be 
the coefficient of the lowest power of V which occurs in (2.1.3). Then N - 0 mod p 
and in the claim of proposition 2.1.7 we have seen that the first column of N is zero. 
Using the relation pf/>= VF(/> and the given F-type of G we find 

_Jr +h +I 
Nq> = Omodv 1 2 f/>. 

Let O < s < n . Then this procedure may be repeated s times. The result looks as 
follows: 

k-h -h 
I 2 2h +2h + I 

Vk{ ~ T(k,i) + T(k,k-h 1)}{/>-0mod V 1 2 q>. 
i=O 
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s 

It follows that for O,,;; s < n the matrix }:T(hi+h2+s,i) + T(hi+h2+s,h2+s) is 
i=O 

zero mod p. A straightforward calculation shows that the (2,2)-entry of this matrix is 

i +k=s 

, h 1+I 

Talcing A; = a; for O ,,;; i < n we have the required relation between .the dk and 
the ek . Conversely, given these relations between the dk and the ek, we have to show 

that G and H are isomorphic, or, which amou:ts-~o the same, that th[: give; Fl-type 

of H also is an F -type of G. Let a; : = T(ll.f 1 
) and take A; = 1 

h +1 for 
0 o I 

a; 

0,,;; i < n in formula (l.9.1). Note that a0 is an invertible element of W, hence Ao is 
00 

an invertible matrix. Let F = }: Vk Lk be the given normalized F -type of G. Then 
k=O 

formula (l.9.1) gives a new F -type of G by: 
n-i 

LkAo = Af +iLk + }: T(k ,i). 
i=i 

A straightforward verification shows that the L" have the following properties: 

[o o ] · 
L" = Lk for O ,,;; k < hi + h 2, L" is O mod p for -

, ek-h 1-h 2 

hi+h 2 ,s;;k <hi+h2+n andthatL" hastheform [~~]for 

h i + h 2 ,,;; k < h i + h 2 + h 3, [ ~ ~] for k = h i + h 2 + h 3 and [ ~ ~ ] for 

hi+h2+h3 < k < hi+h2+h3+n. 
Application of lemma 1.9.2 at place hi+ h2 makes it possible to change L;,, +h 2 

modul~p. We want to choose N such that th[~ n~w] F-type of G, denoted 

F = }: Vk LL has the property LI: +h = 0 . So N must have the form 

[
0 /] =o , 2 eo 

0 * , which implies Li: = Lk for hi +h 2 < k < hi +h 2+n. Further a straightfor-

ward verification shows that L '/ = L k + [ ~ ~] for 

00 . 

Repeating this procedure n times we get an F -type F }: Vk Lk which has the pro-
k =O 

pertiesofclaim3.2.Moreover,Lk = [~ e O ] forhi+h 2 ,s;;k <hi+h 2+n . 
. k-h 1-h 2 

However, this F -type does not necessarily have a normal form, so we have to apply 
claim 3.3. As we noticed after the proof of claim 3.2 the matrices Lk 
(hi+h2,,;; k < hi+h 2+n) are left invariant by this claim, so that we finally reach 
the required result. 
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§ 2.3. The Module Space 

In this section we shall give an explicit description of the algebraic structure of 
the module space arising from theorem 2.1.8. 
Consider the noncommutative ring k [T] with commutation rule Tx = xP T, x being 
an element of k. The normalized F -types in the sense of theorem 2.1.8 correspond 
bijectively to the elements of the group fl = (k [T] / (T" ))* of invertible elements of 
the ring k [T] / (T") as follows: Given a normalized F -type with continuous parame-

n -1 · 

ters d0, ... , dn _ 1, then it corresponds to the element ~ J,, Tk. (Note that an ele-
k =O 

ment of k[T]/(T") is invertible if and only if its constant term is nonzero.) 
Let o be the automorphism of k [T] defined by T 0 = T and x 0 = xP for x E k. 
Furthermore, put h : = 2h 1 +h 2+h 3+2. (Later we shall see that h is the height of the 
formal group G .) Let A be the finite subgroup (F h[T]/ (T" ))* of fl. We define a 

p h1+h 2+l 
right action of A on fl as follows: let;\ E A and d E fl then d *A : = ;\ - 1d;\0 

n-1 n -l 

Let d = ~ dk Tk and e = ~ ek Tk be elements of fl. Then d and e are in the same 
k =O k =O 

n-l 

orbit under the action of A if and only if there exists an element ;\ = ~ A; T; of A 
h 1+h 2+I h\+!¼i 2+k+l 

such that Ae = d;\0 , or equivalently: ~ A;et = ~ dkAi for 
i+k=s i+k=s 

0~s <n. 
We conclude that two normalized F-types are in the same orbit under the action of A 
if and only if the formal groups to which they belong are isomorphic. 
So the module space is isomorphic to the quotient of the variety 
{(x 0, ••• , x. 1) I x 0 =I= 0} ink" under the action of the group A which is described 
above explicitly. Since A is finite, this space has dimension n. 

Comments. 
With these techniques it is evident how to give a classification of three-dimensional 

s[rn elo::u~~:•ve '°[f f f]o::: ::o:::::y~::•3, ofily ilie eares L,, -
000 000 

Added in proof: The verifications which must be made in § 2.2 can be shortened by 
working with matrices over the Hilbert ring W0 - 1[[V]] (i.e. the noncommutative ring 

of power series over W with multiplication rule aV = Va 0 (a E W)), instead of 
sequences of matrices over W. The fundamental steps, however, do not change by 
this approach. 
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· 3. PRELIMINARIES TO THE RELATION BETWEEN THE TWO CLASSIFICA­
TIONS 

In chapter 1 we have defined the covariant Dieudonne module of a smooth 
commutative formal group of finite dimension. This definition gave rise to an explicit 
classification up to isomorphism of the two-dimensional smooth commutative formal 
groups over an algebraically closed field: the covariant classification. On the other 
hand, the contravariant Dieudonne module (we shall summarize the definition below) 
also gave rise to a classification: the contravariant classification (see Manin [16] ch. 
III.8). At first sight these two classification lists seem to be entirely different, but of 
course there must be a one-to-one correspondence between them. In this chapter we 
shall give the basic tools which are needed in order to understand this relation and in 
the next chapter we shall describe the correspondence in full detail. 

§ 3.1. Some Definitions and Notations 

First we shall fix some notations and terminology. Throughout this chapter let 
k be a perfect field of characteristic p > 0. In section 3.4, k will assumed to be alge­
braically closed, but in the first three sections of this chapter there is no need for this 
condition. An algebra, coalgebra or bialgebra is called finite if it is finite-dimensional 
as a k-vector space. For an algebra A the affine scheme Sp A is the functor 
Alg(A , - ) from Alg to the category of sets. The affine scheme Sp A is called finite if 
A is finite. For a coalgebra C, the linear dual c• of C has a natural structure of 
profinite algebra, i.e. c• is a topological algebra and it is the projecjive limit of finite 
quotient algebras (having the discrete topology), or, which amounts to the same, c• is 
an object in the category Ale. The formal scheme Sp/ c• is the functor Alc(C' ,-) 
from the category Ale to the category of sets. It is called finite if C is finite. If c• is 
the projective limit of finite quotients C;', a standard topological argument shows that 

Sp/ c• (R) = Ii~ Sp/ C;' (R ), 

R being an object of Ale. 
Let i be an integer and V a k -vector space. Then the k -vector space v<il is defined as 
follows: as an abelian group vu> = V, and if a is an element of k and v an element 
of 0il then a*v : = <i'-; v. For an algebra, resp. bialgebra A we define A (il in the 
same way, the multiplication and comultiplication of A (i) being the same as in A. 
With these notations, the map FA which sends an element a of an algebra A to aP is 
an algebra morphism from A <1> to A , called the Frobenius morphism of A . If A is a 
bialgebra, the Frobenius morphism is a bialgebra morphism (cf. [1] ch.II.5), if A is in 
Ale, the Frobenius is continuous. 
For a bialgebra B, the topological bialgebra which is dual to B will be denoted by B' 
(cf. [5] ch.1.2). A straightforward verification shows that (B' )Ci l c::e (BUl)*. The Ver­
schiebung morphism VB: B -,, B<l) of B is the morphism which is dual to the Fro­
benius of B* and the Verschiebung morphism of B' is the one which is dual to the 
Frobenius of B. For a formal group G = Sp/ B' put GU> = Sp/ (B')<il. The Fro­
benius of G is the morphism FG : = Spf FB.: G -,, G(l). The Verschiebung of G is 

the morphism VG:= Sp/ VB.: G(ll-,, G. (see[l]ch. II.5). 

If M is a W -module and i an integer then we define M(il in an analogous way as we 
did for k-vector spaces, using the frobenius automorphism o of W instead of p-th 
powers. For a D-module M we define M(il as follows: Take the W-module M(i) and 
let F and V act on M(i) in the same way as they do on M. Put K = K (k) for the 
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· quotient field of W(k ). For a D-module M define the D-module M* as follows: as a 
W-module, M* = Modw(M ,K / W), and if f is an element of M* then Ff and VJ 

are defined by Ff(m) = f(Vm)0 resp. Vf(m) = f(Fm)0 -
1

• In an analogous way, the 
W-module Modw(M, W) has a D-module structure. It is a straightforward 
verification to show that (M* )<il = (MU>)* and that for a submodule N of M we have 
(M / N)<il ~ M<;> / Nu>. AD-module M which has finite len/!th as a W-module, 
has the property M** = M (see [l] ch. 111.6). 

§ 3.2. Explicit Relation between Covariant and Contravariant Dieudonne Module 

First of all we shall summarize the definition and the properties of the contra­
variant Dieudonne module of a formal group, as far as we need them. For a more 
complete treatment on this subject see [l] or [16]. We also shall derive a formula 
which gives a direct relation between the covariant and the contravariant Dieudonne 
module of a connected formal group of finite type. 

3.2.1. Let B be a bialgebra and assume that the underlying algebra of B* is 
local. The affine group Sp B is then called unipotent and the formal group Sp f B • is 
called connected (cf. [1] ch. 11.9). Define the abelian group 

M(Sp B) = lim Bialg(A;,B), 
➔ 

where A; is the i-th additive Witt bialgebra. (As an algebra, A; = k[Xo, .. . , X;-il 
and W; = Sp A; is the i-th Witt group, cf. [1] ch. IIl.2). The inductive limit is taken 
over the arrows which are induced by t: A;+ 1 - A;, t (Xj) = Xj- 11f j > 0 and 
t(X0) = 0. Define a D-module structure on Bialg(A;,B) as follows: the actions of F 
and V are induced by the Frobenius resp. the Verschiebung morhism of A; and if a is 
an element of lm(T), say a = T(a), andf is an element of Bialg(A;,B) then af is 
defined by af (Xj) = f(aPH+J Xj)- With these definitions, the transition maps in 
lim Bialg(A;,B) are morphisms of D-modules, hence M(Sp B) has the structure of a 
➔ 

D-module. Under the canonical induction morphism, Bialg(A;,B) is identified with 
{x E M(Sp B) I V; x = O} (see [1] ch. 111.5). So if V'M(Sp B) = 0 for some r, 
Bialg(A,,B) is identified with M(Sp B). 
The functor Sp B - M(Sp B) gives an antiequivalence between the category of uni­
potent affine groups and the category of D -modules of V -torsion. Sp B is finite if 
and only if the W -module M (Sp B) has finite length. The Frobenius morphism of B 
induces a morphism F: M(Sp B(I)) = M(Sp B)O> - M(Sp B) which is precisely the 
action of F on M(Sp B). The action of V on M(Sp B) is induced by the Ver­
schiebung morphism of B (see [l],loc. ~t.). 

3.2.2. Let L be a finite bialgebra and assume that the underlying algebra of L 
is local. In this case, Sp L is called an infinitesimal affine group. Then Sp L • is uni­
potent, hence we may consider M (Sp L •) as defined in the preceding subsection. 
Now define M (Sp L) : = M (Sp L * )*. Since the W-module M (Sp L) has finite 
length, we have the property: M(Sp L*) = M(Sp L)* (cf. [I] ch. IIl.6). So if Sp L 
is both unipotent and infinitesimal, the tyvo definitions of M (Sp L) are compatible. 
With these definitions, the functor Sp L - M (Sp L) gives an antiequivalence 
between the category of infinitesimal affine groups and the category of D -modules 
which have finite length as a W-module and are killed by a power of F (see [1], 
second theorem in ch. 111.6). 
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3.2.3. Let H be a bialgebra and assume that H* is local and noetherian. The 
formal group G = Spf H* is then called a connected formal group of finite type. 
Let r > 0 and put Hr = Ker V11 (cf. section 1.6). As we already noted in section 1.6, 
we have H; = Coker F~. = H* / I,, where Ir is the ideal in H* generated by 

{xP' I £H.(x) = 0}. The bialgebras H; are finite and local. Furthermore, 

H* = lim H; 
<-

(see [l] ch. Il.7). Since the functor Sp L -'> M(Sp L), defined in subsection 3.2.2, is 
an antiequivalence of categories, the canonical projections from H;+ 1 to H; give rise 
to surjective D-module morphisms from M(Sp H;+ 1 ) to M(Sp H;>. With respect to 
these morphisms define the DF -module M(G) by: 

M(G) = Jim M(Sp H;). 
<-

M ( G) is called the contravariant Dieudonne module of the formal group G. The func­
tor G -'> M(G) gives an antiequivalence between the category of connected formal 
groups of finite type and the category of DF -modules N such that N / FN has finite 
length. G is finite if and only if F' M(G) = 0 for some s ;;;. 0, G is smooth if and 
only if the action of F on M is injective (see [I] ch. II1.9). Using the fact that the 
functor G -'> M(G) is an antiequivalence of categories and the fact that the action of 
Fon M(G) is induced by FH'' we get the relation 

M(Sp Hr) = M(G) / F' M(G). 

3.2.4. Let G = Spf H* be a connected formal group of finite type. Put M 
M(G) and Mr = M / F' M, so that Mr = M(Sp Hr*), Since the affine group Sp H; 
is infinitesimal, M(Sp H;) is by definition equal to M(Sp Hr)*, hence M(Sp Hr) = 
M; (see subsection 3.2.2). Consequently, the triviality F' Mr = 0 implies that 
vr M(Sp Hr)= 0. Now Sp Hr is a unipotent affine group, so we have M(Sp Hr) = 
Bialg(Ar ,Hr) (see subsection 3.2.1). We conclude that M; = Bialg(A,,Hr ). 
Consider the isomorphism of bialgebras $r: Ur -'> Ar which is described explicitly in 
section 1.5. Write$; for the group isomorphism from Bialg(A,,Hr) to Bialg(U,,Hr) 
which is induced by $r, Then$; is a group isomorphism from M; to Cp,r (see sec­
tion 1.6). Next we shall describe the behaviour of$; with respect to the D-module 
structure. 
Leth be an element of Bialg(Ar ,Hr). Write h = (ho, ... , hr- 1) where hk = h (Xk ). 
Put q> = (~o, ... ,~r- 1) for the image of h under$;. Using the polynomials F;(X) 
which define $r (see section 1.6), we get ~k = F k(h 0, ••• , hk). Now Fh = 

p 

(hC , ... , hf-d (see [l], chap. III.3). Since the coefficients of the polynomials F;(X) 
are in the prime field of k, we have $;(Fh) = (~C , ... , ~f- 1), which is F q, by 
definition (see section 1.2). So $; commutes with F. Furthermore, Vh = 
(0,h 0, ••• , hr- 2) (see [l], loc. cit.). From the properties of the polynomials F k(X) 

p 

(see section 1.5) it follows that $;(Vh) = (0,~0, •.. , ~r-2), which is V q,. So $; also 
commutes with V. Finally, putting a =· T(a), a Ek, it follows from the definitions 
in subsection 3.2.1 that ah = (aP 1-'h0, ... , ahr- 1). Since the polynomials F;(X) are 
isobaric of weight i, we get $; (ah) = (aP i-, ~ 0, ••. , a ~r _ 1) = [aP i -, ]q,. We conclude 
that $; induces an isomorphism of D-modules: 



29 

· Lemma 3.2.1: 
The action of F -on M induces a morphism of D-modules F: M,<t·i'> ➔ M,<:;r>, 
which in tum induces an f: M,O-r> ➔ M,<:;r>. The morphism f *: M,<:;p• ➔ M,O-r>• 
corresponds to the canonical map: c,.,+ 1 ➔ c,.,. 
Proof: In view of the explicit description of c); given above, it is enough to show that 
/*(h) = (h 0, ••• ,h,- 1)foranelementh = (h 0, ••• ,h,)ofM;+1 = 
Bialg (A,+ 1,H,. + 1). 
The morphism F8 • : (H;+ 1 )<1-r) ➔ (H;+ 1 )<-,) factorizes through (H;)<1-,>, giving a 

r+I 
morphism F of bialgebras. So, puttingp, for the canonical projection: 
(H;+I )<l-r) ➔ (H;)<1-,>, we have: 

Successive application of the functors • (i.e. talcing the linear dual), Sp and M to this 
relation will give the proof of the lemma. 
First of all, F8* • = V8 and M(Sp V8 ) is the morphism 

r+l r+I r+l 

V: M,<:;r>• ➔ M,<t1'>•. Furthermore, M(Sp F) = f and using the fact that* com­
mutes with the composition Mr>Sp (see subsection 3.2.2) we get M(Sp F*) = f*. So 
we have the relation: 

(3.2.l) 

In order to determine M (Sp p;) we first notice the following:· Let Sp B be a unipo­
tent affine group such that V'M(Sp B) = 0. As we already said, M(Sp B) is iso­
morphic to Bialg(A,,B). But we also have V'+ 1M(Sp B) = 0, hence M(Sp B) also 
is isomorphic to Bialg(A,+1,B). Consequently, the transition morphism: 
Bialg(A,,B) ➔ Bialg(A,+1,B) in the inductive limit which defines M(Sp B) (see sub­
section 3.2.1), is an isomorphism. The image of an element h = (ho, ... , h,- 1) under 
this isomorphism is (0,h 0, ••• , h,- 1). 

We apply this to B = H,. The action of M(Sp p;), regarded as a morphism: 
Bialg(A,+ 1,H,) ➔ Bialg(A,+1,H,+ 1) is obvious. We conclude that M(Sp p;) maps an 
element (ho, ... , h,- 1) of M; = Bialg(A,,H,) onto the element (0,h 0, ••• , h, - 1) of 
M;+ 1 • So if we start with an element h = (ho, ... , h,) of M;+ 1 , relation (3.2.l) 
gives: (0,h 0, ••• , h,- 1) = M(Sp p;)oj* (h ). Since M(Sp p;) is injective, it follows 
that f* (h) = (ho, ... , h, - 1). *** . 

We have shown: 

Theorem 3.2.2: 
Let G be a connected formal group of finite type over a perfect field of characteristic 
p > 0, with covariant Dieudonne module c, and contravariant Dieudonne module 
M. Then 

Cp !::::: lim (M / F' M)<l-r)•, 
+-

the transition maps in the projective limit being induced by the action of F on M. 

Remarks: 1) For the smooth case, this relation between c, and M may also be found 
in [10] (proposition 3.3 in the "complements" combined with the theory of ch. 111.5). 
2) If G is a truncated formal group, i.e. its contravariant bialgebra n• has the form 
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.-- r 1 r 

k [X 1, ••• , x. ]/ (Xf , ... , XC "), it follows from the definitions that the module 
Cp ( G) is zero. In this case, the module Cp ,, ( G) of p -typical curves of length 
r = max{r; I 1 ,;;; i ,;;; n} plays the decisive role for classification. This illustrates 
the importance of the fact that the isomorphism ~; in subsection 3.2.4 holds for all 
connected formal groups and not only for smooth ones. 

Proposition 3.2.3: 
Assume G is smooth of finite type and the Verschiebung morphism VG: 0<1> ➔ G 
has a finite kernel. Then Cp = Modw(M(ll, W). 

Remarks: 
1) In this case G is a connected p-divisible group ( cf. [ 1 ), the proposition in ch 11.11 ), 
hence M has no W-torsion (cf. [l], chap. III.8). 
2) The proof of this proposition is essentially given in [10) (proposition 3.4 in the 
"complements"). We shall adapt this proof to our situation. 

Proof: First of all, note that Ker VG is connected: Ker VG = Spf Coker VH. and 

Coker V H' = (H' )<1l / /, where I is the ideal in (H' )<1l generated by 

{ Vx I t:H,(x) = O} (cf. [l] ch. II.6 or [5) ch. 1.3.5), hence as an algebra, Coker V H' is 

local. It follows that the definition of the contravariant Dieudonne module, given in 
subsection 3.2.3, applies to Ker VG. Since the functor G ➔ M(G) is an 
antiequivalence of categories, we have M(Ker VG) = (M / VM)<il.-Using the assump­
tion that Ker VG is finite, we get the existence of an integers such that 
ps- 1M(Ker VG)= 0 (see subsection 3.2.3). It follows that F' Mis contained inpM. 
We define the map 

'It: Modw(M(ll,W) ➔ 1-T1 (M / F' M)<l-rl* 

as follows: let f be an element of Modw(M(ll, W). For r > 0 we define the map 
g, : M / F' M ➔ K / W as follows: If x is an element of M then g, maps the class 
of x modulo F' M onto the class of p -, f (V' x) modulo W. Note that g, is well­
defined, that it is an element of (M / F'M)<l-r>• and that g,+ 1oF = g,. Conse­
quently, 'lt(f) : = (g1,g2, · • • ) is an element of the projective limit of the 
(M / F' M)<1-,i•. Using the definitions of the D-module structures given in section 
3.1, a straightforward verification shows that 'It is a morphism of D-modules. 
We shall complete the proof by showing that 'It is bijective. Suppose 'lt(f) = 0, in 
other words g, = 0 for all r > 0. Then f (V' M] is contained in p' W for all r > 0. 
In view of the fact that F' M is contained in pM, we find for all k > 0: pks f [M] = 
J[Vks pks M] is contained in pk f[Vks M], which in turn is contained in pk +ks W. Con­
sequently, f(M] is in pk W for all k > 0. It follows that f is 0, hence 'It is injective. 
For the surjectivity of 'It: let g = (g 1,g2, • • · ) be an element of lim(M / F' M)<l-r)*, .... 
so g,+ 1oF = g,. For an element x of M we define elements Xk (k ;;;;,, 1) of M by 
pk xk = pks x. Since M has no p-torsion, the xk are unique. Here we have made 
essential use of the assumption that G is p-divisible. From the unicity of the xk it 
follows that pxk+ 1 = F' Xk for all k > 0. For each k, let ak be an element of K such 
that, writing X1< for the class of Xk, gks (xk) is the class of p -k ak in K / W. Obvi­
ously, ak is unique modulo pk W. Furthermore we have: pk gks (xk) = gks (pk X1<) = 
gksFks(xl = 0 in K / W, hence ak even is in W. The class ofp-kak+ 1 in K /Wis 
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· pg (k+ l)s (x,; + 1) = g (k + l)s (F' x,;) = gks (x,;) (recall the property g, + 1 oF = g, ), hence 
ak+I = ak mod pk W. So the sequence of the ak converges to an element a of W. We 
define the map f : M ➔ W by f (x) = a. A straightforward verification shows that 
f is an element of Modw(M(ll,W). We claim that v(f) = g, in other words: g,(xl is 
the class of p -, f (V' x) in K / W for all r > 0. In order to prove this claim, we first 
notice the following: lety EM and lety, EM be such that Frsy = p'y,. Put 
b = f (y) an4 let b, E W be such that grs (y-;) is the class of p -, b, in K / W. It 
then follows from the definition off that b - b, mod p' W, hence grs(y-;) = the 
class of p -, f (y) in K / W. Apply this toy = V' x : then y, = V' x,, hence the class 
of p-, f (V' x) in K / W is equal tog,, (V' x-;) = g,, +r oF' (V' x-;) = g,, +,(p' x-;) = 

g,,+,(Frsx) = g,(x). *** 

§ 3.3. Application of the Formulas obtained in § 3.2 

Let 0 < n < 00 and 0 < m ,.;;; 00. Put M = DF I DF(pm - vn). Then Mis 
the contravariant Dieudonne module of a smooth n -dimensional formal group. This 
formal group is often denoted Gn,m (see e.g. [16] chap. 11.4). It is well-known that 
Gn,m has F-type 

F =Lo+ vmLm, 

where L 0 is a superdiagonal matrix: it has (i ,i + 1)-entry I for I ..;; i < n and all 
other entries 0, Lm has (n ,1)-entry I and all other entries 0 (see [5] chap. 111.5 and 
[13] section 5 examples 5.1 and 5.2). So if cf, = (ct,(ll, ... , ct,<n>) is a basic element of 
c;(Gn,m) with Fcf, = Locf, + Ji'm Lmcf, then Fct,0> = ct,Ci+IJ for I ..;; ( < n and 
F"</>(l) = Fct,<•l = vm</>(I)_ ltisaneasyexercisetoshowthattheDv-module 
Cp(Gn,m) is isomorphic to Dv / Dv(F" - vm). This result can also be obtained by 
the application of theorem 3.2.2 and proposition 3.2.3. In order to give an illustration 
how these formulas work, we shall carry this out explicitly. 

3.3.1. The case m = oo, hence M = DF / DF V". In this case we are dealing 
with Gn,oo, the Witt group of length n (cf. [5], loc. cit. or [13], loc. cit.). Since Ker 
VG is not finite, we use theorem 3.2.2 in this case. 

Lemma 3.3.1: 
An element of DF / DF V" may be represented by an element y of DF having the 
form: 

n-1 oo 

r' = ~>-; Vi + ~c;Fi 
i=l i=O 

where the ci are elements of W, c -i is unique mod p" -; W for 0 < i < n and c; is 
unique mod p" W for i ;;,. 0. 
Proof: Clearly, an element of DF / DF vn can be represented by such a y. Assume y 

00 

is in DF vn, say y = 8V". Writing 8 = ~d-i Vi + ~di Fi we have y = ~dn-i V; 
i>O i =O ;;;,,n 

n-1 oo 

+ ~p•-idn-i V; + ~p"dn+;F;, henoe C-; = p"-;dn-i for 0..;; i < n and 
i=l i=O 

c; = p" dn +; for i ;;,. 0. Consequently, c -; - 0 mod pn -; W for 0 ..;; i < n and 
c; _ 0 mod p" W for i ;;,. 0. *** 
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· Lemma 3.3.2: 
Let r > n . An element of M / pr M may be represented by an element y of M hav­
ing the form 

n-1 r-1 

y = ~c-iVi + ~ciFi, (3.3.1) 
i=I i=O 

the coefficients ci being elements of W. c -i is unique mod pi -n W for 0 < i < n, ci 
is unique modpn W for 0..;;; i ..;;; r - n and unique modpr-i for r - n < i < r. 
Proof: Clearly, an element of M / pr M can be represented by (3.3.1). Assume that y 

n-1 oo 

is in pr M, say y = pr 13 for some 13 in M. Writing 13 = ~ d-i Vi + ~di Fi and 
i=I i=O 

using lemma 3.3.1 we find: C-i _ 0 mod pn-i W for 0 < i < n, ci - 0 mod pn W 
for 0 ..;;; i ..;;; r - n and ci = 0 mod pr-i W for r - n < i < r. *** 

For the remainder of this section assume that r > 2n. We define the map 
'Pr : M / pr M - K / W as follows: Let y be an element of M / pr M represented in 

1-, 
the form (3.3.1). Then </>r(Y) := p-ncr"-n. Note that 'Pr is well-defined (see lemma 
3.3.2) and that 'Pr is an element of (M / pr M)(l-r)* = Cp,r• Using the definition of 
the D-module structure on (M / pr M)<l-r)* (see section 3.1) we find: Vj</>r(Y) = 

. ~ I~ . 
</>r(F1 y)" = p-ncr"-n-j for 0..;;; j ..;;; r - n. In the same way we find: Vl«f>r(Y) = 

• 1-r . • 1-r 
prrcr"-n-j for r - n < j <rand F1 </>r(Y) = p1 -ncr"-n+j for 0..;;; j < n. Let "1 
be an arbitrary element of Cp.r• Then for 0 < i < n we have pn-ii.J,(V;) = 0 hence 
there exists an element x -; ·in W such that f(V;) = pn-i x -;- In an analogous way 
we find elements xi of W such that '¥(Fi) = p -n xi for 0 ..;;; i ..;;; r - n and pi -r xi 
for r - n < i < r. A straightforward verification shows that 

r-1 n-1 

"1 = ~ Xr -n -j vj 'Pr + ~ Xr-n + j pj 'Pr. It follows that Cp.r is generated as a w -
j=O j=I 

module by 

{Fj«f>r I l ..;;;j <n} LJ {Vj«f>r I Oo;;;;j <r}. 

Clearly, for any element "1 of Cp,r we have Fni/1 = 0 and V'i/J = 0. 

Lemma 3.3.3: 
Cp.r is isomorphic to D /(DP+ DVr). 
Proof: Let the D-module morphism cl>: D /(DP +DVr) - Cp.r be defined by 
cl>(l) = 'Pr. Note that cl> is well-defined and surjective. Suppose cl>(~) = 0 for some 

r-1 n-1 

element ~ = ~ x -j Vj + ~ xj Fj of D / (DP + D vr ). Let "1 = cl>(~)- Then for 
j=O j=I 

0 ..;;; k .;;; r - n we have i/J(Fk) = p -n Xn -r +k = 0 in K / W, hence for 
0..;;; j .;;; r - n the X-j is inpn Wand so X-j Vj = 0. In the same way i/J(Fk) = 0 
for r - n < k < r implies that xjFj = 0 for 0 < j < n and i/J(Vk) = 0 for 
0 < k < n implies that x -j Vj = 0 for r - n < j < r. Consequently,~ = 0, so cl> 
is injective. *** 

The only thing left to be shown is that the transition morphism: 
/*: (M / pr+ 1uy-r>• - (M / pr M)<l-r)* (cf. lemma 3.2.1) corresponds to the 
canonical morphism: D /(DP +Dvr+I) - D /(DP +DVr), in other words that 
'Pr+ 1 is mapped onto 'Pr. Let "1 be the image of 'Pr+ 1 under the transition morphism. 
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In order to find iy(y) for some element y of M / F' M we must consider Fy as an ele­
ment of M / F'+ 1M and take its image under (/>,+I• It then is a straightforward 
verification to show that indeed 1/J = qi,. 
It now follows that Cp = lim Cp,r = D VI D V pn . .... 

3.3.2. If m is finite then M is a free W -module having 

{ pi I O ...; i ...; m } U { Vi I 1 ...; i < n } 

as a W -basis: indeed, let ~ be an element of M then using the relations vn = pm 
and pm+ 1 = p vn - 1 we find that ~ may be written in the form 

m n-l 

~ = ~xiFi + ~x-;V; (3;3.2) 
i=O i=l 

and if~ = 0, in other words for some yin DF we have the relation~ = y(Fm - vn) 
in DF, then an explicit calculation shows that all coefficients x; are 0. 

We use proposition 3.2.3 in order to determine Cp. 
Let the map qi: M ➔ W be defined as follows: if the element ~ of M is written in the 
form (3.3.2) then IP(~) : = x,::. Note that qi is an element of Modw(M(I>, W) = Cp. 
Then for 1 ...; j ...; n we have Fj IP(~) = 'P(Vj ~)"1 = x/-n. (Warning: Vj ~ first must 
be written in the form (3.3.2)!) In the same way we find for 0 ...; j ...; m that Vj IP(~) 
= x,:: _j· So the set 

(Fjq> 11,i;;,.J <n} U (Vjqi I 0...;J ...;m}. 

is a W-basis of Cp, it is dual (in the sense of semilinear maps) to the W -basis of M 
mentioned above. Furthermore we have Fnq> = vmqi. We conclude that Cp is iso­
morphic to D VI D V (F" - vm). 

§ 3.4. Basic Concepts of the Contravariant Classification Theory 

In this section the groundfield k is assumed to be algebraically closed. For 
convenience of the reader we describe the fundamental concepts which are used for 
the contravariant classification in [16]. The concept of a special module, however, will 
be generalized. The basic properties of special modules will tum out to be true also 
for this greater class of modules. It will give one more discrete invariant in the 
classification of the 2-dimensional smooth commutative formal groups, as we shall see 
in chapter 4. This new invariant does not depend on the discrete invariants that we 
get without this generalization. In higher dimensions the generalization may even give 
more information about the module space. 

3.4.1. A morphism f: G 1 ➔ G2 of formal groups is called an isogeny if both its 
kernel and its cokernel are finite. If such a morphism exists, the formal groups G 1 and 
G2 are said to be isogenous. The contravariant Dieudonne modules M ( G 1) and 
M(G 2) of two connected finite type formal groups G 1 and G2 are called isogenous if 
G1 and G2 are so. Let DF be the noncommutative ring of Laurent series W((F)) with 
multiplication rule Fa = a°F (a being im element of W). Then DF is a right DF -
module by defining l.V = pF- 1• The F-localization of a DF-module Mis the Dr 
module MF : = DF © vFM. Note that the F-localization of DF is isomorphic to Dp. 

If M and N are Dieudonne modules of connected finite type formal groups then M 
and N are isogenous if and only if Mp and NF are isomorphic Drmodules(cf. [16] 
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ch. II prop. 2.1 ). A submodule N of M is said to be dense in M if NF is isomorphic 
to MF. 
For the remainder of this section let M be the contravariant Dieudonne module of a 
smooth n -dimensional formal group G. Then there exist integers t ,m; ,n; ,d; 
(l ..;; i ..;; t) with O ..;; m; ..;; oo, l ..;; n; < oo, gcd(m; ,n;) = I (by convention 

I 

gcd(oo,n;) = l) and L.n;d; = n such that M is isogenous to 
i=O 

EB (DF / DF (Fm; - Vn;))\ called the isogeny type of M. If t = l M is called homo-
1 =I 

geneous. In that case we shall write m for m 1, n for n 1 and d for d 1• The dimension 
I 

of the k -vector space M / pM, which is n + L. m; d;, is called the height of M. M 
i=l 

has finite height if and only if G is p -divisible and then M is a free W -module, its 
W-rank equals the height of M (cf. [l] ch. III.8). (In that case, using the terminology 

of [l] ch. IV, Mis an F-lattice having slopes _n_;_ and multiplicities d;(m; +n;) 
m;+n; 

(1 ..;; i ..;; t )). M is said to be isosimple if its isogeny type consists of only one direct 
summand, otherwise M is called decomposable. 

3.4.2. Suppose M is homogeneous of finite height. Let J be an integer such that 
1 ..;; J ..;; d. We shall call M }-special if pmi M V"i M. An element x of M is 
called }-special if pmi x = V"i x. 

Lemma 3.4.1: (generalization of [16] lemma 3.3) 
If M is homogeneous of finite height then M is }-special if and only if, as a W -
module, it has a basis consisting of }-special elements. 
Proof: Let {x 1,x 2, ... , Xm +n} be a W-basis of M consisting of }-special elements 

m+n m+n 

and let w = L. a; X; be an element of M. Then pmj w = L. a/"1 vnj X; E vnj M 
i=l i=l 
m+n m+n 

and vnj w = L. a; pmj X; = pmj L. a;°-mj X; E pmj M. It follows that 
i=l i=l 

pmiM = vniM. 

Conversely, suppose M is }-special. Then the map 4> :M - M defined by 
V"i c/>(w) = pmi w is a<m +n)j -semilinear and bijective. Let A be the matrix of 4> with 
respect to a given W -basis of M. We have to show the existence of another basis, 
such that the matrix of 4> with respect to this new basis is the identity matrix. In 
other words: we have to show the existence of an invertible matrix Tin Mm+n(W) 
such that r- 1AT0(m+n)j = 1. 

A straightforward generalization of [10], Satz 11 (we already mentioned this generali­
zation in the proof of proposition 1.10.1 ), shows the existence of an invertible T I such 
that T 1- 1ATfm +n)J - I mod p. Let s > 0 and assume we have an invertible matrix 
T h h T l (m+n)j f • 

s sue t at ,- AT,° = 1 + p'C or some C = (c;k) m Mm+n(W). From [5] 
ch. IIl.5 lemma 1 it follows that for each i ,k the equation xJm+n)j - X + C;k = 0 
has a solution A;k in W. Put A = (A;k), then C + AJm+n>J = A. Take 
T,+1 = T,(I + p' A). Then T,+I is invertible and ATs°lmtn)j = 
T,(l + p'C)(l + p' AJm+n>J) - T,+ 1 modp'+ 1• The sequence of matrices T, con­
verges to the desired matrix T. *** 



Next let us drop the assumption that M is homogeneous. Let j = (j 1, • • • , j,) be a 
t-tuple of integers such that 1 ..; j; ..; d; for 1 ..; i ..; t. M is called j-special if M 
is, as a DF -module, isomorphic to the direct sum of homogeneous, j; -special DF -
modules M; (1 ..; i ..; t). If j = (1, ... , 1) we shall use the term special instead of 
j-special. By this convention the term special has the same meaning as it has in 
Manin's article [16). 

Theorem 3.4.2: (generalization of [16) theorem 3.1) 
Suppose M has finite height. Let j = (j 1, • • • , j 1 ) be a t-tuple of integers such that 
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1 ..; j; ..; d; for 1 ..; i ..; t. Then M has a unique maximal j-special sub-DF -module 
M1. This M1 is isogenous to M. 
Proof: First of all, assume that M is homogeneous. Then the isomorphism between 
MF and the F-localization of (DF / DF (Fm - vn )Y1 defines a DF -module embedding 
of Minto (DF / DF(pm+n -pn)f (recall that Facts injectively on M, so that M can 
be embedded in MF). We identify M with its image under this embedding. Let M1 be 
the sub-W -module of M generated by the j -special elements of M. One easily verifies 
that M1 is a sub-DF -module of M. In view of lemma 3.4.1, M1 is the maximal spe­
cial sub-DF -module of M. Since the element (1,0, ... , 0) of (DF / DF(Fm +n -pn ))d 

k 
is an element of MF there mustbe a k 1-;;a. 0 such that (F 1,0, ... , 0) is in M. Since 
this is a j-special element it is even in M1. With the same arguments we find ele­
ments of the form (0, ... , F\ ... , 0) (1 ..; i ..; d) in M1. But then (M1 )F is iso­
morphic to MF, hence M1 is isogenous to M. 
Next let us assume that M is not homogeneous. In the same way as in the homo-

geneous case, we identify M with a sub-DF -module of _EB (DF / DF(Fm; +n; -p n;)}';. 
1=1 

Let M11 be the maximal j; -special sub-DF -module of the intersection of M and 

(DF / DF(Fm;+n, -p n;))'i (note that this intersection is homogeneous). Define M1 = 
I 

_$M1 . Obviously, M1- is the maximalj-special sub-DE-module of Mand it is iso-,=• I 

genous to M. *** 
3.4.3. In this subsection assume that M is isosimple of finite height. Let a and 

b be integers such that am - bn = 1. Define the noncommutative ring En.m = 
W(F m+n)[8] with multiplication rules 8c = c0 -<•+b>9 (c E W(F m+n)) and 

p p 

om+n ::::;: p. Note that with these definitions we have one = c0 on and com = omc0 • 

Further define Kn m = K(F m+•)®wcF ~nm (note that Kn m may be regarded as 
' p pm+n ' ' 

the quotient field of En,m), the ring Rn,m = W®w<F m+n>En.m and finally put Mn,m = 
p 

K®w<F m+n~n,m• Rn,m and Mn,m have the following DE-module structure: if w ®x 
p 

is an element of Rn,m or Mn,m then F(w ®x) = w0 ®on X and V(w ®x) = 
w0 -• ®om x. With these definitions Mn,m also has the structure of a Drmodule (iden­
tify p-I withp- 1V) and (Rn,m)F is isomorphic to Mn,m• It is easily verified that the 
morphism 4>: DF / DF(pm+n -pn) ➔ Mn,m defined by 4>(1) = 1 is an isomorphism, 
hence MF is isomorphic to Mn,m. Note ihat as a Drmodule Mn,m is generated by 1. 
Furthermore, one easily sees that a nonzero element x of Mn.m uniquely can be writ­
ten in the form 

00 

X = ~a;IJi 
i=i0 



36 

·. where the a; are elements of Im(T) and a; is nonzero. Clearly, pm x = vn x if and 
0 

only if all a; are in W (Fpm +• ), which is the case if and only if x is in Kn ,m. Define 

the order v(x) of x to be the integer i 0• If x = 0 then define v(x ) = oo. It is clear 
that v(Fx) = v(x) + n and v(Vx) = v(x) + m for all x in Mn,m . 
Identify Rn,m with the set of those elements of Mn,m which have a nonnegative order. 

Proposition 3.4.3: 
The DF -module endomorphisms of Mn,m (resp. Rn,m ) are the right multiplication by 
elements of Kn,m (resp. En,m)-
Proof: 
Note that for any element x of Mn,m there exists an element~ of Dp such that x = 
~-1. Let cl> be an endomorphism of Mn,m • Note that because Dp is the F-localization 
of DF, cl> also is Drlinear, hence cI>(x) = ~cI>(l) and vncI>(l) = pmcI>(l) hence cl>(l) is 
in Kn,m• Conversely, right multiplication by an element of Kn,m is an endomorphism 
of Mn,m• cl> defines an endomorphism of Rn,m if and only if cI>(l) is in En,m• Since an 
endomorphism of Rn,m extends uniquely to an endomorphism of Mn,m the proof is 
now done. *** 

Lemma 3.4.4: 
There exists an embedding of DF -modules '11: M ➔ Mn,m such that 
min{v('Y(x )) I x E M} = 0 . 
Proof: We already have noticed that the Drmodules Mp and Mn,m_ are isomorphic. 
An isomorphism from MF to Mn,m gives an embedding cl>: M ➔ Mn,m of DF -
modules. Let {xi, ... , Xm+n} be a W-basis of M, and lets : = 
min{v(cI>(x; )) I l -.;; i -.;; m + n }. It follows that min{v(cI>(x )) I x E M} = s. The 
map '¥: M ➔ Mn,m defined by 'Y(x) = cI>(x )8-s is the desired embedding. *** 

We are now ready to define the order of an element x of M. 

Proposition 3.4.5: 
Let x be an element of M, and let '11: M ➔ Mn,m be an embedding such that 
min{v('Y(x)) I x EM} = 0. Then the order of x is well-defined by 
v(x) : = v('Y(x )). 
Proof: Suppose cl>: M ➔ Mn,m is another embedding of DF -modules such that 
min{v(cI>(x)) I x EM} = 0. Then 4>-q,- 1 is a DE-module isomorphism between 
'Y[M] and cl>[M], which may uniquely be extended to a DF -module automorphism of 
Mn ,m. Consequently, there exists an element z in Kn ,m such that cI>(x) = 'Y(x )z for 
all x in M (see [l] IV.3). From the fact that min{v(cI>(x )) I x E M} = 0 and the 
similar property of 'Y it follows that v(z) = 0, hence v(cI>(x )) = v('Y(x )) for all x in 
M. *** 

The following properties are immediately verified : 
a) v(x +y);;.,, min{v(x),v(y)} and if v(x) =I= v(y) then equality holds. 
b) v(a.x) ;;.,, v(x ), where x and y are elements of M and a is an element of DF. 

The set J (M) is by definition the set { v(x) I x E M} (see [16], ch. Ill.3). Since M is 
a Dieudonne module, the set J (M) is invariant under translations of the form 
i ➔ i +cm +dn, c and d being nonnegative integers. From proposition 3.4.5 it fol­
lows that for two isomorphic Dieudonne modules M and N we have J(M) = J(N), 



· hence the set J (M) is an isomorphism invariant. 
Define J(M) to be the set N \J(M). It is an easy exercise to show that J(M) is a 
finite set, its largest member will be denoted maxJ (M). 
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For the remainder of this section we identify M with its image under an embedding 
'Y such that min{P('Y(x )) I x E M} = 0. Note that any sub-DF -module N of Rn,m 
such that min{P(x) I x E N} = 0 always is an isosimple DF -module with isogeny 
type DF / DF(pm -Vn): indeed, N is a sub-W-module of the free finitely generated 
W -module Rn ,m, hence N itself is free and finitely generated over W. Since N con­
tains nonzero elements, NF = Mn ,m . 
Furthermore, note that M is complete with respect to the 8-adic topology: indeed, M 
is a finitely generated W -module, hence it is complete with respect to the p -adic 
topology, and since om +n = p the p-adic and 8-adic topologies are the same. 

Proposition 3.4.6: (cf. (16] lemma 3.9) 
a) For each s E J(M) there exists a unique Zs in M having the form 

Zs = OS + ~ Xsk Bk, 
k f/cJ(M), k >s 

with all Xsk E lm(T). 
b) Mis generated as a DF -module by {z, Is -m ~ J(M) ands -n ~ J(M)}. 
c) Mis special if and only if all z, are special (in other words: all Zs are in Kn,m)-
d) The Xsk are almost uniquely determined (i.e. unique up to a finite number of possi­
bilities). 
Proof: 
a) For each s in J (M) let ws be an element of M having order s. As we already 

00 

observed, there exist elements Jsk in Im(T) such that Ws = ~Ysk Ok. Since Ws has 
k=O 

orders, Yss =/= 0. We may even assume that Yss = 1 for if not so, we take y,; 1w, 
instead of Ws. For given s let k 0 be the smallest integer in J (M) such that k 0 > s 
and y,k0 =/= 0. Let w ~ = Ws - Ysk 0wk 0• By repeating this step we find a sequence in M 

which converges to Zs with respect to the 8-adic topology. 

b) From a) it follows that for s > maxJ(M) we have OS = z,, hence OS is in M. 
From the completeness of M it follows that all elements of Mn,m having order greater 
than max.l(M) are in M. Let w be an element of M. Let r be the greatest integer 
for whichp-'w is in M. Then P(p_'_ 1w)..;; maxJ(M), hence P(p-'w)..;; 
maxJ(M) + m + n. Let c, d and s be nonnegative integers with the following pro­
perties: s is an element of J (M), s - m and s - n are not in J (M) and P(p-, w) = 
s + cm + dn. (If n = 0, m = 1 we take c = 0.) It follows that both c and d are 

00 

bounded by maxJ(M) + m + n. Write w = ~ xkOk with k 0 = P(w) and all xk in 
k =k0 

Im(T). Define w<l) = w - xk;' pc Vd z,. Then P(w(ll) > P(w) and w<1> is in M. By 

repeating this step we find a sequence w<il in M which converges to 0. w - w<il is of 
the form ~a}i>z,, the summation being restricted to the numbers s such thats - m 
ands - n are not in J(M). The a}i> are elements of DF. From the construction of 
the w<il it follows that the sequences (o:Ji>);.,, 1 converge p-adically in DF. 

c) Suppose that all Zs are special. By an argument which is similar to the first part of 
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· the proof of lemma 3.4.1 it follows that M is special. Conversely, suppose that M is 
special. Let s be an element of J (M). Then there exists an element z' of M such that 
pm zs = V" z'. It follows that z' = ff + ~ xs'{' +n Ok (see part a of this pro-

k >s, k <,eJ(M) 

position). From the unicity of Zs it follows that z' = zs, hence zs is special. 

d) Let V be the set of sub-DF -modules N of Mn,m such that N is isomorphic to M 
and min{P(x) I x EN} = 0. For given N E V ands E J(M) (= J(N)) let z,<N> 
be the unique element of N having the same form as Zs (again see part a)). Let r be 
the multiplicative group {a E Kn,m I P(a) = O}. Lets be an element of J(M). One 
easily verifies that r acts transitively on the set { z,<N> I N E V} in the following 
way: if a is an element of r then it maps zs(N) onto z,<Na)_ The proof will be finished 
by showing that the stabilizer of zs has finite index in r. Let f 0 be the subgroup of r 
consisting of the elements of the form 1 + ~ Yk Ok. r O obviously has finite 

k>maxJ(M) 

index in r. Let a be an element of f 0• Then zsa = z, + w for some w with 
P(w) > maxJ(M) ( = maxJ(M a)). As we already noticed in the proof of part b ), w is 
an element of Ma. It follows that zs is in Ma and from the unicity of zs(Ma) in Ma it 
follows that zs = z,<Ma)_ Consequently, f 0 is contained in the stabilizer of z,, hence 
this stabilizer has finite index in r. *** 

Corollary 3.4.7: 
If n = 1 or m = I then M = R,. ,m. 

Proof: Immediate from the fact that J(M) is empty. *** 

Corollary 3.4.8: 
If n = 2 or m = 2 then M is special if and only if z O is special. 
Proof: M is generated as a DF -module by {z 0,82; + 1} for some nonnegative integer i. 
*** 

Corollary 3.4.9: 
If n = 2 or if m = 2 then two special DF-modules M and N are isomorphic if and 
only if J(M) = J(N). 
Proof: Suppose that M and N are special and J(M) = J(N). Let {z0,82;+i} be the 
generators of M and { z O ,82; + 1} the generators of N. From corollary 3.4.8 it follows 
that both Zo and Zo are in Kn,m· The map'¥: M - N defined by 'Y(w) = WZo- 1z& 
is an isomorphism of DF -modules. *** 
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. 4. THE RELATION BETWEEN THE TWO CLASSIFICATIONS 

We are now able to describe the relation between the covariant and the contra­
variant classification. We shall work as follows: first we shall determine the contra­
variant Dieudonne module in terms of the covariant isomorphism invariants. Having 
found the contravariant Dieudonne module, we shall determine at which place in the 
contravariant classification list it occurs. In order to keep things self-contained, we 
shall review at the same time the contravariant classification. Except for propositions 
4.4.9 and 4.4.10, this classification can be found in [16] chap. 111.8. Propositions 4.4.9 
and 4.4.10, however, are new. They give rise to a new discrete invariant in the contra­
variant classification, which is independent of those which already were known. 
As we noticed in section 1.8, an F -type of an n -dimensional smooth formal group G 
can be regarded as a defining relation of the D v -module Cp ( G ). It will be useful to 
have an analogue of this for the DF-module M(G): a relation 

the Lk being elements of M. ( W), is called a defining relation of M ( G) if 
00 

M(G) = (DF)n /(DF)"(V _:_ "'2,LkFk), 
k=O 

From the left-DF -module analogue of [5] chap. 111.4 prop. 7, it follows that such a 
defining relation always exists. 
For the remainder of this chapter let G be a smooth 2-dimensional formal group, M 
= M(G) and CP = Cp(G). We shall write e 1 and e2 for the classes of (1,0) resp. 

00 

(0,1)in(DF)2/(DF)2(V.- "'2,LkFk). 
k=O 

§ 4.1. The Contravariant Dieudonne Module in Terms of the Covariant Isomorphism 
Parameters 

4.1.1. In this subsection we shall give a defining relation of M in terms of the 
covariant isomorphism invariants of G . 
Proposition 4.1.1: 
Assume M has defining relation 

V = [~ ~ khl + [~ ~ kh1H2, 

where O,,;;; h1,h 2 ,,;;; oo. Then G has F-type 

F = ~I[~ ~] + vhi+hz [~ ~ ]. 

Proof: Obviously, the DF -module M is isomorphic to 

DF I DF(V - phi) EB DF I DF(V - ph1+h2). 

From section 3.3 it follows that Cp is isomorphic to 

DV I Dv(F - ~I) EB DV I Dv(F - vh1+h2), 

which completes the proof. *** 
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_: Proposition 4.1.2: 
Assume M has defining relation 

[O l] h n-1 

V = 0 0 FI+ i;O 

with O ~ h 1 < ex,, 0 < h2 ~ ex,, 0 ~ h3 ~ ex,, n = min{h 2,h 3}. Furthermore, all 
d; are in Im(T), do is nonzero (if h 3 > 0) and if h3 = ex, then do = 1 and d; = 0 for 
i > 0. 
Then G has F -type 

F = ~1 [~ ~] 

The proof is separated into the cases h2 = oo, h2 < h3 = ex, and h2,h3 < ex,. 

4.1.2. The case h2 = ex, 

Let the subset M' of DF / DFV2 be defined as follows: an element 
00 

y = c-1V + ~c;F1 of DF / DFV2 is in M' if c; - 0 modp for O ~ i < h1 (so if 
l=O 

h 1 = 0 then M' = DF / DF V2). One easily verifies that M' is a sub-DF -module of 
DF/DF~. • 

Lemma 4.1.3: 
M and M' are isomorphic 'DF -modules. 
Proof: Let the morphism~: M ➔ DF / DFV2 be defined by ~(e 1) = Fh 1 and 
~(e 2) = V. Note that~ is compatible with the defining relation of M. Let a be an 
element of M. Using the defining relation of M we may write 

00 00 

a= ~a1F1e 1 + ~b1F;e 2, 
i=O l=O 

with all a;, b1 in Im(T). Then 
00 00 

~(a)=~ Ot-h F1 + ~ph1+1F1 + hoV. 
i=h 1 

1 i=O 

It follows that Im(~) is contained in M'. Conversely, let y E M'. Then y is the 
00 hi 

image of ~ch +;F1e1 + c_ 1e2 + ~p- 1c;- 1F;e 2 under~- The only thing left to be 
1=0 1 i=I 

shown is the injectivity of ~. so suppose ~(a) = 0. From lemma 3.3.1 it follows that 
b0 = 0 modp,pb1+1 = 0 modp 2 for O ~ i < h 1 and a;-h + ph1+1 _ 0 modp 2 for 

I 

i ;;;;,, h 1• But all a1, b; are in Im(T), hence they are O and so a= 0. *** 

Corollary 4.1.4: 
Mis isogenous to DF / DFV2• If h 1 = 0 then M even is isomorphic to DF / DFV2• 

Proof: Obviously, Fh 1(DF/ DFV2) is contained in M', hence M'p is isomorphic to the 
F -localization of DF / DF V2. *** 

For the remainder of this subsection we shall identify M with M'. 



41 

· Lemma 4.1.5: 
00 

Let r > 0 and y = c _, V + ~c;F; be an element of DF / DF V2• Then y is in F' M 
i=O 

if and only if c- 1 - 0 modp, c; _ 0 modp 2 for 0.;;;; i < r - 1 and c; - 0 modp 
for r - 1 .;;;; i < r + h 1• 

00 

Proof: Let a= a-,V + ~a;F; be an element of M such that F'a = y. Now 
i=O 

00 

F' a = pa <!.,pr- 1 + ~a;''.'..,F;. From lemma 3.3.1 it follows that c _, = 0 mod p, 
i=r 

c; _ 0 modp 2 for 0.;;;; i < r - 1 and (using the fact that a is in M) c; = 0 modp 
for r - 1 .;;;; i < h 1 + r. Conversely, if y satisfies these conditions then 

00 

a:= p- 1c,"~;v + ~c;".;;F; is an element of Mand F'a = y. *** 
i=O 

Corollary 4.1.6: 
An element of M / F' M may be represented by an element y of M having the form 

h 1+r-l 

y = c_,v + ~ C;Fi. (4.1.1) 
i=O 

The coefficient c _, is unique mod p, the c; are unique mod p 2 for 0 .;;;; i < r - 1 
and they are unique mod p for r - 1 .;;;; i < r + h 1• 

Let r > h 1 + l. We define the u1-, -semilinear maps 

q,}i>: M IF' M ➔ K I w 
for i = 1,2 as follows: Let y be an element of M / F' M, represented in the form 
(4.1.1), then q,}l)(y) := p-2cl;' and q,J2>(y) := p- 1c,"~~'1_, _ In view of corollary 4.1.6 

these maps are well-defined. Notice: indeed the q,Ji> are u1-, -semilinear. Next regard 
q,p> and q,Jl> as elements of Cp,r• Then (Vlq,p>)(y) = q,J'>(Fly)"-j = p-2c,"~;'__1 for 
0.;;;; j < r - 1 andp- 1c~1;' for j = r - l. Furthermore, Vlq,Jl>(y) = 
p- 1c,"~~~-,-J for O.;;;; j .;;;; h 1• Let 1/1: M / F' M ➔ K / W be an arbitrary u1-, -

semilinear map. Then p 1/i(V) = #p V) = 0, hence there exists an x _, in W such that 
1/i(V) = p- 1x -,. In an analogous way we find elements x; .in W such that 
#pF;) = p- 1x; for 0.;;;; i < hi, 1/i(F;) = p-2x; for h 1 .;;;; i < r - land 
1/i(F;) = p _, x; for r - 1 .;;;; i < h 1 + r. A straightforward verification shows that 

r-1 hi 

1/1 = ~X,-2-J Viq,pl + ~xh 1+,-I-J Viq,}2>. It follows that Cp,, is generated as a 
j=O j=O 

W-moduleby {Vlq,p> IO <;;;;J < r} U {Vlq,J2l IO <;;;;J.;;;; h 1}. In particular, tak-

ing 1/1 = Fq,J'> resp. 1/1 = Fq,}2l, we find the relations Fq,J'> = ~ 1q,}2> resp. Fq,}2> = 0. 
Obviously, V' 1/1 = 0 for any element 1/J of Cp,,. 

Lemma 4.1.7: 
Let N, be the sub-D v -module of (D V)2 defined by: 

N, = (DV)2(F - ~ 1 [~ ~ ]) + (DV)2V'. 
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· .Then the module Cp,r of p-typical curves of length r is isomorphic to (D V)2 / N,. 
Proof: The following relations in (D v)2 / N, are easily verified: p(Vi ,0) = 0 for 
r -h 1-1 ,,;;;; i < r, p(0, Vi) = 0 for all i ;;;,, 0 and p 2x = 0 for all x. Let the mor­
phism 'Ir: (Dv)2 / N, - Cp,, be defined by '1'(1,0) = q,Jl> and '1'(0,1) =.q,f2>. Obvi­
ously, 'Y is well-defined and surjective. Suppose 'Y(x) = 0-for some element x of 
(D V)2 / N,. From the definition of N, it follows that x may be written as 

r-1 hi 
x = ~ai(V1,0) + ~bi(0,Vi)(allai,bi in W). Letv, = 'Y(x). Thenp-ia,-i = 

i=O i=O 
i/i(V) = 0 in K / W, hence a,-i is inpW and so a,-i(V'-i,o) = 0. In the same way, 
#pPk) = 0 for 0,,;;;; k < hi implies that ai(Vi ,0) = 0 for 
r - hi - l ,,;;;; i < r - l. Furthermore, from i/i(Fk) = 0 for hi ,,;;;; k < r - lit 
follows that for 0,,;;;; i < r - h 1 - l we have ai E p 2W, hence ai(Vi ,0) = 0. 
Finally, i/i(Pk) = 0 for r - l ,,;;;; k < h 1 + r implies that bi is in p W, hence 
bi(0,Jli) = 0 for 0 ,,;;;; i ,,;;;; hi- We conclude that x = 0, so 'Y is injective. *** 

The only thing left to be verified, is that the transition morphism 
J": (M / pr+iM)<-r>• - (M / P' M)<l-r>•, induced by the action of P on M (cf. 
lemma 3.2.1), corresponds to the canonical projection: (Dv)2 / N,+i - (Dv)2 / N,. 
In other words: we have to show that/" maps t/>Ni onto q,p> (i = 1,2). Let y be an 
element of M / P' M, written in the form ( 4.1.l ). Then 

hl+r 
Py= C'!..iJJ + ~ Cia-ipi, 

i=i 

It follows straight from the definitions that t/>Ni(Py) = q,p>(y) (i = 1,2). 
Although we have made the restriction r > hi+ l, we now are able to determine the 
projective limit of the Cp,r. The result is that G has P -type 

p = ~• [~ ~]. 

4.1.3. The case h2 < oo,h3 = oo 
Although this case is more complex than the case h 2 = oo, an analogous treatment is 
possible. 

h +h · 
LetM' bethesubsetofDF /DFVfBDF /DF(V - P 1 2)definedasfollows: Let 

00 h1+h2 ' 

y = ~ ci pi be an element of DF / DF V and T/ = ~ Ji pi an element of 
i=O i=O 

DF / DF(V - Ph 1+h2). Then (y,r,) is in M' if ci =yi mod p for 0,,;;;; i < h2• Note 
that M' is a DF -submodule. 

Lemma 4.1.8: 
The DF -modules M and M' are isomorphic. 
Proof: We define the morphism cl>: M - DF / DFV(J)DF / DF(V - Ph 1+h 2) by 

cI>(ei) = (1,1) and cI>(e 2) = (O,Ph2). Then cI> is well-defined. Let 
00 00 

a= ~aiPiei + ~biPie 2 (all ai,bi in Im(T)) be an element of M. Then 
i=O i=O 



· It follows that Im('1>) is contained in M'. Conversely, an element (Y,'IJ) of M' is the 
hz-1 . 00 00 .• 

image of ~y;F;e 1 + ~ c;F;e 1 + ~ (y; - c;)F1 -h2ei under 4>. Suppose 
i=O i=hz i=hz 

(>(a) = (0,0). Then a; = 0 mod p for all i ;.a, 0, but since all a; are Im(T) this 
means that they are 0. In view of the fact that any element 'IJ of 

DF / DF(V .,... ~ 1+h 2) may uniquely be written in the form 'IJ = fy;F; with ally; 
i=O 
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in Im(T), we also have that b; = 0 (i ;.a, 0). Thus we have shown the injectivity of '1>, 
so 4> is an isomorphism. *** 

Corollary 4.1.9: 
Mis iso~enous to DF / DFV$DF / DF(V-Fh 1+h 2). 

Proof:F 2(DF /DFV$DF /DF(V-·Fh 1+h2))iscontainedinM'. *** 

Again, identify M with M'. Let q > 0 and put r : = q(h 1 + h2 + 1). 

Lemma 4.1.10: 
00 hl+hz 

Let y = ~c1F; be an element of DF / DFV and 'IJ = ~ y;F; an element of 
i=O i=O 

DF / DF(V - Fh 1+h 2). Then (Y,'IJ) is in F' M if and only if c;. = 0 modp for 
0 ,s;;; i < r,y; =pqc1+, modpq+I for 0 ,s;;; i < h 2 andy; = 0 modpq for 
h2 ,s;;; i ,s;;; hi + h2. 

00 h1+h2 h +h 
Proof: Let a= ~a;F; EDF/ DFV and f:J = ~ b;F; EDF/ DF(V - F 1 2) 

i=O i=O 
00 

be such that (a,f:J) E M and F'(a,f:J) = (Y,'IJ). Now F' a = ~a;~,F; and F' f:J = 
i=r 

h1+h2 

~ pqb;"' pi. It follows that c; = 0 modp for 0 ,s;;; i < r, c; = a;~, modp for 
i=O 

i ;.a, r andy; = pqb;"' for 0 ,s;;; i ,s;;; hi + h2. Soy; = 0 modpq in this range and 
for 0 ,s;;; i < h2, using the fact that (a,f:J) is in M, we even havey; =pqc;+, mod 
pq+i. 

00 

Conversely, if (Y,'IJ) satisfies these conditions, we take a : = -~ c/;; pi and 
i=O 

hl+hz 

f:J : = ~ p-qy;''-, pi. Then (a,f:J) is an element of M and F'(a,f:J) = (Y,'IJ). 
i=O 

Corollary 4.1.11: 

*** 

An element of M / F' M may be represented by an element (Y,'IJ) of M such that 

r-i hl+h2 

(Y,'IJ) = (~c;F;' ~ y;F;). 
i=O i=O 

The coefficients c; are unique mod p (i ;.a, 0), they; are unique mod pq + i for 
0 ,s;;; i < h2 and they are unique mod pq for h2 ,s;;; i ,s;;; hi + h2. 

(4.1.2) 

Proof: (F; J'qpi-r) is an element of F' M for r ,s;;; i < h 2 +rand (F; ,0) is in F' M 
for i ;.a, h 2 + r. The uniqueness properties follow immediately from lemma 4.1.l 0. 

*** 
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· It follows that M / F' M is generated as a W-module by {(Fi ,Fi) I 0 ,;;;; i < h2} U 
{(0,Fi) I h2,;;;; i,;;;; h1 + h2} LJ {(Fi,0) I h2,;;;; i. < r}. 

We define the 0 1-, -semilinear maps 

q,Jil: MI F' M ➔ KI w 
for i = 1,2,3 as follows: Let (y;11) be an element of M / F' M represented in the form 

(4.1.2). Then <1>Pl(y,11) : = p-q -1y/..::; (recall that h 2 > 0), <1>f2l(y,11) : = p -qy/~~ 
2 I 2 

and <1>Pl(y,11) : = p- 1cl~'. Then for 0 ,;;;; j < h 2 we have (Vi <1>Pl)(y;11) = 
<1>Pl(Fly,Fl11)"-.J = p-q-lyh0:..::1_1 _ (Warnin~: the ehimept r~i~-, r " -,~ .:.~. u1u1>L oe 

written in th~' ·::_; :.:.-,_,,, u1 me same way for 0..;; j ..;; h 1 +h 2 we find 

(Vlq,f2l)(y,11) = p-qy<~~ 2_ 1 and for 0..;; j < r we have (Vlq,pl)(Y,11) = p- 1c,°~~'-1. 

Using similar arguments as in the preceding subsection it follows that Cp,, is gen­
erated as a W-module by {Vlq,pl I 0,;;;; j < h 2} LJ {Vlq,fl I 0..;; j ..;; hi} LJ 

. h h +h 
{Vlq,}3l I 0,;;;; j < r - h 2}. In particular Fq,}1l = V 1q,$2l, Fq,f2l = V 1 2q,f2l and, 

using (Fi ,0) = (0, -pq pi-, )for i ;;;,, r in M / F' M, Vh 2q,p> = q,f2l - </>Pl. Of 
course, V' 1/, = 0 for any 1/, in Cp ,, . We claim that CP ,, is generated as a W -module 
by 

{Vlq,pl IO ..;;J < r} LJ {Vlq,J2l IO ..;;J ,s;;;; hi}. 

Indeed: Vlq,pl = Vl(q,f2l-;- Vh 2q,}1l) and if) > h 1 then Vlq,f2l = pVJ-h 1- 1q,}1>. 

Lemma 4.1.12: 
Let N, be the sub-D v -module of (D V)2 defined by 

h [o 1] h +h [o N, = (D V)2(F - V I O O - V I 2 0 

Then Cp,, is isomorphic to (Dv)2 / N,. 
Proof: From the definition of N, it follows that (D v)2 / N, is generated as a W­
module by {(Vi ,0) I 0..;;i <r} LJ {(0,Vi) I 0..;;i ,s;;;;hi}.Weclaimthat 

(D v)2 / N, is also generated as a W-module by {(Vi ,0) I 0 ..;; i < h 2} U 
{(0,Vi) IO..;; i ,s;;;; hi} LJ {(-Vi+h2,Vi) IO..;; i < r - h2}: indeed, (VJ+h2,0) = 
(0, Vi) - ( - v1 +\Vi). Furthermore, (0, Vi) = (0,pk VJ') f~r some k ;;;,, 0 and 
0 ..;; j' ..;; h 1 + h 2. If j' ..;; h I we are done and if j' > h I we use the relation (0, VJ') 

·•-h -1 
= (pV 1 ,0). It follows that any element x of (Dv)2 / N, may be written in the 

h 2-J . h1 . r-h 2-l i+h . 
formx = ~ai(V',0) + ~bi(0,V') + ~ ci(-V 2,V').Theremainderofthe 

i=O i=O i=O 
proof is analogous to the proof of lemma 4.1.7, identifying q,}ll with (1,0), <1>f2l with 

(0,1) and </>Pl with (-Vh2,I). *** 

Recall that we haver = q(h 1 +h 2+ I). Puts : = (q + l)(h 1 +h 2+ 1). We claim that 
the canonical projection: (D V)2 / Ns ➔ (D V)2 / N, corresponds to the morphism: 

(M / F' M)Cl-s)• ➔ (M / F' M)<l-r)* which is induced by the action of Fh 1+h 2+ 1 on 

M. Let (y,11) be an element of M / F' M written in the form (4.1.2). Then 
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It now follows from the definitions that 4>Jil(Fh 1+h 2+\1',1J)) = 4>fil(1',1J) (i = 1,2,3), 
which proves our claim. This enables us to determine the projective limit of the Cp,r. 

It follows that G has F-type 

_Jr [o 1) h+h [o o) F=v100 +vi 201· 

4.1.4. The case h2,h3 < oo 
An immediate consequence of the defining relation of M is: 

Ve 1 = Fh 1e2. (4.1.3) 

It also follows from the defining relation that 
n -I -h -2 h +h + · h +h +h 

Ve 2 = ~d;° 1 F 1 2 'e2 + F 1 2 3e 1• Using (4.1.3) and VF = p, we get: 
i=O 

n-l -ht-2 h +i-1 h +h +h 
Ve2=p~d;° F 2 e 1 +F 1 2 3e 1• (4.1.4) 

i=O 

h +h +h h +h +h . h +h +h . 
It follows that both F 1 2 3e 1 and F 1 2 3e2 are ID VM, hence F 1 2 3M 1s 

. . h +h +h 
contamed ID VM. In other words: F 1 2 3M(Ker VG) = 0. Consequently, Ker VG 
is finite, hence G is p-divisible, (see proposition 3.2.3). We conclude -that M has no 
W -torsion. Since W is a principal ideal ring, this means that M is a free W -module. 

Proposition 4.1.13: 
The set 

{Fie1 I 0,,;;; i ,,;;; h1+h2+h3} U {F;e2 I 0,,;;; i ,,;;; hi} 

constitutes a W -basis of M. 

Remark: Since this is the only W-basis of M which we shall use in this subsection, we 
shall refer to it as the W -basis of M. 

Proof: In (4.1.3) and (4.1.4) we have given Ve 1 resp. Ve 2 as.linear combinations of 
. h+I h+h+h+I .. 

elements of this set. For F I e2 and F 1 2 3 e 1 such comb1Datlons may be 
obtained as follows: Application of F to (4.1.3) gives 

hi+! 
F e2 =pe1 (4.1.5) 

and application of F to (4.1.4) gives: 

Fh1+h2+h3+1 - n~ld.,-h1-1 h2+i 
e1 - pe2 - p "'-' ; F e1. (4.1.6) 

i=O 

h1+h2+h3 
It follows that this set generates M as a W -module. Next assume ~ Xi pie 1 + 

i=O 
hi 

~y;Fie2 = 0. Using the defining relation of M, we find the existence of elements a 
i=O 
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: and /J in DF such that: 

h1+h2+h3 
~ X;Fi = av - /JFh1+h2+h3 and 
i=O 

h 

iy;Fi = /J(V - ~id;o-h1-2ph1+h2+;) - aFhl, 
i=O i=O 

Note that a and fl are power series in F without a constant term (this may be seen by 
multiplying the second of these two equations by V and then using the first equation 
in order to eliminate a). Multiply both equations by F. Talcing them respectively 
modulo p, p 2, • • • we find that a = fl = 0, hence all X; and y; are 0. *** 

Cp = Modw(M(I>, W) has a W -basis which is dual (in the sense of semilinear maps) 
to the basis of M: a a-semilinear map 8: M ➔ W belongs to this dual basis if it 
maps one of the basis elements of M onto 1 and all other basis elements onto 0. Let 
t,fk> be the basis element of Cp which maps F; ek onto 1. A straightforward 
verification shows that for any a-semilinear map t M ➔ W the following relation 
holds: 

h1+h2+h3 hi 
~ = ~ ~(F;ei")8f1> + ~~(F;e2")8f2>. (4.1.7) 

i=O i=O 

h1+h2+h3 
In particular, taking~= V8j2>, we have V8j2> = ~ 8j2>(p;+iei)0 -

1t,p> + 
i=O 

(4.1.8) 

for O < j ..;; hi, In order to get a similar expression for V8J1> we use formula (4.1.6). 
The result is: 

(4. l.9a) 

(4.l.9b) 

for O < j < h2 and for h2 + n ..;; j ..;; hi + h2 + h3. 
Remark: If h3 = 0 (in which case n = 0) only (4.l.9b) has a meaning. All further 
arguments in this chapter will be valid also for this case. In the following sections we 
shall see more about the special role which is played by the case h 3 = 0. 
Put cp(ll : = 8A:>+h2+h3 and cp<2> : = 8A~>. It follows from (4.1.8) and (4.1.9) that 

{Vicp(i) I O,,;;;; i ,,;;;; hi + h2 + h3} u {Vicp<2> I O,,;;;; i ,,;;;; hi} 

is a W -basis for Cp . 
From (4.1.7) it follows that Fcp<i> = 8J2>, so in view of (4.1.8) we have: 

h 
Fcp(i) = V Icp(2)_ (4.1.l0a) 

By induction one can derive from (4.l.9a) that for 0..;; k < n we have 8Ai>+n-k-2 = 
2 



47 

. · k . -h -I 

Vk+ 1BA1>+n-l + p ~ vk-idn°-;~( c/>(l) and from (4.l.9b) it follows that 
2 i=O . 

_ _h +h -n+l _ _h -I 
BA1>+n-I = V 1 3 c/>(l) and that BJ1> = V 2 BAl)-I• Using (4.1.7) we find that 

2 2 

F c1><2> = BJ1>. Consequently: 

Fc/>(2) = /ii vh2+i-ld;a -hl-lc/>(l) + v11+h2+h3c/>(l)_ 
i=O 

(4.1.l0b) 

Since Cp is a free W-module we find that G has F -type 

h [o 1) n~l h +h +i [o O ) h +h +h [o Fe/> = V I + ""'V I 2 + V I 2 3 
0 0 i=O O d; l 

Comments: For each of the occuring normalized F-types we have given a 
defining relation of the corresponding contravariant Dieudonne module. This defining 
relation also has a normal form. It follows that for a given formal group G , the con­
tra variant Dieudonne module M(G) always has a normalized defining relation. Of 
course, this can also be shown directly: We already noticed the existence of a defining 
relation and with techniques which are similar to those of chapter 2, a given defining 
relation can be normalized. 

§ 4.2. The Isogeny Type in Terms of the Covariant Parameters 

In this section we shall determine the isogeny type of M ( cf. J.4. 1) in terms of 
the covariant isomorphism invariants of G. If G splits into the direct sum of two 
one-dimensional formal groups, M is isomorphic to 

h h +h .. 
DF / DF (F 1 - V)EBDF / DF (F 1 2 - V) (see theorem 2.1.1 and proposition 
4.1.1). 

Proposition 4.2.1: 
Suppose G does not split into the direct sum of two one-dimensional formal groups. 
If h 2 = oo then M has isogeny type 

DF I DFV2, 

if h 2 < h 3 = oo then M has isogeny type 

DF I DF(pht+h2 - V)EBDF I DFV, 

if h 2 < h 3 < oo then M is nonhomogeneous of finite height, having isogeny type 

DF I DF(ph1+h2 - V)EBDF I DF(ph1+h3 - V), 

if h 3 ,;;; h 2 < oo and h 2+h 3 is even then M is homogeneous decomposable of finite 
height, having isogeny type 

h+-:\-(h+h) 
(DF / DF (F I 2 2 3 _ V))2, 

If h 3 ,;;; h 2 < oo and h 2 + h 3 is odd then M is isosimple of finite height, having iso­
geny type 

nF I DF(p2h1+h2+h3 - vi). 

Proof: For the case h 2 = oo see corollary 4.1.4, for the case h 2 < h 3 = oo see 
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· corollary 4.1.9. 
Assume h 2,h 3 < oo. Then Mis free of rank 2h 1 +. h 2 + h 3 + 2 (see proposition 
4.1.13). In terms of [11, chap. IV. I, M is an F -lattice. Define the DF -module N 
DF / DF y where 

Then N is the contravariant Dieudonne module of a p-divisible group (see [ll, second 
remark of ch. IV.I). Note that N has the same W-rank as M, in other words: the 
p -divisible group which belongs to N has the same height as G. Let <I>: N ➔ M be 
defined by <l>(a) = ae1, a being an element of DF. In view of (4.1.3) and (4.1.4), <I> is 
well-defined. Now Fh 1e2 = Ve 1 is an element of Im(<I>) and of course Fh'e 1 is in 

Im(<I>). It follows that Fh'M is contained in Im(<I>), hence Coker(<I>) is finite and con­
sequently <I> is an isogeny (see [11, the lemma in ch. IV. I). Notice: if h 1 = 0 then <I> 
even is an isomorpism. Put 8 : = F 2y, then 8 is in W[Fl (regarded as a subring of 
D ). To be explicit: 

1 
If h 2 < h 3 then the Newton polygon of 8 has slopes h 1 +hi+ 1 and h 1 +h 3+ 1 with 

multiplicities h 1 + h 2 + I resp. h 1 + h 3 + 1. If h 2 ;a, h 3, the N e~ton polygon of 8 

has slope 2hi+h~+h 3+ 2 ,with multiplicity 2h 1 + h 2 + h 3 + 2. In view of [51 chap. 

111.5 parts I and 2, the proof is finished. *** 
The following four sections will each consist of two parts, A and B. In part A 

we shall always describe the relevant part of Manin's classification, in part B we shall 
express the contravariant invariants of G, found in part A, into the covariant invari­
ants of G, found in chapter 2. 
Since G has dimension 2, it follows that the isogeny type of M is either 
DF / DF(F2m+l - V2) (the isosimple case), (DF / DF(pm - V))2 (the homogeneous 

decomposable case) or DF / DF(Fm' - V)EBDF / DF(Fm 2 - V), where m1 < m2 
(the nonhomogeneous case). 

§ 4.3. The Isosimple Case (Finite Height) 

A. In this section M has isogeny type D F / D F ( p2m + 1 - V 2). Let 
\Jr: M ➔ M 2,2m + 1 be an embedding of DF -modules such that 
min{P('Y(x )) I x E M} = 0 (see lemma 3.4.4). In view of proposition 3.4.6, '11[Ml 
is as a D F -module generated by { z 0,82; + 1} where i is the smallest integer such that 
2i + I is inJ(M) (hence O ~ i ~ m) and z 0 is of the form 

i 

zo = I + ~ xk82k-l, 
k=l 

the Xk E Im(T) being almost uniquely determined. If i = m then '¥[Ml is even gen­
erated by z 0• M is special if and only if all Xk are in W(F im+ 3). (These are all direct 

p 

consequences of proposition 3.4.6). 
Let} be the smallest nonnegative integer such that x 1, ••• ,X;-J are in W(F im+ 3). If 

p 

x I is not in W(FP2m +J) then J : = i. So M is special if and only if J = 0. In view of 



· proposition 3.4.3, '¥ may be chosen such that xk = 0 for I ,.;;; k :,;;; i - j : indeed, 
i-J 

put a : = I + ~ Xk 82k - , , then the map which maps x onto 'lt(x )a - I is the desired 
k=l 

embedding of M into M 2,2m + 1• So from now on assume that z O has the form 
i 

zo = I + ~ Xk921<-i_ 

k=I-J+l 

Proposition 43.1: (cf. [16] theorem 3.12b) 
Let M 1 be the maximal special sub-DF-module of M. Then min{P(x) I x E M 1} 

2). 

Remark: it follows that j is an isomorphism invariant (cf. [16] theorem 3.12a) and 
that J(M1) = { 1,3,5, ... , 2(i - J)-1}. In view of corollary 3.4.9, M I is uniquely 
determined by i and j . 
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Proof: First of all, Fi z0 = 821 modulo an element of order ;;,, 2i + 1. Since M con­
tains all elements of order ;;,, 2i + 1, it follows that the special element 821 is in M. 
Let z be a special element of M · and assume that P(z) < 2). Then P(z) = 2s for 
some s < j (recall that j :,;;; i hence P(z) must be even). We may assume that 
z _ 91.r modulo an element of order ;;,, 2s + I : indeed, if the first term of z is c 91.r 
with c in Im(T) then c must be in W(F zm+ 3), hence c- 1z is also a special element of 

p 
M. Let a and /3 be elements of DF such that az O + /382; + 1 = z. Prom the shape of 
z andz 0 itfollowsthata-ps mod(DFps+I + DFV),hence 
z = 91.r + x;'CJ+ 182(i-J+s)+I modulo an element of order ;;,, 2(i - j + s) + 2. 
Since X;-J+l is not in W(F 2m+ 3), this is in contradiction with the fact that z is spe-

P 
cial. 
In view of lemma 3.4.1, the proof is now done. *** 

Conclusion: The isomorphism class of M has three discrete invariants m, i, j. Furth­
ermore, M gives rise to a set {xk I i - j + 1 :,;;; k ,.;;; i}. Modulo the action of a 
finite group, this set is uniquely determined (see the proof of proposition 3.4.6d). 
These isomorphism invariants are subject to the following conditions: 
0,.;;; i ,.;;; j :,;;; m, all xk are in Im(T) and X;-J+I is not in W(F 2m+ 3). For any set of 

p 

parameters satisfying these conditions we have a corresponding isomorphism class: 
An element of this class is found by defining z0 as above and then talcing the DF -
submodule of M 2,2m+I generated by {z0,82;+i}. In [16] theorem 3.12c, Manin shows 
that for given m, i and j we have a module space of dimension j. 

B. It follows from section 4.2 that M is isosimple of finite height if and only if 
G does not split into the direct sum of two one-dimensional formal groups and 
h3 ,.;;; h2 < oo, h2+h 3 is odd. From proposition 4.2.1 it follows that 2m + I = 
2h, +h2+h3, hence 

- I m - h, + t(h2 + h3 - 1). 

In order to find the value of the invariant i we have to determine the smallest odd 
number in the-set J(M). As a DF-module, Mis generated by {e 1,e 2}. Let 
x = ae 1 + f3e 2 (with a,/3 in DF ) be an element of M. Then P(x) = P(ae 1 + f3e 2) ;;,, 
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- min{v(ae1),v(,8e2)} ;;;. min{v(e 1),v(e 2)}. By definition of the order of an element of 
· M, M contains elements of order zero, which implies: min{v(e 1),v(e2)} = 0. From 

relation (4.1.3) it follows that: v(e 1)+2h 1+h 2+h3 = v(e 2)+2h 1, hence 
v(e1)+h2+h3 = v(e2). Consequently we have v(e 1) = 0 and v(e2) = h2+h3 (recall 
that h2 > 0). Observe that v(ae 1) is either an even number or;;;. 2h 1+h 2+h 3 (which 
can be seen by noticing that v(Pe 1) = 2s and v(Ve 1) = 2h 1+h 2+h3). Furthermore, 
v(,8e2);;;. v(e2)=h2+h3, hence v(x) can only be smaller than h2+h 3 if v(x) is even. 
h2+h3 itself is in J(M) (it is the order of e2). Consequently, the smallest odd number 
that occurs in J(M) is h2+h 3, hence 2i + I = h2+h 3 and so 

i = }<h2 + h3 - 1). 

In order to find the value of the invariant J, we determine the maximal special sub­
D F -module of M. 

Proposition 4.3.2: 
The maximal special sub-DF -module M 1 of M has W-basis: 

B = {pF'e1 IO,,;;;; s < h3} U {Pei I h3,,;;;; s ,,;;;; h1+h2+h3} U 
U {Pe2 I 0,,;;;; s ,,;;;; hi}. 

Notice: This proposition implies that M is special if and only if h 3 = 0. 
Proof: Let N be the W -submodule of M generated by B. It follows from the rela­
tions ( 4.1.3) - ( 4.1.6) that N is stable under the actions of both F and V, hence N is 
a sub-DF -module of M. Let 

h1+h2+h3 hi 
X = ~ x,F,e1 + ~y,Fse2 

s=O s=O 

be a special element of M, in other words: p 2m+ 1x = V2x. Since m 
I 2h +h +h 

h 1 + t(h2+h3- l), we have F 1 2 3x = V2x, hence 
2h +h +h +2 . 

F 1 2 3 x - 0 modp 2M. From (4.1.6) 1t follows that for 0,,;;;; s ,,;;;; h 1+h2+h3 
we have: (recall that h 3 ,,;;;; h 2) 

h -1 

F2hl+h2+h3+2(Fse1) = pFh1+s+\e2 - ~ d;°-hl-lph2+ie1) 
i=O 

and in view of (4.1.5) this implies: 

p2h1+h2+h3+\Fse1) -

h -s-1 - J"" d,I h1+hz+s+i+I d 2 = -p ..::., ; F e 1 mo p M. 
i=O 

Using (4.1.5), we get for O ,,;;;; s ,,;;;; h 1: 

2h1+h2+h3+2 s h1+h2+h3+s+I 
F (F e2) = pF e 1 

and so (see (4.1.6)): 

h +h +h +2 
F 1 2 3 (Pe2) _ 0 modp 2M. 

(4.3.1) 

(4.3.2) 
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· Suppose x is not in N. Let k be the smallest integer such that xk is not in p W. Then 
the assumption that x is not in N implies that k <-h 3• Now on the one hand we 

2h +h +h +2 . 2h +h +h +2 . 
have: F ' 2 3 x - 0 mod p 2M. So if we express F ' 2 3 x as a linear com-
bination of the W-basis of M (see proposition 4.1.13), then all coefficients in this 
expression are zero modp2W. On the other hand, however, using (4.3.1) and (4.3.2), 

h +h +k+I 
we find that the coefficient of F ' 2 e I in this expression is congruent to 

,/' 2h 1+k2+h 3+2 

-pd0 x{ mod p 2W. Since both xk and do are nonzero modulo pW, this is 
a contradiction. 
In view of lemma 3.4.l we now have shown that the maximal special sub-DF -module 
of M is contained in N. We shall complete the proof of the proposition by showing 
that N is special, or equivalently, showing that F2h,+h 2+h 3N = V 2N. First of all, 

. h +h +h 
observe that ( 4.1.3) and ( 4.1.4) imply that F ' 2 3e 1 = 

h -I 
3 -h,-1 h +s 2h +h +h 

V(e2 - ~ d,° F 2 e 1), which is in VN. It follows that F ' 2 3e2 = 
s=O 

h +h +h . 2h +h +h h + I 2h +h +h . . 
VF ' 2 3e 1 ism V 2N. Furthermore, F ' 2 3e_e 1 = F ' (F ' 2 3e2) 1s m 

2h +h +h h h 3-l h3-l h +h +h .. 
V 2N. Finally, F 1 2 3(F 3e1) = V(VF 3e1 - ~ d,0 F'(F I 2 3e1)) lS 1ll 

s =O 

V2N. In view of the fact that N is as a DF -module generated by the three elements 
pe 1, Fh 3e 1 and e2 it follows that F2h,+h 2 +h 3N is contained in V 2N. By a sinlilar argu­

ment it follows that V 2N is contained in Fh,+h 2+h 3N. Since N is isogenous to M, it 
has the same W -rank as M, ·hence the set B is W -linearly independent. *** 

Corollary 4.3.3: 
The invariant J is equal to h 3• 

Proof: It follows immediately from proposition 4.3.2 that min{v(x) I x E M 1} 
2h 3• In view of proposition 4.3.1 we are done. *** 

Summarizing the results we have found so far: M is isosimple of finite height if and 
only if G does not split and h 3 ,,;;; h2 < oo, h2+h 3 is odd. Furthermore, 

1 
m = h1 + t(h2 + h3 - 1), 

i = ½-<h 2 + h3 - 1), 

J = h3. 

Remark: On the one hand, G corresponds to a point on a h 3-dimensional component 
of the covariant module space (cf. section 2.3). On the other hand, G corresponds to a 
point on a }-dimensional component of the contravariant module space. Considering 
this, the relation J = h 3 is remarkable. 

We shall now study the relations between the continuous parameters. Let 
'¥: M - M 2,2m+ 1 be an embedding of DF -modules such that 
min{v('lt(x)) Ix EM}= 0. Recall that v(e 1) = 0. Write 

00 

'¥( e 1) = ~ a, fl' , 
s=O 
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• all a, E Im(T}. From (4.1.3) it follows that 

'¥(e2) = f a:-hl-lo'+h2+h3_ 

s=O 

Substituting this in ( 4.1.4) and equating coefficients of powers of 0, it follows that for 
0..;; s < h2 -h 3 the coefficient a, must be in W(F 2111 +3). We claim that'¥ can be 

p 
chosen such that a0 = 1 and a, = 0 for O < s < h2 -h 3 : if not so, put a = 
h2-h3 

~ a,IJ-' and define a new embedding '11' by '1''(x) = '1'(x)a- 1• (recall that h 3 ,,;;;; h 2 
s=O 

and h 2 + h 3 is odd, hence h 3 < h 2). If we start with '11( e 1) for the construction of z 0 

(see the proof of proposition 3.4.6a) we find relations between the xk and the a,. For 
instance, we find that X;-j+t = ah 2-hi' Furthermore, (4.1.4) gives relations between 

the dk and the a., for instance d0 ah -h - a/:;3 modpW. We conclude that 
2 3 2 3 

_ _ .,p2m +3 

do = X;-j+t - X;-j+t• 

Notice: the fact that d0 is nonzero is equivalent to the fact that x1-j + 1 is not in 
FP2m +3• Of course, the explicit relations for the higher parameters are more complex. 

In the case i = j = m = 1, necessary and sufficient conditions for two formal 
groups to be isomorphic are given in [16) formula (3.15). In this case there is only one 
continuous parameter. The condition looks as follows: if G and H are formal groups 
with contravariant discrete parameters i = j = m = I and contravariant continuous 
parameters XI resp. YI, theri G and H are isomorphic if and only if there exist ele­
ments /Jo and /J1 in F 5 with /Jo =I= 0 such that 

p 

- aP3- 1 - + a Yt = /JO X1 /JI• 

We shall compare this condition with the condition given by theorem 2.1.8. The 
covariant discrete parameters are: h 3 = j = 1, h 2 = 2i -h3+ 1 = 2 and h 1 = 
m -~h2+h 3 - l) = 0. The covariant continuous parameters of G and H are d~ = 

5 5 

XI - xi resp. e0 = YI - yi . Theorem 2.1.8 states that G and H are isomorphic 
if and only if there exists a nonzero element ,\ of F 5 such that 

p 

'N' 3 d~ = .\e0. 

It is now readily verified that the contravariant condition is equivalent to the covari­
ant condition, the relation between the {J0,{J1 on the one hand and ,\ on the other 
hand being given by /Jo=,\ and /J1 = -'N'3- 1xI + YI• 

§ 4.4. The Homogeneous Decomposable Case (Finite Height) 

A. In this section M has isogeny type (DF / DF (Fm 
tive integer m. 

Proposition 4.4.1: 
There exists an embedding 

such that '1'[M): 

V))2 for some nonnega-



· a) contains R f.m, 
b) contains no nonzero elements of the form (x8- 1,y8-1) where x andy are in the 
intersection of W(F m+i) and Im(T). 

p 

Proof: Since M and R f.m are isogenous, there exists an embedding 'I': M - M f.m 
such that M contains Rr,m (cf. [16), the remark after lemma 3.1). Assume 
(x 9- 1,y 0- 1) is a nonzero element of 'l'[M] with x and y in the intersection of 
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W(F m+i) and lm(T). If x is nonzero we may assume that x = 1. Define the auto-
P 

morphism 4> of the DF -module Mr.m by 4>(w 1,w2) = (w 18,w 2-wl)' 0 ) and let 
'I'' : = 4>'1'. One easily verifies that 'l''[M] satisfies a). If x = 0 we define 4> by 
4>(w 1,w2) = (w 1,w28) and again 'I'' : = 4>'1' is such that 'l''[M] satisfies a). If 'I'' does 
not satisfy b), we repeat this step. Since M is finitely generated over DF, the orders 
of the w1 and w2 with (w1,w 2) in M have a finite minimum. Note that the minimal 
order of the first component does not decrease under the step 'I'' : = 4>'1'. If -k is 
the minimal order of the second component, then after at most k + 1 steps the 
minimal order of the first component has increased. It follows that a finite number of 
steps is needed. *** 

In view of this proposition we may from now on assume that M is a sub-DF -module 
of Mr.m having properties a) and b). 

Proposition 4.4.2: 
M contains no elements of the form (w ,0) or (0,w) unless w is in R 1,m. 

Proof: Suppose (w,0) is in Mand v(w) < 0. Then p--<w>- 1(w,0),,; (F-P(w>- 1w,0) is 
an element of M. But then (8- 1 ,0) is also in M, which is a contradiction. *** 

Lemma 4.4.3: 
Let w = (w1,w 2) be an element of M. Then v(w 1) < 0 if and only if v(w 2) < 0. 

~ Proof: Suppose v(w1);;;,, 0. Then w1 E R 1,m, hence (w 1,0) is in M, which implies that 
(0,w2) is in M. In view of proposition 4.4.2, w2 must be in R t,m, hence v(w 2) ;;;,, 0. 
For the same reasons v(w 2) ;;;,, 0 implies v(w 1) ;;;,, 0. *** 

Corollary 4.4.4: 
Let w = (w1,w2) be an element of M. If w is not in R f.m then v(w 1) = v(w 2). 
Proof: From lemma 4.4.3 it follows that both v(w 1) and v(w 2) must be < 0. Note that 
F-P(w2)(0,w2) is in Rr,m, hence it is in M. It follows that F-P(w2\w1,0) = 

-P(w ) -P(w ) -P(w ) 
F 2 w - F 2 (0,w2) is an element of M, hence (see proposition 4.4.2) F 2 w 1 

is in R 1,m, in other words v(w 1);;;,, v(w 2). In the same way we find v(w 2) ;;;,, v(w 1). 

*** 

Proposition 4.4.5: (cf. [16) lemma 3.14b) 
Lets > 0 and suppose M contains an element w = (w 1,w 2) such that v(w 1) = -s. 
Then M contains a unique element of the form 

s 

Zs = (8-s, ~ X,k8-k), 
k=I 

with all Xsk in Im(T). Moreover, Xss not in W(F m+1). 
p 

Proof: Let·w = (w1,w2) be an element of M with v(w 1) = -s. In view of corollary 
s 

4.4.4wealsohavev(w2) = -s. Writew 1=~ak8-k modR1,m,withallak in 
k=I 
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· Im(T). Then a, =fa 0. a, may be assumed to be 1, for if not so, we take a,- 1w instead 
of w. Let 1 ..; r < s and suppose a; = 0 for r + 1 _,.,;; i < s. Then v : = 

r-1 

W - a,ps-r W is in M and V = (v 1,Vz) with V 1 - o-s + L bk o-k mod R l,m. After 
k=I 

s - I steps we find an element w = (w 1,w 2) in M with w 1 _ o-s mod R 1,m and 
s 

w 2 _ '2:, xk o-k mod R 1,m, all xk in Im(T). Since R f,m is contained in M, it follows 
k=I 

that M contains a:n element of the desired form. From the relation 

ps- 1z, (8- 1,x,f-18- 1) mod R f,m it follows that Xss cannot be an element of 
W (F m + 1) in view of property b) of proposition 4.4.1. 

p 
s 

For unicity: suppose z' = (o-s' LYk o-k) is also in M' all Yk being in lm(T). Then 
k =I 

s 
Zs - z' = (0, '2:, (Xsk - Jk )8-k) is an element of M, hence (see proposition 4.4.2) 

k=I 
s 

'2:, (Xsk - Jk )8-k is in R 1.m. It follows that x,k = Jk (1 ,.,;; k ,.,;; s ). *** 
k =I 

Corollary 4.4.6: ( cf. [ 16] lemma 3. l 4a) 
Letw = (w1,w 2)beanelementofM. Thenv(w 1) ;a. -m. 
Proof: Suppose v(w 1) < -m. Lets : = - v(w 1), thens > m. Using proposition 4.4.2 

and the fact that pm Zs - Vzs = (0, :± (x,.'(' - x,f 1)0-k +m) is in /ef, it follows that 
. k=I 

xs'f" = Xs~- 1, hence x,s is in W(F m+i), which is a contradiction (see proposition 
p 

4.4.5). *** 

Corollary 4.4. 7: 
R f.m is the maximal special sub-DF -module of M. 
Proof: Let M I be the maximal special sub-DF -module of M. Since R f.m is special, it 
is contained in M 1• Consequently, M 1 satisfies the properties a) and b) of proposition 
4.4.1. Suppose M 1 contains an element (w1,w 2) with v(w 1) < 0. Lets : = - v(w 1). 

Application of proposition 4.4.5 to M I shows that Zs E M 1• Since M I is special, it 
contains an element z' such that pm Zs = Vz'. This implies that z' has the same form 
as Zs, hence z' = z, and so Zs is special. This is in contradiction with the fact that 
Xss is not in W(F m+1)- *** p 

Let w = (w1,w 2) be an element of M. We define the P-height of w to be the smallest 
nonnegative integer s such that F' w is an element of M 1 = R f,m · If the P -height of 
w is positive then it is obviously equal to - v(w 1) = - v(w 2). 

We define the P-height of M to be the smallest nonnegative integer h such that ph M 
is contained in M 1• In other words: The P-height of M is the largest natural number 
h such that M contains an element w = (w1,w 2) with v(w 1) = -h. Clearly Mis spe­
cial if and only if h = 0. From corollary 4.4.6 it follows that the P -height h of M is 

,.,;; m . From the definition it is clear that h is an isomorphism invariant. 

Proposition 4.4.8: (cf. [16] lemma 3.14b) 
M is as a DF -module generated by zh and R f.m• 
Proof: Let w = (w 1,w 2) be an element of Mand suppose v(w 1) = -s < 0, say 
w 1 =aso-s moduloanelementoforder;a. I -s.Thenconsiderv = (v 1,v 2):= 



w - a,Fh-s zh. In view of the definition of h we haves ,;;;; h, hence v is in M. 
Clearly v(v 1) > v(w 1) and so (see corollary 4.4.4) v(v 2) > v(w 2). If v(v 1) < 0 we 
repeat this step. After at most s steps we have the required result. *** 

Notice: From the unicity of the elements Zs in M it follows that for s ,;;;; h we have 
ph-szh =zs modRlm-
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We shall now introduce an invariant j, which does not occur in Manin's classification. 
Its definition and its properties, however, are entirely analogous to the definition and 
the properties of the invariant j which arose in the isosimple case. (See section 4.3.) 
Let M 2 be the maximal 2-special sub-DF -module of M. Then M 2 contains 
M 1 = R f,m, which follows immediately from the definitions of M I and M 2• Conse­
quently, M 2 satisfies the properties a) and b) of proposition 4.4.1. If M 2 = M, in 
other words M is 2-special, then there exists an element z' in M such that 
F 2m zh = V2z '. But then z' has the same form as zh. Now from the unicity of zh it 
follows that z' = zh, hence zh is a 2-special element. So if M is 2-special then all xhk 

(l ,;;;; k ,;;;; h) are in W(F 2m+2)-
P 

In general, let j be the smallest natural number such that xhh ,xh .h - 1, • • • , xh ,j +, are 
in W (F 2m +2). If xhh is not in W (F 2m d then j : = · h . (So M is 2-special if and only 

p p 

ifj = 0.) As we already have noticed, Zh-j = Fjzh mod Rlm, hence all xh-j,k 

( 1 ,;;;; k ,;;;; h - j) are in W (F 2m +2) and so zh _ j is a 2-special element. 
p 

Proposition 4.4.9: 
The F -height of M 2 is equal to h - j, 
Proof: Let s be the F -height of M 2• Since zh _ j is 2-special, it is an element of M 2, 

hence h - j ,;;;; s. Application of proposition 4.4.5 to M 2 shows that Zs E M 2• Since 
M 2 is 2-special, all Xsk are in W (FP2m +2). Since ph -s zh = Zs mod R lm, we see that 

xhh,xh,h-h ... ,xh,h-s+I are in W(FP2m+ 2) and so},;;;; h-s. This completes the 

proof of the proposition. *** 

From this proposition it follows that j is an isomorphism invariant. 

Proposition 4.4.10: 
Suppose j < h. Let c E W (k) be an arbitrary element which is in the intersection of 
Im(T) and W(F 2m+ 2) but not in W(F m+ 1). Then there exists an embedding'¥ of M 

p p 

into Mt,m satisfying the conditions a) and b) of proposition 4.4.1 such that the unique 
element zh in 'Y[M] has the form: · 

j 

Zh = (frh,c8-h + ~Xhk8-k), 
k=I 

all xhk in Im(T). In other words: xhh = c and xh,h-l = · · · = xhJ+I = 0. 
Proof: From the fact that the endomorphisms of M 1,m are the right multiplication by 
elements of K 1,m it follows that any endomorphism 11> of Mt,m has the form ll>(w1,w 2) 

= (w,t, + w2t2, w1t3 + w2t4), where t 1,t2,t3 and t4 are arbitrary elements of K 1,m. 
Let the map f; F m+I X p•m+l - F 2m+2 \F m+I be defined by f(a,{3) :=a+ f3xhh· 

p p p p 

Note that f is well-defined. f is injective: indeed, suppose f (a1,{31) = f (a2,{32), then 
a, - a2 = xhh(/32 - /31) and since xhh is not in F m+i this means that a1 = a2 and 

p 
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, -/31 = /32- Since both Fm+I X F*m+I and F 2m+2 \F m+I have pm +l(pm + l - 1) ele-
p p p p 

ments, f is also surjective. Let a and /3 be such that f (a,/3) = c-and let a = T(a) 
and b = T(/3). Then a + bxhh = c modpW(F 2m+z). Note that bis nonzero 

p 

modulo pW. Let us define the endomorphism '11 of Mt,m by: 
'11(w1,w 2) = (w 1,w 1a"" + w2b""). Since b is nonzero modulo pW, '11 even is an auto­
morphism. Using this, an easy verification shows that 'l'[M] satisfies the conditions a) 
and b) of proposition 4.4. l. Furthermore we have: 'l'(zh) -

h-l 

(8-h,co-h + "'2,xhko-kb"") mod Rf,m• 
k=l 

Next let us assume that the embedding is chosen such that 
s o"' +I 

Xhs - Xhs 
Zh = (8-h ,co-h + "'2, Xhko-k), where l + j ,s;;;; s ..; h - l. Put u = __ m_+_I __ _ 

k=l c 0 - C 

and note that u is well-defined: its denominator is not zero, since c is not in 
W(F m+ 1). Since both Xhs and c are elements of W(F zm+z), we at once verify that 

u<>"'+f = u, hence u is in W(F m+ 1). Putt = - (Xhs : uc). A straightforward 
p 

verification shows that t<>"' + 1 = t, hence t is also in W (F m + 1). Let us define the 
h p ,h 

automorphism '11 of Mt,m by: '1'(w1,w 2) = (w1,w 1t 0 Oh-s + wi(l + u 9h-s)). Then 
'l'[M] satisfies the conditions a) and b) of proposition 4.4.1 and 

• s-1 

'l'(zh) _ (8-h ,c o-h + "'2, x hk o-k) mod R t,m, where the x hk are elements of lm(T). 
k=I 

Since j is an isomorphism invariant, we still have: x hk E W (F zm ;2) for 
p 

J+l..;k..;s-l. 
Repeating this step h - j - I times we get the desired result. *** 

Conclusion: The isomorphism class of M has three discrete invariants m, h, J. 
Furthermore, M gives rise to a set {xhk I l ,s;;;; k ..; j}. Modulo the action of a finite 
group, this set is uniquely determined (this can be seen in analogous way as in the 
isosimple case.) These isomorphism invariants are subject to the following conditions: 
0..; j ,.;;; h ,.;;; m, all xk are in lm(T) and x1 is not in W(F 2m+ 2). For any set of 

p 

parameters satisfying these conditions we have a corresponding isomorphism class. An 
element of this class is found by defining zh as above and then taking the DF -
submodule of M t,m generated by zh and R f.m. So for given m ,h and J we have a 
module space Sm,hJ of dimension j. The module spaces which are given by Manin 
are found by taking all formal groups with given m and h. This gives an h -
dimensional space Sm h. So the invariant j gives a refinement of Manin's 

• h 

classification: the module space Sm.It is split into the disjoint union LJ Sm,h,J · 
j=O 

B. First, assume that G splits into the direct sum of two one-dimensional for­
mal groups. Then M is homogeneous decomposable of finite height if and only if 
h 1 < oo and h 2 = 0, in other words M is isomorphic to (DF / DF(Fh 1 - V))2 (see 
section 4.2). It follows that 

m = hi. 

Clearly M is special, hence M is also 2-special and so 

h = j = 0. 
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- Next assume that G does not split into the direct sum of two one-dimensional formal 
groups. It follows from proposition 4.2.1 that M is homogeneous decomposable of 
finite height if and only if h3 ..;; h2 < oo and h2+h3-is even. It also follows that 

- 1 m - h 1 + t(h2 + h3). 

In order to determine the value of the invariant h, we determine explicitly the maxi­
mal special sub-DF -module of M. 

Proposition 4.4.11: 
The maximal special sub-DF -module M I of M has W -basis 

A = {pF'e1 I O..;; s < ½<h2+h3)} U 

U {F'e1 I ½<h2+h3),;;;;; s ,;;;;; h1+h2+h3} U {F'e2 I O,;;;;; s ,;;;;; hi}. 

Proof: Let N be the W-submodule of M generated by A . Then N is a sub-DF -
module of M: indeed, the relations ( 4.1.3) - ( 4.1.6) imply that N is invariant under F 
and V. Let 

h1+h2+h3 hi 
x - ~ x,F'e1 + ~y,F'e2 

s =O s =O 

beaspecialelementofM,sQFmx = Vx,henceFm+ 1x -omoapM. On the 
other hand, using ( 4.1.5) and ( 4.1.6), we find that 

I fh2+h3)-l 
Fm+lx - ~ x,a"'+ 1Fs+m+ 1e1 modpM. 

s=O 

It follows that x, _ 0 mod pW for O..;; s < ½<h 2+h 3), hence x is in N. In view of 

lemma 3.4.1 it follows that M I is contained in N. We shall complete the proof by 

showingthatN is special. Firstofall,Fme 2 = VF½<hz+h3le 1,henceFme2 isin VN. 

Furthermore, Fmpe 1 = Fm+ 1 Ve 1 = Fh 1 + \Fm e2), hence pmpe I is also in VN. 
I h -I 
¼<hz+h3) h +h +h 3 -hi-I h +s 

Finally, Fm(P 2 e 1) = F 1 2 3e 1 = V(e 2 - ~ d,° F 2 e 1) (see the 
s =O 

defining relation of M) which is an element of VN. (Notice: Since h 3 ,;;;;; h 2 we have 
h 4-(h 2+h 3) 

F 2e 1 EN.) Since N is as a D-module generated by {pe1,F 2 e1,e 2}, we have 
shown that pm N is contained in VN. In an analogous way one may verify that VN 
is contained in Fm N . So pm N = VN, in other words N is special. 
Since M and M I are isogenous they have the same W -rank, hence the set A is 
linearly independent over W. *** 

Corollary 4.4.12: 
M has F -height 

h 

In particular M is not special. 
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· .Proof: In view of the W -basis of M given in proposition 4.1.13 this is immediate . 
••• 

Proposition 4.4.13: 
The maximal 2-special sub-DF -module M 2 of M has W-basis: 

B = {pF'e1 I 0 ,s;;; s < h3} U {F'e1 I h3 ,s;;; s ,s;;; h1+h2+h3} U 
U {F'e2 I OE;;; s E;;; h1}. 

Notice: This proposition implies that M is 2-special if and only if h 3 = 0. 

Proof: Since m = h 1 + ½<h 2 + h 3), M 2 is the maximal sub-DF -module of M 

such that F'lh,+h 2+h3M 2 = V 2M 2. The proof of this proposition is exactly the same as 
the proof of proposition 4.3.2. Note that in the proof of proposition 4.3.2 we did not 
use the fact that h 2 + h 3 was odd. *** 

Corollary 4.4.14: 
The invariant j is equal to h 3• 

Proof: Clearly M 2 has F-height ½<h 2-h3) (see propositions 4.4.11 and 4.4.13) and we 

1 already have found that h = t(h2+h3) (cor. 4.4.12). The corollary now follows 

from proposition 4.4.9. *** 

Summarizing, we have the following results: If G splits then M is homogeneous 
decomposable of finite height if and only if h 1 < oo and h 2 = 0. Furthermore, 

m = hi, 

h = 0, 

j = 0. 

If G does not split then M is homogeneous decomposable of finite height if and only 
if h2 ,s;;; h3 < oo and h2+h3 is even. Furthermore, 

- 1 m - hi + t(h2 + h3), 

1 
h = t(h2 + h3), 

j = h3-

Remark: As we already noticed, G lies on a h 3-dimensional component of the covari­
ant module space. On the other hand, G lies on a h -dimensional component of 

Manin's contravariant module space, where h = ½<h 2 +h3). After the refinement we 

have made, G lies on a j -dimensional component of the contravariant module space, 
where j = h 3• So the new invariant j gives rise to a similar situation as in the isosim­
ple case. 

Next we shall study the relations between the continuous parameters. Let 
'Ir: M ➔ Mt,m be an embedding of DF-modules as described in proposition 4.4.1. Let 
u = (u1,u2) and v = (v 1,v2) be the images of e1 resp. e2 under'¥. From (4.1.3) it 



· follows that P(u 1) + m = P(v 1) + h 1• Since m > h 1 this implies that P(u 1) < P(v 1). 
Using the fact that M is generated as a DF -module by e I and e2 and proposition 
4.4.8, it follows that P(u 1) = -h. In view of corollary 4.4.4 we also have P(u 2) = 
-h. (Recall that h = ~h 2+h 3) > 0.) Write 

and 

00 

U1 = ~ asB-' 
s=-h 

00 

U2 = ~ bs(J-' 
s=-h 

with all as and bs in Im(T). Then ( 4.1.3) gives 
00 -h - I 

V1 = ~ a,° I (f+h 
s =-h 

and 
00 -h - I 

V2 = ~ b,° I (f+h. 
s =-h 
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Substituting these expressions in (4.1.4) and equating coefficients of powers of fJ, we 
find relations between the as, bs and d;. Suppose h 2=/=h 3, or equivalently h > j. 
Then (4.1.4) implies that for_ -h :,;;;; s < -J the coefficients as and bs are in 
W(Fi..+ 2). Weclaimthat'ltmaybechosensuchthata_h = 1,b-h = c (the same 

p 

c as in proposition 4.4. 10) and as = bs = 0 for - h < s < - j. We shall describe 
automorphisms II> of Mlm, respecting a) and b) of proposition 4.4.1, which enable us 
to reach this result step by step. If a-his in W(F m+i) we define ll>(w1,w2) = 

p 

(w 1a~\,w 2). Ifa-h is not in W(F m+ 1)wemaychooseelements/ andg of 
p 

W(Fpm+i) such that a-hf + b-hg - 1 modpW: indeed, in view of property b) of 

proposition 4.4.1, ab-h is not in W(F m+i) so we may use the same argument as in 
-h p 

the proof of proposition 4.4.10. Note that g is nonzero mod p W. We now define 
ll>(w 1,w2) = (w J',;, + wig"'' ,w 1). We have reached that a -h may be supposed to be 
1. Next assume that a-h+l = · · · = a-k-l = 0 with} < k < h. If a-k is in 
W(F m+1) we define ll>(w1,w 2) = (w 1(1 - a'!'\fJh-k),w 2). If not so, we take f and g 

p 

in W(F m+1) such that/ + b-hg - -a-k modpW (see again the proof of proposi-
P 

tion 4.4.10) an,d define ll>(w1,w2) = (w 1(1 + Jrl'(Jh-k) + wigrl'(Jh-k ,w2). The proof 
that b -h may be assumed to be c and that the bs may be assumed to be O for 
- h < s < - j is exactly the same as the proof of proposition 4.4.10. This completes 
the verification of our claim. 
Next let us drop the assumption that h2 > h3• In order to construct the element zh 

(see the proof of proposition 4.4.5), we start with \Jl(e 1). This gives relations between 
the xhk on the one hand and the as and bs on the other hand. If h 2 > h3 we get for 
instance xhj _ b-j - a-jcrl'-J modpW, if h2 = h3 (in other words h = J) we get 

Xhj = ~- Furthermore, (4.1.4) gives relations between the as and bs on the one 
a-j 

hand and the dk on the other hand. For instance: if h2 > h3 then a-j = d0 + a~+z 
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. _ ,;n+h-j+I ,2m+2 . _ _ ,;n+I 0 2m+2 
and b-; = doe + b_1 modfW, if h2 - h 3 then a-1 = doa-1 + a-1 
modpW and b_1 d0b~/1 + b</;+ modpW. If h2 > h3 one easily verifies the 
following direct relation: 

_ -::-f}2m+2 - m+I .J,-J 
xhJ - xhJ = do(c1' - cJP . 

Note that the condition do =I= 0 is equivalent to the condition that x1i1 is not in F 2m+2• 
p 

If h1 = h3, it is a bit more difficult to find a direct relation between d0 and xhJ· It is 
found as follows: put a = a--J, f3 = b--J, 8 = d~ and~ = X1tJ• Hence we have the 

relations ~ = IL, 
a 

(4.4.1) 

BWm+I = /3 - w2m+2. (4.4.2) 

• m+l 2m+2 .,m+l 2m+2 . 
From (4.4.1) and (4.4.2) 1t follows that a' (/3 - f3P ) = /31' (a - a' ), which 
. Ii h _.om+la ap"'+I (-.Dm+la apm+l)Pm+I u. h' 1 . 1mp es t at u ,., - a,., - ... ,., - a,., . smg t 1s re ahon, one 
easily verifies that 

Furthermore, a straightforward verification shows that(~ - ~p"'+ 1)a'm+ta8 = 
{3(a'm+t8) - a(f3Pm+t8) and using (4.4.1) and (4.4.2) we find that this is equal to 

2m+2 2m+2 2m+2 _2m+2 
{3(a - a' ) - a(/3 - f3P ) = -aa' (~ - ~P ), hence: 

B = -a'2m+2(~ _ $p2m+2)• 

(X'm+I(~ _ ~pm+I) 

(4.4.3) 

(4.4.4) 

Recall that x-; = X1t is not in F m+I, hence~ - em+I is nonzero. Applying (4.4.3) to 
p 

the denominator of (4.4.4) and raising the resulting equation to the power pm+ 1 gives 
the following equation: 

Bf""+I = -(X'm+I($ _ e2m+2)Pm+l 

(X'2m+2c~ _ ~pm+l)P2m+2 
(4.4.5) 

Multiplica~on of (4.4.4) and (4.4.5) gives the desired direct relation between~ = x1i1 
and 8 = do: 

- - .,..p2m+2 l+pm+I 
(xhj Xhj ) - -dil+pm+I 

m+I - 0 • 
( _ .,..p )I +p2m +2 
Xhj -xhj 

Note that again the condition d0 =I= 0 is equivalent to the condition that x1 is not in 
FP2m+2• 

§ 4.5. The Nonhomogeneous Case (Finite Height) 

A. In this case M has isogeny type DF / DF(Fm 1 - V)EBDF / DF(Fm2 - V) 
with m1 < m2 < oo. The way in which we shall treat this case, is partly analogous 
to the way we treated the homogeneous decomposable case. The essential difference is 
that there ~re no D F -module morphisms from D F / D F (Fm 1 - V) to 

DF / DF (Fm 2 - V) since m 1 =I= m1. (see [I] ch.lV.3D). 
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· Proposition 4.5.1: 
There exists an embedding '11: M ➔ M 1m EBM 1m such that the maximal special 

' I ' 2 

sub-DF -module of 'Y[M] is R 1,m 1 EBR 1,m2-

Proof: Let M 1 be the maximal special sub-DF -module of M. Then M 1 is isogenous to 
R 1,m I EB R 1,mi- By definition M 1 is a direct sum of two homogeneous special modules 

hence (see corollary 3.4.7) M 1 even is isomorphic to R 1,m 1 EBR 1,m 2- Let 

'11': M ➔ M1,m 1EBM1,m 2 be an embedding of DF-modules and let 

<I>: 'Y'[M i] ➔ R 1,m 1 EBR 1,m2 be an isomorphism. Then <I> extends uniquely to an auto­

morphism of M 1,m 1 EBM 1,m 2 which we shall also denote <I>. The required embedding is 

q, : = <1>'11'. *** 

From now on we may assume that M is a sub-DF -module of M l,m EBM 1 m and the 
I ' 2 

maximal special sub-DF -module of Mis RI m EBR Im . 
' I • 2 

Proposition 4.5.2: 
M contains no elements of the form (w ,0) resp. (0,v) unless w is in R 1,m 1 resp. v is in 

R1,mi-

Proof: Suppose (w,0) is an element of Mand v(w) < 0, then p-><w>- 1(w,0) is in M, 
hence (0-1,0) is also in M. But the DF -submodule of M generated by (0- 1,0) is spe­
cial and not contained in R 1,m1 EBR I,m 2, which is a contradiction. For the same rea-

sons M contains no elements of the form (0,v) unless v is in R 1,m2- *** 

Lemma 4.5.3: 
Let w = (w 1,w 2) be an element of M. Then v(w 1) < 0 if and only if v(w 2) < 0. 
Proof: Analogous to the proof of lemma 4.4.3. *** 

Corollary 4.5.4: 
Letw = (w1,w 2)beanelementofM. Ifw isnotinR 1,m 1EBR 1,m 2 thenv(w 1) = v(w 2). 

Proof: Analogous to the proof of corollary 4.4.4. *** 

Proposition 4.5.5: 
Lets > 0 and suppose M contains an element w = (w 1,w 2) such that v(w 1) = -s. 
Then M contains a unique element of the form 

s 

Zs = (0-s, ~ X,k o-k ), 
k=I 

with all x,k in Im(T). Moreover, Xss =:/= 0. 
Proof: The only difference with proposition 4.4.5 is the condition on Xss. This is due 
to the fact that we have no analogue to property b) of proposition 4.4.1. The assump­
tion Xss = 0 would imply that (0- 1,0) is an element of M, which is a contradiction. 
The remainder of the proof is analogous to the proof of the corresponding statement 
in proposition 4.4.5. *** 

Corollary 4.5.6: (cf. [16] lemma 3.13a) 
Let w = (w 1,w 2) be an element of M. Then v(w 1);;;,, -m 1• 
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· Proof: Suppose P(w 1) < - m 1. Lets : = - v(w 1), thens > m 1. From the facts that 
m s ml -k+m s -l -k+m 

F 1Zs - Vzs = (0, ~ Xs'!c 8 I - ~ Xs'!c 8 2) is an element of M and 
k=l k=l 

m 1 < m2 it follows that Xss = 0, which is a contradiction (see proposition 4.5.5). 
*** 

Proposition 4.5.7: (cf. (16] lemma 3.13b) 
Leth be the F-height of M. M is as a DF -module generated by zh and R 1 m EBR 1 m 

' I ' 2 

(cf. [16] lemma 3.13c). 
Proof: Analogous to the proof of proposition 4.4.8. *** 

Conclusion: The isomorphism class of M has three discrete invariants m 1, m 2 and h. 
Furthermore, M gives rise to a set {xhk I 1 ..;; k ..;; h }. Modulo the action of a finite 
group, this set is uniquely determined (this can be seen in analogous way as in the 
isosimple case.) These parameters are subject to the following conditions: 
0 ..;; h ..;; m 1 < m 2, all xk are in Im(T) and xh -=I= 0. For any set of parameters 
satisfying these conditions we have a corresponding isomorphism class. An element of 
this class is found by defining zh as above and then talcing the sub-DF -module of 
M1,m 1 EBM 1,m2 generated by Zh and R 1,m 1 EBR 1,m2- Thus for given mi, m2 and h we 

have a module space of dimension h. 

B. If G splits into the direct sum of two one-dimensional formal groups then 
M is nonhomogeneous of finite height if and only if h 1 < oo and 0-< h 2 < oo. In 
that case we have 

m1 = h1 and m2 = h1 + hz. 

(Cf. section 4.2.) Clearly M is special, hence h = 0. 

For the remainder of this section let us assume that G does not split into the direct 
sum of two one-dimensional formal groups. From proposition 4.2.1 it follows that M 
is nonhomogeneous of finite height if and only if h 2 < h 3 < oo and that 

m 1 = h 1 + h 2 and m 2 = h 1 + h 3. 

Let '¥: M - M 1 m EBM 1 m be an embedding of DF -modules such that R 1 m EBR 1 m 
' I ' 2 ' I ' 2 

is the maximal special sub-DF -module of '1'[M]. Let us write u = (u 1,u2) and 

v = (v1,v 2) for the images of e 1 resp. e2 under'¥. Since Ve 1 = Fh 1e2 we have 
v(u1) + h2 = v(v1) and v(u2) + h3 = v(vz). 

Proposition 4.5.8: 
M has F-height h = h 2• 

Proof: First of all we shall show that M has F -height -v(u 1). Since G does not split 
into the direct sum of two one-dimensional formal groups, M is not special. (Recall 
that by definition a nonhomogeneous special module splits into homogeneous special 
modules.) Let w = (w 1, w 2) be an element of M which is not in R 1 m EB R 1 m • In view 

' I ' 2 

of corollary 4.5.4 we have v(w 1) = v(w 2) < 0. Since '1'[M] is as a DF -module gen-
erated by u and v, there exist a and /3 in DF such that w = au + f3v. It follows 
that O > v(w1);;;,, min{v(au1),v(/3v 1)} ;;;,, min{v(u 1),v(v 1)} = v(u 1) (for 
v(v1) - v(u1) = h2 > 0). Consequently, F-v(u 1)'Y[M] is contained in R 1,m 1EBR 1,m 2, 



hence the F -height of M is .,;;; -v(u 1). On the other hand F-i,(u 1)-l u is not in 
R 1,m 1 EBR 1,m 2,hence the F-height of M must be equal to -v(u1). 

We shall now show that v(u 1) = -h2. From corollary 4.5.4 and the fact that 
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v(u1) < 0 we have v(u1) = v(uz). Since v(v1) = v(u1) + h2 =I= v(u1) + h3 = v(v2) it 
also follows from corollary 4.5.4 that vis in R 1,m 1EBR 1,m 2, consequently v(v 1);;;,. 0 

hence -v(u1) .,;;; h2. 
Since (0,1) is an element of R 1,m 1 EBR 1,m 2 it is also in 'Y[M], hence there exist a and /3 

in DF such that au + f3v = (0,1). From au 1 + f3v 1 = 0 it follows that 
v(au 1) = v(/3v 1)hencev(a.l) + v(u 1) = v(/3.1) + v(v 1),whichimplies 
v(a. l) = v(/3.1) + h2. Consequently we have v(a. l) ;;;,. h2. From au2 + f3v 2 = 1 it 
follows that v(au2 + f3v 2) = 0. Now v(au2) = v(a. l) + v(u2). Using v(a. l) = v(/3.1) 
+ h2 we get v(au2) = v(/3.1) + v(u2) + h2 < v(/3. l) + v(u2) + h3 = v(f3v2). It fol­
lows that O = v(au2 + /3v 2) = v(au2) = v(a. l) + v(u2), hence v(u2) = 
-v(a. l).,;;; -h2. Since v(u 1) = v(u2) the proof is finished. *** 

Summarizing our results in the nonhomogeneous finite height case we have: 
If G splits into the direct sum of two one-dimensional formal groups then M is 
nonhomogeneous of finite height if and only if h 1 < oo and O < h2 < oo. Further­
more, 

h = 0. 

If G does not split into the direct sum of two one-dimensional formal groups then M 
is nonhomogeneous of finite height if and only if h2 < h3 < oo. Furthermore, 

m1 = hi + h2, 

m2 = h1 + h3, 

Remark: Again we are in the situation that the component of the covariant module 
space on which G lies has the same dimension as the component of the contravariant 
module space on which G lies. 

Next we shall study the relations between the continuous parameters. Write 

and 

00 

U1 = ~ as(}' 
s=-h 

with all as and bs in lm(T). Like in the homogeneous decomposable case, the ele­
ment zh may be constructed from u = (u 1,u2). This gives relations between the xk 

b-h 
and the as and b., for instance xh = In view of (4.1.3) we have 

a-h 
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and 

Again, ( 4.1.4) gives relations between the a, and b, and the dk, for instance 
m1+1 m1+1 m1+m 2+2 • 

a-h - doa'!_h and d0b'!_h + b'!_h - 0 modpW. A straightforward 
verification shows that we have the following direct relation: 

Note that the condition d0 =/:= 0 is equivalent to the condition xh =/:= 0. 

§ 4.6. The Remaining Cases (Infinite Height) 

Al. Isogeny type DF / DF V2• 

Proposition 4.6.1: (cf [16] theorem 3.13) 
Suppose M is isogenous to DF / DF V2• Then M is as a DF -module generated by two 
elements { x 0,x i} with Vx 0 = ph x 1 for some h ~ 0 and V 2x 0 = 0. The isomor­
phism class of M is uniquely determined by h . 
Proof: Let '11: M - DF / DF V2 be an embedding of DF -modules. - One easily verifies 
that '¥ may be chosen such that 'Y[M] is not contained in P(DF / DF V2). Let j be 
the smallest integer such that pj (DF / DF V2) is contained in 'Y[M] (the existence of 
such an integer follows from the fact that '¥ is an isogeny). If j = 0 then '¥ is an 
isomorphism. In that case the proposition is trivial. If j > 0 then all elements of the 

00 

form ~ x;P; in 'Y[M] with i0 < j must satisfy x; _ 0 mod p, for else there would 
i=io o 

00 . 

be an element a of DF such that a~ x;P; = P 10, which would imply that 

i 0 E 'Y[M]. Since 'Y[M] is not contained in P(DF / DF V2), it follows that there is 
00 

an element w = x -t V + ~x;P;, with x -I nonzero mod p, in 'Y[M]. We may 
i=O 

assume that x -I = 1, for if not so, take x ~lw instead of w. Moreover, all X; may be 
assumed to be in Im(T): put Xo = Xo + pxif with Xoin Im(T) and define 
w' = w - xif Pw. Repeat this procedure for x 1,x 2, · • • • In view of the fact that pj 
is in 'Y[M] we find the existence of an element 

j-1 

z = V + ~x;P;, 
i=O 

with all x; in Im(T), in 'Y[M]. One easily verifies that 'Y[M] is generated as a DF -
module by {z ,Pj }. If X; = 0 (0 ..;; i < J) we have V E 'Y[M]. If not so, let k be the 
smallest integer such that xk =/:= 0, hence k < j. Then there exists an element /3 in 

j-1 

DF such that f3~x;P; = pk. Consequently, f3z = pk + f3V, hence pZk = 
, i=k 

(Pk - /3"" V)/3z is in 'Y[M]. In view of the minimality of j we have 2k ~ j. Put y = 
j-1 

(V - ~x;"- 1P;)F-j. A straightforward calculation shows the existence of an a in 
i=k 



· DF_ suchthatazy = p2k-J. HenceyisaunitintheF-localizationofDF /DFV2• 

Define '11' by '1r'(x) = 'Y(x )y. Using the fact that '1r[M] is generated by { z ,Fi} and 
that 2k ;;., j, a straightforward verification shows that 'Y'[M] is contained in 
DF / D"V2 but not in F(DF / DFV2). Moreover, p2k-J = azy is in 'Y'[M]. So if 
j' is the smallest integer such that pl (DF / DF V2) is in '1r'[M] then j' ,;;; 2k - j. 
Since k < j this means that j' < j. 
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If V is not in '1r'[M] we repeat the whole procedure. After at most j steps we come to 
an embedding such that the image of M does contain V. 
We conclude that there exists an h such that M is isomorphic to the submodule of 
DF / DFV2 generated by {V,Fh}. *** 

Bl. Obviously, G does not split into the direct sum of two one-dimensional for­
mal groups. In view of proposition 4.2.1, M is isogenous to D F / D F V2 if and only if 
h2 = oo. Taking x 0 = e 1 and x 1 = e2 it is clear that 

h = h1. 

Proposition 4.6.2: (cf. [16) theorem 3.16) 
Suppose M is isogenous to DF / DF V $DF / DF (Fm - V) for some m ;;., 0. Then 
Mis as a DF-module generated by elements {x0,x1,x 2} with Vx 0 = 0, Fmx 1 = Vx 1 

and ph x 2 = x O + x I for some h with O ,;;; h ,;;; m. The isomorphism class of M is 
uniquely determined by m and ·h . 
Proof: We claim that there exists an embedding'¥: M -(DF / DF V)F $M I,m such 
that: 
a) the sub-DF -module of '1r[M] generated by the elements x of '1r[M] with 
pm x = Vx, is equal to {(0,x2) I X2 E R 1,m }, 

b) DF / DF V is contained in 'Y[M], 
c) (F- 1,0) is not in '1r[M]. 
First we show that '¥ can be chosen such that it satisfies part a) of our claim: Let x 
= (x 1,x2) be an element of '1r[M] such that pm x = Vx. Then x 1 = 0 and x 2 is spe­
cial in M 1,m. From the fact that 'Y[M] is finitely generated over DF and that '1r[M]F 
is equal to (DF / DF V)F $M 1,m it follows that the special elem~nts x 2 of M 1,m for 
which (0,x 2) is in '1r[M], generate a DF -module which is isomorphic to R I,m (cf. 
corollary 3.4.7). The remainder of the verification of a) is analogous to the proof of 
proposition 4.5.1. Property b) can be obtained by multiplication on the right of the 
first component by a suitable power of F. If (F- 1 ,0) is in '1r[M] then multiplication 
on the right of the first component by F is an automorphism of (DF / DF V)F $M I,m 

which does not disturb a) and b). Since Mis finitely generated over DF, a finite 
number of steps is needed in order to reach our result. 
Let us identify M with 'Y[M] and put M 1 : = DF / DF V $R I,m. Leth be the smal­
lest integer such that ph M is contained in M 1• In a way completely analogous to the 
preceding two sections (cf. propositions 4.4.5 and 4.5.5) one may see that M is gen­
erated over DF by M I and an element zh of the form 

h 

Zh = ( ~ llkp-k ,8-h), 
k=I 

where all ak are in Im(T) and ah =I= 0. Now let a be an element of DF such that 
h 

~ akF-ka = p-h. Then define the automorphism 4> of (DF / DF V)F$M 1,m by 
k=I 
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il>(x 1,x 2) = (x 1a,x 2). Note that il>[M] still satisfies a), b) and c). The image of zh is 
(F-h ,o-h ). It is now clear that M is determined by h. From the definition of h it fol­
lows that h is an isomorphism invariant. Clearly x 0, x I and x 2 must be chosen such 
thatil>(x 0) = (l,0),il>(x1) = (0,l)andx2 = zh. *** 

B2. If G splits into the direct sum of two one-dimensional formal groups then 
M has the relevant isogeny type if and only if h 1 < oo and h ~ = rv-: (-::f. ~;:.;t.i.uu <+.2j. 
Furthermore . 

m = h1. 

Taking x 0 = e2, x1 = e1 and x2 = e 1 + e2 it follows that 

h = 0. 

If G does not split into the direct sum of two one-dimensional formal groups, propo­
sition 4.1.2 implies that M has the relevant isogeny type if and only if h2 < oo and 
h3 = oo. Furthermore , 

m = h1 + hz. 

Taking xo = Fh2e1 - e2, x1 = e2 and X2 = e1 we find that 

h = hz. 

A3. Isogeny type (DF / DF V)2. 

Proposition 4.6.3: 
If M is isogenous to (DF / DF V)2 then M is isomorphic to (DF / DF V)2. 
Proof: Note that the automorphisms of (DF / DF V)} are of the form il>(x 1,x 2) : = 
(x1a1 + x2a2,x1a3 + X2a4) where a1,a2,a3 and a4 are elements of (DF)F such that 
a1a4 - a2a3 is nonzero mod V(DF)F- We may now show in an analogous way as we 
did in the proof of proposition 4.4.1 that there exists an embedding 
'Ir: M ➔ (DF / DF V)} such that 'Y[M] contains (DF / DF V)2, but does not contain 
nonzero elements of the form (aF- 1,bF-1). Consequently, <I>[M] = (DF / DFV)2. 

*** 
B3. In view of proposition 4.2.1, G splits into the direct sum of two one­

dimensional formal groups and h 1 = oo. 

Note that all possible normalized F-types have now taken their turn. 

§ 4.7. Translation from Contravariant to Covariant 

Given the covariant discrete parameters of a formal group G, we have found 
the contravariant discrete parameters. The relations we have found, make it possible 
to do the converse: given the contravariant discrete parameters, we can derive from 
them the covariant discrete parameters. The results, which may easily be verified, are 
the following: 

If M is isosimple of finite height then G does not split into the direct sum of two 
one-dimensional formal groups and 

h 2 = 2i - j + 1, 
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If M is homogeneous decomposable of finite height and h = 0 then G splits and 

h2 = 0. 

If M is homogeneous decomposable of finite height and h > 0 then G does not split 
and 

h2 = 2h - j, 

h3 = j. 

If M is nonhomogeneous of finite height and h = 0 then G splits and 

hi = m., 

h2 = m2 - mi. 

If M is nonhomogeneous of finite height and h > 0 then G does not split and 

hi= mi - h, 

h2 = h, 

h3 = m2 - mi + h. 

If M is isogenous to DF / DF V2 then G does not split and 

hi= h, 

h2 = oo. 

If Mis isogenous to DF / DFV<J,DF / DF(pm - V) and h = 0 then G splits and 

hi= m, 

h2 = oo. 

If M is isogenous to DF / DF V $DF / DF (Fm - V) and h > 0 then G does not 
split and 

hi= m - h, 

If G is isogenous (hence isomorphic) to (DF / DF V)2 then G splits and 

h1 = oo. 
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-: 5. APPLICATION TO CURVES OF GENUS TWO 

A curve of genus 2 gives rise to a two-dimensional smooth commutative formal 
group G: the completion of its jacobian variety. In (14), Igusa gives a normal form 
for the curves of genus 2 over a field of arbitrary characteristic. Given a curve r in 
such a normal form, we shall in this chapter give an algorithm to determine the 
covariant isomorphism type of G, i.e. a normalized F -type of G. For characteristic 2 
we shall even give the explicit normalized F-type of G, without specifying the curve r, 
in other words: we shall explicitly determine how the isomorphism type of G depends 
on the parameters of Igusa's normal form. 

§ 5.1. Preliminaries 

Let r be the plane curve with affine equation 

F(X,Y) = XY + Y3 + aXY2 + bX2Y + cX2Y2 + dX3Y + X 4 = 0, 

where the coefficients a ,b ,c and d are such that (0,0) is the only singular point of r. 
Note that the affine equation given in (14), is: Y4F(;, ~) = 0 (i.e. interchanging the 

Y-axis and the line at infinity). 
Let P 1 and P 2 be the places centered at (0,0) with iangent lines X = 0 resp. Y = 0. 
Put w1 and w2 for the classes of Y resp. X in the function field of r. So 71'; is a local 
parameter of the place P; (i = 1,2). Obviously, the adjoint curves of degree 1 are the 
lines passing through the origin. In view of the well-known correspgndence between 
the adjoint curves of degree I and the differentials of the first kind on r, the effective 
canonical divisors are the intersection divisors of lines through the origin with r 
minus the divisor P 1 + P 2. In particular, taking the line Y = 0, we find that 2P2 is 
a canonical divisor. Consequently, the divisor P 1 + P 2 is nonspecial. 
Let w1 and w2 be the differentials of the first kind which correspond to Y = 0 resp. X 
= 0. Then it is obvious that w1 and w2 constitute a basis for the space of differentials 
of the first kind. It is an elementary exercise in algebraic geometry to show that w1 is 
locally defined by 

71'1 -,r1 
w1 = ------'---dw1 = ---'--~d1T2 

8F / 8X(w2,w1) 8F / 8Y(w2,w1) 
(5.1.1) 

and that w2 is locally defined by 

71'2 -w2 
"'2 = ------C...--d1T2 = ----~d1T1. 

8F / 8Y(w2,w1) 8F /8X(w2,w1) 
(5.1.2) 

§ 5.2. Lifting to Characteristic Zero 

In this section we shall consider F(X,Y) as an element of W[X,Y]. Identify 
a ,b ,c and d with their images under T. Let ~(t) be the power series in W[[t]] of 
order 2 such that F («t ),t) = 0. It is easily verified that such a ~(t) exists and is 
unique. Then the reduction of «t) mod p is the power series expansion of the func­
tion w2 at the place P 1 in the local parameter w1. Furthermore, let 71(t) be the element 
of W[[t]) having order 3 and such that F(t ,71(t)) = 0. So the reduction of 71(t) mod p 

is the expansion of w1 at P 2 in the parameter w2. Next put /311(1) = BF I B:(~(t),t), 

f321(t) = -r1~(t)/311(t),furth~rmore/322(t) = BF /B:(t,TJ(t)) and/312(t) = 
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.-:i- 111(t)/J22(t). Note that the Pij(t) are elements of W[[t]] and that the reduction of 
pij (t) mod p is the power series expansion of the differential w; at the place P1 in the 
local parameter w1 (cf. [11]). The power series /Jij(t) themselves have the following 
interpretation: (5.1.l) and (5.1.2) define elements w1 and w2 in the completion of the 
sheaf of differentials on the scheme Spec(W[X,Y]/(F(X,Y))). Let w1 resp. w2 be the 
classes of X resp.Yin W[X,Y]/(F(X,Y)). Then 

w; = Pij(w1 )dw1 

in the stalk at the point which corresponds to the (maximal) ideal generated by w1 . 

andp. 
Let B be the matrix (/Jij(t)) in M 2(W[[t]]) and put 

00 

B = ~ B·t;-i 
"'"- I , 

i=I 

the B; being elements of Mi( W). One easily verifies that B I is the identity matrix. It 
follows that the reduction of Bp mod p is the Hasse-Witt matrix of r (cf. [11]). The 
matrices B i(j ;.,, 0) determine an F -type of G as follows: Define matrices Lk 

p 

(k ;.,, 0) recursively by 
k 

B - ~ ;B ,Li1-1 
k + I - ..t:..P k -; i . 

p i=O p 

00 

Then the Lk have their entries. in W and F = ~ Vk Lk is an F -type of G ( cf. [9] 
k=O 

formula (2.7) and section 6 p. 58). Once having an F-type, application of the lemmas 
1.9.1 and 1.9.2 will give a normalized F -type. 

§ 5.3. Computation of the Normalized F-types in Characteristic Two 

Given the fact that the orders of W) and 11(!) are 2 resp. 3, the equations 
F(~(t),t) = 0 and F(t ,11(t)) = 0 give a recursive definition of W) resp. 11(1). Further­
more, from the definitions we have recursive formulas to compute the Pij(t). Thus we 
have an algorithm to compute the B; without specifying the parameters a ,b ,c and d 
in the equation of r. Of course, it is a heavy, if not impossible, job to do these com­
putations by hand. Using formula pascal, as developed by F. Teer [17], we have found 
the B; for i .;;; 18. The entries of these matrices, being elements of Z[a,b,c,d], grow 
rapidly. (Each entry of B 18 takes a whole page!) 

[-a 1 ] 
Assume p = 2. Then we find L 0 = 1 B 2 = 0 -b . It follows that we always 

have h 1 = 0 in characteristic 2 ( cf. proposition 1.10.1 ). Now if both a and b are 
nonzero, r has an invertible Hasse-Witt matrix. So L 0 can be transformed into the 
identity matrix by (l.9.1), hence in view of theorem 1.10.3 we find 

Proposition 5.3.1: 
If both a and b are nonzero then G has F -type 

F = [~ ~ ]. 
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. · In order to study the remaining cases we need to know that 

[2c -a3-6ab -2b ] 
B 4 = 3a2 +3b 2a +2bd-b3 . 

Now L 1 is found by 2' L 1 = B 4 - Bz' L8. The result is: 

_ [-a 3-3ab +c 2a 2+2b ] 
Li - -b a+bd-b3 . 

~•~•inf~::,~['~:, •~:r:7 -~~ ::=:~ ,:~ .7:: ~u:~:••Lo 
::r::e: ~-Inp:~:oo~[S]1r~1 I:: ~=(::,::.h :~ :•:, ~:: :~::~ 
F = k~

0
VkLk with Lo= ~ ~] andL 1 = [~ :]. Usingthefactthata =/=0,one 

easily verifies that by means of the matrices A0 and A1 in (1.9.1) we may find a new 

F -type F = k~o yk Lk with Lo = [ ~ ~] and L 1 = [ ~ ~]. It follows that G splits 

into the direct sum of two one-dimensional formal groups and that_ h 2 = I ( cf 
theorem 1.10.3 and subsection 2.1.1). In view of theorem 2.1.1 we have 

Proposition 5.3.2: 
If a =/= 0 and b = 0 then G has F-type 

F= [~~]+v[~~]. 
Next consider the case a = 0 and b =I= 0. Then L0 = [~ ~b] and L 1 = 

C ~ ] . 
-b bd-b3 . Let /3 be a nonzero root of the equation /3 + {3°b = 0. Put Ao = 

0 /3 ] [ I O] [* * ] 1 b-½. Applicationof(l.9.l)givesL0 = 0 0 andL1 = * c-b- 1 • In our 

situation (i.e. a = 0, b =/= 0 and p = 2), the fact that (0,0) is the only singularity of 
r is equivalent to: c - b -I =/= 0. In the same way as in the preceding case, we find 

Proposition 5.3.3: 
Ifa = 0andb =/=0thenG hasF-type 

F= [~~]+v[~~]. 
Finally, consider the case a = b = 0. Then L 0 = [~ ~] and L 1 [~ ~]- Soif 
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c =I=- O then h 2 = I (cL corollary 2.1.3). We now also need to know L 2• From the 
relation 41 L 2 = B8 - Bi L{ - 2Bz' Lf and the fact that (for a = b = 0) Bs = 

[ -20cd -4] [-5cd 2c2
] [O OJ 

l0c2 12d it follows that L 2 = _ 1 3d . Taking A1 = c O in (1.9.1) we 

get L 0 = Lo'. L\ = [~ ; 2 ] and L2= L 2• So if c =I=- 0 then h3 = I (cf. corollary 

2.1.6) and if c = 0 then h 2 = 2 and h 3 = 0 ( cf. corollaries 2.1.3 and 2.1.6). 

Proposition 5.3.4: 
If a = b = 0 then G has F-type 

F = [ ~ ~] + V [ ~ ; 2 ] + V2 [ ~ ~ ]. 

Proof: If c = 0 this is a direct consequence of theorem 2.1.8, if c =I=- 0 see claims 3.1-
3.3 in section 2.2. *** 

Summarizing: In characteristic 2, we have h 1 = 0. Furthermore, if a and b are not 
both zero then G splits into the direct sum of two one-dimensional formal groups. If 
moreover a and b are both nonzero then h 2 = 0, hence G has slope O with multipli­
city 2 and G has height 2 (cf. subsection 3.4.1 and section 4.2). If either a or b is zero 

then h2 = l, hence in that case G has slopes O and t, with multiplicities 1 resp. 2 

and G has height 3. If a = b, = 0 then G does not split into the direct sum of two 
one-dimensional formal groups. If moreover c = 0 then h 2 = 2 and h 3 = 0, if c =I=- 0 

then h2 = h 3 = 1 and d~ = c2• So if a = b = 0 then G has slope t with multipli­

city 4 and G has height 4 (cf. proposition 4.3.1). 
Remark: As was to be expected, the height of G is between 2 and 4 and the slopes of 
G are allowed by Poincare duality. 

Of course, two algebraic curves which are birationally equivalent have isomorphic for­
mal groups. Now let f' be another curve in Igusa's normal form, with parameters 
a' ,b' ,c' and d', and assume r and f' are birationally equivalent, in other words 
assume that there exists an element t in k with ts = I such that (a' ,b' ,c' ,d') = 
(ta J2b J3c ,t4d) (cf. [14]). Again suppose p = 2. If a and b are not both zero or if 
a = b = c = 0, G has the same normalized F -type as the formal group G' of f'. If 
a = b = 0 and c =I=- 0 then G has continuous invariant d0 = c2 and G' has continu­
ous invariant e0 = c' 2• In view of theorem 2.1.8 there must exist a nonzero element A 
of F 16 such that >.4d~ = M 0. Take A = t2: the~ A16 = }32 and since ts = I we find 
that A16 = A, so indeed A E F16• Moreover, A4do = t 8c = t2cr2 = Aeo, as was 
expected. 

Comments. Let G be the completion at the origin of an abelian surface over an 
algebraically closed field k of characteristic p > 0 and assume that G is not iso­
morphic to the direct sum of two one-dimensional formal groups. It follows from pro­
position 4.2.1 that G has height 2h 1+h 2 +h 3+2. In view of the fact that the height of 
G must be between 2 and 4, h I must be 0. Since h 2 > 0, the following three situa­
tions are possible: h 2 = I and h 3 = 0, h 2 = h 3 = I or h 2 = 2 and h 3 = 0. The 

assumption h 2 = I and h 3 = 0 would imply that G has slope ¼ with multiplicity 3 
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(cf. proposition 4.2.1), which is impossible in view of the Poincare duality. 

If h 2 = h3 = 1 or if h 2 = 2 and h 3 = 0, G has slope ½ with multiplicity 4. In both 

of these cases the normalized F -type of G has the form 

[o 1] [o o] 2 [0 o] 
F = 0 0 + V 0 d0 + V I 0 · 

where do = 0 corresponds to the situation in which h 2 = 2 and h 3 = 0. Thus we 
have found an element d~ of k which is a birational invariant of the abelian surface. 
Probably it is an interesting question what geometric interpretation this (new) invari­
ant has. 
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