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PREFACE 

This monograph deals with choice sequences, a chapter in the foundations 

of intuitionistic analysis introduced by L.E.J. BROUWER, 

It is self-contained as much as possible, though not intended for readers 

without any previous knowledge of the subject, Even people familiar with 

choice sequences may need some encouragement: some parts look worse than 

they actually are. 

The book was written originally as doctors' thesis at the University of 

Amsterdam, I am indebted to my thesis supervisor A.S. TROELSTRA for guiding 

me into research in intuitionistic foundations. The many stimulating conver­

sations we had on the subject have been an invaluable support to me, 

G.R. RENARDEL assisted me in the tedious task of proofreading (which 

does not mean that he is to be held responsible for any error in the final 

text). 

I am most grateful to the Mathematical Centre in Amsterdam for the 

publication of this monograph as an MC-Tract even though its subject is some­

what unusual for that series. 
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CHAPTER 1 

INTRODUCTION AND PRELIMINARIES 

I.I. INTRODUCTION 

In this monograph we investigate (a specific question concerning) in­

tuitionistic Baire-space N, i.e. the universe of sequences of natural num­

bers, or, as Brouwer calls them, 'choice sequences'. 

Our approach to the subject is the analytic one, as described by 

TROELSTRA in [T81]. That is to say, we do not accept the universe of choice 

sequences as a single primitive entity, quantification over which is intui­

tively clear. We look upon N rather as a collection of individual objects, 

each of them generated by a, process of assigning to each argument n E :ti a 

value m E JN, in which we can distinguish subdomains, according to the type 

of data that are available to us on a sequence Eat any moment of its gen­

eration. The meaning of quantification over choice sequences of a specific 

type is explained in terms of the sort of data that can become available to 

us for individual sequences of this type at some stage of the generation 

process. 

Two extreme types of choice sequences to be distinguished are the lCM­

like sequences and the lCMless sequences. 

Lawlike sequences are given to us by a law, i.e. a set of computation 

rules. In generating a lawlike sequence a, we simply apply these rules to 

the arguments 0,1, ••• , in order to find the values aO,al, •••• The data 

that are available to us on such a sequence do not change during the genera­

tion process, they consist of the set of computation rules. One may accept 

Church's thesis (CT), and identify lawlike with recursive. We shall not do 

so (though we do not reject CT either). 

The lawless sequences are the extreme opposite of the lawlike ones. 

Here the generation process is divided into countably many stages 0,1, ••• 

At stage Owe can fix an initial segment of the sequence to be generated 
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according to our needs, after that, we generate values as if we were throw­

ing an infinite-sided die: at each stage we choose a completely arbitrary 

value, to be assigned to the next argument. 

A lawless sequence for which we do not specify an initial segment (or 

in other words an errrpt;y segment) we call proto-lca,)less. 

Lawless sequences were introduced by KREISEL in [K68]. A discussion of 

lawless sequences of zero's and ones (i.e. sequences comparable to the 

tossing of a coin) is given already in [K58] (there called 'absolutely 

free'). 

Before we discuss the lawless sequences here, two remarks are in order: 

Firstly, we do not discuss lawless sequences from a probabilistic point of 

view. The truth of a statement about a lawless sequence is not identified 

with 'having probability 11 ; such a statement is true iff it is intuition­

istically provable. 

Secondly, it is to be noted that we can consider any choice sequence at two 

levels: the extensional and the intensional. (This remark applies to the 

lawlike sequences as well.) At the extensional level we take into account 

only the information that is contained in the graph of the sequence (the 

outcome of the generation'process), at the intensional level we consider 

also the way in which this graph is constructed (the generation process it­

self). E.g. we can distinguish between intensional and extensional equality 

of sequences. These do not always coincide: two sequences may result from 

different generation processes (in the case of lawlike sequences: from dif­

ferent computation laws) but still take the same values. (It turns out that 

for lawless sequences the difference between intensional and extensional 

equality disappears.) 

The data that are available to us on the graph of a lawless sequence 

at any stage of its generation process, consist of an initial segment of 

that sequence only. Of course we do have more information on the sequence 

we can also tell e.g. which initial segment has been specified in advance 

and what values have been generated at later stages, but such facts are 

irrelevant at the extensional level. 

On the basis of this insight in the possibly available data on the 

graph of a lawless sequence, one can justify informally, but rigorously, 

the axioms for the theory of lawless sequences~• as introduced by 

KREISEL ([K68]), and corrected by TROELSTRA in [T7OA]. 

Some notation: 

a and bare variables for lawlike sequences, a,S etc. for lawless ones. 
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n, v and x are variables for natural numbers, also used as codes for finite 

sequences of natural numbers. 

If~ is an element of N then ~xis the finite sequence <~O, ••• ,~(x-1)>, 

< > = ~O is the empty sequence. 

If~ is an element of N and vis (the code of) a finite sequence then~ Ev 

expresses •~ has initial segment v'. 

If A(a,a 1, ••• ,ap) is a formula which contains no lawless parameters besides 

a,a 1, ••• ,a, then VaA(a,a 1, ••• ,a) denotes: 'for all lawless a distinct 
p - p 

from a1, ••• ,ap, A(a,a 1, ••• ,ap) holds'. e is a variable ranging over a set 

of neighbourhood-functions for continuous functionals. (This set is dis­

cussed in more detail below.) The members of this set are lawlike elements 

of N which satisfy: 

- for all~ EN there is an x such that e(~x) + 0 and 

- e(~x) = m+l ➔ e(~(x+y)) = m+l. 

e is a neighbourhood-function ,for the continuous ~e N + :N defined by 

~ (~) = m iff 3x(e(~x) = m+I). 
e 

We write e(~) for~(~), and e(~ 1, •.• ,~) for e(v (~ 1, ••• ,~ )) where v is 
e P p P P 

some homeomorphism from Np into N. j is a bijective 'pairing' function, 

j::Nx:N ➔ :N. 

If~ EN then~ can be seen as the code of a countable sequence of elements 

of N, (~) is then-th element of this sequence,defined by(~) = AZ.~j(n,z). 
n n 

= between elements of N is used for extensional equality, i.e.~= w abbre-

viates Vx(~x=wx). 

LS finally is the universe of lawless sequences. 

We adopt the convention that the choice parameters of a formula are expli­

citly shown. I.e. A(a 1, ••• ,ap) is a formula which contains no choice param­

eters besides (maybe) a 1, ••• ,ap. 

The ;!&-axioms are: 

(LSI) Vv3a(aEv), 

i.e. LS lies dense in Baire-space. 

(LS2) a= a Va+ a, 

i.e.extensional equality between lawless sequences is decidable. 
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(LS3) v'a(A(a,f3 1, ... ,f3) ➔ 3v(aEv A v'yEv A(y,f3 1, ••• ,f3 ))), 
- p - p 

the axiom of open data, where A(a,f3 1,.,.,f3p) is a formula expressing an 

extensional property of a,f3 1, ••• ,f3p, This axiom expresses that if A holds 

for a p+l-tuple a,f3 1, ••• ,f3, a distinct from s1, ••• ,f3, then A holds for . p p 

all lawless y distinct from s1, ••• ,f3p in an open neighbourhood of a. 

Cl.. 

(LS4) Va 1 .•• Va 3a A(a 1, ••• ,a ,a) ➔ 
- -p p 

3e3bv'a 1 ••• Va A(a 1, ••• ,a ,(b) ( ))' 
- - p P e a1•···•ap 

which expresses that if we can find with each p-tuple of distinct lawless 

sequences a 1, ••• ,ap a lawlike a such that A(a 1, ••• ,ap,a), then there is a 

countable sequence of lawlike sequences (b) 0 ,(b) 1, etc. coded in the single 

sequence band a continuous f with neighbourhood-function e such that for e 
all distinct a 1, ••• ,a A(a 1, •• :,a ,(b) ) holds, where n = f (a 1, ••. ,a ). p p n e p 
Here also A is an extensional property of a 1, .•• ,ap. 

The axioms and their motivation are discussed at length in [T77]. The 

justification of (LS4), which is the most complex of the four axioms, is 

refined in [TBI]. 

We can distinguish two variant of !&,, according to our definition of 

the range of e in (LS4). In the strong version (as intended by Kreisel, in 

keeping with Brouwer's views) e ranges over the inductively defined set K. 

(A detailed treatment of this set is to be found in [KT70], we give a con­

cise description in 1.3.7-27 below.) 

In this version, the schema of bar induction is derivable from (LS4). 

In the weaker variant we define the range of e in (LS4) as 

~S = {e: Vvw(evfO ➔ ev=e(v-kW)) A Va3x(e(~x)fO)} 

(where* denotes concatenation of finite sequences), and we adopt the 'ex­

tension principle' 

EP 

which expresses that any continuous f from LS to N can be extended to a 

continuous operation on the whole of N. 
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Our proofs below can be formalized in the weaker system. 

Note that the J&_-axioms give a contextual definition of quantification 

over LS: 

from density (LSI) and open data (LS3) we find that 

3aA(a,S1•····s) +-+ 3vVaEV A(a,S1•····s) p - p 

which explains existential quantification in terms of universal quantifi­

cation, 

(LS4) explains universal quantification over LS in the context of a quanti­

fier 3a (and hence in combination with 3x and v), 

and from open data we can derive 

Va 1 ••• Va (A(a 1, ••• ,a ) ➔ B(a 1, .•• ,a )) +-+ - - p p p 

Vv1 ••• v (Va 1Ev 1 ••. Va EV A(a 1,,. •• ,a) ➔ Vu 1Ev 1 ••• Va EV B(a 1, ••• ,ap)) p - - p p . p. - - p p 

which explains universal quantification in the context of an implication. 

This observation is fopnally reflected in the elimination theorem 

(formulated by KREISEL in [K58], [K68], for a detailed treatment see [T77]): 

there is a translation T from J&_-sentences into sentences which do not con­

tain 12-quantifiers, such that: 

(i) each J&_ sentence A is equivalent to TA (provable in 1.§) 

(ii) if A is a theorem of J&,, then TA is derivable in the lawlike part of 

1.§ (i.e. without using (LSl)-(LS4)). 

The lawless sequences are a simple type of choice sequence, in the 

sense that it is easy to see what kind of information we can have on a law­

less a at the various stages of its generation process. This simplicity is 

of great advantage in rigorously justifying axioms for lawlessness, but it 

is a drawback if one tries to use LS as a basis for e.g. intuitionistic 

analysis. 

To give an example: if one associates with each lawless a a real num­

ber generator (i.e. a Cauchy-sequence of rationals) <ra>, in a non-trivial 
n n 

manner, i.e. in such a way that for all finite sequences v there are a and 

S with the same initial segment v which yield non-equivalent <ra> and 
n n 

<r8>, then the resulting notion of real number does 
n n 

tionals (to be able to state that <ra> converges to nn 

not contain any ra-

the rational q we need 

more information than just an initial segment of a, but initial segments 
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are all we can ever get), and is for instance not closed under addition 

(for a similar reason). 

To put this quite generally: LS has the serious defect that it is not 

closed under any non-trivial lawlike continuous operation. 

Formal systems which, unlike!&, can be used for the foundation of in­

tuitionistic analysis have been proposed by KLEENE and VESLEY [KV65] and 

by KREISEL and TROELSTRA [KT70]. From the analytical viewpoint the second 

one is the most interesting one. 

The system of [KT70] is called f£ (for 'choice sequences'). It is a 

corrected version of an earlier proposal by KREISEL (in [K63]). Before we 

formulate and discuss the f£-axioms, we need some more notation. 

Let e be a neighbourhood~function for a continuous mapping from N + J.I. 

We can think of e as a countable sequence e0 ,e 1, ••• of such neighbourhood­

functions by putting 

where <n> is the finite sequence consisting only of the element n. With 

the sequence e0 ,e1, ••• , and hence withe, we can associate a continuous 

mapping re from N into N by putting 

We write el¢ for r (¢), we call ea neighbourhood-function for r. el(¢,~) 
e 2 e 

abbreviates ejv2(¢,~) where v2 is a homeomorphism from N onto N. 
The f£-axioms are: 

(CSI) 

which expresses closure under pairing and continuous function application. 

(CS2) V£(A(£) + 3e(£Ee A VnA(eln))), 

where A is an extensional property of£, and£ Ee abbreviates 1 £ lies in 

the range of r '. This axiom is called the axiom of analytic data, it ex­
e 

presses that if£ has the property A, then we can find a continuous 

r : N + N such that all sequences in its range (among which is£) have the e 
property A. 



(CS3) 

where A is an extensional property of E independent of other choice param­

eters (cf. LS4), 

and finally 

(CS4) VE3nA(E,n) + 3eVEA(E,elE), 

where A is an extensional relation between E and n, independent of other 

choice parameters. This axiom expresses that if all sequences lie in the 

domain of A, then A contains a continuous mapping. This continuous choice 

principle is sometimes called 'Brouwer's principle for functions'. 
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In the original formulation of£§,, (CS!) is not an axiom but a theorem. 

We have put it among the axioms here to stress its importance. As a corol­

lary of (CSI) we find e.g. that there exist choice sequences E and lawlike 

sequences a which coincide (since for each a there is an e such that for 

any~ el~=a), which is refutable for LS. 

Note that this system also gives a contextual definition of the quan­

tifiers VE,3E: 

from analytic data and the existence of lawlike n we find 

3EAE +-+ 3aAa, 

which explains existential choice quantification in the absence of choice 

parameters as lawlike existential quantification, (CS3) and (CS4) explain 

universal choice quantification in the context of existential quantifica­

tion and disjunction, and from analytic data one derives 

VE(AE +BE)+-+ Ve(VEA(elE) + VEB(elE)) 

which explains VE in the context of an implication. 

We can formulate and prove an elimination theorem for£§, analogous to 

the one for J::& (see [KT70]). 

£§, has all the properties we would like a formal system for· intuitio­

nistic analysis to have: it expresses closure under continuous operations, 

it has strong continuity axioms and it fully explains choice-quantifica­

tion. The problem is, that we do not have a fully analyzed notion (sub­

domain) of choice sequence for which the £§,-axioms can be justified. 



There are two approaches to the problem of finding interesting uni­

verses of choice sequences other than the lawlike and the lawless sequences: 

the informal approach and the study of universes of projections of lawless 

sequences. 

A general framework for the informal approach has been set up by 

TROELSTRA [T69], This was inspired by MYHILL, who developed in [My67] an 

approach to choice sequences which seemed to be implicit in some of 

Brouwer's writings, The idea is, that one can think of the generation pro­

cess of a choice sequence as being a process of generating pairs 

<x0 ,R0>, <x 1,R 1>, etc,, where x0 ,x1, •.• are to be the values of the generated 

sequence, and R0 ,R 1, ••• are 'restrictions' taken from some fixed universe 

R, equipped with a partial ordering~ (weaker than). The values xn,xn+J•··· 

must meet the restriction R, the restriction R must be weaker than the 
n n 

next restriction Rn+I' otherwise we are completely free in choosing pairs 

for the sequence, with the stipulation that an initial segment may be fixed 

in advance. Subdomains are now distinguished according to the universe R 

from which the restrictions are taken. 

E.g. we obtain the lawless sequences if we let R consist of a single 

restriction, the empty one U (for universal), which is met by all natural 

numbers. 

If we take R to be the set {U,Z}, where Z (for zero) is the restric­

tion of 'being equal to 0 1 , which is met by O only, U being (obviously) 

weaker than Z, we obtain a notion of 'lawless zero sequence', a sequence 

which we start generating as if it were lawless, but then, at some moment 

of the generation process, we can decide to continue choosing only zero's. 

The alternative approach is to study subsets of N, the elements of 

which are constru.cted from lawless sequences by means of continuous opera­

tions from N to N, so called universes of projections of lawless sequences. 

This approach was followed by VAN DALEN and TROELSTRA in [DT70] and further 

investigated in [T69B], [T70] and [T70A]. 

Examples of such universes are (1)-(4) below. 

{ ,ra, : a. E LS} (introduced in [DT70]), 

where ,r : N ➔ N is defined by 



{

j I (<j,n) iff 

11<j, (n) = 
0 otherwise. 

Vm 
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O) 

where j 1,j 2 are left-inverses to the pairing operation j, i.e. j 1 j(x,y) x, 

j 2 j(x,y) = y, and z i+ (j 1z,j 2z) is a mapping from lN onto ll x JN. 

This projected universe can be seen to imitate (with a lot of redundancy in 

the coding) the behaviour of the lawless zero sequences above: the finite 

sequences <j 2(a0)>, <j 2(a~), j 2(al)>, ••• play the role of the restrictions 

R0,R1, ••. , a sequence <j 2(a0), ... ,j 2(an)> which consists only of zero's cor­

responds to the empty restriction, if it contains a value unequal zero we 

have the restriction Z; the values j 1(a0), j 2 (al), ••• are the freely chosen 

x 1,x2, ••• , at least for as long as the restriction Z is not imposed. 

(2) (discussed in [T77]), 

which consists of all continuous images of a fixed lawless a (i.e. this 

universe is projected from a single lawless sequence). 

(3) 

(introduced in [T69B]), 

where #(a 1, ... ,ap) means ai ,/, aj for Is i< j s p 

which consists of all continuous images of all p-tuples of mutually distinct 

lawless sequences (for all p). We shall say more about (2) and (3) below. 

Finally we mention 

(4) {n* (a) : n € JN } 
n 

(introduced in [T70A]), 

a countable universe projected from a single lawless sequence a. As before 

(a) = AZ.aj(n,z), * • n 
prefixing the finite 

The universe (4) is 

denotes concatenation, i.e. n*(a) is the result of 
n 

sequence with code n to the sequence (a) • 
n 

a model for the theory of lawless sequences J;&, one 

can prove this fact inside J&,. It is of interest to us because it shows 

that there are non-trivial universes of projections in which all sequences 

are identified by a natural number ('have a name' so to speak). 

An advantage of the study of projections over the informal approach 

is that properties of projected universes can be proved from the )&,-axioms 
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whereas properties of an informal notion can only be justified informally, 

albeit sometimes quite rigorously. 

Another interesting feature of universes of projections is the cor­

respondence between such universes and Beth-models or equivalently topol­

ogical models over Baire-space. Validity in a universe projected from a 

single lawless sequence translates immediately into validity in a Beth-

or topological model. Under this translation the universe (2) above corre­

sponds to the Moschovakis model of [M73] (cf. [T77]), and the universe (4) 

can be reinterpreted as a Beth-model for!& (see the appendix of [D78]). 

Via (4), the universe (3) is equivalent to 

{e I (n1 * (a) , ••. , n * (a) ) : e E K, # (n1, ••• , n ) } 
n 1 p np p 

projected from the single lawless a, this universe corresponds to the Krol'·­

model of [K'78] (cf.[T81]). 

These points in favour of the study of projections do not argue against 

the informal approach of conceptual analysis of new primitive notions. In 

fact there are good reasons to use both approaches simultaneously: the in­

formal description of a notion of choice sequence may suggest to us a uni­

verse of projections in which the behaviour of those sequences is imitated 

(cf. the example under (1)), further study of this universe may help to im­

prove our analysis of the informal concept. Eventually we can thus obtain 

a fully analyzed notion of choice sequence, together with a reduction of 

that notion, via projections, to the concept of lawless sequence, the 

simplest notion of choice sequence. This reduction will generally not be 

an isomorphism: one can expect to be able to rigorously justify axioms for 

the informal notion, which are provable for the projected imitations only 

under suitable language restrictions, necessary to avoid interference between 

the projected sequences and the lawless sequences from which they are con­

structed. (See e.g. [DT70].) 

If we now return to the problem of finding a type of choice sequence 

for which the f§_-axioms hold, we find that none of the projected universes 

of [DT70], [T69B,70,70A] and [T77] is a good candidate: these universes are 

either not closed under non-trivial continuous operations (as e.g. all ex­

amples in [DT70]) or, if they have closure properties, as e.g. (2) and (3) 

above, then it is impossible to derive strong continuity principles for them, 

at least in!&· 



(The universe (3) of continuo~s images of p-tuples of independent lawless 

sequences does provide an acceptable basis for intuitionistic analysis, 

even if it is not a ~-model, cf. [T69B].) 

11 

On the informal side there is a proposal for a notion which might ful­

fill~. made by Troelstra, first in a restricted form in [T68]: the GUC­

sequences, later generalized in [T69,69A] to the concept of a Ge-sequence. 

(GUC and GC stand for 'Generated by Unary Continuous operations' and 'Gener­

ated by Continuous operations' respectively.) 

This notion is further analyzed in [T77], the analysis is discussed and 

somewhat refined by DUMMETT in [Du77]. Troelstra's analysis and Dunnnett's 

improvements yield convincing arguments showing that the notion is closed 

under non-trivial continuous operations and pairing and that it satisfies 

analytic data and VE3a-continuity, (CS3). 

The questions we shall deal with here are the following: 

(a) to give a precise description of the notion of GC-sequence, 

(b) to define universes of projections, projected from a single lawless a, 

which faithfully imitate the behaviour of the GC-sequences, 

(c) to prove in~ that these projected universes are ~--models. 

A first step towards answer~ng (a)-(c) is taken in [HT80], where a variant 

of the GUC-sequences is imitated by projections, yielding a universe which 

is (provably in~) closed under a restricted set of unary continuous 

operations, (but not under pairing), and which satisfies variants of analy-' 

tic data (CS2) and the continuity axioms (CS3) and (CS4). These results are 

.not a special case of the results we obtain here. This is so for technical 

reasons. At the cost of some extra technical effort we could give a uniform 

treatment which covers the results of [HT80] as well. In any case, the 

method of [HT80] remains of interest because of its direct, easily visuali­

zable character. 

Question (a) will be answered in chapter 2, where we also analyze the 

notion of GC(C)-sequence, for Ca subset of K. (GC-sequence = GC(K)-sequence.) 

As to question (b), we shall define universes of projections which 

imitate GC(C)-sequences, where C is subject to the restriction that it can 

be enumerated, modulo equivalence (cf.1.3.11, 1.3.26), by a mapping 

J: ll _.. C (i ,e. we do not model GC(K)-sequences themselves). 

In answer to question (c) we shall prove that for sufficiently nice 

enumerable Cc K, the projection model for GC(C)-sequences satisfies the 

axiom system ~(C) which consists of 
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CS(C)I 

CS(C)2 

CS(C)3 

CS(C)4 

VEnVeEC3s(s=el(E,n)) 

VE(A(E) ➔ 3eEC(EEe A Vn A(ejn))) 

VE3aA(E,a) ➔ 3b3eVEA(E,(b)e(£)) 

VE3n A(E,n) ➔ VE3fEC A(E,fJ£), 

i.e. all quantifiers Ve,3e in£§ which have something to do with closure of 

the universe under continuous operations are relativized to C, and the quan­

tifier combination 3eV£ in the conclusion of CS4 is switched. 

In the presence of 

AC-NF Vx3a A(x, a) ➔ 3bVx A(x, (b) ) 
X 

one can show that!£= !£(K) (see 1.3.29). 

An important tool in the proof of the validity of f~(C) in the pro­

jected universes is an elimination translation introduced by DRAGALIN in 

[Dr74]. This translation generalizes both the elimination translations for 

J:& and!£, and is formulated as a kind of forcing. We return to it in chap­

ter 8. Our results do not give a reduction of the full concept of GC-sequence 

to lawlessness, nor do they yield a projection model for the system~ it­

self. 

It is to be expected however that if we extend J:& with the schema 

ECT0 Vx(A(x) ➔ 3y B(x,y)) ➔ 3zVx(A(x) ➔ '.{z}(x) A B(x,{z}(x))), 

where A(x) is almost negative, and add variables for lawless sequences 

ranging over sets {x:A(x)}, A almost negative (cf. [T80A]), then !£(C) can 

be modelled for any Cc K which is enumerated by a mapping J:{x:A(x)} ➔ K, 

A almost negative. Since under assumption of ECT0 , K itself has such an 

enumeration we would obtain a model for~+ ECT0 • (The details of this 

claim have not yet been completely verified.) 

To obtain a projection model for~ without using ECT0 , it seems neces-
K sary to work inside a theory J:& of lawless sequences of K~functions. It is 

likely that a f~ model can be constructed from such lawless K-sequences, 

but this needs further consideration, in particular the appropriate axioma­

tization of LSK. 



l. 2. GENERAL OUTLINE 

Chapter 2 of this monograph is devoted to the precise description of 

the notions of GC-sequence and GC (C) --sequence. 

The chapters 3, 4 and 5 deal with the construction and investigation 

of projection models for the notion of GC(C)-sequence. Chapter 3 gives the 

necessary technical auxiliaries, chapter 4 contains the definition of the 

models, and in chapter 5 we derive a crucial property for the models, the 

so-called 'overtake-property'. 

13 

In chapter 6 the class of 'domains' is introduced. The projection 

models are special cases of domains. We shall give the proof of the validity 

of ££(C) in domains, hence ££(C) will hold in all projection models. By 

generalizing to domains, we achieve that our proofs are independent of some 

of the peculiarities of the models. 

The treatment in the chapters 2-6 is informal in the sense that we do 

not derive our results inside a formal 1£-like system. 

In chapter 7 we introduce suitable extensions (modifications) of .!1:illi 

and 1£ in which the formalization of the results can be carried out. 

Then, in the chapters 8 and 9, we deal with the problem of showing 

that domains are ££(C)-models, at least for suitable Cc K. 

In chapter 8 we describe and investigate an elimination translation,, 

similar to the one introduced by DRAGALIN [Dr74], and we prove an elimina­

tion theorem ·for domains which states .that a sentence A is valid in a domain 

iff its translation ,A is derivable in the lawli~e ID§ 1 extension defined 

in chapter 7. 

In chapter 9 we take the final step by showing that indeed all ££(C)­

axioms (for suitable Cc K) are derivable under the translation,. 

But before we turn to chapter 2, we present our notational conventions, 

basic definitions and their properties in the final section 1.3 of this in­

troductory chapter. 

1.3. PRELIMINARIES 

This section consists of a long list of notations, definitions and 

simple facts. The notational conventions are mostly those of [T77] and 

rKT70]. The same holds for the definitions and facts. 'New' here are only 

J.3 (on finite sets), 1.3.II(b), 1.3.12, 1.3.16, 1.3.21, 1.3.23 (the 

definiti 0 of ef'w, [v], sn, id, exf, eAf and their properties), some of 
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the results of 1.3.24, and 1.3.26 on subsets of K. In 1.3.28 and 1.3.29 we 

give reformulations of the systems he, and f§_(C) which deviate slightly from 

the ones given in the introduction (I.I). 

The reader is advised either to skip this section altogether and to 

consult it only when necessary, or to glance through its contents, with a 

special eye for the 'new' facts mentioned above. 

1.3.1. Sets and variables 

N is the set of natural numbers, we use i,k,m,-l!l,u,v,w,x,y and z 

(with sub- or superscripts) as variables ranging over JN • 

N is the set of all mappings from lN into lN (i.e. Baire-space), q,,lji 

and x (with sub- or superscripts) are used as variables for elements of N 

(see also 1.3.4), a,b and c (with sub- or superscripts) range over the law­

like elements of N. 
K is the inductively defined subset of N which contains the lawlike 

neighbourhood functions for continuous functionals from N into N (cf. 

1.3.7-27), we use e,f and g (with sub- or superscripts) as variables ranging 

over K. 

LS is the universe of lawless sequences, we use a,B,y and o (with sub­

or superscripts) as variables for elements of LS. 

£,n and i; (with sub- or superscripts) are used to range over subsets 

Uc N distinct from LS and the set of lawlike sequences. 

We use D,D 1,n•,n 2, etc. and s,s0 ,s•,s 1, etc. as variables for sets. 

1.3.2. Formulae and terms 

(a) Metavariahles 

A,B,C,D, ~and~ are used as metavariables for formulae, t ands are meta­

variables for number-terms, q,,lji and x are metavariables for function-terms 

(denoting elements of N). 

(b) Formulae and terms uri th pa.rameters 

We write A(a 1, ••• ,ap), where a 1, ••• ,ap is any string of variables, to in­

dicate that some of the parameters of A are in the list a 1, •.• ,ap, similar­

ly we use t[a 1, ••. ,ap] and q,[a 1, ••• ,ap] 

parameters in the list a 1, ••• ,ap. 

for number-and function'""terms with 

In formulae of the form A(a) we sometimes omit the brackets, and write Aa. 

(c) Suhstitution 

Once A(a 1, •.• ,ap), t[a 1, ••. ,ap] or q,[a 1, ••. ,ap] has been introduced, 
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A(b 1, ••• ,bp), t[h 1, ..• ,bp], ¢[b 1, ••• ,bp] denote the result of substituting 

b. for a. (i = l, ... ,p) in A, tor¢ respectively. Here b. is a variable 
1 1 1 

or term of the same type as ai, for i = l, ... ,p. 

A(b/a), t[b/a], ¢[b/a] denote the result of substituting b for a in A, t 

and¢ respectively. 

(d) Restricted quantification 

If Risa relation in infix notation, like e.g.< between elements of JN 

or E between elements and sets, then 

VaRb A(a)=def Va(aRb ➔ A(a)), 

3aRb A(a)=def 3a(aRb A A(a)), 

where a is a variable and b a term, both of the right type, 

(e) Terms for sets 

If b1, ••• ,bp are terms for elements of a set D, then {b 1, .•. ,bp} denotes 

the finite set with elements b1, ••• ,bp. 

If a is a variable ranging over D, then {a:A(a)} denotes the subset of D of 

all elements with the property A. 

1.3.3. Finite sets 

If we speak of a finite set, we mean finite in the strong sense of 

'being in 1-1 correspondence with an initial segment of :N'.That is to say, 

we assume a finite subset Sc JN to be given to us by a mapping¢ EN which 

enumerates its elements without repetitions and a natural number n, such that 

Vk<n Vm<n(k,fm ➔ ¢k/¢m) 

and 

x ES iff 3m<n(x=¢m). 

n is the cardinality of S, notation card(S). 

¢ is the empty set with cardinality 0. 

Note that with this interpretation of finite, membership of a finite set 

S c :N is always decidable. 
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1.3.4. Mappings (domain, codomain, range, composition, restriction) 

A mapping¢ from D1 into D2, notation¢: D1 ➔ D2, is a process of as­

signing to each element of D1 a value in D2 . D1 is the domain of¢, D2 is 

the codomain of¢, the set {¢(d): d E D1} c D2 is the range of¢. 

D2D1 is the set of all mappings from D1 into D2• 

If the domain or the codomain of¢ is not the set of natural numbers, 

then¢ will be lawlike; that is to say, the only choice sequences consider­

ed here are choice sequences of natural numbers. 

If the domain D of¢ is a cartesian product, D = D1xD 2, then ¢(d 1,d 2) 

is the value assigned by¢ to the ordered pair <d 1,d2> ED. 

If ¢: D1 ➔ D2 and 1jl: D2 ➔ D3 then 1jl 0 ¢ is the composition of 1jl and ¢; 

1jlo¢: DI ➔ D3, 1jlo¢(dl) = 1jl(¢(dl )) . 

If¢: D1 ➔ D2 and D c D1 then ¢~Dis the restriction of¢ to the 

domain D; ¢ m: D ➔ D2, cp.rn(d)=¢(d). 

If a is a variable ranging over D1 and b[a] is a term such that 

'v'aED 1(b[a]ED2), then a4·b[a-J and >,_a.b[a] denote 'b[a] as a function of a', 

i.e. a mapping with domain D1 and codomain D2 which assigns to d E D1 the 

value b[d] E D2. 

If Dis a set of mappings then we use ¢,1/1 and x as variables ranging 

over D (cf.I .3.1. for D=N). 

In terms of the form ¢(a) we sometimes omit the brackets and write ¢a. 

between functions is extensional equality, i.e. ¢=1/J =def'v'x(¢x=ljlx). 

1.3.5. Elementary analysis 

(a) The formal system §1 for (lawlike) elementary analysis contains vari­

ables for natural numbers and (lawlike) sequences of natural numbers, 

constants: 0 (zero), S (successor), = (equality between natural numbers), 

A (abstraction operator), IT (recursor for definition by recursion) and 

j,j 1,j 2 (a pairing function from N x N onto 1N with two inverses), 

and the usual logical constants. 

Axioms of fil:. are: 

(I) the successor and equality axioms, 

(2) the pairing axioms j (j 1x,j 2x)=x, j 1j (x,y)=x, j 2j (x,y)=y, 

(3) the >,_-conversion rule (1>.x.t[x])(s) = t[s], 

(4) the axioms for primitive recursion: 

IT(x,a,O)=x, IT(x,a,(Sn))=aj(IT(x,a,n),n), 
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(5) and a weak choice axiom: 

QF-AC Vx3y A(x,y) + 3aVx A(x,ax), A quantifier-free. 

(b) We use the following symbols for arithmetical operations and relations: 

+ for addition, 

for multiplication, 

~ for 'cut-off subtraction': 

if x is larger than y, then x~y is the difference between x and y, 

otherwise x~y is zero. 

sg for the 'sign-mapping': sg O=O, sg(n+l) = I. 

>,~,<,> for 'larger than', larger than or equal to', 'smaller than' and 

'smaller than or equal to' respectively. 

min for the minimum operator: min(x,y) is the minimum of x and y, if S 

is a finite non-empty subset of lN, then min(S) is the smallest ele­

ment of S, if A is a decidable property of natural numbers and 3kAk, 

then mi~ (Ak) is the smallest natural number with the property 

A,mi~<n (Ak) is the smallest k below n with the property A, if such 

a number does not exist then mi~<n(Ak) = n, 

max for the maximum operator: max(x,y) is the maximum of x and y, if Sis 

a finite non-empty subset of JN, then max(S) is the largest element 

of S, if¢ EN then max S (¢n) is the largest element of nE 
S'={m: 3nES(¢n=m)}, 

L for repeated addition; if Sis a finite non-empty subset of JN and 

WEN then l.nES (wn) = w(¢0)+ ••• +w(¢(card(~)~l)), where¢ is the 

mapping which enumerates S, ~ n (wn) = O. 
l.nEv, 

(c) Pairirzg and p-tupZe codirzg 

In the sequel it is assumed that the pairing j satisfies j(O,O) O. 
. . . .p .p 

For coding of p-tuples we use vp with inverses J 1, ••• ,JP: 

( .p .p ) 
V J Ix, .•. 'J X p p 

x, j~v(x1, ••• ,x) 
i p p 

x. 
i 

We put 

VI (x) j(v (x1, ••• ,x ),x 1). p p p+ 

If ¢ E N then 
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The use of j,j 1,j 2, vp and jl is extended from :N to N by putting 

(for ¢,~,¢ 1, ... ,¢PEN): 

V (¢ 1, ... ,¢) = AX. v (¢ 1x, ..• ,¢ x) p p p p 
and 

If ¢ E N, n E :N then (¢) = ;\z. ¢j (n, z). 
n 

(d) Finite sequences of nai;ural numbers 

We assume a (primitive recursive) coding of all finite sequences onto the 

natural numbers to be given. In fact we shall not distinguish between the 

finite sequence and its code. We shall use (as much as possible) the vari­

ables u,v and w for 'a natural number in the role of sequence code'. 

<x 1, ... ,xp> is the code-number of the finite sequence x 1, ... ,xp. 

< > is the empty sequence. In the sequel we assume that<>= O. 

~ is the finite sequence <x>. 

* is used for concatenation. 

1th is the length-function. 

tl is the tail-function, i.e. tl(< >) = < >, tl(x*v) = v. 

(v) is then-th element of the sequence v: if v = <x0 , ... ,x >, and 
n p 
n<lth(v)(=p+I), then (v) =x, if n~lth(v) then (v) =O. n n n 

~ is used for 'initial segment of' between finite sequences: 

v~w = 3u(v*u=w). 

~n,~(n) is the finite sequence which contains the first n values of¢ EN, 
i.e. ¢0 = < >, $(n+I) = <¢0, •.. ,¢n>. 

¢Ev expresses that¢ EN has initial segment v: 

¢Ev "defVn<lth(v)(¢n=(v)n' i.e. ¢Ev iff ~(lth(v)) 

3n($n=v). 

k 1,k2, .. ,kf (lsisp) are defined by: 

kl(<>)= k2(< >) = kf(< >) = < >, 

V iff 

kl(V*X) = k1V*<j1x>, k2(V*X) = k2V*<j2x> and kt(v*x) = kiV*<jtx>, 

i.e. k 1(<x 1, ..• ,xp>) = <j 1x 1, ..• ,j 1xp>, k 2(<x 1, ... ,xp>) = <j 2x 1, ... ,j 2xp> 

and likewise fork~. 
1 

Via these mappings we can treat the finite sequence v as a pair of 



finite sequences k 1v,k2v and asap-tuple krv, ••• ,k~v. 

* is also used for concatenation of a finite sequence with an element 

~ € N. V*~ is the sequence satisfying: 

1.3.6. FACTS. 

(a) j 1(v*~) = k 1v*jt~' 

(b) k 1(v*w) = k 1v*k 1w, 

(c) k 1 (~x) = j 1Hx), 

and similarly for k2 and kf. 

The set K (1.3.7-1.3.27) 

if n < lth(v) 

if n = m + lth(v). 

1.3.7. DEFINITION. K is the subset of the set of lawlike elements in NN, 
inductively defined by 

(Kl) Vx(1,.n.Sx) € K, 

(K3) Va(A(a,Q)➔a€Q) ➔ Va(aeK➔a€Q), 

where A(a,Q)=3x(a=h.Sx) A 'v'x(AV.a(x*v)€Q)). 

(K3) is called induction over K, it expresses that K is the smallest set 

satisfying (Kt) and (K2). 

1.3.8. IpB0 is the formal system which consists of~ plus the constant K 

and the axioms (Kt)-(K3). 

We use e,f,g etc. to range over K. 

1.3.9. FACTS. If e € K then 

(I) V~3x(e(~x),'O), Hy induction over K, 

(2) Vvw(ev;l,O➔ev=e(v*W)). 

1.3.10. COROLLARIES (including the definitions of 'bar', e(~),ei~). 

19 
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(a) The set { w : ew/0} is a bar in the tree of finite sequences: the bar 

given bye or sirrrply the bare. 

(b) With each¢ EN there is a unique y such that, for some x, e(~x) y+I. 

For this y we write e(¢), we put e(¢ 1 , ••• ,¢) = ev (¢ 1 , ••• ,¢ ). p p p 
(c) With each¢ EN there is a unique sequence~ EN such that 

Vn3x(e(n*¢x)=l+~n). For~ we write el¢; el(¢ 1, ••• ,¢ )=elv (¢ 1, ••• ,¢ ). p p p 

The mappings ¢ » -e-(~-) and¢ 1+ el¢ from N to :N and fr-om N to N r-espectcively, 

are continuous. e is a neighbourhood-function for these mappings. 

I. 3. I I. DEFINITION (of eO<f ,e tw). (a) Two elements e and f of K are equiva­

lent, notation e""f, iff eJ¢ = fJ¢ for all¢, i.e. e and fare neighbourhood­

functions for the same continuous mapping. Equivalently: 

(b) efw is a common initial segment of the sequences {el¢: ¢Ew}. Formally: 

etw - ¢[w](t[w]) 

where 

and 

(So lth(etw) s lth(w)). 

1.3.12. FACT. etw satisfies: 

(a) Vx3ysx (et¢x = e1¢(y)), 

(b) Vy3x~y (el$(y) ~ et¢x). 

1.3.13. LEMMA (Closure properties of K). 

(3) If e € K, Vv(ev/0 + AW,f(v*w)EK), and Vvw(fv/0 + fv=f(v*w)), then 

f E I., i.e. K is closed under 'unions over e E K'. 

(4) If e EK then Vv(Aw.e(v*W)EK), i.e. K is closed under 'restrictions'. 

(5) If e EK and f EK then Av.e(ffv) EK, i.e. K is closed under' ; com­

position' (cf .1 .3 .17 below for;). 

PROOF. (3) and (4) by induction over K w.r.t. e. 

(5) is more complicated, we outline the idea. 



First one generalizes ftw to ft w, putting n 

where 

and 

ft w = cj>[n,w] (t[n,w]) n 

cj>[n,w] _ ).x.f (<n+x>-kW) .!. I 

t[n,w] = (minz<lth(w)(f(z*w)=O)) .!.n, 

i.e. ftw = f~ 0w, and if n < lth(w), Vm$n(f(<m>*w)~O) then 

Now one proves by induction over K w.r.t. e 

Vn().v.e(ft v)EK). 
n 

This is trivial fore= ).z.Sx. Assume eO = 0 and for all x,n 

).v.e(<x>*ft v)EK. To prove that ).v.e(ft v) € K it suffices by (3) to show n m 
that for some g € K we have: 

Take g such that gw~O + m<lth(w) A Vk$n(f(<k>-kW)~O). 

(For the existence of such a g € K we need f € K, (3) and (6) below.) 

Note that for this g, gw~O + 3x(ftmw=<x>*ftm+ 1w), and apply the induction 

hypothesis, which yields (*). D 

1.3.14. LEMMA (a special element of K). 

(6) For aU n, ).v.sg(lth(v).!.n) e: K. 

PROOF. By induction w.r.t. n, using (Kl), (K2). D 

1.3.15. COROLLARY. If e satisfies 

eO=O,. 

21 

where t[x] is independent of v ands depends on no other values of v exaept 

(v)t[x];· then e € K. 
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PROOF. Illll!lediate from (6), (3), (Kl) and (K2). □ 

r.3.16. FACT. (Including the 'definitions' of [v],sn and id.) From 1.3.15 it 

follows that K contains: 

- for each v a mapping [v] such that [v]la = v*a, 

- for each n a mapping sn ('shift over n') such that snla \z.a(n+z), 

- for i = 1,2 mappings ji such that jila = ji(a). 

The precise definitions of these mappings are irrelevant, we leave them to 

the reader. 

We put 

- id EK is the mapping [OJ, i.e. idla = O*a = a. 

Derived closure conditions and operations on K (1.3.17-1.3.23) 

1.3.17. DEFINITION. e;f = \v.e(f~v). 

FACTS. If e,f EK then e;f EK by (5), 

e;f satisfies e;fia = e(fla). 

1.3.18. DEFINITION. e:f is the mapping such that 

e:f(O) o, 

FACTS. If e,f EK then e:f EK by (4), (5) and (K2). 

e:f satisfies e:fla = el(fla). 

1.3.19. DEFINITION (of h(e,u)). h Kx]N-+ 1N is the mapping which satisfies 

h(e,u) {
o if 

I +cp[e, u] 

eu 0 

otherwise, 

where ~[e,u] _ the shortest initial segment v of u for which ev # O. 

FACT. If e E K then \u.h(e,u) EK by (3). 

1.3.20. DEFINITION. h is the mapping from K x ]N into :IN which satisfies 
C 

h (e,O)=O, h (e,v*x) 
C C 

10 if ev O, 

= 1hc(e,v)*x otherwise. 
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FACT. h (e,v) satisfies ev#O-+- v=(h(e,v)~ 1 )*h (e,v), i.e. h (e,v) is the 
-- C C C 

complement of h(e,vh 1 w.r.t. v, provided ev#O. 

1. 3. 21. DEFINITION. exf = ).w.sg(ew) •f (<h(e,w)~ 1 >*he (e,w)). 

If eu # 0 then sg(e(u*W)) = 1, h(e,u*w).! 1 =u' and h (e,u*W) u"*w 
C 

for some u',u" such that u'*u" = u (by 1.3.19,20). Hence 

exf(u*w) = f(<u'>*u"*W), so, if e,f EK then exf EK by (3) and (4). 

In the context of exf, f EK is to be considered as representing the mapping 

cl>: n .+ ).v.f(n*v). 

exf is the 'composition' of the bars cjin over the bare, i.e. exf(w) # 0 

iff w = n*u, n is the shortest initial segment of w such that en~ 0 and 

cji(n)u,4 0. exf is comparable to e/f in [KT70]. 

1.3.22. FACT. If e EK then ).w.e(kiw) EK for i = 1,2, as follows from (5) 

and 1.3.16 by the observation that we can define j. in such a way that 
]. 

j.rw=k.w. 
]. ]. 

1.3.23. DEFINITION. eAf,.the pairi171J of e and f, is defined by: 

eAf(O) = 0, 

where 

FACTS. If e and f belong to K then so does eAf, by (4) and (3). 

eAf is characterized by the following property: 

eAfl(a,b) = j(ela,flb), or equivalently 

j 1(eAfla) = e!j 1a and j 2(eAf!a) = f!j 2a. 

1.3.24. LEMMA. 

(a) Composition of neighboUPh.ood-functions is assoaiative modulo equivalenae: 

(e:f):g oo e:(f:g). 

(Therefore we omit braakets in the aonte:ct of an equivalence.) 

(b) ec-e ' A foof ' -+- e : f oo e ' : f' • 

(c) Va(elaEw) -+- e oo [w]: sn: e, where n=lth(w). 

(d) f:[v] oo [ftv]: sn: f: [v], where n=lth(ftv). 
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(e) Pairing A is 1-1 modulo equivalence: 

(f) Corrrposition : is distr-ibutive over pairing A: 

(eAf):(e'Af') ~ (e:e')A(f:f'). 

(g) 

PROOF. Is left to the reader. D 

Note that the mapping</> 1-+ [w] : snj<P, n=lth(w), has the effect of re­

placing the initial segment $n of <f> by w. In [KT7O], [T77] and [HT8O] a 

separate K element is used as neighbourhood-function for this mapping. They 

write w I</> where we have [w] : sn I <f>. 

1.3.25. REMARK. The properties of K that are used in the sequel can be 

derived from (Kl), (K2), (1)-(5) above. I.e. we do not use induction over K. 

1.3.26. Subsets of K 

Below we shall define-a concept of choice sequence and projection 

models for that concept, relative to a subset C of K. We assume such a sub­

set to be closed w.r.t. equivalence, i.e. by Cc K we mean that VeEC(eEK) 

and Vef(eEC A f ~ e ➔ fEC). 

The reason for this convention is, that we are primarily interested in 

the continuous mappings <f> >+ el<f>, e E C, and not so much in the elements of 

C themselves. At one point in the definition of the primitive concept of 

choice sequence w.r.t. C however, it is essentail that C is a set of neigh­

bourhood-functions and not a set of continuous mappings from N into N, name­

ly in the construction of upb (see 2.8.1-3). 

1.3.27. 1]!\1 is a reformulation of .!.Jmo in a richer language, containing 

K-variables e,f etc., K-terms like e :f, e;f etc., and K-term application e I~ 
and e(•), strengthened with the choice axiom: 

(AC-NF) Vn3a A(n,a) ➔ 3bVn A(n,(b)n), 

where (b)n = Az.bj(n,z), see l.3.5(c). 

We define a variant !J?]I1 of this system, suitable for our purposes, in 

7.2.8-11. 
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The systems LS and CS(C) reformulated (1.3.28-29) 

1.3.28. !& is the formal theory of lawless sequences, of which ID~! is the 

lawlike part. We shall use the extension ill* of this system, defined in 

7.2.14-15. For the sake of completeness we give the axioms for lawless se­

quences of!&: 

(LS I) 

(LS2) 

(LS3) 

'v'v3a(aEv) 

a=i3 v ali3 

(density), 

(decidable equality), 

where A contains no lawless parameters besides those shown and 

'i._a ~(a,13 1, ••• ,13P) = 'v'a(Ai=I ali3i + ~(a,13 1, .•• ,i3P)), 

(LS4) Va 1 ••• 'v'a 3a A(a 1, ••• ,a ,a)+ 
- -p p 

where A contains no lawless-parameters besides those shown and a is a meta­

variable for 'any lawlike variable'. 

In the context of!&, AC-NF is restricted to predicates without law­

less parameters. 

Note that the formulation of (LS4) given in I.I (which is the usual one) 

is derivable from the one given here by AC-NF. 

Our results can be formalized using a weaker variant of!& where e in 

(LS4) ranges over the set 

~S = {e: 'v'vw(evfO + ev=e(v*W)) A 'v'a3x(e(;;:x)IO)}, 

but using the extension principle 

EP 

The conditions (I)-(5) on K above are derivable from EP for ~s· 

1.3.29. Finally we reformulate f_Q(C): 

CS (C) I (closure) 'v'En 'v'eEC 3z;; (z;;=e I (E, n)), 

CS(C)2 (analytic data) 
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VE(A(E) ➔ 3eEC(EEe A Vn A(ein))), 

where Eis the only choice parameter in A and EEe - 3n(E=eln). 

CS(C)3 (continuity for lawlike objects) 

VE3a A(E,a) ➔ 3eVv(ev#O ➔ 3aVE A([v]JE,a)), 

where Eis the only choice parameter in A, a is a meta-variable for 'any 

lawlike variable' (n,a ore), and [v] is the K-element introduced in 1.3.16. 

CS(C)4 (VE3n-continuity) 

where E and n are the only choice parameters in A. 

In the presence of AC-NF, the formulations of CS(C)3 as given here and 

in the introduction are equivalent. 

~ = ~(K), to see this we must show that CS(K)4: 

is equivalent to the usual CS4: 

CS4 implies CS(K)4 trivially, for the converse implication assume that 

VE3n A(E,n) and apply CS(K)4, this yields VE3e A(E,e!E). 

To this sentence we can apply CS(K)3, and find an f EK such that 

Vv(fv#O ➔ 3eVE A([v]JE, ei([v]IE))). 

Now put f and e together. First we apply AC-NF, yielding an e' such that 

Vv(fv#O ➔ VE A([v]JE, \w.e'(<v>-kW) !([v]!E)))). 

Then we define g by 
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gO 0 

{
o if fw = o, 

e'(<h(f,w)~l>*x*(h(f,w)~l)*w) otherwise. 

One easily shows that g EK, and that YE A(E,glE). D 
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CHAPTER 2 

GC-SEQUENCES AND GC-CARRIERS 

2.1. The concept of Ge-sequence was introduced by TROELSTRA (in [T68], 

[T69], [T69A]) as a candidate for a model of the ~-axioms. In [T77], ap­

pendix e, convincing, but not completely rigorous arguments are given for 

the validity of the principle of analytic data and Ve3x-continuity in the 

universe of Ge-sequences. The description of this universe is elaborated 

and refined by DUMMETT ([Du77], see also [TSO]). This chapter will be de­

voted to an even more rigorous, but still informal description of the prim­

itive notion of Ge-sequence (deviating in some respects from the one given 

by DUMMETT), which is to be used as a basis for the construction of a uni­

verse of projections, imitating the behaviour of the primitive concept. 

First, we quote the description of the Ge-sequence of [T77]: 

"We think of a choice sequence a as started by generating values aO,al, ••. -

then, at some stage we decide to make a dependent on another, "fresh" se­

quence aO by means of a continuous operation, i:e. a r OaO (rO:N ➔ N); 

from then on, a is determined by choosing values of aO - at a later stage 

we may in turn wish to make aO dependent on another sequence a 1, so 

aO = r 1a 1, etc. ( ••• ). 

So far we have presented a simplified picture, in as much as we omitted to 

take into account the possibility that a choice sequence is obtained from 

two or more other choice sequences i.e. ( ••• ) 

(In this quotation a misprint in the original text has been corrected 

(line 4: a= rOaO instead of aO = rOaO). Note that the variable-conventions 

in the quotation above, deviate from the ones we have adopted: we should 

use e,eO,e 1,ek etc. instead of a,aO,a 1,°k etc.) 
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It will be clear from this description, that the universe GC of GC­

sequences is not a collection of isolated objects, but rather a network 

in which gradually more dependencies can be created. 

2.2. GC (THE UNIVERSE OF GC-SEQUENCES) IS CONSTRUCTED FROM GCC (THE UNIVERSE 

OF GC-CARRIERS) 

The decision to make a sequence E dependent on another sequence E0 , or 

on a p-tuple E0 , 1, ••• ,EO,p' or rather the description of that decision, pre­

supposes something like the ability to call sequences 'by their name'. The 

existence of countable models for!& in which all sequences are indexed by 

a natural number (U ={n*(a) : nEN} is such a universe) shows that it is 
a n 

feasible to consider universes of sequences in which all elements are iden-

tified by a natural number. 

2.2.1. Hence we assume from now on: 

the universe GC of GC-sequences is constructed from the countable universe 

GCC = {En : nEN} of Ge-carriers. (carriers for short). 

n is the-name of the sequence En. Names are underlined to distinguish them 

from subscripts. 

The construction of GCC is given in 2.3-2.8, the construction of GC from 

GCC in 2.10. The relation between GC and GCC, will be comparable to the re­

lation between lawless and proto-lawless. 

2.3. INTRODUCTION TO THE CONSTRUCTION OF GCC 

One may think of the name n of a carrier as the name of an unbounded 

register for storage of natural numbers. The construction of GCC is an in­

finite (mental) process, divided into stages 1,2,3, ••. , in which the regis­

ters are filled with natural numbers (i.e. all sequences are constructed 

simultaneously). Ex is the x-th number in register E.· With each pair (E_,x) 
n 

there is a stage z in the filling process at which sufficiently many data 

have been provided to determine Ex. E is the infinite sequence 
n n 

E 0,E I, .... In general we shall-not have a finite description of En. n n 
An assertion like 'En has property P' is made at some stage z of the-con-

struction of GCC, on-the basis of the data that are available to us on the 

contents of register n at that stage. This is characteristic for choice 

sequences. 

The description of GC quoted above can be rephrased for GCC as: 



at each stage of the construction of GCC we can either put some values in 

register~• or make the contents of this register dependent on the values 

in the registers n 1, ••• ,n via some continuous operation. 
- -p 

That is to say, if we decide to the second alternative at stage z, we as-
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sociate a computation law to the register~• by which for each x the value 

£ x can 
n 

be determined from initial segments of the sequences£ , ... ,£ 
~I ~ 

These initial segments are to be found in the registers n 1, •.. ,n at a. 
- -p 

stage z' later than z. 

2.4. THE CREATION OF DEPENDENCIES BETWEEN GC-CARRIERS (I) 

2.4.1. Initially all carriers are independent. 

At each stage of the construction of GCC we can decide to make at most one 

carrier dependent on at most two others, or in other words: at each stage 

we can choose a pair(~,~) or a triple(~•~•~),~ and n distinct from~. 

and decide that E:k will depend on E:m or E:m and E:n. 

Not every choice of~ and~ is permitted: 

the carriers E:k is made dependent upon at stage z, must be fresh at stage z, 

where 

2.4.2. DEFINITION (of a fresh carrier) 

A GC-carrier E:n is fresh at stage z, if it has not been made dependent on 

other carriers-at any stage z' s z. 

2.4.3. If we make E:k dependent on E:m or on E:m and E:n at stage z, we say that 

E:k jumps to E:m at stage z or jumps to E:m and-E:n 'at stage z. If we are not 

especially interested in the sequence or sequences on which E:k comes to de­

pend, we simply say that E:k jumps at stage z. 

2.4.4. Note that there are two restrictions in this description of the crea­

tion of dependencies among GC-carriers, not to be found in the original 

description of GC-sequences, namely 

- at each stage at most one carrier can be made dependent on others (the 

single jump property), 

- a carrier can be made dependent on at most two others at the time (at 

most binary jumps). 

As we shall see later, these restrictions are not essential, "at most one" 

and "at most two" can both be weakened to "finitely many". They are intro­

duced to make it technically easier to imitate the concept by means of 
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projections. 

2.4.5. If we follow a particular carrier, say E3 , through the various stages, 

we can picture its history of dependencies (its history of jumps) by means 

of a sequence of labelled finite binary trees as in fig. I. 

Note: stage O is the stage preceding the actual construction of GCC, the 

other stages are stages in the construction process. 

Stage 0 2 3 4 

Dependence 0 3 A X f~ (x tree 0 0 

4 

fig. I 

At stage E3 jumps to (is made dependent on) EO and E1• 

At stage 2 no dependencies affecting E3 are made. 

At stage 3 EQ jumps to E2! whence E3 now depends on e: 2 and EI. 

At stage 4 El jumps to E; and E2. whence E3 now depends on E4-and (two oc-

currences of) E2. 

2.5. THE CREATION OF DEPENDENCIES BETWEEN GC-CARRIERS (2) 

The dependencies among carriers are made via continuous operations. 

If, at some stage, we decide to make En dependent on other carriers, we 

also choose an e EK, a neighbourhoodfunction for a r:N~ N. We call e 

the jumpfunction. 

The effect of the decision to make Ek jump to Em with jumpfunction e is, 

that Ek is completely (lawlike) determined relative to Em· The equation 

which expresses the relation between Ek and Em after the-first one has 

jumped to the second one with jumpfunction e will be given in 2.7. As a 

first approximation to that equation, think of 

(I) 

Likewise· 

(2) Ek=e I (E , E ) m n 

2 
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can be used as a first approximation to the relation between Ek and (Em,En) 

if Ek has jumped to Em and En with jumpfunction e. 

The Jumpfunctions can-be added to the dependence trees for E3 of fig. I. 

This results in fig. 2 

Stage 0 2 3 4 

Dependence 

~ 
3 ~r,, 3 

0 

3 A ~~ tree with 0 I 0 e -
j umpfunc tion: 0 0 el 

- 4 2 

fig. 2 

At stage E3 jumps to EQ and El with jumpfunction 

At stage 3 Eo jumps to E;with Tumpfunction e0 • 

At stage 4 El jumps to E; and E4 with jumpfunction 

2.6. THE GENERATION OF VALUES FOR GC-CARRIERS (I) 

2. 6. I • Initially, all carriers (or rather: all registers ~ are empty. 

At stage I we can choose an initial segment of values for a finite number 

of carriers. We make this choice after we have decided whether any carrier 

will jump, and if so, which one. We only choose values for carriers that 

are still fresh. E.g. in the example of fig. 2, we could choose the initial 

segment m0 for EO and m1 for E1• 

2.6.2. DEFINITION. A carrier is empty at stage z, iff at no stage z' < z we 

have decided to make it dependent on other carriers, or have chosen values 

for it. 

2.6.3. At stage z > I we choose a segment of values for all carriers that 

are non-empty at stage z, but still fresh, and possibly for a finite number 

of empty ones as well. Again, we choose values after having chosen the jump 

(if any). In the example of fig. 2 we could choose 

at stage 2: the segments m0,mj for E0 , El respectively, 

then 
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at stage 3: the segment m'; for E1 and the initial segment m2 for E2, 

then 

(for Eo see 

at stage 4: 

then 

El E m *m' *ID" 
I I I ' 

section 2.7 below), 

the segment m2 for E2 

E2 E m2*m2, E4 E m4' 

(for El see section 2.7 below). 

and the initial segment m4 for E4' 

The pictures of fig. 2 can be adapted to show also the generated values. Thus 

w.e obtain fig. 3. 

Stage 0 I 2 3 

Dep. tree 0 3 A 
~l,ml'11li 

3 
-

with jumpfns ~m<o,'•m" 

and values Q_,mo I, 
lJ ' I I I 

- ml l,m2 

Stage 4 

Dep. tree 3 

with jumpfns 0 - e3 _!_,m 1 *mj *m'11 

and values eo mo*mo el 

I,mz*m2 _::,m4 2 -

fig. 3 

2.6.4. For each~ and y the initial segment Eny must be available to us at 

some stage of the construction of GCC. Hence certainly no carrier must re­

main empty. If carrier n is still empty and fresh at stage n + I, then we 

generate an initial segment for it at this stage. 

So, in our example above, we were forced to choose an initial segment for 

EO at stage I, but we might have left El empty. However, in that case we 

would have been forced to choose values-for El at stage 2. 
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2.7. THE CREATION OF DEPENDENCIES BETWEE GC-CARRIERS (3) 

In the example of figure 3, the initial segment m0 is generated for £0 
at stage I, and the segment m0 at stage 2, i.e. then 

(I) 

At stage 3, £0 jumps to £2 with jumpfunction e0 • If we keep to our first 

approximation-to the relation that now exists between £0 and £2, (see 2.5(1)) 

we find 

(I) and (2) may be in conflict. Hence we replace (2) by 

(3) 

where k lth(m0*m0). (I) and (3) together yield 

(4) 

In general: if £k is made dependent on other carriers at stage I then this 

dependency applies only to the values of £k that are not yet determined. 

That is to say, as a second approximation to the relation which exists be­

tween £k and the sequence(s) £m (and En) to which it jumps at stage z with 

jumpfunction e, we put 

(5) 

£ = m. *(el(£ ,£))respectively, k K m n 

where~ is the segment of values generated for £k at the stages before z. 

At stage 4 in fig. 3 we have: £1 jumps to £4 and £2 with jumpfunction 

e 1• At stage 3 we know already that 

(6) £ 1 E: m *m' *m" 
I I I ' 
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hence (5) would yield 

(7) 

We start to generate values for £4 at stage 4, but £2 is nonempty at this 

stage, at stage 3 we have already-chosen the initial-segment m2 . So, El is 

made dependent at stage 4 on values that have been generated at stage 3. 
This is inconvenient for technical reasons. Therefore, we replace (7) by 

(8) 

where k = lth(m2). 

In general: if we make a carrier Ek dependent on one or two others at stage 

z, then it will depend only on those values of the carrier(s) it jumps to, 

that become available at the stages z' ~ z. That is to say, 

2.7.1. if Ek jumps at stage z, with jumpfunction f, then the relation be­

tween Ek and the carrier(s) Em (and En) it jumps to, is given by 

(9) 

£ = m. *fl(AZ.£ (y +z),Az.£ (y +z)), 
k K m m n n 

where~ is the initial segment of Ek available to us after stage z - 1, 

and y ,Y are the lengths of the corresponding initial segments for£ and m n m 
and En respectively. 

This formulation if final. 

2. 7 .2. Note that for the range of all possible relations after a jump, it 

makes no difference whether we adopt (5) or (9). If we keep to (5) and Ek 

jumps to£ with jumpfunction f:sYm, then we have the same relation between 
m 

Ek and Em as when we keep to (9) and Ek jumps to Em with jumpfunction f. For 
-. - . d h -h . f h- . f . f ( Ym Yn) a Jump to two carriers Em an En' t e c oice o t e Jump unction : s As 

with (5), gives the same-result-as the choice off with (9). 

Conversely, if we keep to (9) and Ek jumps to En with jumpfunction e:[um]' 

where u is the initial segment of E available-to us after stage z - 1 
m m 

(i.e. lth(u )=y, £ =u *AZ.£ (y +z))-then this gives the same result as when 
m m m m m m 

Ek jumps to Em with-jumpfunction e, if we keep to (5). For a jump to two 



carriers E and E , e: ([u ]A[u ]) in (9) gives the same relation as e in 
m n m n 

(5) where E Eu -after stage z-1). For [u] and sy see 1.3.16. 
n n 
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In the tree at stage 4 in fig. 3, the right most occurrence of 2 is 

not labelled with a sequence of generated values. The values generated for 

E2 at that stage are m2*mz, as is shown by the label for the leftmost oc­

currence of~- The rightmost occurrence of~ results from a dependency be­

tween El and (E4 ,E 2), that is created at stage 4. In the foregoing we have 

stated that the-initial segment m2 of E2 is not involved in this dependency. 

Hence we should label the rightmost 2 with m2 only. This gives us fig. 4. 

At stage 4: 
3 

0 I ,m 1 *mj *m\' 

4 el 

fig. 4 

We have the following equations for E3,E0 ,E 1 at stage 4: 

E3 e3i(EO,El), - - -

Eo = mo"'1llo*eoTE2' 

E1 = m1*mj*m1*e~l(E4 ,Az.E 2(k+z)), where k 

while for E2, E4 we-have 

E2 E m2"'1llz,-AZ.E2(k+z) Em; and E4 E m4. 

2.8. THE GENERATION OF VALUES FOR GC-CARRIERS (2) 

Consider the possible sequence of dependence trees with jumpfunctions 

for EQ in fig. 5 

Stage 0 2 3 

Dep.tree 
0 0 

I l~ 'T I 
0 

s s 
with j umpf ns I _I_ I 

s s 

2 
2 

I 
s 

3 

fig. 5 



38 

I s is a neighbourhoodfunction for the shift mapping~=$ 1+ \x.$(x+I). Assume 

that at stage I we generate the initial segment <0> for £ 1, then we have: 

( I ) 

At stage 2 we might generate the initial segment <I> for £2 , then 

I ' 
(2) 

If at stage 3 we generate the initial segment <2> for £3 then 

2, 

(3) 

None of the sets of equations (I), (2) and (3) determines £00, and there is 

no guarantee that it will be determined at a stage z > 3. The process of 

generating values as described in 2.6, must be adapted so as to provide 

this guarantee. It is possible to refine the process in such a way, that 

at stage n + I the initial segments £m(n+I) are.available to us for all 

m $ n. We make a more radical change in the method of generating values, to 

the effect that at stage n + I the initial segments E(n+l) are determined 
m 

for all m. We motivate our approach at the end of this section. 

To generate values for carriers we proceed as follows. 

2.8.1. At stage I we first deal with the creation of dependencies. So we 

start generating values e.g. in a situation as pictured in fig. 6. (Carriers 

not shown are all empty.) 
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Carrier 0 2 3 4 

Dep.tree with A o I 02 o3 o4 

jumpfns 2 

fig. 6 

(a) We choose finite segments of values for a finite number of fresh car­

riers, or equivalently: we generate a natural number x, and associate with 

each fresh carrier n the finite sequence (x) , which is empty for all but 
- n 

finitely many n. We call (x) the pPeZiminar-y choice of values for E. 
n n 

E.g. in fig. 6 we could choose x = <<I>, <2,3>, <4>>, this yields <2-;3> 

and <4> as preliminary choice of values for E1, E2 respectively, and<> 

for all others. 

(b) The preliminary choice may be insufficient to determine values for 

non-fresh carriers. In our example e.g., we need at least two values for 

EI and E2 to determine E0o_, whereas the preliminary choice for E2 consists 

of the single value 4. We now extend our preliminary choice to an infinite 

supply of values for each fresh carrier, by putting: 

the guidirlfl sequence for a fresh carrier!!_, is the sequence gsn = (x)n*AZ.0. 

In our example, the guiding sequences for El and E 2 are <2,3> * AZ.0 and 

<4> * Az.O respectively, all other fresh carriers have Az.O for their guiding 

sequence. 

(c) The final choice of values for each carrier n is to be an initial seg­

ment of its guiding sequence. In finding suitable (i.e. sufficiently long) 

initial segments, we distinguish two cases: 

- if no carrier has jumped, then <gsnO> is the initial segment generated 

for E, i.e. we choose E O = gs O. n n n 
- if a carrier Ek has been-made dependent on one or two others, then we 

have an equation for Ek' either 

or 

Ek= e!(E ,E ), m n 
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where Em and En are fresh carriers. In our example we have EO = s 1 j(E 1,E 2). 

Now we substitute gs , gs for E and E respectively in this equation, 
1m n m n 

which yields EO = s j(<2,3>*Az.0~<4>*Az:-o). In general, we find either 

E = ejgs, k m 
or 

E = ej(gs ,gs). k m n 

From this equation we can determine EkO; the computation of that value re­

quires only an initial segment of either gs or (gs ,gs). We put: 
m m n 

the upperbound for the relevant values of the guiding sequences at stage I 

is 

upb 1 - the minimal z E :N such that EkO is determined by gsm(z) 

or (gsm,gsn)(z) respectively, i.e. such that 

e(<O>*is"°(z)) 1 0 or e(<O>*(gs ,gs )(z)) 1 0 respectively. m . m n 

I In the example upb 1 = 2 (i.e. assuming thats has the optimal modulus of 

continuity). 

Once we have computed upb 1, we put 

gsn(l+upb 1) is the sequence of values generated for the fresh 

carrier En at stage I. 

We use l+upb 1 instead of just upb 1 here, to provide for the case that 

upb 1 = O. In our example we would end up with 

<2,3,0> as the initial segment of EI, 

<4,0,0> as the initial segment of E2' and 

<0,0,0> as the initial segment of all other fresh carriers. 

From the equation EO = s 1 j(E 1,E 2) we find 

j(3,0) 
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2.8.2. At the next stages we essentially repeat this procedure. To continue 

our example, let £3 be made dependent on £I via eat stage 2, see fig. 7. 

Carrier 

Dep.tree with 

jumpfns and 

0 

A 
_!_, I, 

gen. values k2,3,0> <4,0,0> 

First, we generateay, e.g. y 

choice of values we have 

(y) I <0, I> for 

(y\ <3,4,5> for 

(y)n < > for all 

and as guiding sequences 

gs! = <0, I> * :\z.0, 

and 

2 3 4 

ol,<2,3,0> •I,<4,o,o> 0 !:_,<0,0,0> 

fig. 7 

<0,<0, l>,0,<2>,<3,4,5>>, i.e. as preliminary 

£1 

£4 

fresh n, n i. {1,4}, 

gs4 <3,4,5> * :\z.0, 

gs ;\z.0 for £ fresh, n i. {1,4}. n n 

At this stage we have to provide for the determination of £nl' for all car­

riers. There are two dependencies now, which yield two equations to be con­

sidered: 

(I) 

(2) 

(Cf. 2.7.1, 3 is the length of the initial segment generated for £1 at stage 

I.) Now we substitute the guiding sequences for the parts of £1 arid £2 that 

are not yet available, i.e. gs 1 replaces ;\z.£ 1(3+z) and gs 2 replaces 

;\z.£ 2(3+z), which yields 
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Obviously, we do not need any values of gs 1, gs 2 to determine £0 1 and £3 1 

from these equations, that is, we find upb 2 = O. The generated values for 

£n' n fresh at stage 2, are gsn(l+upb 2), i.e. <gsnO>. So now we have 

£1 E <2,3,0> * <0> since gs 10 0, 

£2 E <4,0,0> * <0> since gs 20 0, 

£4 E <0,0,0> * <3> since gs4o 3, 

£ = 0 s 11(£ 1,£ 2), whence £0 E <j (3, 0) , j ( 0, 0) , j ( 0, 0) >, and 

£ = 3 
<0,0,0> * elAz.£ 1(3+z), whence £3 E <0,0,0>. 

All other carriers have initial segment <0,0,0,0>. 

Fig. 8 shows the situation after stage 2. 

Carrier 0 I 2 3 4 
- - - - -

Dep. tree with A oJ_,ml 0 2_,m2 
Il,m3 

o ~,m4 

jumpfns and 
e 

l_,<O> 
gen.values l_,ml 2_,m2 

fig. 8 

Carrier 0 I 2 3 4 
- - - - -

Dep.tree witt 
f I ~,ml 

0 2,m2 t•3 o 4,m4 

jumpfunctions f ~_2_,m, e l_, <O> 

and gen. valUE s 4 - ·- f 4 

fig. 9 
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Figure 9 shows the situation which occurs if we decide to make £1 dependent 

on £4 at stage 3. 

At this stage£ 2 must become available for all n. In fact, these values 
n 

are already available at stage 2. I.e. the upb3 computation will yield O, 

and there will be one value generated for each fresh £n:gsn0. 

Assuming that gs 20 = 1, gs4o = 2, we reach the situation of fig. 10. 

Carrier 0 I 2 3 4 
- - - - -

witr 
0 __l_,ml 2,m *<I> 

e rm] o_'.l_,m4 *<2> Dep. tree , I~.,,, 0- 2 

jumpfns and ~2,m2«1 1 ,<O> 
f 

-

gen.values 4, 2 f ~,<2> 

fig. 10 

At stage 4 we do not create new dependencies, i.e. we start generating values 

in the situation of fig. IQ. 

First we determine the guiding sequences, then we make a list of all car­

riers that depend on other ones. This list consists of Q_, ..!_, and 1_ in our 

example. The equations relating these non-fresh carriers to the fresh ones 

are: 

(3) 

(4) 

(5) 

£1 = m1*f\\z.£4 (4+z), where 4 = lth(m4) is the number of values 

that were avaTlable for £4 when £ 1 came to depend upon it at 

stage 3. 

If we substitute (4) in (3) we find 

(6) 

substituting (4) in (5) yields 
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(7) E3 = m3*el(<0>*f1Az.E4 (4+z)), where <0> 

value of Az.E 1(3+z). 

We do already have initial segments m2*<1> and m4*<2>, both with length 5 

for E2 and E4 respectively, so if we substitute gs 2 and gs4 for the parts of 

E2 and E4 that are not yet available, we find 

I 
(8) E = s l<m1*fl(<2>*gs4), m2*<l>*gs2), 0 

(9) E = 
3 m3*el(<0>*fl(<2>*gs4)), 

( 10) E = 
I mi*fJ(<2>*gs4 ). 

From these equations we can compute E03, E13 and E33, the values that must 

become available to us at this stage.-We determine-upb4 = minimal z, such 

that gs 2(z) and gs4 (z) suffice to perform these computations. (upb4 will 

probably be unequal to 0, depending one and f). As before, gsn(l+upb4) is 

the sequence of generated values for each fresh n at this stage. 

2.8.3. Sunnnarizing: in generating values for fresh carriers at stage z + I 

one takes the following steps: 

- Determine a preliminary choice of values (completely arbitrary). 

- Determine guiding sequences. 

- List all 'dependency equations', either of the.form Ek= q,(Em,En) or of the 

form Ek= q,(Em). 

If chains of dependencies exist, make substitutions in this list, to ob­

tain only equations of the form Ek= q,(E , ••• ,E ), where n 1, •.• ,n are 
- ~I !!p - -P 

fresh at stage z + I. 

Make a list m1, ••• ,m of all fresh carriers that occur in the right hand 
- -q 

side of an equation in the list, and substitute gsmi for the part of E~ 

not yet available at stage z + I in all equations of the list, for 

i = l, ... ,q. 

- Determine the minimal y such that gsm1(y), ••• ,gsmq(y) suffice to compute 

Ek(z) from the equation for Ek in the list, for all non-fresh k. This y 

we call upbz+I. 

- The generated values for En at stage z + I, En fresh, are gsn(l+upbz+I). 

Note that in order to compute upb it is essential that jumpfunctions are 

neighbourhoodfunctions for continuous mappings, and not the continuous 
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mappings themselves. 

2.8.4. This method of generating values does not leave us full freedom in 

the choice of values for £n at stage z (£n fresh), nevertheless, we do have 

freedom of continuation for carriers locally, in the following sense: 

if n 1, •.• ,n are fresh at stage z, £n.(Y) is the segment of values available 
- ~ 5 

to us for£~, i = l, ••. ,p at this stage (note that all these segments will 

indeed have the same lengthy= li~z'<z (upbz 1 +l)), and £~(y) = ~i(y) for 

i = l, .•• ,p, ~i EN arbitrary, then we can arrange by a suitable preliminary 

choice of values, that after this stage we have ~(y') = T.°(y'), i = l, ... ,p. = l. 

y' > y, where £n.(y') is the segment of values now available for £n·· 
5 !.9-

2. 8. 5. It may seem unnatural to use an infinite supply of zero's, in order 

to achieve that for all carriers~ at stage z + I the value £n(z) is avail­

able. This gives the number zero a special status in the universe of Ge­

carriers Gee: Gee satisfies Vx3n(~(x) = Az.O(x)), but not e.g. 
n 

Vx3n(£(x) = Az.y+I (x)). 
n 

However, in the construction of Ge, the universe of Ge-sequences, this 

special role of the zero is made invisible (see 2.10.6), that is to say: 

for the construction of Ge ft makes no difference whether we define Gee as 

we do here, or use a (non-equivalent) variant, in which it is guaranteed 

only that for the carriers £n' n ~ z, 

mined at stage z + I. 

an initial segment Z-(z+I) is deter­
n 

Our choice of definition is motivated by a technical reason: if we 

choose a more liberal approach, which requires the specification of suffi­

ciently many values at each stage only for a finite set of carriers, and 

leaves us full freedom w.r.t. the others, then we have to take additional 

steps in the generation of values, distinguishing between carriers for which 

the choice of a sufficiently long segment is forced upon us, and others, 

where we are (still) free to choose any segment we want. This would further 

complicate a faithful imitation of Gee and GC by means of projections. (We 

feel that the projectionmodel is already complicated enough.) 

Moreover (and maybe even more important) it is technically most convenient 

that at each stage z the segments of values generated for the fresh carriers 

have the same length 

2.8.6. With this section we conclude the description of Gee. We have defined 

this universe more narrowly than seems natural, in order to prepare for the 



46 

possibility of "coding" the construction of carriers by means of projections. 

The artificial character of those restrictions is on reflection seen to be 

inessential: the freedom of continuing and creating dependencies in a finite 

set of Ge-carriers is not affected by them. 

2.9. DRESSINGS, FRAMES AND RESTRICTIONS 

Stase 

Dep. tree 

with jumpfns 

and gen. 

values 

o I 

0 

fig. 11 

2 3 

I,m' 2 

Fig. 11 shows the possible history of carrier.!._ through the stages 1,2,3. 

(The labelling with jumpfunctions and generated values is restricted to the 

changes w.r.t. the situation at the previous stage,) 

2. 9. 1 • DEFINITION. For each z, E is a mapping from the set { n : n fresh at z 
stage z} into N, defined by 

Ez(n) = the part of £n which becomes available qnly after stage z, 

i.e. if we write UPB -for the connnon length of the initial segments of the 
z 

fresh carriers that have become available through the stages l, ... ,z 

(UPB0 = 0), then 

E (n) = AX,£ (UPB +x) z n z 

E stands for 'empty', we call E (n) the empty paPt of£ at stage z. 
z n 

Note that E0 (n) is defined for all n and equal to £n, 

From fig. 11 we can read for each z E {1,2,3} a list of equations re­

lating £ 1 to empty parts of fresh carriers at stage z. At stage 1 we find: 
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(2) E 2 = [m2J I E1 (2), E3 = [m3 JI E1 (3), and substituting (2) in ( 1) 

yields: 

At stage 2 we find additional equations for E1(2) and E1(3). First E 3 jumps 

to E2 and E4 at this stage, with jumpfunction e3 : 

Recall from 2.7 that if~ jumps to!!. and~ at stage z+l, then the values of 

Ek not yet available (i.e. E (k)) are determined from the values of E and z n 
E- that are not yet available (Le. E (n) and E (m)) via the jumpfunction.) n z z 
Moreover for E2 and E4 we generate the values m2 and m4 respectively at this 

stage: 

We can substitute (5) in (4), and the resulting equation and (5) in (3), to 

find 

At stage 3 we find the following additional equations for E2(2) and E2(4): 

(8) 

which yield together with (6) an even more unreadable equation for E 1• 

2.9.2. It will be clear that for each carrier n at each stage z we have an 

equation 

E = r (src(n,z)), n z 

where r is a continuous mapping from N into N and src(n,z), the source 
z 
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for E at stage z, is an element of N constructed from empty parts of fresh 
n 

carriers at stage z, i.e. src(n,z) is a sequence of which no values are 

known to us at stage z. 

2.9.3. The dressing for E at stage z, is a standard neighbourhood function 
n 

for r, the frame for E at stage z is a structure which tells us how the z n 
source src(n,z) is constructed and from which empty parts. 

The mappings d : z f+ the dressing for En at stage z, and n 
f : z ... the frame for E at stage z n n 

will play a key role in the imitation of CC-carriers by means of projections. 

We shall not give the formal definition of d and f here, but we shall ex-
n n 

plain their construction, using the example of fig. 11. For that explanation 

we need some tools. 

0 1 

0 

3 

fig. 12 

Fig. 12 shows three pictures of frames. 

2.9.4. DEFINITION. A frame is a finite strictly binary tree, i.e. a finite 

tree in which each node has either two immediate descendants or none at all, 

the terminal nodes of which are labelled by natural numbers. 

(A detailed formal treatment of frames is given in chapter 3.) 

Let D be either Kor N. Let p: D x D ➔ D, the pairing on D, be A or j re­

spectively. (For A see 1.3.23.) 

Fig. 13a shows a finite strictly binary tree T, with a mapping$ from its 

terminal nodes into D. 
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p(a,p(p(b,c),e) 

¢ ! (p(b,c) ,e) 

l a 1 ~,c) a 1 
I l 

e (a) (b) 

1 1 e 

b C 

b C 

fig. 13 

Fig. 13b shows how this mapping can be extended to one with domain all nodes 

of T. 

2.9.5. DEFINITION.(i) The extension of a mapping¢: terminal nodes of T + D 

is the mapping l),: nodes of T + D which satisfies: 

l),(n) ¢(n) if n is a terminal node of T, 

l),(n) p(a,b) if n is non-terminal in T, and a and bare the 

values of l), on the left hand and the right hand 

immediate descendant of n respectively. 

(ii) The T-nesting of¢: terminal nodes of T +Dis the image of the top­

node of T under the extension of¢. 

(For a formal treatment of nestings see chapter 3.) 

If a ED is the T-nesting of¢, then we say that¢ represents a in T. 

2.9.6. CLAIM. Application. I- is distributive over nesting, i.e. if¢ EN 

is represented by¢' in T as in fig. 14a, and l), EK is represented by \), 1 

in T as in fig. 14b, then wl¢ is represented as in fig. 14c. 

~ T,¢' 
(/\ 

T,l),' 
(A 

X1 J l 1 T r el I X1 J J 
Xz X3 a e2 e3 b e2IX2 e3lx3c 

fig. 14 
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PROOF. See 3.2.16(c). 0 

2.9.7. Now we show dz and f z are constructed for z = 0,1,2,3, n = I where 
n n 

the history of carrier_!_ through the stages 0,1,2,3 is pictured in fig. II. 

Stage 0 2 3 

o I 

~~.m,~ 
2 

I,m; j_,m4 

fig. II (repeated) 

At stage O the source for El is just El= E0(I). The values of El are com­

puted from those of the source via the-identity mapping. 

We put d1(0) = id, f 1(0) = 0 1, the frame with a single node, labelled I. 

At stage I first E0 (I) is made dependent on E0 (2) and E0 (3) via e 1, i.e. 

we have an equation 

where x1 can be represented as in fig. !Sa. 

A A A (\ l r l l I I 
E0 (2) E0 (3) [m2J]E 1 (2) 

[m2] [m3] 
E1 (2) E1 (3) 

X1 x1 [m3 J!E 1 (3) 81 1/J I =src( I, I) 
a b C 

fig. 15 

Next we generate values, m1 for E2 and m3 for E3 , We can now refine the 

representation of x1 to the one given in fig. !Sb. We use distributivity of 

application over nesting, and find that 



where g 1 is represented as in fig. JSc, and w1 as in ISd. We put d 1(J) = 

= e 1:g1, the source for £ 1 at stage I, src(J,J) is w1, and f 1(1) is the 

structure obtained from fig. ISd by replacing E1(2) and E1(3) by their 

names 2 and 3 respectively. 

At stage 2 we first decide that 

SJ 

i.e. the representation of the source src(l,1) as given in fig. ISd. is re­

fined to the one of fig. 16a. 

n A () ,,r,;\ l r r l 
E 1(2) e 3 \(E 1{2),E 1(4)) id e3 El(2) j(El(2),E(4)) ½ l 

' 

src(I,l) a f2 b 
Xz 

EI ( 2) E 1 (4) 
X2 C 

fig. 16 

Using distributivity we find that 

f 2 represented as in fig. 16b, x2 represented as in fig. 16c. 

After generating values the representation of x2 can be refined to the one 

in fig. 17a, application of distributivity yields 

g2 as in 17b, w2 as in 17c. 
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~ ~ ~ 
[m2JIE 2(2)J L [m2] i i E2(2) l ! 

[m2J IE 2(2) [m' J [m4 J E2 (2) E2(l1) 
.. 2 

[m4J!E 2(4) 
g2 b ijJ 2=src ( 1, 2) C X2 a 

fig. 17 

i/J 2 is the source for £ 1 at stage 2, src(l,2). The dressing for £I at stage 

2, d1(2) = d 1(I): f 2 :g2, the frame for £ 1 at stage 2, f 1(2) is obtained 

by replacing the empty parts of carriers in 17c by their names. (i.e. 2 for 

E2(2), 4 for E2(4)). 

At stage 3 we decide that 

i.e. 17c is replaced by 18a. Using distributivity we find that we now have 

f 3 and x3 represented as in 18b and c. 

~ ~ fA 
e2 1E2(0~ r e2 ! l E/0) l l 

e21E/0) E/4) e2 id E2 (0) E/4) 

src (I, 2) a f3 b X3 C 

fig. 18 
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~ [m"~ ~ l 
[m4JII/4) o cJJ cJJ E3(0) l I m"]IE (0) E3(0) E3(4) 0 3 0 4 

X3 
[mo]IE3(0) a 83 b ljJ 3=src(l,3) 

fig. 19 

After generating values we can replace 18c by 19a; using distributivity we 

find that 

g3 and ljJ3 represented by 19b and c respectively. As before ljJ 3 is src(l,3), 

the source for E 1 at stage 3, d 1 (3) = d 1 (2): f 3 : g3, f 1 (3), the frame for 

C 

El at stage 3, is obtained from 19c by replacing empty parts by their names. 

2.9.8. The example is characteristic for the construction of d and f in 
n n 

general. Sunnnarizing: 

- The frame for En at stage O is 0 n, 

We obtain f (z+T) from f (z) as follows: 
n n 

(i) if none of the labels off (z) refers to a carrier which is made de­
n 

pendent on one or two others at stage z+I, then f (z+I) = f (z), 
n n 

(ii) if k is a label of fn(z), and Ek jumps to Em at stage z+I 

(i.e. E (k) = elE (m), e the jumpfunction) thenk is replaced by m to ob-z z 
tain f (z+I), 

n 
(iii) if Ek jumps to E , E , then the label k is replaced by the pair m1 ,m2 

- ~l ~ 
to obtain f (z+I), that is to say, we extend the tree off (z) by 

n n 
adding two immediate descendants for each terminal node with label k, 

label these new terminal nodes with m1 and m2, m1 to the left, m2 to 

the right, and erase the original label. 

- The dressing for En at stage O is id. 

dn(z+I) has the form dn(z): fn,z+I: gn,z+l' 
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f +I is represented by a mapping from the terminal nodes f (z) into K, n,z n 
which assigns to a terminal node n with label k the value id if ck does 

not jump at stage z+I, and the jumpfunction if it does. 

g I is represented by a mapping from the terminal nodes off (z+I) in-n,z+ n 
to K, which assigns to a node n with label k the value [11\c], where 11\c are 

the values generated for ck at stage z+I. 

2.9.9. Recall that in the process of generating values we have to determine 

at each stage a value upb. The construction of dressings for carriers can 

be used to reformulate the computation of upb; We illustrate this by means 

of the example above. (2.9.7.) 

At stage I we found that 

where src(l,1) is represented as in fig. 20a. (=fig.15d.) 

After having decided that at stage 2, c3 jumps to c2 and c4 with jumpfunc­

tion e 2 we have 

x2 represented as in fig. 20b. (=fig.16c.) 

At stage 2, c 1 I must become available. To achieve this we choose a suitable 

initial segment of the guiding sequences gs 2 and gs4 as generated values 

for c2 and c4 (the carriers on which c1 depends)'respectively. To find 

such suitable initial segments, we substitute gsn for E1 (n) in fig. 20b, 

which yields 20c. The sequence represented in fig. 20c is called the 

guiding sequence for c 1 at stage 2 : gs 1• 

A CA ~ i I 
E1 (2) E1 (3) El(2) I l gs2 ! l 

a E 1 (2) E 1 (4) b gs2 gs4 C 

fig. 20 
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Then we determine the smallest z such that 

If we generate gs 2(z) and gs4 (z) for E2 and E4 respectively, then we shall 

find that d1 (2) = d 1 (I): f 2 : [~(z) ],-whence-there is a y such that 

( I ) 

for all$, i.e. in particular we have 

(2) 

We shall not generate gs 2(z) and gs4 (z) however. Before generating values 

we repeat the construction of a minimal z as above for all non-fresh car­

riers, the maximum of all these values we call upb 2, and we generate for each 

fresh n gsn(l+upb 2). But then (I) and (2) will hold a fortiori, and we have 

similar equations for all non-fresh carriers at stage 2. Since at least one 

value is generated for all fresh carriers, we are also sure to have deter­

mined Enl for En fresh, so we have Eml for all m. 

In general: we generate values for En' n fresh at stage z+l in such a way 

that 

(3) Vn3yV$[(d (z+I) l~)(z) 
n 

y]. 

Together with the equation 

(4) E d (z+l)lsrc(n,z+l) 
n n 

this yields 

(5) E n range (\~.d (z+l)I$). 
n z n 

Finally we put 

2.9. 10. DEFINITION. 

(i) A restriction is a pair (e,F), e EK, Fa frame 

(ii) The restriction for E at stage z is the pair (d z,f z) n n n 



56 

The restriction for £n at stage z contains all information that is available 

to us on the values of£ at stage z. (5) might suggest that this informa-n 
tion is already contained ind z. Note however that the growth of the 

n 
dressings is regulated by the frames, that is to say, the relation between 

d (z+I) and dz depends on f (z) and f (z+I). Note also that the frame for 
n n n n 

£n at stage z contains information on the relation between the values of £n 

aii"d the values of other sequences. 

2.9.11. REMARKS. (a) It might appear strange that we should find such high­

ly intensional information as the names of the carriers on which £n depends 

among the extensional data (as labels of the frame) for £n at stage z. How­

ever, they serve as markers only: if n is some permutation of lN then we can 

just as well replace all names of carriers min the frame by the value nm. 

(The use of the actual names is a matter of convenience.) 

(b) Fig. 21 shows the frames and the dependence trees for the carrier £1 of 

our example in the stages 0-3. There is an obvious resemblance: the frame 

can be obtained from the depence tree by deleting its non-terminal labels, 

and contracting pairs of nodes n,n', where n' is the only immediate descen­

dant of n, into a single node. 

Stage 0 1 2 3 

IDep. tree 
0 1 

I\ fx 
1 

-
2 3 - -

2 3 - -
0 2 4 - - -

2 4 - -
0 -

0 

A, ~ ~ Frame 
I 

2 4 0 4 

fig. 21 



2.10. THE CONSTRUCTION OF GC FROM GCC 

3 l 
2 

frame F tree T of F 

fig. 22 

2. JO.I. DEFINITION. (of EF) 

Let F be a frame with tree t. The neat of GC-carriera EF is the T-nesting 

of the mapping¢: terminal nodes of T + GCC defined by 

¢n = Ek iff k is the label of n in F. 

2. 10.2. DEFINITION (of GC, the universe of GC-sequences). 

GC = {elEF: (e,F) a restriction}, 

57 

i.e. each GC-sequence Eis given to us by a restriction (e,F), the initial 

restriction for E, and conversely, each restriction is the initial restric­

tion of some EE GC. If (e,F) is the initial restriction for EE GC, then 

e is the initial dressing for E, and F the initial frame. 

2.10.3. REMARK. One may compare the construction of GC from GCC to the con­

struction of LS from PLS (the universe of proto-lawless sequences). The 

data available to us on the values of a proto-lawless a at stage z of its 

construction, consist of: 

(i) an initial segment v of a, and 

(ii) the name a of the source of future values (which plays a role in de­

ciding the extensional equality betwee proto-lawless sequences). 
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The restriction (e,F) for a carrier at stage z, is the analogon of the pair 

(v,~) for a proto-lawless sequence. Proto-lawless sequences are, unlike 

GC-carriers, individualistic. There is a condition on the set Rz of all 

available pairs (v,~) at stage z in PLS namely 

V~3!v((v,~) E R ). 
z 

Now LS can be defined as 

where R0 satisfies 

(I) 

and 

(2) 

i.e. LS is obtained from ~LS by 'prefixing' a complete (i.e. satisfying con­

dition (2)) and consistent (i.e. satisfying condition (I)) set of initial 

pairs (v,::_). 

Analogously, GC is obtained from GCC by 'prefixing' a complete set of ini­

tial restrictions. (Comp,lete in the sense that all restrictions occur as 

initial restriction.) In this case there is no consistency condition, at 

least not modulo extensional equivalence. 

2.10.4. LEMMA (Closure of GC under continuous-function-application and 

pairing). 

If E,n E GC and e E K, then e!E E GC and j (E,n) E GC. 

PROOF. If E E GC is given by the initial restriction (f,F), then e!E is 

given by (e:f,F). 

If E = f!EF and n = g!EG' then j(E,n) = (fAg)!j(EF,EG). (For f Ag see 

1.3.23.)j(EF,EG) = EFAG' where FAG is obtained by putting F and G below 

a common topnode, F to the left of G. (See fig. 23, recall the definition 

of nesting, 2.9.5.) 

So j(E,n) has the initial restriction (fAg,FAG). D 



A ;(-a 0 0 

2 0 
F G 

FAG 

A M + i 
EQ EI l i -

* 
i J i EQ 

EF E2 El EQ 
EI E2 EJ 

EG j (Ef, E )~Eft\G -

fig. 23 

2.10.5. The restriction for Eat stage z (EEGC) is defined as follows 

(example). 

The restriction for Eat stage O is the initial restriction for E. Let 

this restriction be (e,F), as in fig. 24a, then 

(I) 

EF represented as in fig. 24b. 

At stage z+l we have equations 

E = d (z+I)!src(n,z+J) 
n n 

for each n, in particular for then which occur as label in F, so the re­

presentation of EF can be refined to the one given in fig. 24c. 

59 
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~ () ~ I 2 d l ( z+ I) I src (I' z+ I) r 
EI E2 

b 
d 2(z+I) !src(2,z+II) 

F a - EF - EF 

~ ~ 
J i ! 1 

d I ( z+ I) d 2 ( z+ I) src(l ,z+I) src(2,z+I) 
f d src(F,z+I) e 

fig. 24 

Using distributivity of. J. over nesting we find that 

(2) fJsrc(F,z+-1), 

f represented as in fig. 24d, src(F,z+I), the source for EF at stage z+I 

represented as in 24e. 

We write dF(z+I) for the mapping f of (2), and put: 

the dressing for Eat stage z+I is e: dF(z+I), e.as in (I), i.e. the ini­

tial dressing. dF(z+I) is the dressing for EF at stage z+I. 

For each n we have a frame f (z+I) at stage z+I and a corresponding repre­
n 

sentation of src(n,z+I), the source for En at stage z+I (see fig. 25). 

A 
0 0 

/\ 3 l 
3 4 I r Ez+ I (3) 

f 1 (z+l) 
Ez+l(3) Ez+l(4) 

src(l,z+I) f 2(z+I) src(2,z+I) 

fig. 25 

C 
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a b C 

(\ ,~' src(l,z+I) src(2,z+I) 

src(F, z+I) 

n1(3) 
Ez+I (3) E!+I (4) f F(z+ 1), the frame for 

src(F.z+I) Eat stage z+I 

fig. 26 

So the representation of src(F,z+l) of fig. 24e (=fig.26a) can be refined 

to the one of fig. 26b, by simply substituting the representation of 

src(n,z+l) for src(n,z+l) itself, for each label n of F. 

The frame for E = e!EF at stage z+l is obtained by replacing empty parts 

by their names in this last representation, or equivalently by substituting 

f (z+l) for each node n of F with label n, and deleting the original label 
n 

We write fF(z+l) for the frame for elEF at stage z+l, and put: 

the restriction for E = elEF at stage z+l is (e:dF(z+l), fF(z+l)). 

2.10.6. REMARK. GCC is a subset of GC, the carrier En is given by the ini­

tial restriction (id, 0 n). ( 0 n is the frame with a single node, labelled n.) 

However, there is no extensional distinction between the carriers and the 

other sequences of GC. We know that for each k, all but finitely many car­

riers have an initial segment \z.O(k). Now let E be such a carrier. If we 
m 

are presented with the sequences E E GC and ski£ E GC (given by the re-
m m 

striction (sk, 0 m)) there is no way-of deciding, looking at their values 

only, which of the two is the carrier: it may the first one, from which 

the second one is obtained by deleting the first k zero's (as is actually 

the case), but it may also be the second one, from which the first one is 

obtained by prefixing \z.O(k). 

Thus, the undesired side-effects of our method of guaranteeing that for 

each n, £(z+l) is available at stage z+l, are neutralized in GC. 
n 
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2.11. GCC(C) AND GC(C) 

In this section we relativize the notions of GC-carrier and -sequence 

to special subsets of K. 

2.11.1. DEFINITION (of GC-carriers w.r.t. Cc K). 

Let C be a subset of K. GCC(C), the universe of GC-carriers w.r.t. C, is de­

fined as GCC, except that if we decide to make a carrier jump at some 

stage, then our choice of a jumpfunction is restricted to the set C. 

Note that GCC itself is GCC(K). 

Concepts like the dressing for En at stage z, the frame for En at stage 

z and the restriction for E at stage z, are defined for E E GCC(C), Car-
n n 

bitrary, exactly as in the special case E E GCC. 
n 

For any restriction (e,F) we can arrange in GCC, by a proper choice of 

jumps, jumpfunctions and generated values, the existence of an Ek such that 

Ek= elEF. 

Therefore it makes sense to define GC, the universe of GC-sequences, as the 

set of sequences of the form elEF where (e,F) ranges over all restrictions. 

In GCC(C), the dependencies that can be created between one carrier 

and a nest of others are limited. 

We can achieve that Ek= elEm or Ek 

jump at stage I with Jumpfunction e. 
It is also possible to have Ek= [v] 

ej(E ,E ) fore EC, by making Ek m n 

:e:sxlE, 
m 

where x = lth(v), e E C,by making Ek dependent on 

sxl(E E) of E or (E ,E ) respectively at stage z+I, via the jumpfunction m, n m m n 
e, after-having-generated-the sequence v for Ek. 

Combination of these two possiblities can yield the relation 

where e,f 1,f2 are elements of C. 

In general, we can create dependencies 



in GCC(C), where e is constructed from elements f e C and neighbourhood­

functions of the form [v] and sz, by means of composition and pairing. 

2.11.2. DEFINITION (of dependency-closed). 

A subset C of K is dependency-aiosed iff 

(i) Vv([v]eC), whence also id e C, 

(ii) Vz(szEC), 

(ii) C is closed under composition:, 

(iv) C is closed under pairing A, 

2.11.3. LEMMA. If C is dependency-aiosed then: 

(a) FOP eaah n and z, the cb:>essing fop E e GCC(C) at stage z, d (z), be-n n 
iort.fJS to C. 

If F = f (z), the fro:me foP E at stage z, and x is the rrurribeP of n n 
vaiues generoted thPough the stages z' s z, fop eaah of the aamePS 

Ek that ape fPesh at stage z, then En= dn(z): sxlEF' dn(z): sx e c. 
(b) If e e c, F an aPbitroPy fParne, thenwe aan aPPange foP the existenae 

of an Eke GCC(C) suah that Ek= ejEF, 

PROOF • 

. (a) Trivial from the construction of d and the definition of dependency-
n 
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closed, (Note that if C is closed under pairing, then it is also closed 

under nesting,) 

For the equation E = d z: sxjEF recall that by definition 
n n 

E = d zlsrc(n,z). src(n,z) is the nesting of empty parts of carriers. 
n n · 

These empty parts can be obtained from the carriers themselves by de-

leting the values already generated. If the number of these values is 

x, and F = fn(z), then src(n,z) = sxlEF, 

(b) We give a characteristic example. Let F be the frame of fig. 27a. We 

shall arrange that 

F 

~ 
I 2 

2 
a b 

fig. 27 

C 



64 

First split Finto F1 and F2 as in figs. 27b and c, thereby introducing a 

new label 4. 

At stage I make E3 jump to E0 ,E4 with jumpfunction e, i.e. 

(I) 

Choose values for E4 ,E 1,E 2 and EO in such a way that 

(2) ¾(x) = ~(x), 
2 

where x = I + upb 1 • (I.e. we make the choice of values for E4 dependent 

on the choices for E1 ,E 2 and E0 .) 

Now split F2 into F3-and F4 as-in figs. 28a and b 

A 
2 

a b 

fig. 28 

At stage 2 make E4 jump to (E5 ,E0) with jumpfunc.tion id, i.e. we arrange 

that 

(3) 

Choose values for E0 ,E 1,E 2 and ES in such a way that those for ES coincide 

with those for EF4 - j(El-;E2h i.e. we arrange that now 

(4) 

where y =I+ upb 2 . 

~(x+y), 
2 

At stage 3 finally we make ES dependent on (E 1,E2) via id, i.e. we arrange 

that 

(5) 



From (3) and (5) we now read: 

(6) \z.E4 (x+y+z) = \z.EF (x+y+z). 
2 

From (4) and (6) we find 

(7) 

From (I) and (7) we find 

Obviously j(E0 ,EF) = EF' i.e. we have the desired relation. 0 
- 2 

This lemma justifies the following 

2. 11.4. DEFINITION (of GC(C), C dependency-closed). 

If Cc K is dependency-closed, then GC(C), the universe of GC sequences 

w.r.t. C, is defined as 

GC(C) {el£F: e E C, Fa frame} 

where EF is a nest of Ge-carriers w.r.t. C. 

2. 11 .5. REMARKS. 

(a) We shall not define GC(C) for arbitrary C. 

(b) Since dependency-closed sets contain all mappings [v] and z 
s ' 

2. 10.6 also holds for GC(C), and GCC(C), C dependency-closed. 

remark 

2.11.6. LEMMA (closure of GC(C), C dependency-closed, under pairing and 

el.,e EC.) 

If £,n E GC(C), C dependenay~alosed, -then el£ E GC(C) and j(E,n) E GC(C). 
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PROOF. See 2.10.4, for el£ E GC(C) use that C is closed under composition, 

for j(E,n) E GC(C) use that C is closed under pairing. D 

2.12. PROJECTION MODELS FOR GC(C) 

In the construction of projection models for GC(C) we shall proceed 

as follows: 
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(a) We construct a universe which imitates the behaviour of {Az.f z: n E ]N }, 
n 

where fnz is the frame for the carrier En E GCC(C) at stage z. 

(b) We define a (class of) universe(s) imitating the behaviour of 

{;\z.d z: n E N }, d z the dressing for En E GCC(C) at stage z. 
n n 

(c) From the imitation of dressing sequences-under (b), we define the imi-

tation of carriers, using the observation that 

E z = y ++ Va[(d (z+l)ja)(z) y] n n 

cf. 2.9.9 (3) and (4). 

(d) From the imitation of carriers we define the imitation of GC(C). 

We turn to the projection model construction in chapter 4. First we 

give the formal theory of frames and nestings in chapter 3. 
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CHAPTER 3 

FRAMES AND NESTINGS 

In this chapter we introduce the tools that are needed for the defini­

tion of projectiorunodels of GC(C)-sequences, and the derivation of their 

properties. The reader should concentrate on the definitions that are pre­

sented, and try to get used to the notation. Once the definitions have been 

understood, the facts and lemmata will be simple. It suffices to form an im­

pression of their contents. It is not necessary to study them in full de­

tail. 

3. I. FRAMES 

a b 

fig. I 

Fig. la shows a picture of a finite strictly binary tree. The little 

circles are the nodes of the tree, the highest node in the picture, marked 

T, is the top-node. All nodes, except the top-node, immediately descend 

from (i.e. are connected by a line with) a higher node. A node without 

descendants is a terminal- or bottom-node (the node marked Bin fig. I). 

Bottom-nodes will also be called branches; this name is explained by the 

identification of the node with the path that connects it with the top-node. 

Each non-terminal node has exactly two immediate descendants (hence strict­

ly binary tree). 

In fig. lb all nodes of the tree, except the top-node, are marked by 

zero or one; zero for left-hand immediate descendants, one for the right-
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hand immediate descendants. Thus each node is identified by a finite 0-1 

sequence: the top-node by<>, and e.g. the nodes marked A and B by <0,1> 

and <0,1,1> respectively. 

We might define a strictly binary tree in the usual manner, i.e. as a 

finite set S of finite 0-1 sequences, satisfying two closure conditions: 

(I) 

(2) 

However, we shall mainly be interested in the relation 'vis a branch of S', 

and less in the more general 'vis a node of S'. Therefore it is slightly 

more economical to define trees as sets of branches, as follows: 

3.1. I. DEFINITION (of finite strictly binary tree). 

(a) A finite strictly binary tree Tis a non-empty finite set of finite 

0-1 sequences such that 

(i) VET A V*WET + w=< >, 

(ii) 3w(v*<O>*wET) ++ 3w(v*<l>*wET). 

We call the elements of T branches, terminal-nodes or bottom-nodes. 

(i) states that each branch is maximal w.r.t. ~. (ii) corresponds to (2) 

above: it expresses that Tis strictly binary branching. (The tree of fig. 

e.g. would be formally defined as {<0,0>,<0,1,0>,<0,l,l>,<I>}.) 

(b) If Tis a finite strictly binary tree, then 

We call the elements of nT the nodes of T. If v and ware nodes of T and 

v ~ w, then w descends from, is a descendant of or is below v. If 

w = V*<x> for some x E {O,l}, then w is an irronediate descendant of v. 

(c) Equality between finite strictly binary trees is extensional 

equality between sets, i.e. 

3.1.2. NOTATION. We use T,S,T0 ,s0 , .•• as variables for strictly binary 

trees. Script letters b,n with sub- or superscripts are used as syntactic 

variables for finite 0-1 sequences.bis used especially for branches of 
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trees, n for nodes. 

3.1.3. FACTS. (a) If Tis a finite strictly binary tree, then nT satisfies 

(I) and (2) above. 

(b) The empty sequence is a node of every finite strictly binary tree. 

We call it the top-node. 
(c) Branches are nodes, i.e. Tc nT, the only descendant of a branch is 

the branch itself. 

(d) T = S iff nT nS (the second equality is extensional set equality). 

3 

0 3 

fig. 2 

Fig. 2 shows two pictures of frames: finite strictly binary trees with a 

natural number attached as a label to each of their branches, Formally we 

put 

3. I .4. DEFINITION {of frame). 

(a) A frame Fis a pair <T,$> consisting of a finite strictly binary 

tree T, the tree of F and a mapping $: T -+ :N, the 7,abeUing of F. 

- b € F, read 'bis a branch of F', stands for 'bis a branch of the tree 

of F'. (If F = <T,$> then b€F = b€T,) 

- nF, read 'the nodes of F', stands for 'the set of nodes of the tree of F' 

(If F = <T,$> then nF = nT.) 

- lbF, read 'the Label, of bin F' stands for 'the image of b under the 

labelling of F'. (If F = <T,$> then lbF = $b,) 

- lF, the set of 7,abel,s of F, is the set {n: 3b € F(lbF=n)}. 

(b) Two frames F and G are equal iff their trees and labellings are 

extensionally equal, i.e. 
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3.1.5. EXAMPLE. The frames of fig. 2 are formally defined as the pairs 

< T,t>,<S,$>, where 

T - {<0,0>,<0,1>,<1>}, t(<O,O>) = O, t(<0,1>) = 1, t(<l>) = 2 and 

S - {<0>,<1,0,0>,<1,0,1>,<1,1>}, $(<0>) = $(<1,0,1>) = 3, $(<1,0,0>) 1, 

$(<1, 1>) = O. 

3.1.6. NOTATION, We use F,G,H,F0 ,G0 ,H0 , ••• as variables for frames. 

3.1.7. DEFINITION. Let n be a natural number, then °n is the single-node 

frame with label n, i.e. 0 n satisfies 

(i) b€( 0 n) +-+ b=< >, 

(ii) l< >( 0 n) = n. 

Note that instead of 0 n we sometimes write ( 0 n); obviously l( 0 n) 

( 0 n)=( 0 m) ++ n=m. 

{n} and 

Fig. 3 shows how two frames F and G can be paired into a single frame H, 

by putting them below a common top-node, F to the left of G, We denote this 

pairing operation by A, 

0 0 

F 
A 

2 G ~ H 

1 2 

fig. 3 

3.1.8. DEFINITION (of FAG). Let F and G be frames.FAG is the frame which 

satisfies: 

(i) b€FAG ++ 3b1€F(b=<O>*b1) v 3b2€G(b=<l>*b2), 

(ii) Vb€ F(l<O>*b(FAG) lbF), 

(iii) Vb€ G(l<l>*b(FAG) lbG). 

3.1.9. FACTS. l(FAG) = lF u lG and FAG= F'AG' ++ (F=F')A(G=G'). 

3.1.10. REMARK. One easily verifies by comparing FAG and GAF (F and Gas in 

fig. 3) that A is not commutative, If one compares FA(GAF) with (FAG)AF, it 

turns out that A is also not associative. 

3.1.11. DEFINITION (of ht), Let F be a frame. ht(F), read: the height of F, 

is the length of the longest branch of F, i.e. 



ht(F) "def max{lth(b) : bEF}. 

3. 1. 12. FACTS (properties of ht). 

(a) ht(F) = 0 iff 3n(F= 0 n), 

(b) ht(FAG) 1 + max(ht(F),ht(G)), 

(c) ht(F)>O + 3GH(F=GAH). 
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3.1.13. PROPOSITION (induction over frames). Let Q be a property of frames, 

then 

Vn Q( 0 n) A VFG(Q(F)AQ(G) + Q(FAG)) + W Q(H). 

PROOF. By induction over JN w.r.t. ht(H). D 

3.1.14. DEFINITION. (a) FRAME denotes the set of frames. 

(b) A lawlike sequence of frames is a lawlike mapping 6: N + FRAME. 

3.1.15. NOTATION. We use lower case script letters 6,g,6',g',60 ,g 0 , ••• as 

variables for lawlike sequences of frames. 

F G 
0 2 

6 I or ro lo 
2 2 

I\ 
oz oz 

I\ 3 3 4 

3 3 4 
a 

fig. 4 

b 

Fig. 4a shows a frame F and orlF for some lawlike sequence 6 of frames. 

If we 'replace' each terminal node be: F by the frame 6(lbF) (and delete 

the original labelling), we obtain a new frame G (see fig. 4b). For the 

frame G thus constructed from F and 6 we write F[6J. 

Note that ( 0 n)[6J is just 6n. Moreover, the replacement of terminal 

nodes by values of 6 is distributive over pairing, i.e. 

(FAG)[oJ = F[oJ A G[oJ. This leads us to the following definition by recur­

sion. 
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3. I. 16. DEFINITION (of F[oJ and G :?: F). (a) Let o be a lawlike sequence of 

frames. F[oJ is the image of Funder the mapping from FRAME into FRAME de­

fined by the following recursion equations: 

(on)[oJ on, (FAG)[oJ = F[o]AG[oJ. 

If G = F[oJ we say that o produces G from F. 

If G:?: F then we say that G can be produced from F. 

3. I. 17. FACTS. 

(a) F=G + F[o]=G[oJ. 

(b) l(F[oJ) = UnElF l(on)'. 

'{c) nF c n(F[oJ), c <'. F + nF c nG, in particular VbEF(brn(F[oJ)) and 

G :<: F + VbEF(bEnG). 

(d) ht(F[oJ):?: ht(F), G:?: F + ht(G) :<: ht(F). 

3. 1.18. LEMMA (explicit characterization of F[oJ). 

Let F be a frame, o a l/JJJJlike sequence of frames. Then bis a branch of 

F[oJ iff it has the form b1*b2, where bl E F and b2 Eon, n the label of 

b1 in F. The label of such a branch b = b1*b2 in F[oJ is the label of b2 
in on. 

PROOF. By induction over frames. See also fig. 4. D 

3.1.19. LEMMA (properties of F[oJ, G:?: F). 

(a) (F[o])[g] = F[h.on[g]]. 

(b) F[oJ = F[g] -<-4- VnElF(on=gn). 

(c) F[\n.( 0 n)] = F. 

(d) F[oJ = F -<-4- VnElF(on= 0 n). 

(e) The :<:-relation between frames is transitive and reflexive. 

PROOF. For (a), (b) and (c) use induction over frames and 3.);9: 

FAG= F'AG' -<-4- F=F' A G=G', lF c l(FAG) and lG c l(FAG), 

(d) is a corollary of (b) and (c), (e) follows from (a) and (c). D 

3. I. 20. DEFINITION. F ;:,.,G = def F:?:G A G:<:F. 

If F Ri G then we call F and G equivalent. 
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E.g. the frames F and G of fig. 5 are equivalent since for 6 and g satis­

fying 60 = 0 1, 61 = 0 3 and gl = 0 0, g3 = 0 1 we have G = F[6J and F = G[g]. 

0~ 

F 

I 0 

fig. 5 

3. 1.21. FACTS. 

(a) If F and Gare both single-node frames, F 

F ~ G (F=G[Ak,( 0 n)], G=F[Ak.( 0 m)J). 

3 

0 n and G = 0 m say, then 

(b) If F ~ G then F and G have the same height, nodes and branches (cf. 

3.1.17, (c), (d)). For the relation between their labellings see the 

next lemma. 

3.1.22. LEMMA (alternative characterization of equivalence between frames). 

Two frames F and G are equivaZ-ent iff there is a l(JJ;)like a : ll + ll, which 

maps .lF one-one onto lG, such that 

G = F[h. 0 an]. 

PROOF. (<=) If G = F[An, 0 an] then G ~ F by definition. If a maps lF one-one 

onto lG, then we can find a b : lN + lN such that' VUE:lF(b(an)=n). For this 

b we have F = G[An, 0 bn] i.e. F ~ G. 

(=>) Assume that F ~ G, G = F[6J, F = G[g]. 

Then F = (F[6J)[g], i.e. F = F[An,6n[g]J, by 3.I.J9(a). 

Hence VnElF(6n[g]= 0 n), by 3.1 .19(d). 

Hence VndF(ht(6n)=O), by 3.J.17(d). 

So VnElF3m(6n= 0 m), and hence G = F[6J = F[An. 0 an] for some a. 

This a maps .lF onto lG by 3.l.17(b), and it is one-one on lF, since it 

satisfies VndF(g(an)= 0 n). D · 

3. 2. NESTINGS 

3.2.1. DEFINITION (of pairing w.r.t. ~n). Let D be a set,~n an equivalence 

relation on D. A mapping p:DxD +Dis a pairing operation on D w.r.t. ~n• 

iff 
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Vxyx'y'ED(p(x,y) 

pis a pairing operation on D iff there is an equivalence relation ~non D 

such that pis a pairing w.r.t. ~n· 

3.2.2. EXAMPLES. 

(a) j is a pairing on N and N w.r.t. extensional equality. 

(b) A is a pairing on K w.r.t. the equivalence"", defined by 

e ""f=Va(ela=fla). (See I .3.24(e) .) 

(c) A is a pairing on FRAME w.r.t. extensional equality as defined in 

3. I. 4 (b). 

3.2.3. REMARK. The more usual definition of pairing claims the existence of 

pairing left-inverses p 1,p2, defined on the subset {p(x,y): xED,yED} of D, 

satisfying p 1p(x,y) = x and p2p(x,y) = y. 

In example (a) such pairing left-inverses j 1,j 2 exist. They are in 

fact pairing inverses since j(j 1a,j 2a) = a for a€ N or a€ N. 

In examples (b) and (c) pairing left inverses can be defined, but their 

existence is irrelevant for our purposes. 

3.2.4. FACT. For each n, the mapping (;n,bn) I+ j(a,b)(n), a,b lawlike ele­

ments of N, is a pairing on the set of finite sequences with length n, w.r.t. 

equality; k 1 and k2 (cf. 1.3.S(d), 1.3.6) are the inverses to this pairing. 

Let D be a set with a pairing operation p : D x D + D. (We shall be interest-

ed in the cases D N , D = N and D = K, with p = j, p = j and p = A respec-

tively.) Let cf, be a mapping from 1N into D. 

I 0 

r ! 
¢ I cj,0 

2 

! 
¢2 

p(cf,0,p(cj,l ,cf,0)) 

¢0 ._.. 

¢ I .....__. 

a 

fig. 6 

,___.. ¢0 

Fig. 6a shows a frame F with cf, j(lF). cf, induces a mapping b » ¢ (l6F) from 

the terminal nodes of Finto D. Fig. 6b shows how this mapping can be 

b 



naturally extended to a mapping¢': nF + D by putting: 

¢'b = ¢(lbF) for all branches b of F, 

¢'(n) = p(¢'(n*<O>), ¢'(n*<I>)) for non-terminal nodes n of F, 

i.e. the image of a non-terminal node under¢' is found by pairing the 

values assigned to its immediate descendants. 

For the image of the top-node under¢' we write v~'P¢, we call it 'the F­

nesting of¢ (w.r.t. p)'. Formally we put: 

3.2.5. DEFINITION (of vF). Let D be a set with a pairing operation 
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p: D x D + D, and let ¢ be a mapping from N into D. By v~'p¢ we denote the 

image of Funder the mapping from FRAME into D, defined by the recursion 

equations 

If a ED and a= v~'P¢, we say that a is the F-nesting of¢ (w.r.t. p). 
N j N j . I K K,A 

For v F' ¢ we write vF¢, for vp" ¢ we write vF¢, and we put vF¢ _ VF ¢. 

3.2.6. EXAMPLES. 

¢ : ]N+]N satisfies 

o~ F ¢0=2, ¢ 1=0 VF¢ = j(2,j(0,2)) 
cj, r l 0 

2 cj, t d 
0 2 

~ F 
cj,: JN+ K satisfies 

K 
¢0=g, ¢l=f, ¢3=e VF¢ = (eAf)A(gAf) 

3 I 1 l l q, l¢ ¢ I¢ 
e f g f 

/:1 
F ¢ : 1N + N satisfies 

I 
¢0=a, ¢l=b VF¢ = j (j (a,b) ,b) 

¢l ¢l 
a b b 
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3.2.7. REMARKS. (a) Note that the pairing p itself is a special case of F-

nesting w.r.t. p: p(x,y) = v~•P,, where F 0 0A 0 J, and,: N-+D is defined 
by ,n = x if n = 0 and ,n = y otherwise. 

(b) Let 6 be a lawlike sequence of frames, Fa frame. The F-nest of 6 w.r.t. 
FR.AME,A 1 

A, i.e. VF u, is exactly the frame produced by 6 from F, i.e. F[6J. 
(See def.3.1. 16.) 

3.2.8. FACTS. (a) Let , map N into N (i.e. ,neN, ,n(z)eN). Then 

v;, = Az.vF(An.,n(z)), since the pairing j on N is defined from the pairing 

j on N by j <,,ip) = AZ.j (,z,ij,z). 

(b) If a subset D' of Dis closed under the pairing p, then it is closed 

under F-nesting w.r.t. p. 

If D = lN or D = N, with the pairing operation j from D x D onto D, 

and pairing-inverses j 1,j 2 : D-+ D, we can reverse the construction of nest­

ings as follows. 

Let a be an element of D, Ta finite strictly binary tree. 

fig. 7 

Fig. 7 shows how we can associate with the pair (a,T) a mapping,: nT-+ D, 

by putting: 

i.e. , assigns the value a to the top-node of T, to the left-hand immediate 

descendant of a node nit assigns j 1(,n) and to the right-hand immediate 

descendant of nit assigns j 2(,n). 

Note that ,n can be computed independently of the tree T. If 

n = <x0 , ••• ,x >, x.e{O,J}, for i = O, ••• ,p, then ,n = ji ••• ji a, where 
p 1 p 0 



i I iff x = O and i = 2 iff x = I (Osqsp). q q q q 
We write jna for the value ¢n. The mapping n1-+ jna thus defined on 

finite 0~1 sequences, can be extended to 

bitrary finite sequences, by putting jva 

sg(<xo····•xp>) = <sgxo,····sgxp>. (I.e. 

Formally: 

a mapping v ...- jva 

= j_( )a, where sg V 

for a 0-1 sequence 

defined on ar-

n, sgn n.) 
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3.2.9. DEFINITION (of jva' a E ]N or a E N). Let D be IN or N, a an element 

of D. The mapping v 1-+ jva from 1N into D is defined by the recursion equa­

tions 

_ tv(j 1a) 
if sg(x) o, 

j< a a, j<X>*V a > 
jv (j 2a) otherwise. 

A mapping a >+ jva from D into D (vE1N), is called a nesting-inverse. 

3.2.10. REMARK. Since our notation does not distinguish between the indices 

I and 2 and the number terms I= SO and 2 SSO, we can interpret j 1 and j 2 
in two ways: as pairing inverses, where and 2 are indices for the first 

and the second member of the pair respectively, and as nesting inverses, 

where I and 2 are natural numbers coding finite sequences. We shall assume 

that I codes the sequence <0> and 2 the sequence <I>. Thus we make both 

readings of j 1,j 2 coincide. 

3.2. I I. FACTS. 

(a) jv*wa = jw(jva), 

(b) If ¢ E N then jv¢ :>..x.jv(¢x), since the pairing inverses ji: N + N, 

i = 1,2 are defined by j.¢ = :>..x.j.(¢x). 
1 1 

3.2. 12. DEFINITION (of k : N + N). k : N + N is defined by the equations: 
V V 

i.e. k (<x0 , •.• ,x >) 
V p <j XO' ••• ' j X >. 

V V p 

3.2. 13. FACTS. 

(a) kv*wu = kw(kvu), 
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(b) tv(klw) 
k w = w, k w = 

< > <x>*V 
kv(k2w) 

(c) if <P EN, then jv(u*<P) = kvu*jv<j>' 

(d) if q> E N, then k (¢x) = jv<j>(x), V 

(e) ku(v*w) = k V*k w. u u 

3.2.14. LEMMA. Let F be a frame. Then 

x:~y +-+ VbEF(jbx=jby), 

v=w +-+ VbEF(k6v=k6w), 

if sg(x) = 

otherwise, 

<J>=ljJ +-+ VbEF(jb<J>=jbljJ), wher•e <P,w EN. 

PROOF. By induction over frames. 0 

0 

3.2.15. NOTATION. Let <P = <j>[n] be an element of N for all n EN. We write 

>.. 1n.<j> for the mapping xi~ <j>[x/n] from N into N. 
K 

If <P = <j>[n] is an element of K for each n E JN , then >.. n. <P stands for 

the mapping x 1-+ <P[x/n] from JN into K. 

3.2.16. LEMMA (properties of nestings and nesting-inverses). Dis a set with 

an equivalence relation ~n· p: D x D + D is a pairing w.r. t. ~n· Then 

:N·Dp Dp o 
(a) V<j>tjJED (vF' <P ~n VF' ljJ +-+ VnE~F(<j>n~nljJn)). 

(b) V<j>EN VbEF[jb(vF<P) = <j>(!bF)], 

VtjJENNVbEF[jb(v:ljJ) = ljJ(ibF)]. 

(c) V<j>EKNVtjJEN VbEF[jb(v~<Piw) = <J>(ibF)jjbtjJ]. 

(d) For <P: :N + D, o a la-wlike sequence of frames, F and G frames, G = F[oJ: 

(e) 

(f) 

where ijJ: N +Dis defined by ljin = v6~Pcp. 

N K K K K 
V<j>tjJEK ( VFq> : VF!p 0, VF(>.. n. <j>n : ljin)). 

K( K . ) . K(,K m) m VF>.. n.id °' id, VF A n.s °' s. 

(g) For <P: :N + N (i.e. <j>nEN, <j>n(m) is the initial segment of the infinite 



79 

sequence ¢n with length m), 

PROOF. All assertions by induction over frames. 

( ) d (b) . d. f h d f . . . f D' p d . ( ) . a an are 1mme 1ate ram t e e 1n1t1ons o VF an Jb. a Just 

generalizes the characteristic property of the pairing p, namely 

p(x,y) ~n p(x' ,y') +-+ x~nx' A y~D x', (b) formally explains the name 

nesting-inverse for mappings jb. 

(c) is shown in detail below. 

(d) states that if G is obtained from F by substituting values of 6 for 

terminal nodes of F, then the G-nesting of¢ is obtained by first deter­

mining all 6n-nestings of¢ for values 6n of 6 and then applying F-nesting. 

(e) says that composition of neighbourhood-functions is distributive 

over nesting, for the proof one uses the corresponding property of: w.r.t. 

pairing A, i.e. (eAf):(e'Af')<><(e:e')A(f:f') (cf. 1.3.24.(f)). 

(f) says that a nesting of identities is an identity and a nesting of 

shifts over mis a shift over m. Here use that id A id"" id, sm A sm"" sm 

(cf. J.3.24(g)). 

(g) is shown in detail below. 

The detailed proofs of (c) and (g) can be skipped at first reading. 

PROOF of (c): 

(i) For f = 0 n, (c) becomes 

(2) 

(3) 

j< >(v~on)¢\ij, 

K 
v (on)¢ = ¢n 

(2) and (3) yield (I). 

by definition of j (3.2.9), 
V 

by definition of vK (3.2.5), 

(ii) For F = GAR (c) is the conjunction of two statements 

(4) 

(5) 

VbEG(j<O>*b(v~AH¢\ij,) 

VbEH(j<l>*b(v~AH¢\ij,) 

We show (4). 

j<O>*b (v~AH¢ \ ij,) 

¢(lbG)\j<O>*bij,) and 

¢(lbH) \j<l>*bij,). 
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v~AH$lw = (V~$AV~$)lw by definition of VK (3.2.5), 

and eAflw = j(ejjlw' fU2w) by definition of A (1.3.23), 

hence j<O>*b(v~AH$lw) = jb(V~$lj1$). 

Moreover: jb(v~$lj 1$) = $(lbG)ljb(j 1w) by induction hypothesis, 

and jb(j 1w) = j<O>*b$ by definition of jv, which yields (4). 

PROOF of (g): 

(i) For F = ok, (g) becomes 

(6) 

V~ok)$ = $k by definition of v 1, hence 

(7) 

On the other hand 

(8) K K - - K v(ok)(A n.[$n(m)J) [$k(m)], by definition of v. 

(7) and (8) yield (6). 

(ii) If F = GAH then 

with $1 = v~$, $2 = v!$, by definition of v 1• 

On the other hand 

( 10) 

KK- KK- K withe= vG(A n.[$n(m)]) and f = vH(A n.[$n(m)]), by definition of v. 

By induction hypothesise"" [~m], f"" [$2mJ. 

$im = ki(j($ 1,$2)(m)) by 1.3.6, for i = 1,2, [k 1v]A[k2vJ""[v] by J.3.24(g), 

hence eAf"" [j($ 1,$2)(m)J. 

Combining this with (9) and (JO) yields the desired result. D 

3.2.17. COROLLARIES. 

(a) Foz, $,$ : :N ➔ :N VF$ = VF$ ++ Vne:lF($n=wn)' 

foz, $,$: :N -+ N : v.J$ = viw +-'-i' Vne:lF(<1m=1bn), 

foz, $,$ : :N -+ K : vJ$ "" v~$ ++ Vne:lF($Il""IJ,n). 

[Special cases of 3.2.16(a).J 



(b) If G = F[oJ, then 

for (j> : 1'1 + 1'1 

for (j> : 1'1 + /J 

for (j> : 1'1 + K 

[Special cases 
-1-

(c) For ljJ: 1'1 + N : VbEF(kb (vFljJ(x)) = ljJ(lbF) (x)). 

[By 3.2.16(b) and 3.2.13(d).] 

(d) For (j>: 1'1 ➔ K : VndF((j>ll"'i.d) 

VndF ( (j>n= m) 

[By 3.2.16(a) and (f).J 
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REMARK. 3.l.19(a) and (b) (properties of F[oJ) are special cases of 3.2.16(d) 

and (a) respectively, since F[oJ = v!RAME,A O· (See remark 3.2.7(b).) 

3.2.18. DEFINITION (of "parallel to"). (a) Let (j> EN, F E FRAME. (j> is paral-

lel to F, iff there is alji:1'1+ N such that (j> 
I 

VFljJ, or, equivalently, iff 

for each pair b,b' of branches of F having the same label in F, jb(j> = jb,(j>. 

We write cp,//F for (j> is parallel to F. In formula: 

(b) A finite sequence vis parallel to the frame F iff for all branches 

band b' of F with the same label in F, kbv = 11,,v. I.e. 

(c) An element (j> of K is C-parallel to the frame F, where C is a subset 
K of K, iff there is a ljJ: 1'1 + C such that (j> ""vFljJ. We write // C for C-parallel 

to. Formally, we put 

We denote the negation of parallel to by -II- • 

3.2.19. REMARK. The property of being parallel to Fis generally a non-tri­

vial one. E.g. if a f b, then j(a,b) is not parallel to the frame no A 0 0. 

On the other hand, all (j> EN are parallel to 0 0 A 0 1 (see 3.2.21(e)). 

A similar observation does not hold for llc, even if we take C = K. Consider 
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e.g. the mapping e EK such that elj(a,b) = j(b,a). This e is not K-parallel 

to 0 0 A 0 1: if e"" fAg then elj(a,b) = j(fla,glb), and the assumption that 

for all a and b fla =band glb = a is obviously contradictory. 

3.2.20. LEMMA (properties of ll and llC, for consultation when needed). 
-- I 

(a) For 1jJ : N -+ N : vFijJ//F. 

(b) VbEF(jbcp=ijJ)-+ cf>//F. 

(c) VbEF(kbv=u) -+ v//F. 

(d) Vx(cp//F+-+ ¢x//F A Az.cp(x+z)//F). 

(e) V*w//F+-+ v//F A w//F. 

(f) cp//FAG-+ j I cp//F A j 2cp//G. 

(g) eAf// CFAG -+ e// CF A f// CG. 

(h) lFnlG = (/J-+ (j 1cp//F A ji//G-+ cp//FAG). 

(i) lFnlG = (/J -+ (e// CF A f// CG -+ eAf// CFAG). 

(j) cp//G AG <'. F -+ cp//F. 

(k) If C is closed under A then e// CG A G <'. F -+ e// CF. 

(1) F Rl G -+ (e// CF++ e// CG). 

(m) If C is closed under A then ell CG -+ e E C. 

(n) VeECVn( e// C ( 0 n)). 

(o) idEC -+ id// CF. 
m m 

(p) s EC-+s //CF. 

(q) Let cf> be a right-inverse to the labelling of F, i.e. 
K K 

VndF(cpnEF A lcf>nF=n), then u//F-+ [u] ""vF(A n.[kcf>nu]). 

(r) e// CF A cp//F-+ e I cp//F. 

(s) If C is closed under: then e// CF A f// CF-+ e: f//~F. 

PROOF. 

(a) by 3.2. 16(b). 

(b) and (c) by definition of //. 

(d) cf>= ¢x*Az.cf>(x+z) and jb(¢x*Az.<j,(x+z)) = k 6¢x*jb(Az.cf>(x+z)) by 3.2.13(c), 

now apply the definition of ll. 
(e) by 3.2.13(e). 

(f) Assume.lbF = ,e,6,F, b,b'EF, and cp//FAG. Then l<O>*b(FAG) = l<O>*b'(FAG) 

by definition of FAG, hence j<O>*b<j, = j<O>*b'cp by definition of ll. 

j<O>*bcf> = jb(j 1cf>), j<O>*b'cf> = jb,(j 1¢) by definition of jv, hence 

j 1 <j,//F. By a similar argument we find j 2¢//G. 

(g) Assume eAf.// C FAG, i.e. eAf "" v~AGcf> for some cf> : N -+ C. 
K K K b d f' . . K d vFAGcf> = vFcf> A vG<j, y e 1n1t1on of v, an 
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K K K K 
eAf ""vF(j> A vG(j> + (e""VF(j>)A(f""VG(j>) since A is a pairing w.r.t. "" (see 

3.2.2(b)). Hence e//l and fl/CG. 

(h) Let <x>*b, <y>*b' be branches of FAG with the same label, assume that 

lFnlG = 0, then either x = y = 0 and b,b'EF or x = y = 1 and b,b'EG. In 

the first case j<x>*b(j> = j<Y>*b'(j> follows from the definition of jv and 

the assumption j 1(j>//F, in the second case this equality follows from 

j 2(j>//G. 

(]..) A h K,. d f K,. "' "' ,.T C ssume t at e ""vF'f'l an ""vG'f' 2 , 'f'l ,'!' 2 : .,_, + • 

{

(j> if lF 

Define ijl : :N + C by ijln = 1 n n E 

(J> 2n otherwise. 

K 
If lFnlG = 0 then VnElF(ijln=(J> 1n) and VnElG(ijln=(J> 2n), whence e ""vFijl and 

K K K K K K 
f ""\/Gijl bi 3.2.17(a). So eAf ""vFijlAvGijl' vFijl A vGijl = \/FAGijl by defini-

tion of v , and hence eAf// C FAG. 

(j) Assume G = F[6J, (j>//G and let b,b' be branches of F with the same label 

n. We show that 

(I) Vb"E6n(jb.,(jb(j>) = j 6.,(j 6,(j>)), 

(k) 

(1) 

then jb(j> = jb,(j> follows by 3.2.14. 

To prove (1) we argue as follows: 

jb.,(jb(j>) = jb*b"(j>' jb.,(jb,(j>) = jb'*b"(j> by 3.2.ll(a). b*b" and br*b" are 

both branches of G = F[6J, with the same label t 611 (6n), by 3.1.18. Si.nee 

(j>//G then jb b"(j> = jb, 611 (j>. 
* * K K K 

Let G = F[6J, e ""vi(j> for (j>:: +C. Then e """FU, n.v6n(j>) by 3.2.17(b). 

If C is closed under A then v 6n(j> EC by 3.2.S(b), so el/CF. 

Let F R1 G, then F = G[;>,.n. ( 0 an) J for some a, by 3. 1. 22. If el/ CF then 
K K K K K 

e ""vF(j> for some (j>: :N + C. vF(j> ""vG(;>,_ n.v6 (j>), where 6n = ( 0 an), by 
. K K K K n 

3.2.17(b), 1..e. vF(j>"" vG(;>,_ n.(j>(an)). ;>,_ n.(j>(an): :N + C, so el/CG. The 

converse implication follows from the symmetry of R1. 

(m) by 3.2.8(b). 

(n) e"" v~0 n)(;>,_Km.e), if e EC then ;>,_Km.e ]N ➔ C. 

(o) and (p) by 3.2.16(f). 

(q) Assume u//F, (j> : :N + :N satisfies VndF((j>nEF A l(j>nF=n). We show that 

for all a 

VbEF(jb(v!(;>,_Kn.[k(j>nu])la) = jb([u]Ja)), 

K K . K K 
then [u] ""vF(;>,_ n.[k(j>nu]), 1..e. Va([u]Ja = VF(;>,_ n.[k(j>nu]) la), follows 

by 3.2.14. [u]la = u*a by definition of u, jb(u*a) = kbu*jba by 
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3.2.13(c). On the other hand jb(v~ljJla) = ljJ(lbF)jjba by 3.2.16(c), i.e. 

for 1jJ = v~(AKn.[k$nu]): jb(v~ljJla) = [k$(lbF)uJljba = k$(lbF)u*jba. But 

$(.lbF) is a branch of F with label lbF, whence, since u//F, 

kbu = kHlbF)u. 

(r) by 3.2.16(c). 

(s) by 3.2.16(e). D 

3.2.21. COROLLARIES _(for consultation when needed). 

(a) For>$€ N : Vn($//( 0 n)). [By 3.2.20(b)] 

(b) VvVn(v//( 0 n)). [By 3.2.20(c)] 

(c) v//FAG-+ k 1vrFAk1v //G. 

[v//FAG-+ V*VFAG(A n.Az.0)//FAG by 3.2.20(a) and (d), 

V*$//FAG-+ j I (v*$) //FA j 2 (v*$) //G by 3. 2. 20 (f), 

j 1(v*$) = k 1v*j 1$, j 2 (v*$) = k 2v*j 2$ by 3.2.13(c) henae 

ji(v*$)//H.-+ k.v//H. by 3.2.20(d), wheroe i = 1,2, H1 = F,H2 = G.J 
l. l. l. . 

(d) lFnlG = (a -+ (k 1v//FAk2v // G -+ v//FAG). 

[By 3.2.20 (a), (d) and (h), use a simila.r. arogument as for> (c) above.] 

(e) If F has a 1-1 Zabelli'Yl{J, i.e. Vbb'EF(lbF=lb,F-+ b=b'), then V$EN($//F) 

and Vv(v//F). 

[From coroollar>ies (a), (b), (d) and 3.2.20(h) by induction over> froames.J 

(f) v//G AG~ F-+ v//F. 

[By 3.2.20(a), (d) and (j), use a similar> arogwnent as for> coroollaroy (c).J 

(g) FRIG-+ ($//F++ $//G). [By 3.2.20(j).] 

(h) F RI G -+ (v//F ++ v//G). [By corooUaroy (f).] 

(i) If Vv([v]EC) then u//F-+ [u]// CF.: [By 3.2. 20(q) ;J 

(j) e//CFA v//F-+ etv//F. 
I I 

[e//CFA v//F-+ el(v*VF(A n.(Az.0)))//F by 3.2.20 (a), (d) and (r), 

el(v*$) € etv by definition of etv, ljJ//FA ljJEu-+ u//F by 3.2.20(d).J 

(k) j 1$//FA milF-+ $/IF A( 0 m). [By 3.2.20(h) and coroUaroy (a).] 

(1) Va3b((b//( 0 n) AF) A j 1b=a). [Take b = v~ 0 n)AF(A 1m.a) and use 3.2.20(a) 

and 3.2.16(b).J 

(m) Vu?N((v//( 0 n) AF) A k 1v=u). 

[Apply coroollaroy (1) with a= U*Az.O, take v = b(lth(u)), use 3.2.20(d).J 
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CHAPTER 4 

PROJECTION MODELS FOR GC(C) 

4.1. INTRODUCTION 

We consider projected universes ~ = {ejo: e EM}, where Mis a subset 

of K. Each e EK is the neighbourhood-function of a continuous r : N ➔ N. 
e 

A set M = {r : e E M}, M c K, is (externally) a subset of the Moschovakis 
e 

model for Baire-space over Baire-space. Validity in~ can be reinterpreted 

as validity in the submodel M. 
We shall not construct a single projected universe imitating GC(C). 

Instead we define a class U0(C) of universes of the form~• all imitating 

GC(C), and prove the existence of a U0 E U0(C) for suitable C. 

The lawless sequence o, the generator of the universes U0 E U0(C), 

plays the following role: the value ox is a numerical code for the choice's.. 

one makes at stage x+I in the construction of the universe of GC-carriers. 

It is convenient to think of o as a triple of sequences. We put a= j~o, 
0 =- • 3,, d • 3 r A 1 " d . h µ J 2u an y = J 3u. s ong as u oes not appear.int e same context we 

can think of a,S and y as being lawless. 

From ax= j~(ox), or rather, from ax and ax, we read-whether any car­

rier jumps at stage x, and if so, which one and where to. 

yx codes the preliminary choice of values at stage x, that is to say, 

the preliminary choice of values for carrier n at stage x will be (yx)n. 

(cf. 2.8. I (a).) 

The choice of a jump-function is made (if necessary, i.e. if ~(x+I) 

codes the decision to have a jump at stage x) via a lawlike J: N + C: if 

there is a jump at stage x, then J(Sx) is the jump-function. 

The imitation of GC(C) in projection models is therefore successful 

only if there is a J which maps :IN onto C, at least modulo""• i.e. if 

VeEC3n(JI1""e). 
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4.2. We sketch the construction of U0(C). The detailed explanation of the 

construction is given in the sections 4.3-4.6 below. 

A universe U0 E U0(C) has the form 

For each FE FRAME, TIF is an element of K, TIFo abbreviates TIFlo, we put 

Tino =def TI( 0 n)o. The universe 

imitates GCC(C), TIFo is a nest of carriers, that is to say, TIFo behaves as 

£F (cf. 2. 10. I). 

Each mapping TIF is related to a sequence {dFv : v E N} of elements of 

K, by 

If F 

d (6x) is the dressing for the carrier TI oat stage x. 
n n 

The K-element ~vis the image of the triple (O,F,v) under a mapping 
w 

d: N x FRAME x N + K. In general, we write dFv f_or d(w,F ,v), that is to 

say, ~v abbreviates d~v. 

d belongs to a set DG(J), where J maps 'IN onto C modulo ""'· If d E DG(J) 

we say that d generates a universe of dressing sequences w.r.t. J. 

The definition of DG(J) uses the auxiliary mappings jf and gv. 

jf (for jump-function) is a mapping from lN into K]N : 

if ~(x+I) codes the decision to make carrier n jump at stage x+I, 

then it jumps with jump-function jf(6(x+l))(n) = J(Sx), 

if carrier n does not jump at stage x+I then jf(6(x+I)) (n) id. 

gv (for generated values) is a mapping from N into KN: 

gv(6(x+l))(n) has the form [m], mis the sequence of generated values 

for carrier n at stage x+I. 

dis an element of DG(J) iff it satisfies the following equivalences (some 

of which are redundant): 



In theoe equivalences, 6nv and 6yv are frames. 

6yv is the image of the pair (F,v) under a mapping from FRAME x lN 

to FRAME, and 6nv = O(on)v; 

6n(6x) is the frame for the carrier nno at stage x. 

The mapping (F,v) 1+ 6Fv is defined by the following clauses: 

6 0 = 0 n n , 
O (v*x) = O v[jps(k31(v*x))J, 
n n 

6Fv = F[\n.6nv]. 

jps (for jumps) is a mapping from N into FRAME:N: 
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in-

if jps (;;:x) (n) 0 k, k 'f, n, then carrier n jumps to carrier k at stage x, 

if jps(;;:x)(n) ( 0 k)A( 0 m), k f, n, m f, n, then carrier n jumps to the 

carriers k and mat stage x, 

if jps(;;:x)(n) = 0 n, then carrier n does not jump at stage x. 
3 -Note that a.x = kl (ox). 

4.3. THE CREATION OF DEPENDENCIES BETWEEN CARRIERS IN PROJECTION MODELS 

4 3 I - .3,. 
• • .C1.=J1u 

models {n o: n 
n 

governs the creation of dependencies in the GCC-projection 

E :N}. The numerical value a.x contains the suggestion for a 

jump at stage x+J. The suggestion is coded as follows: 

a.x = v3(0,k,m) stands for 'try to make carrier k dependent on carrier 

m', 
a.x = v3(n+l,k,m) stands for 'try to make carrier k dependent on the 

carriers j 1m and j 2m'. 

In other words, each y E :N can be treated as the code of a suggested jump; 

j~y is the name of the carrier which should jump, j;y contains the name(s) 

of the carrier(s) it should jump to; if jiy = 0 then a singular jump is 

d · 3 . b d d d · 3 "f · 3 .1. 0 h b" suggeste: J 2y is to e ma e epen ent on J 3y, i JiY r ten a inary 
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jump is suggested: j~y should be made dependent on j 1(jiy) and j 2 (j;y). 

We can not always create the dependency that ax suggests, since 

(a) it is impossible for a carrier to jump to itself (which might be sug­

gested), 

(b) a carrier can only jump to carriers that are still fresh (that is to 

say, we have to check that the jump which ax suggests, is not in con­

flict with the dependencies already created, following 'previous sug­

gestions' ~x), and 

(c) only fresh carriers can jump. 

4.3.2. DEFINITION. nEw = 3i<lth(w)((w)i=n), niw = 7(nEw). 

4.3.3. DEFINITION. A(n,y,w) is the formula which expresses: 

'y suggests that carrier n should jump. If w is the full list of non-fresh 

carriers, then we can follow the suggestion, since it is not in conflict 

with (a), (b) and (c) above'. 

Formally: 

A(n,y,w) - • 3 J 
=def µ=JzY A n~w A 

[(jf y=O A 

(jfy/0 A 

. 3 ..1. • 3 J ) J 3yrn A 33y~w v 

A (ji (j;y)fu A 

i=I ,2 

We use A(n,y,w) to define two mappings: nf: :N + JN and jps: 

]N + (FRAMEJN). 

nf stands for 'non-fresh', nf(~x) is the full list of names of carriers 

that have been made dependent on others through the stages z $ x. 

jps stands for 'jumps', jps(~x) is a lawlike sequence of frames. 

jps(~x)n °n expresses 'carrier n does not jump at stage x', 

jps(~x)n = 0 k, k # n, expresses 'carrier n jumps to carrier k at stage x', 

jps(~x)n = ( 0 k)A( 0 m), k # n, m # n, expresses 'carrier n jumps to the car­

riers k and mat stage x'. 

4.3.4. DEFINITION (of nf and jps, see example 4.3.5). 

(a) nf : lN + lN is the mapping which satisfies: 

nf(O)= < >, 

(nf(v)*<j~y> if A(j~y,y,nf(v)), 

= 1nf(v) otherwise. 
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(b) jps: J,J + FRAMEJ,J is defined by: 

jps(O) An.( 0 n), 

jps(v*y)n °kif A(n,y,nf(v)), jiy=O and j;y=k, {

0 n if-,A(n,y,nf(v)), 

( 0 k)A( 0 m) if A(n,y,nf(v)), jiyfO, 

j 1(j;y)=k and j 2 (j~y)=m. 

4.3.5. EXAMPLE. 

X ax jps (a(x+I )) nf(a(x+I)) 
~-

{' if n=I 

0 v 3 (0, I, 2) n--4➔ <I> 

0 n othw 

1 v/1,2,j (2,3) n f+ 0 n <l> 

2 v3<o,o,oY n ~ 0 n <l> r 3)• ( ., ~fn•2 

3 v 3 ( I , 2, j ( 3 , 4 )) );l f+ <1,2> 

0 n othw 

4 \/3(0,1,4) n 1--),. 0 n <l, 2> 

5 \/3(1,3,j (2,5) n f-i'- 0 n <1,2> 

--

4. 3. 6. LEMMA (properties of jps and nf)". 

(a) jps(v*y)m f 0 m ➔ m=j;y A nf(v*y)=nf(v)*<m>. 

(b) jps(v*y)m f 0 m ➔ 

( • ( A) • 3 o 3 ..L..) JPS V*Y m= 0 J 3y A J 3Yrw v 

(jps(v*y)m=( 0 j 1(j~y) A 0 j 2(j;y)) A 

COllllllent 

ax suggests that 2 

should jump to 2 

and 3, which is im 

possible. 
ax suggests that 0 

should jump to 0. 

Nothing happens. 

ax suggests that 1 

should jump to 4, 

but I is non-fresh 

ax suggests that 3 

should jump to 2 

and 5, but 2 is 

non-fresh. 
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(c) nf (v*y)=nf (v) *<m> -->- m= j ;y A jps (v*y)mf 0 m. 

(d) jps(v*y)m=F A Ff 0 m-->- VkElF(kinf(v*y)). 

PROOF. Trivial by definition. □ 

4.3.7. COROLLARIES. 

(a) jps(a(x+l))mf 0 m-->- Vk(kfm-->- jps(a(x+l))k= 0 k). 

[The model has the 'sirzgle jwnp property' (2.4.4), by 4.3.6(a).J 

(b) jps(a(x+l))kf 0 k-->- 3mn[mfk A nfk A (jps(a(x+l))k= 0 m v jps(a(x+l))k=(0 mA 0 n))J 

[The model has 'restrietion to binary jumps' (2.4.4), by 4.3.6(b).J 

(c) mEnf(v) +-+ 3u~(jps(u)mf 0 m), or equivalently 

minf(v) +-+ Vu~v(jps(u)m= 0 m). 

[If minf(a(x+l)) then carrier mis fresh at stage x+I, by induction w.r.t. 

lth(v) from 4.3.6(a) and (c).J 

(d) jps(a(x+l))k=F A Ff 0 k-->- VmEfF Vy~x+l(jps(ay)m= 0 m). 

[ If carrier k jumps at stage x+ I , then the carrier ( s) it jumps to is ( are) 

fresh at stage x+I, by (c) above and 4.3.6(d).J 

4.3.8. Fig. I shows a possible frame f 0z for the carrier EOE GCC(C) at some 

stage z, and for a number of possible jumps at stage z+l, the resulting 

frame f0 (z+I) for EO at stage z+I. (cf. 2.9.7-8.) 

~ 
I 2 

f oz 

jumps at stage z+I 

E I jumps to E 3 and c 4 

~' 

f 0 (z+I) 

3 4 

EI jumps to E 5 2/~ 
f O (z+ I) 

- -
5 2 

£3__ jumps to c2 ~ 
f O (z+I) 

I 5 

Fig. I 



The construction off z has been described in 2.9.8. We can rephrase 
n 

that description, in the terminology of chapter 3, as: 

f O = 0 n, and f (z+ I) is produced from f z by a mapping 6 1 : E + FRAME, n n n z+ 
which satisfies: 

{

0 n if n does not jump at stage z+l, 

6z+ln = 0 k if.!!_ jumps to~ at stage z+l, 
0 kA 0 m if .!!. jumps to k and m at stage z+l. 

(For 'produced from F by 6' see 3.1.16.) 
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In the GCC(C) projection models {ffn6:nEE}, jps~(z+l) plays the role of Oz+!' 

4. 3. 9. We introduce a mapping (n, v) 1+ 6 v from E x m into FRAME. 6 v is n n 
the f:rame fo:r ff at v, 6 (~x) is the frome fo:r ff at stage x. 

n n n 

DEFINITION. 6 v is the image of a mapping from E x E into FRAME defined by n 
6 0 = 0 n, 6 (v*x) = 6 v[jps(k31(v*x))J. 
n n 3 n _ 3 _ 

(Recall that a= j 16, whence a(z+l) = k 1(6(z+l)).) 

4.3.10. LEMMA (properties of 6 v). 
-- n 

(a) Vu~kfv(jps(u)n=0 n) + 6nv= 0 n. 

(A ca:rl'ie:r which has not •jumped, is independent of othe:rs.) 

(b) 6 v; 0 n + 6 (v*x); 0 n. n n 
(A came:r which depends on othe:rs at stage z, wiU not· be independent of 

othe:rs at stage z+ I • ) 
3 (c) VmEl(6nv)(m/nf(k 1v)). 

(The ZabeZs of the f:rame fo:r ff at stage x, :refe:r to f:resh ca:rl'ie:rs ,) 
n 

(d) Vw39Vn(6 (v*W)=6 v[g]). n n 
(With each y the:re is a 9: m + FRAME, which p:roduces the f:rame fo:r ff at n 
stage x+y f:rom.the.9ne at stage x, fo:r aZZ n.) 

PROOF. 

(a) 

(b) 

(c) 

By induction w.r.t. lth(v). 

6 (v*x) = 6 v[jps(k31(v*x))J by definition, hence ht(6 (v*x)) ~ ht(6 v) n n n n 
by 3.l.17(d), so if ht(6 v) > 0 then ht(6 (v*x)) > 0 and 6 (v*x); 0 n. 

n n n 
If ht(6 v)=O, i.e. 6 v= 0 m, m;n, then nEnf(v) by (a) and 4.3.7(c). Hence 

n n 
n/l(jps(ki(v*x))m), by 4.3.6(d), and hence also n/l(6n(v*x)), i.e. 

6 (v*x); 0 n. n 
By induction w.r.t. lth(v): 
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(i) nf(O) =<>,then certainly VkEl(o O)(kinf(O)). 
n 

(ii) Assume (induction hypothesis): 

(1) VkEl(onv)(kinf(kiv)). 

mEl(on(V*X)) ++ 3k€l(onv) [mEl(jps(ki(v x))k)], by definition of 

on(V*X) and 3.1.17(b). Let kEl(o v), then by (1) and 4.3.7(c) 
3 n 

(2) Vu~k1v(jps(u)k= 0 k). 

Either jps(ki(v*x))k= 0 k, then kinf(v*x) by (2) and 4.3.7(c), 

or jps(ki(v*x))k=F, F~ 0 k, then VmElF(minf(V*x)) by 4.3.6(d). 

(d) By definition, Vn(on:<u*x)=onu[g]), for g = jps(ki(u*x)). 

The desired result now follows from 3.1.19(a) by induction w.r.t. 

lth(w). □ 

4.3.11. COROLLARIES. 
(a) ninf(k~v) ++ onv= 0 n. [+ by 4.3.lO(a) and 4.3.7(c), + by 4.3.lO(c).J 

(b) onv= 0 n ++ V1¾kfv(jps(u)n= 0 n). [By (a) and 4.3.7(c).] 

(c) 0 (v*x)= 0 n ++ 0 v= 0 n. [By 4.3.lO(b).J n n 
(d) VmEl(o v)(o v= 0 m). [By 4.3.lO(c), 4.3.7(c) and 4.3.lO(a).J 

n m 

In 2.10.5 we have defined the frame for the GC-sequence £=el£F at stage 

z as 'obtained from the initial frame F by substituting f z for each label n 
n in F', i.e., in the terminology of chapter 3, as F[An,f z]. n 

4.3.12. DEFINITION. oFv is the image of the pair (F,v) under the mapping 

from FRAME x lN + FRAME, defined by OF v = F[ An. On v J • 

We call oFv the fY'CQ!1e for nF at v, oF(5x) is the fY'CQ!1e for nF at stage x. 

Note that O(on)v=onv, OFAGv=oFv A oGv by definition of F[.J. 

4.3.13. LEMMA. oF(v*x) = oFv[jps(k~(v*x))J. 

PROOF. oFv[jps(ki(v*x))J = (F[An.onv])[jps(kf(v*x))J by 4.3.12, 

(F[An,onv])[jps(kf(v*x))J = F[An,onv[jps(kf(v*x))JJ by 3.1.19(a), 

An,o v[jps(k31(v*x))J = An,o (v*x), by 4.3.9, and finally 
n n 

F[An.on(v*x)] = oF(v*x), by 4.3.12. □ 

4.3.14. LEMMA (characteristic properties of oFv,onv). 

(a) oFO = F 

(b) Vw3gVF(oF(v*W)=oFv[g]) 

(c) VnEl(oFv)(onv= 0 n) 

(d) VvVn3m>n(o v= 0 m). 
m 
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PROOF. 

(a) 6FO = F[An.6 OJ by definition, 6 0 = 0 n by definition, and F[An. 0 n] = F 
n n 

by 3.l.19(c). 

(b) 6F(v*x) = 6Fv[g] with g = jps(k~(v*x)) by 4.3.13. Use induction w.r.t. 

lth(w) and apply 3.l.19(a). 

(c) nEl(6Fv) +->- 3kElF(nEl(6kv)), by definition of 6Fv and 3.l.17(b). Now 

apply 4.3. ll(c). 

(d) By 4.3.Il(a) we find that even Vninf(k~v)(6nv= 0 n). D 

PROOF. Let g satisfy VF(6F(v*w)=6Fv[g]) (4.3.14(b)). Then in particular 

6 (v*w)=6 v[g] for all m. By 4.3.I4(c), 6 v= 0 m for mEl(6Fv), whence, for m m m 
those m, gm=o v[gJ=6 (v*W) (cf. def. F[g], 3.l.16(a)). By 3.l.19(b) it m m 
follows that 6Fv[gJ=6Fv[Am.6m(v*W)], hence the desired equation. D 

4.4. PROJECTED UNIVERSES OF DRESSING SEQUENCES 

1i! With each GC-carrier E we have associated a sequenced EK , where 
n n 

dz= the dressing for E at stage z. d will be imitated by a projected n n n 
sequenced o. Note that dz can be determined at stage z, i.e. in the pro-

n n 
jection model d o(z) will have the form do(6z), where do: (n,v) 1+ dov is a n n n 
mapping from lN x lN into K. With each do: lN x lN -+ K we can associate se-

quences do= AZ.d0(6z), but only for special do this will yield faithful n n 
imitations of 'the sequence of dressings for En'·· 

Our first aim in this section is to define the set DGO(J) (D for 

'dressing', G for 'generate', J a mapping from 1i! into K; the superscript 

zero will be explained in 4.4.17). DGO(J) is to contain exactly those 

do: Ji! x 1i! -+ K which yield sequences Az.d0(6z) imitating 'the sequence of 
n 

dressings for En'• where En E GCC(range(J)) (i.e. jump-functions are 

{Jn: nEI'l }) . 

4.4.1. From 2.9.8 we recall that 

d O = id, d (z+l) = d z: f : g . n n n n,z+l n,z+l 

Fig. 2 shows an example of the construction of the mappings f gn,z+I" n, z+ I' 
(See also 2.9.7.) 
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at stage z, E d zJsrc(n,z), 
n n 

src(n,z) is 'the source for E 
n 

stage z '. 
a< E({Al) 

z l l 

at stage z+l, E jumps to 
~ 

Ek and Ek with jumpfunction 
-1 -2 

e 

distributivity of •I· over VF yields 

I t 
ej(E 2 (k 1),E 2 (k 2)) E2 (n3) 

By definition: 

E/n1) 

+ 
j(E/k 1),E/k2)) 

at stage z+l the values 

m1,m2,m3 m4 are generated for 

+ 
E/n3) 

En ,Ek Ek and E respectively 
-1 -1 -2 .!1c3 

E/n2) E/n3) 

src(n,z) 

I l 
el (E 2 (k 1),E 2 (k2)) 

src(n,z) 

J 
E/n1) 

i 
E/n3) 

i t 
E/k 1) E/k2) 

l 

l 
+ [m4]!Ez+l(n3) 

[ m2 J IE z+ 1 (k 1 ) X [m3J!Ez+l (k2) 

Fig. 2. The construction of d (z+I) from dz (to be continued.) 
n n 



By an application of distributivity of •I• over VF' x equals 

applied to 

src(n,z+I) 

Fig. 2. The construction of d (z+l) from dz. 
n n 

We can rephrase the definition off +I and g given in 2.9.8, using n,z n,z+l' 
the terminology of chapter 3, as follows: 

where 

and 

f n,z+l 

~ m = z+l 

Je if Em jumps at stage z+l with jump-function e 

lid otherwise, 
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{

[u] if e is fresh at stage z+l, and u is the sequence 

of vi°lues generated fore at this stage 
m 

arbitrary, if e is not fresh at stage z+l. 
m 

4.4.2. The definition of DGO(J) will have the form: 

dO E DGO(J) iff dO satisfies: 

i.e. 

io"" id, n 

d~(V*X),,,, d~v: v6 vjf(v*x): v6 (V*X)gv(v*x), 
n n 
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0 - . 
dn(oO) ""id, 

do(8(x+I)) ""do(6x) 
n n 

Here o (8z) is the frame for TI at stage z as in the previous section, and 
n n 

jf (for jump-function) and gv (for generated values) are mappings from N 

into KN yet to be defined. jf(8(x+I)) is to play the role of cp I' x+ 
gv(8(x+I)) will play the role of~ 1• x+ 

4.4.3. DEFINITION. jf is the mapping from lN into KlN which satisfies: 

that is 

that OX 

It 

jf(O) ;\.kn.id, 

{

J(j~x) if jps(kf(v*x))n # 

jf(v*x)n 

id otherwise, 

on, 

to say: if TI jumps at stage x+I then jf(6(x+I))n = J(Bx) 
n .3 

otherwise jf(6(x+l))n=id. = v3 (ax,8x,yx), J 2(ox)= Sx), 

is not so easy to _define the mapping gv: lN + Kl-I in such 

(recall 

a way that 

gv(6(z+I)) behaves as the ~z+I which assigns ton the K-element [u], where 

u is the sequence of generated values for E E GCC(range(J)) at stage z+I 
n 

(if En is fresh at stage z+I). 

From 2.8.1-2 we recall that at each stage, the process of generating 

values is started by making a preliminary choice of values for all fresh 

carriers, from which the guiding sequences are constructed. 

4.4.4. DEFINITION. 

(i) If on(6(x+I)) = 0 n, i.e. Tin is fresh at stage x+I, then the preliminary 

choice of values for Tin at stage x+I is the finite sequence (yx)n. 

(ii) If on(V*X) = 0 n then the guiding sequence for Tin at V*X is 

We call gsn(8(x+I)) the guiding sequence for Tin at stage x+I. 

gs (6(x+I)) = (yx) *Az.O (if o (8(x+l))= 0 n), since j 33(ox) yx. 
n n n 

4.4.5. The next step is to determine the upperbound for the relevant values 

of the guiding sequences. 

At stage z we have for each carrier En the equation 



E = d z[src(n,z) n n 
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where src is the source for En at stage z (cf. 2.9.2-3). src(n,z) is con­

structed from empty parts of carriers at stage z, in the terminology of 

chapter 3 we can say: 

src(n,z) I 
vf (>.. k.E (k)) z z n 

(see fig. 3, for Ez(k) see definition 2.9.J). 

E n 
d zlsrc(n,z) 

n 

at stage z+I, E jumps 
~ 

to Ek and Ek with 
_) ~ 

j urop-func tion e : 

E d z: f lw n n n,z+I 

Fig. 3 

src(n,z) 

At stage z+I we first decide whether there will be a jump and if so, 

which one and with which jump-function. Then we have, for each carrier n, 

an equation (cf.2.9.9, see fig.3) 

(I) En = d z : f I I x with n n,z+ 

To determine upbz+I' the upperbound for the relevant values of the 

guiding sequences at stage z+I, we make a list of all the equations (I) 

for non-fresh carriers n. In these equations we replace empty parts of 

carriers by guiding sequences, i.e. (I) is replaced by 
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(2) £ =dz:f Ix' n , n n, z+I 

where jb x' is the guiding sequence for £k at stage z+I, if b has label k 

inf (z+I). (See fig.4.) 
n 

Fig. 4. 

From (2) we can determine Enz, the computation of this value requires only 

an initial segment of x'. Put 

(3) 

Then 

U is the minimal k such that x'k suffices to determine£ z from n n 
(2). 

_ max{U: carrier n non-fresh at stage z+I}. 
n 

The construction of upbz+I is imitated as follows. 

4.4.6. DEFINITION (of guiding sequence for Tin). For each n, gsn is a mapping 

from N into N. 

We call gsn(v*x) the guiding sequence for un at V*x, 

guiding sequence for un at stage x+I. 

gs (8(x+I)) is the 
n 



For n satisfying 6n(v*x) = 0 n, this notion has been defined before, 

in 4.4.4. Note that both definitions coincide. For n satisfying 

6 (8(x+l)) ~ 0 n (i.e. TI is non-fresh at stage x+l), gs (8(x+l)) is the n n n 
sequence x' of equation (2) above. 

4.4.7. DEFINITION (of (d:JF)). Let d be a mapping from ]N x N into K, 

d: (n,v) 1+ dnv. Then 

(d:JF)(n,v*x) _ dnv: v6 vjf(v*x), 
n 

that is to say: if we think of d (8x) as the dressing for carrier n at 
n 
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stage x, then (d:JF)(n,8(x+t)) plays the role of d x: f +las in equation n n,x 
(2). (For the relation between jf and f +l see 4.4.1-2.) n,x 

4.4.8. DEFINITION (of mk(e,x,a)). Fore EK, x E ]N and a EN, mk(e,x,a) is 

the minimal k such that ak suffices to determine ela(x), i.e. 

mk((d:JF)(n,8(z+l)), z, gs (8(z+l))) plays the role of U in (3). 
n n 

4.4.9. DEFINITION (of upb). Let d be a mapping from ]N x l'1 into K. 

. upb (d ,•V*x) 

where 

- max{U (v*x) n 

We call upb(d,v*x) the upperbound at v*x w.r.t. d, upb(d,8(x+l)) is the 

upperbound at stage x+l w.r.t. d. 

Once we have upb, the sequence of generated values for the fresh 

carrier n is easily determined: it is the initial segment with length 

l+upb of the guiding sequence for carrier n. 

4.4.10. DEFINITION. gv (for generated values) is a mapping which assigns to 

each pair (d, v), d a mapping from JN x ]N into K, v E lN, an element 

gv(d, v) E KlN, as follows: 
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4.4.11. DEFINITION. DGO(J) is the 

do: JN x JN ->- K, with the property 

set which contains all mappings 

that Az.d0(6z) imitates the behaviour of 
n 

the sequence of dressings for 
0 0 

J: JN->-K and dnv = d (n,v). 

i E DGQ (J) iff 

the carrier En in GCC(range(J)), where 

4.4.12. REMARK. Strictly speaking only the doe: DGO(J) which satisfies the 

equations 

(I) 

(2) 

imitates the dressing construction as outlined in chapter 2 (2.9.7-8). The 
0 other elements of DG (J) result so to speak from the choice of a 'non-

standard neighbourhood function' for the continuous r in the equation 

E 
n 

r(src(n,z)), (cf.2.9.2-3) 

for some n and z. 

Such a non-standard choice at stage z affects the upb-computation at 
0 O' stage z+I. If d and d are elements of 0 0 O' DG (J) and d v ~ d v, but 

0 O' d v Id v, for some n n n 0 , 
0 n n 

then it is possible that d (v*x) is not even equiv­
n 

alent to d (v*x). 
n 

The existence of a do which satisfies (I) and (2) and hence belongs 

to DGO(J) is easily proved by an appeal to the recursion theorem (uniform 

in J), or by first showing that for each v there is a dO(v) e: N such that 

for all w,w*x$v and for all n Az.d0 (v)(v 3(n,w,z)) and Az.d0 (v)(v3 (n,w*x,z)) 

belong to Kand satisfy the equations (I) and (2) above, then putting these 

together in a single D by AC-NF, and finally 'diagonalizing' the desired do 

out of D. 
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In the appendix we shall show that we can explicitly define an element 

of DGO(J), primitive recursive in J. This element however shall not satisfy 

the equation (2), but only the corresponding equivalence, i.e. it is 'non­

standard'. (Note that in the right-hand side of (2) there is an unbounded 

minimum operator, in the upb construction). 

4.4.13. DEFINITION (of UPB). Let d: N x 1'-1 +K. \v.UPB(d,v) is the mapping 

from :N into N which satisfies: 

UPB(d,O) = O, 

UPB(d,v*x) = UPB(d,v)+(l+upb(d,v*x)). 

If no confusion can arise we write gv(v), upb(v) and UPB(v) for gv(d,v), 

upb(d,v) and UPB(d,v) respectively. 

4.4.14. LEMMA. If a carrier is fresh at stage z+I, i.e. if 6 (8(x+I)) = 0 n, --- n 
then the dressing dn(8(x+I)) has the form [w], where lth(w) = UPB(6(x+I)). 

Formally: if d E DGO(J) then 

VvVn(n v= 0 n + 3w(dOvo,[w] A lth(w)=UPB(v))). 
n n 

PROOF. By induction w.r.t. lth(v). 

(i) For v = < > take w = < >. 

(ii) Now let v = v'*X, assume 

(I) 0 V = on, then 
n 

(2) n v' = 0 n by 4.3.ll(c), n 
whence.by induction hypothesis we have aw' such that 

(3) dov, "" [w' J and lth(w') 
n 

By definition of DGO(J), 

(4) iv"" d0v• 'f( ) ( ) n n : J v n : gv v n, 

K by (1), (2) and the definition of v. 

UPB(v'). 
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From (I) and 4.3.ll(b) we find that jps(k~v)n = 0 n, hence by definition of 

jf 

(5) jf(v)n = id. 

by definition of gv. 

From (4), (3), (5) and (6) we find 

i.e. dov""' [w], where w = w'*((j 33x) *Az.O(l+upb(v))). 
n n 

So lth(w) = lth(w')+(l+upb(v)), while lth(w') = UPB(v') by (3), hence 

lth(w) = UPB(v) by definition of UPB. 0 

4.4. 15. LEMMA. 

v6 (v*x)gv(v*x) ""'[gsn(v*x)(l+upb(v*x))J. 
n 

PROOF. Put m = l+upb(v*x). By definitions 4.4.10 and 4.4.6 of gv and gs: 

and 

Now apply 3.2. 16(g): for cj,: :N ➔ N 

The complex definition of gv was motivated by our wish to achieve the 

following. 

4.4.16. LEMMA. If do E DGO(J) then d~(6(z+I)) determines a value for z, i.e. 

Vn3yVcj,[(d (v*x)lcj,)(lth(v))=y]. 
n 



PROOF. Put m = l+upb(v*x). Let nEnf(k~(v*x)). By the foregoing lemma and 
0 the definitions 4.4.7, 4.4.11, we have ford E DG (J) 

i.e. for all ~ 

y iff 

(I) y+I 
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for some initial segment w of gsn(v*x)(m)*~· By definition of upb(=ms-1), 

there is a y such that (I) holds for w = gsn(V*x)(m.,.I), i.e. (I) holds for 

wand y independent of~-

If n i nf(k~(v*x)) then d~(v*x) ~ [w] for some w with lth(w) = UPB(v*x), 

by 4.4. 14. One easily verifies that UPB(v*x) > lth(v), i.e. in this case 

In the sequel we shall not only be interested in the dressing of a 

carrier at stage z, but also in the 'difference' between the dressing for 

carrier n at stage z and the dressing for the same carrier at stage z+z', 

and in the dressing for a nest of carriers at stage z. 

4.4.17. DEFINITION (of DG(J)). Let J be a mapping from N into K. DG(J) is 

a set of mappings d: N x FRAME x 

dv . dv For (on)w we write nw, 

d belongs to DG(J) iff 
K K 0 (a)\ n\ w.dnw belongs to DG (J), 

(b) dvw is the 'difference' between d v and d (v*w), and n n n 
(c) if ht(F)>O the: d;w is th: 6Fv-nesting of \Kn.d:w (i.e. dFw is the 

F-nesting of\ n.dnw, dF(ox) behaves as the dressing dFx for EF at 

stage x, cf.2.10.S). 

Formally, d E DG(J), iff 
K K 0 (a)\ n.\ w.dnw € DG (J), i.e. 
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If d E DG(J) then d generates a universe of dressing sequences w.r.t. J. 

4.4.18. LEMMA. If d E DG(J) then dF(8(x+I)) determines a value for x, i.e. 

if d E DG(J) then 

PROOF. In lelllllla 4.4.16 we have proved this assertion for F = ( 0 n). For F 

with ht(F)>O we argue as follows: 

dF(v*x),,. v~(AKn.dn(v*x)), by definition 4.4.17(c) and 4.3.14(a) (6FO=F). Hence 

by 3. 2. I 6 ( c) . 

So 

by 4.4.16, which immediately yields (I). D 

4.4.19. LEMMA (the extension of a do E DGO(J) toad E DG(J)). Let 

i E DGO(J). Define d: :N x FRAME x :N + K by: 

(I) 

(2) 

(3) 

if lth(w)>O: d(w,( 0 n),v) 

where dwv is d(w,( 0 n),v) as defined in (2) and (I). Then d E DG(J). 
n 



PROOF. d fulfills 4.4.17(a) and (c) by (I) and (3). 

By (2) 

UPB(w) K ('K UPB(w)) by s ""v6 w A m.s 3.2.16(f), 
n 

hence 

(4) 

by distributivity of: over v (3.2.16(e)). By leillllla. 4.3.12(c) 

VmEl(6nw)(6nw~ 0 m), hence, by 4.4.14, 

VmEl(6 w)3u(lth(u)=UPB(w) A dow"" [u]), i.e. n m 

(5) o 1 UPB(w) 0 . Vmu.( 0 w)(s : d w "" id). n m 
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By (4), (5) and 3.2.17(d) we find that d fulfills 4.4.17(b)(i): dwO"" id. n 
Also by (2): 

(6) w UPB(w) K K O -d (v*x) = s : v 1 (;1. m.d (w*v*x)). n 0 w m n 

Hence, by distributivity of: over v (3.2.16(e)) 

(7) K KO K KO K K 
v 1 (;1. m.d (W*V*x)) ""v6 (;1. m.d (w*v)): v6 <I>: v6 ljl, 

0 w m w m w w n n n n 

where 

and 

(9) 
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By 4.3.15 

whence 

i.e. 

Similarly 

(11) 

By (6), (7), (10) and (ll), dw(v*x) is equivalent to 
n 

UPB(w) K K 0 
s : v6 (,), m.d (w*v)): e, 

w m n 

where 

By (2) 

whence 

(12) 

(12) and 4.4.17(b)(i), which we proved above, yield 4.4.17(b) (ii) and 

(iii). □ 

4.4.20. LEMMA. d: N x FRAME x N + K belongs to DG(J) iff for aU F and v: 
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(2) d;(W*X) ""'d;w: "t(v*W)jf(v*W*X): "6F(V*W*X)gv(d0 ,V*W*X), 

1.,Jher-e do: :N x:N ➔ K is defined by i(n,v) = d~ 0 n)v. 

PROOF. 

(+) If we take v = O, F = ( 0 n) in (I) and (2) we find that do€ DGO(J). 

(b)(i) follows by (I), (b)(ii) by (I) and (2), (b)(iii) by (2) and (b)(ii). 

(c) By induction w.r.t. lth(w): 

(i) d;o ""'id by (I), id""' "6Fv(AKn.id) 
K K v by 3.2.16(f), An.id= A n.dnO by 

(I), hence d;o = v~ (AKn.dvO). 
uFv n 

(ii) Assume 

(3) 
v K K V dFw ""'v 1 (A n.d w) (induction-hypothesis). 

uFv n 

Likewise 

(5) K O KKK O -v 1 (v*W*X)gv(d ,v*W*X) = v 1 (A n.v, ( _)gv(d ,v*W*x)). 
UF uFV Un V*W*X 

Substitute (3), (4) and (5) in (2) and apply distributivity of: over nesting, 

(3.2.16(e)), this yields 

(6) 

i.e. by (2) 

d;(w*X) ""'v6 v(AKn.d:(w*x)). 
n 

(➔) If d € DG(J) then, by 4.4.17(a) and (b) 

(7) (I) and (2) hold for F = ( 0 n). 

If ht(F)>O, then (I) follows from 4.4.17(b) and (c) by 3.2.16(f). By 

4.4.17(c) and (7) we find for F with ht(F)>O: 
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dv( _) K ( K dv K 'f( _) K (do _)) F W*X ""v, An. W: V1 ( )J V*W*X : v, ( _)gv ,V*W*X 
uFV n Un V*W Un V*W*X 

K whence by distributivity of: over v, (4) and (5) 

and hence, by 4.4.17(c), (2). D 

4.4.21. LEMMA. If d E DG(J) then 

(a) ~o "" id 

(b) 

(c) 

(d) if Vn(JnEC), Vv([v]EC) and C is closed under: and f.. then dvw E C 
n 

(e) Vv3aVn(6 v= 0 n + d v"" [an]). 
n n · 

PROOF. (a) by definition, (d) trivial, (e) by le= 4.4.14. (b) is a corol­

lary to the proof of 4.4.20: in the proof of 4.4.17(c) from 4.4.20(1) and 

(2), we do not use the ass\J1Ilption ht(F)>O. For (c) we use the characteriza­

tion of DG(J) in lemma 4.4.20. We proceed by induction w.r.t. lth(w): 

(i) w = 0: d~(v*O) = ~v"" d~v: id, and id"" dtvo by 4.4.20(]). 

(ii) w = w'*x: by 4.4.20(2) 

(I) 

By induction hypothesis 

By 4.4.20(2) 

(3) 

U U U*V 
If we substitute (2) in (I) and apply (3) we find dF(v*W) ""dFv: dF w. D 



4.5. PROJECTED UNIVERSES OF NESTS OF CC-CARRIERS 

4. 5. I. DEFINITION. A mapping J : E-+- K enume:r>ates the subset C of K modulo 

equivalence (or modulo c:.!) iff e € C +-+ 3n(Jn<><e). 

4.5.2. DEFINITION (of 'to generate nests of CC-carriers' and of CU 0(C)). 
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(a) A mapping 'IT : F -+- ,rF from FRAME into K generotes nests of GC-ca:r>­

:r>ie:r>s W.:r>. t. C c K iff there are a J : E-+- K which enumerates C modulo equiv­

alence and ad€ DG(J) such that, for all F, 1rFlo is the intersection of 

the ranges of the mappings dF(&x)I•, more precisely, such that 

(Cf.2.9.9,(3)-(5) and 4.4.18.) We abbreviate 1rFlo to ,rFo. 

(b) If ,r generates nests of CC-carriers w.r.t. C, J enumerates C 

modulo<>< and d € DG(J) satisfies 

then ~(&x) is the d:r>essi~ fo:r> 'ITFo at stage x, d gene:r>ates the d:r>essir7{Js 

fo:r> 'IT. 6F{6x) is the f:r>ame fo:r> 'ITFo at stage x, and the pair (~{6x),6F(&x)) 

is the :r>est:r>iction fo:r> 'ITFo at stage x. 

Instead of dressing, frame and restriction for 'ITFo, we shall also say 

dressing, frame and restriction for 'ITF. 

(c) CU 0{C) is the set of all universes U0 of the form 

where 'IT generates nests of Ge-carriers w.r.t. C. An element U0 € CU0 (C) is 

a p:r>ojected unive:r>se of nests of GC-ca:r>:r>ie:r>s w.:r>.t. C. 

(d) We write 'ITn for 1T( 0 n)" If U0 € CU 0{C), then the subuniverse 

is a p:r>ojected unive:r>se of GC-carne:r>s w.:r>.t. C. An element 'ITno € U0 is a 

ca:r>:r>ie:r> of U O• 

4.5.3. REMARK. The elements 'ITFo of a universe U0 € CU 0{C) are to imitate 

the nests of carriers EF (w.r.t.C). This is clear for the carriers 'ITno of 
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U0• For frames F with ht(F)>O, we have defined 

(cf.2.1O.1) while here we put 

uFo in range (A~-~(6x) !~). 
X 

In lennna 4.5.5 below we shall prove that 

4.5.4. LEMMA. If u generates nests of GC-a~!'iers w.r.t. C and d generates 

the dressings for u, then 

PROOF. By lennna 4.4.18 

3zVa[(dF(6(x+l))ja)(x)=z], 

hence it suffices to show that 

Va[(dF(6(k+l))ia)(x)=y] (by definition). 

Now assume that we also have 

If k;;;: x, then ~(6(k+I)) ""'~(6(x+I)): e for some e. (4.4.21(c)) Hence 

dF(6(k+l))ia = dF(6(x+l))jb for b=ela, this yields y=z. 

If k < x then ~(6(x+I)) = ~(6(k+I)): e for some e, and then also y=z. D 



4.5.5. LEMMA. If 1r generotes nests of GC-aal'.riers 1u.r.t. C then 

PROOF. Let b € F have the label n, assume that 

We show 

Let d generate the dressings for 1r, then (I) is ~quivalent to 

by the previous lemma. By lemma 4.4.21(b) and 4.3.14(a) 

so 

'(3.2.IG(c)), 

whence 

by (3), and hence (2) by 4.5.4. D 

4.5.6. LEMMA. Let J: 1il +K enumerate C modulo"", let d be an element of 

DG(J). Define 1T : F + 1rF from FRAME. into K by 
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where ;(x+I) = W*Az.O(x+I). Then 1r generotes nests of GC-aal'.riers 1u.r.t. c. 
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PROOF. 

(a) (1rFEK). Put e - Au.sg(lth(u)~x), then e EK by 1.3.14 and 
X X 

(since dF~(x+l)EK) hence, by 1.3. 13(3) Vx(1rF(x-kW)EK), whence, by (K2), 

7fF E K. 

(b) (1rF(x*w)=y+I + Va[(dFwla)(x)=y]). If 7fF(X*W) y+l then 

w = V*z*u, where lth(v) = x, and 

Now apply 4.4.18. D 

4.5.7. REMARK. Let 1r generate nests of Ge-carriers w.r.t. C and let d 

generate dressings for 7f. From lemma 4.4.21(e) we know that if 7fn0 is fresh 

at stage x, i.e. if 1l (~x) = 0 n, then d (6x) ""[atl] for some a: JN + JN. That 
n n 

is to say, if 1l (6x) = 0 n, then the empty part of 7f oat stage x, i.e. the 
n .n lth(an) I 0 part of 7fn0 that is not yet available at stage x, is s 7fn. 

The source for a carrier E at stage xis represented by substituting 
m 

the empty part of En at stage x-for each occurrence of the label n in the 

frame for En at stage x (cf.4.4.5). So the source for 1rmo at stage xis 

E is related to its source src(m,x) at stage x via d x, its dressing at 
m m 

stage x, by the equation Em dmx I src(m,x). (Cf.4 .4 .5.) 

For 7f owe can prove the corresponding equation 
m 

We postpone the proof till chapter 6 (6.3.4(d)). 

4.6. PROJECTED UNIVERSES OF GC-SEQUENCES W.R.T. C 

4.6.1. DEFINITION. U0(C) is the set of all universes U0 of the form 
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where TI generates nests of carriers w.r.t. C. If C is dependency-closed, 

then a universe U0 E U0 (C) is a projected universe of Ge-sequences w.r.t. e. 

This is completely analogous to the definition of Ge(e) from Gee(e). 

4.6.2. DEFINITION. Let U0 = {elTIFo: e E e, FE FRAME} belong to U0(e), and 

let d generate dressings for TI. 

(e,F) is the initial restriction for elTIFo E U0, e is the initial dressi11fJ 

for elTIFo, Fits initial frame. 

(e:dF(6x),oF(6x)) is the restriction for elTIFO at stage x, e: dF(6x) is 

the dressi71fj for elTIFO at stage x, oF(6x) is the frame for elTIFO at stage x. 

4.6.3. LEMMA. If e c K is dependency-closed and J: :IN ➔ K enwnerates C modulo 

"", then U O (e) is not empty: there exists a projected universe of Ge-sequences 

w.r.t. c. 

PROOF. It suffices to show that there is a TI which generates nests of Ge­

carriers. By 4.5.6 the problem is reduced to showing that DG(J) contains 

an element d. This follows from 4.4.19 and the fact that there is a 

do E DGO(J) (4.4.12). 0 

4.7. At any stage in the construction of the lawless sequence o, there is 

only an initial segment of that sequence available to us. If at stage z we 

have generated the initial segment 8x, then we can make no prediction 

whatsoever about the o(x+y) yet to be determined. 

Part of the lawless behaviour of o is reflected in the behaviour of the 

sequence of restrictions Ax.(dF(6x),oF(6x)) for TIFo in a projected universe 

of nests of GC-carriers, but not all. 

E.g. we know that oF(6(x+y)) can be produced from oF(6x) by a lawlike 

g : :IN ➔ FRAME, and that 

where w = Az.o(x+y)(z). (Cf.4.3.lS(b), 4.4.21(b) and (c) .) Moreover, we 

know that d (6(x+y)) will determine values for the arguments O, ••• x+y.Ll • 
F 

The next chapter is devoted to the question of the freedom of continua-

tion for sequences of restrictions Ax.(dF(6x),oF(6x)). 
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CHAPTER 5 

THE ORDERING OF RESTRICTIONS AND THE OVERTAKE PROPERTY 

5.1. TflE ORDERING OF RESTRICTIONS 

5.1.1. The frame for nF at v*w(oF(v*w)), can be produced from the frame for 

TIF at v(oFv), i.e. 

(I) 

If d E DG(J), then 

(2) 

and 

(3) v K K v dFw"" v 1 (\ n.d w) (4.4.21(b)). 
uFv n 

Moreover, if J enumerates C modulo"" and C is dependency-closed, then 

(4) 

Hence 

5.1.2. DEFINITION (of stronger than between restrictions). Let (e,F) and 

(f,G) be two restrictions. (e,F) is stronger than (f,G), or equivalently, 

(f,G) is weaker than (e,F), iff it is consistent with (I) and (5) above that 

(f,G) is the restriction for a projected nest of carriers nHo at stage x, 

and (e,F) is the restriction for the same sequence at some stage x' ~ x. 

We denote (e,F) is stronger than (f,G) by (e,F) ~ (f,G) or by 
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(f,G):;; (e,F). In formula: 

(e,F);,: (f,G) = (f,G):;; (e,F) = F2:G A 3g//CG(e.,,,f:g). 

5.1.3. REMARK. The terminology and the notation are not quite accurate. In­

stead of 'stronger than' we should say 'stronger than w.r.t. Cc K', in­

stead of 2: we should use 2:C. Since we shall use 2: only w.r.t. subsets of K 

denoted by C, this omission will not cause confusion. 

5.1.4. FACT. If d E DG(J), J enumerates C modulo""• and C is dependency­

closed, then 

5.1.5. DEFINITION (of equivalence between restrictions). Two restrictions 

(e,F) and (f,G) are equivalent, which we denote by (e,F) Fl:I (f,G), iff (e,F) 

is both stronger and weaker than (f,G), i.e. 

(e,F) Fl:I (f,G),= (e,F)2:(f,G) A (e,F):;;(f,G). 

5.1.6. LEMMA (properties of;,: and Fl:I). 

(a) If id E C then (e""f) A (FFl:IG) + (e,F) Fl:I (f,G). 

(b) If C is alosed undeP: and" then;,: is tpansitive, i.e. 

(e,F)2:(f,G) A (f,G)2:(g,H) + (e,F)2:(g,H). 

(c) If Vv([v]EC) then Vy//F ((e:[y],F) 2: (e,F)). 

(d) (f,F)2:(g,G) + (e:f,F)2:(e:g,G). 

PROOF. 

(a) If F ""'G then F 2: G and F:;; G by definition 3.1.20. 

If e ""f then e ""f:id and f ""e:id, while if id EC then VH(id//CH) by 

3.2.20(0). 

(b) If F 2: G 2: H then F 2: H by 3.1.19(e). 

Assume e"" f:g 1,g1//CG and f ""g:g2, g2//CH. Then g1//CH' since G;,: Hand 

C is closed under A (3.2.20(k)), and g2:g1//CH (3.2.20(s)), i.e. 

e"" g:(g2:gl), g2:gl//CH. 
(c) If Vv([v]EC) and y//F then [y]//CF by 3.2,21(i). 

(d) If f ""'g:g', g'//CG' then e:f"" (e:f):g', g'//cG. D 
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5.1.7. COROLLARIES. 

(a) If id EC then (e,F) ~ (e,F). [By 5.J.6(a).] 

(b) If C is closed under pairing and composition, then~ respects~, and~ 

is transitive. [By 5. l.6(b).J 

We shall give more properties of~ and~ in chapter 7. Note that the 

conditions on C in 5.l.6(a)-(c) and 5.1.7 are all fulfilled if C is depen­

dency-closed. 

5.2. FREEDOM OF CONTINUATION FOR SEQUENCES OF RESTRICTIONS: THE 'STRONG 

OVERTAKE PROPERTY'. 

5.2.1. First we formulate the (false) principle of 'full freedom of conti­

nuation for sequences of restrictions': 

Let C c K be dependency-closed, let J: lN + K enumerate C modulo ""', 

let d E DG(J) and let 6Fv be as defined in 4.3.9, 4.3.12. Then we can find, 

for each restriction (e,F) stronger than (dF(6x),6F(6x)) a lawless sequence 

o' E 6x and a y ~ x such that (dF(6'y),6F(6'y)) ~ (e,F), i.e. each restric­

tion stronger than the restriction at stage x can be reached at a stage 

y ~ x; in a formula: 

This principle leads to a contradiction. Consider the sequence of re­

strictions {(sn, 0 m): n E :N }. By full freedom of continuation for sequences 

of restrictions, there is a¢ EN such that 

Vn3x[(d (¢x),6 (¢x)) ~ (sn, 0 m)J. m m 

On the other hand, .the determination of a value for the argument zero must 

be guaranteed, i.e. 

Vo3z3yVa[(d (6z)ja)(O)=y]. 
m 

By the extension principle we find a z such that for the¢ of (I) 

(2) 
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n -
By (I) there are n EN and e//C 0 m such thats <><dm(<f,z):e, whence by (2) 

3yVa[(snja)(O) = y], which is obviously false. 

Note that the contradiction arises from the fact that we have to 

guarantee the determination of a value for each argument, and not from the 

method by which this guarantee is provided. 

5.2.2. With each e E Kand n E N we can find an f E K such that if w lies 

in the barf, i.e. fw ! O, then e:[w] determines a value for all arguments 

m :S n, i.e. 

Vw[fw#O ➔ Vm:Sn3yVa((e:[wJla)(m)=y)J. 

We might replace the principle of full freedom of continuation for 

sequences of restrictions by the following: 

Let C,J, d and oFv be as above. Then 

(I) 

i.e. we can 'overtake' each restriction (e,G) stronger than the restriction 

(dF(8z),oF(8z)) at stage z, and reach a restriction of the form (e:[¢x],G) 

stronger than (e,G) at some stage z' ~ z. The finite sequences u for which 

(e:[u],G) can be reached form a bar in the set of sequences {<f, EN: <f,//G}. 

This principle is valid, as will be shown below. A somewhat weaker 

formulation is: 

Let C,J,d, and oFv be as before. Then 

(2) 

which says that we can 'overtake' (e,G) and reach a restriction which lies 

between (e,G) and (e:[¢x],G). Obviously (I) implies (2), hence this prin­

ciple is also valid. 

(3) 

By 4.4.2I(c) we have ford E DG(J) 
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(4) 

which is equivalent by (3), (4), 5.l.7(a) and (b). 

We change 5.2.2(2) into: 

Let C,J,d and nFv be as before. Then 

i.e. instead of dF(v-kW) overtaking e, we now have d;w (the difference be­

tween dFv and dF(v*w)), overtaking the difference between dFv and e. 

(5) implies (2) by the remarks above and 5.l.6(d). (5) is valid, in 

fact we can prove a stronger form, with (d;w,nF(V*W)) ~ (f:[~x],G) instead 
V -of (f,G) s (dFw'nF(v-kW)) s (f:[¢x],G). 

In the final formulation of the 'overtake property', we replace 

'v'¢//G3Y.A(~x) by the stronger 3e'v'u//G [eulO + Au], i.e. 

5.2.4. DEFINITION (of overtake property and strong overtake property). Let 

d: :N X FRAME X :N + K, n: FRAME X :N + FRAME be two law like mappings' put 
V 

dFw = d(v,F,w), nFv = n(F,v). 

(a) The pair (d,n) has the overtake property if£ 

(6) 

(b) (d,n) has the strong overtake property iff 

that is to say, the strong overtake property does not only claim that we 

can overtake (f,G) by choosing the right w, thereby remaining below a 'bar 

of restrictions' of the form (f:[u],G), but also that we can choose win a 

bar given by g. 
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5.2.5. LEMMA (the strong overtake property for the projections of chapter 4). 

Let C be dependency-c'losed, 'let J enumerate C modu'lo 01, 'let d be an ele­

ment of DG(J) and 'let 6:(F,v) ~ 6Fv be as defined in 4.3.9, 4.3.12. Then 

(d,6) has the stro1'l{J overtake property. 

5.3. THE PROOF OF LEMMA 5.2.5 

The proof of the validity of the strong overtake property is a long 

and complicated one. In this section we shall outline the proof, using some 

exan,ples. We present the details in 5.4. The reader is advised to skip those 

details at first reading. If one is willing to accept lemma 5.2.5 without 

proof, one can skip even this section and continue with chapter 6. 

5.3.1. Throughout the rest of this chapter 

C is a dependency-closed subset of K, 

J: 1{ + K is lawlike and enumerates C modulo "', 

dis an element of DG(J), and 

for all F and v, 6pv is the frame for ~Fat v. 

5.3.2. We show that for all F, v and g 

where CSL (for 'continuous image of a single lawless sequence') is the set 

{ela.: e € K, a ELS}. In words: (~w,6F(v-kW)) can overtake the restriction 

(f,G), f//C 6Fv, G <!: 6Fv, and reach a restriction (f:[~x],G) for any cf> of 

the form ela., which has a sufficiently long initial segment ~x parallel to 

G. In overtaking w reaches the bar g. 

The strong overtake property for (d,6) states that there is a bar given 

by an e EK, such that (d;w,6F(v*w)) can overtake (f,G), f//C 6Fv, G ~ 6Fv 

and reach a restriction which lies between (f,G) and (f:[u],G), for any 

u//G in the bar e, Again, in overtaking w reaches the bar g. In formula: 

for all F, v, and g 

LEMMA.(!) irrrp'lies (2). 

This is proved by an appeal to the continuity axiom 



(3) Va3xA(a,x) ➔ 3eVu[eufO ➔ VaEuA(a,eu.!.J)]. 

The proof is relatively simple. The reader can skip it and continue with 

5.3.3. 

PROOF. Let G ;:>: OFV and f// C oFv be arbitrary and put 
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Assume (I), then in particular Va3xA(a,x) and hence, by (3), there is an e' 

such that 

(4) Vu[e'ufO ➔ VaEuA(a,e'u .:.I)]. 

Define e by eu = e'u•sg(lth(u).:.e'u), then 

(5) eufO ➔ eu:e'u, 

and 

(6) eufO ➔ eu<lth(u). 

We prove 

Let u//G be arbitrary and assume that eu f O. Then VaEuA(a,eu ... 1) by (4) and 

(5), i.e. 

By (6) and the assumptions eu f 0, ullG we have u = u 1*u2, where 

lth(u1) = eu.!.I, u//G and u2//G. Hence, if a E u then ci(eu.:.I) = u 1, u1//G. 

I.e. (7) yields aw which satisfies 

(8) 

d;w""' f :[u1 ], u 1 //G and oF(v*w) ,;:;i G imply 

(f,G) ~ (d;w,oF(v*w)) (by 5.J.6(c),(a)); 

d;w""' f:[u 1], f:[u] ""'f:[u1]:[u2], u//G and oF(V*W) ,;:;s G imply 
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Note that we apply (3) in this proof with a formula A not in the lan­

guage of J&,. A is a formula of 1fil:, a definitional extension of J&, to be 

discussed in chapter 7, i.e. A can be translated into an J&, formula. 

5.3.3. We can split 5.3.2(1) into two 'semi-overtake properties' and a 

'continuation till bar property': for all F, v and g 

( I ) 

V (i.e. dFw can overtake fllc6Fv, while the frame remains equivalent), 

(i.e. 6F(v*w) can overtake G ~ 6Fv, while the dressing follows¢), 

(3) 

V (i.e. we can leave the frame unchanged and make dFw follow¢ until w reaches 

the bar g). 

LEMMA. The universal closures of (I), (2) and (3) irrrply 5.3.2(1). 

The proof of this lemma is also simple. It may be skipped. In that 

case, go on with 5.3.4. 

PROOF. Let G ~ oFv, f//CoFv and¢ e: CSL be arbitrary. Apply (I). 

Either we find an x 1 such that ¢x 1 -H-6Fv, then ¢x 1 -/:,'-G (3.2.2I(f)) and 

5.3.2(1) follows trivially, 

or we find an x 1 and a w1 such that 

Apply (2) with V*WI for v and sx 11¢ for¢. Since G ~ 6Fv by assumption and 

6F(v*w1) F:J 6Fv by (4), we have G ~. -Op(v*w 1) (3.I.19(e)). So 

either we find an x2 such that sx I I ¢<x2(, -II- G, then ¢ (xtx2) .//- G and 

5.3.2(1) follows trivially, 
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or we find an x2 and a w2 such that 

X 
(5) d;*w1 w2 "" [s 1!$(x2)J A oF(V*Wi*w2) R:! G. 

Combination of (4) and (5) yields (use 4.4.21(c)): 

(6) 

x1+x2 
Finally apply (3) with V*Wi*w2 for v, s I$ for$ and AW.g(w 1*w2*w) for g. 

XtX2 
Either we find an x3 such thats l$(x3)-l,L- oF(v*W1*w2), then 
x1+x2 

s !Hx3)-lf- G, by (6) and 3.2.21(h), hence <P(x1+x2+x3) -If G and (I) 

follows trivially, 

or we find x3 and w3 such that 

and 

Combination of these with (6) yields 5.3.2(1) with x = x 1+x2+x3 and 

W = WJ*W2*w3. 0 

5.3.4. DEFINITION. 

(a) The jps-part of y is jfy. 

(b) The jf-part of y is j;y. 

(c) The gv-part of y is jjY• 

5.3.5. FACTS. 

(a) The jps-part of y determines oF(V*Y), that is to say 

since oF(V*Y) = oFv[jps(ki(v*y))J (4.3.13), and ki(V*Y) = kiv*<jiy> by 

definition of k~ (l.3.5(d)). 
]_ 

(b) If the jps-part of y makes n jump, i.e. if jps(ki(v*y))n # 0 n, 

then the jf-part of y determines the jumpfunction, since (cf.4.4.3) 
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om, 

(c) The gv-part of y determines the guiding sequences gs (v*y) for n 
n 

fresh at V*Y, i.e. n ¢ nf(ki(v*y)); for those n, gsn(v*y) = (j;y)n*Az.O. 

(d) If the jps-part of y is v3(o,O,O) then jps(ki(v*y)) = An. 0 n and 

6F(V*Y) = 6Fv (cf. 4.3.4, 4.3.13 and 3.1.19(c)). 
3 ' 3 3 (e) Let k,m,n satisfy k i nf(k1v), m ¢ nf(k 1v), n ¢ nf(k 1v), k # m and 

k # n. 

If the jps-part of y is v3(0,k,m), then jps(kf(v*y))k = 0 m, and 

jps(ki(v*y))k' = 0 k' fork'; k. 

If the jps~part of y is v3(1,k,j(m,n)), then jps(ki(v*y))k = 0 m A 0 n and 

jps(ki(v*y))k' = 0 k' fork'# k. 
3 (f) Let m and n be labels of 6Fv' m # n. Then m ¢ nf(k 1v) and 

n i nf(kiv) by 4.3.14(c) and 4.3.ll(a), hence, if we take v3 (0,n,m) for the 
jps-part of y, then 6F(V*Y) is obtained from 6Fv by erasing all labels n and 

putting the label min its place. See fig.I. 

3 

if the jps-part of y 

is 

Fig. 1 

(g) If mis a label of 6Fv, k ¢ nf(kiv), k ¢ l(6Fv) and the jps-part 

of y is v3(0,m,k), then jps(k{(v*y)) has the form An. 0 an, where am= k and 

am' = m' if m' # m. Since·k ¢ l(6Fv)~ a is l"'-1 on l(6Fv), hence· 

6F(V*Y) RI 6Fv by 3.1.22. 

(h) If the jps-part of y is v3(0,0,0) then jf(v*y) = A1\i.id, by (d) 

above and the definition of jf (4.4.3). 

(i) If the jps-part of y makes n jump and e € C, then we can choose 



the jf-part of yin such a way that (an equivalent of) e is generated as 

the jumpfunction. (By assumption, J enumerates C modulo cs<, cf .5 .3. 1 .·) . 
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(j) We can choose a value z for the jf-part of y such that Jz"" id. 

(C is dependency-closed, hence id EC). In that case jf(v*y) = AKn.id, in­

dependent of the jps-part of y. 

Definitions 5.3.4 and 5.3.6 will not be used outside this chapter. 

5.3.7. FACTS. 

(a) d;y e>1. JF(F,v*y):GV(F,v*y), by 4.4.20. 

(b) If jf(v*y) cs< AKn.id then JF(F,v*y) cs< id by 3.2.16(f), and hence 

d;y ""GV(F,v*y) by (a). 

(c) If the jps-part of y is v3(0,0,0) then JF(F,v*y) cs< id and 

d;y ""GV(F,v*y) by 5.3.5 (h) and (b) above. 

(d) We can choose the jf-part of yin such a way that (independent of 

the jps-part of y) JF(F,v*y) ""id and d;y"" GV(F,v*y) by 5.3.5(j) and by 

(b) above. 

(e) JF(F,v*y) is comptetely determined by the jps- and the jf-part of 

y, since these two together determine jf(v*y). The same holds for 

(d:JF)(n,v*y) as defined in 4.4.7. 

5.3.8. LEMMA (freedom of generated values). Let the jps- and the jf-part 

of y be given~ and let G be the frame 6F(v*y), as determined by the jps­

part of y (i.e. G = 6Fv[jps(k~(v*y))J = 6Fv[jps(k~v*<j~y>)]). With any se­

quence q> E N 1ue ean find 

either an initial segment ¢x which is not parallel to G, 

or an x and a value for the gv-par>t of y sueh that ¢x//G and GV(F,v*y) cs<[¢x]. 

In formula 

(The formula does not quite match the informal description, but it expresses 

the same: since ¢x//6F (v*y) is decidable, ¢x//6F(v*y) + A is equivalent to 

¢x // OF(v*y) V (¢x//oF(v*y) A A).) 

PROOF. See 5.4.1. 0 
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Now we can turn to the proofs of the semi-overtake properties and the 

continuation to bar property 5.3.3(1)-(3). We consider them in the reverse 

order. 

5.3.9. The continuation to bar property (5.3.3.(3)) states that for all 

F,v,g and$ of the form ela we can find 

either an x such that ~x * 6Fv, 
V -or an x and aw such that gw~O A ~w"" [$x] A 6F(v-kW) 6Fv. 

First we show 

LEMMA. For aU F, v and $ we aan find 

either an x1 suah that ~x1 7t6Fv, 

or an x 1 and a y suah that ~Y"" [~x1J and 6F(v*y) 6Fv. 

I.e. 

(That is to say: we aan take one step towal'ds the bar g.) 

~ROOF (can be skipped.) 

Choose x 1 and y as follows ((i)-(iii)): 

(i) For the jps-part of y take v3(0,0,0), then 

(I) 6F(V*Y) = 6Fv (by 5.3.5(d)) and 

(2) ~y ""GV(F,v*y) {by 5.3.7(c)). 

(ii) For the jf-part of y take any value you like, the previous choice of 

the jps-part makes the jf-part irrelevant. 

(iii) Now apply le!IDDa 5.3.8: 

either we find an x 1 such that ~x1 "it 6F(v*y), then ~x1 -If- 6Fv by (I), 

which proves the le!IDDa, or we find an x 1 and a value for the gv-part of y 

such that 

which, in combination with (I) and (2), also proves the le!IDDa. D 
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To prove the continuation to bar property itself, one shows that this 

lemma implies the existence of two mappings f 1,f2 € K such that for all$ 

and z 

where $ 1 = f 1I$, $2 = f 2 I$- By the extension principle we find a z0 such 

that g($2 (z0)) ~ O, the continuation to bar property follows with $1z0 for 

x and ~2z0 for w. For the details see section 5.4.2. 

5.3.10. The semi-overtake property for frames 5.3.3(2) states that for all 

F,v,$ and G ~ 6Fv we can find 

either an x such that ~x -ft G, 
V -or an x and aw such that dFw <>< [$x] and 6F(v*w) f':l G. 

Recall that H f':l G iff there is an a: :N + :N such that G·= HO.n. ( 0 an) J 

and atlH is 1-1 (lemma 3.1.22). 

First we prove the semi-overtake property for frames under the addi­

tional assumption that G = 6Fv[An.( 0 bn)] for some b, i.e. 

5. 3. 11. LEMMA. Let F, v and ,$ be arbitrary and assume that for some b: :N + :N 

Then 

either there is an x suah that ~x 1r G, 
V -or there are x and w such that ~w <>< [$x] and 6F(v*w) f':l G. 

PROOF (in sketch, for details see 5.4.3). Fig.2 shows a possible 6Fv and 

two frames G1,G2; GI= 6Fv[An.( 0 b 1n)J, G2 = 6Fv[An.( 0 b2n)J, where b 10 = b 12 

= I and b 11 = b 13 = O, while b20 = I and b21 = b22 = b23 = 0. 

0 
3 

2 
0 0 0 

Fig. 2 
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If the bin assumption (1) is a 1-1 mapping on i(6Fv), then 6Fv ~ G 

by the remark preceding this lemma, hence we can take x = 0, w = 0. 

If bis not 1-1 there is a non-empty set of pairs (n,m), n E i(6Fv), 

m E i(6Fv), n # m, such that bn = bm. In the examples we find the set 

{(0,2), (1,3)} for b1 and {(1,2),(2,3),(1,3)} for b2 • 

We measure the extent to which bis not 1-1 by counting the members of this 

set. The formal proof proceeds by induction w.r.t. the resulting number. 

In the examples we have b 13 = b 11 and b 23 b21. In both cases, y and 

x 1 can be determined as follows ((i)-(iii)): 

(i) For the jps-part of y take v3 (0,3,1), then 6F(v*y) is the frame pictured 

in fig.3 (5.3.5(f)). 

0 

~o 
oF(v*y) 

0 
GI G2 

0 0 
0 2 

Fig.3 

(ii) Choose the jf-part of yin such a way that'the jumpfunction id is 

generated, i.e. such that (5.3.7(d)) 

(iii) Apply lemma 5.3.8: 

either we find an x 1 such that ~x -If. OF (v*y), since G 1 2 6F (v*y) and 

G2 2 6F(v*y) (see fig.3) then also ~x-11- G1, ~x-/fG2 and we have the result 

we want, 

or we find an x 1 and a value for the gv-part of y such that 
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Note that Gl = nF(v*y)[An,( 0 bin)] and G2 = nF(v*y)[An.( 0 b2n)], where 

b'O = b'2 = 1 b'l = 0 and b'O 1 b'l = b'2 = O• that is to say for b' 1 1 'l' 2 '2 2' ' 1 
as well as for b2 there is only a single pair (n,m) of labels of nF(v*y) 

such that n Im and b!n = b!m. 
' i i 

If we have found x 1 and y such that ix1UGi, i = 1 or i = 2 respec-

tively, and d;y"" [ix1J, then we repeat the construction, with V*Y for v 
x1 

ans I~ for~. and with the remaining pair (n,m) such that b!n = b!m in-
i i 

stead of (1,3). 
X 

Either we find that s 1 JHx2) -If- nF(v*<y,y'>)~some x2' 
*A XI 

or we find nF(V*<y,y'>) I'd Gi and d; y<y'>"" [s l~<x2)]. 

In both cases we obtain the desired result. D 

5.3.12. Next we prove a lennna which reduces the semi-overtake property for 

frames to the property proved in the previous lemma. 

LEMMA. Let F 'V and ~ be arbit:roary and assume that G ~ nFv. Then we aan find 

either an x suah that ix -II- G, 

or an x, aw and ab: 1N -+ ll suah that G nF(v*W)Dn. ( 0 bn)J and 
V -

~w"" [~x]. 

PROOF .(in sketch, see also 5.4.3). If G ~ nFv then G = nFv[g] for some 

g: ll -+ FRAME. nFv, G and g might be e.g. as in fig.4. 

G 
0 

91 
0 

Fig. 4 

We measure the extent to which g differs from a mapping of the form 

An, 0 bn by counting for each m E l(nFv) the number of non-empty nodes in 

gm and:adding the results. 

The formal proof proceeds by induction w.r.t. to this number. 
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If it is O, then, for all m € l(6Fv), the only node of gm is the empty 

one, and g can be replaced by An.( 0 bn) for some b. 

In the example gl has 4 non-empty nodes, gO has none. Note that a frame 

which has non-empty nodes is a pair H1 A H2• In the example gl = H1AH2, 

with H1, H2 as in fig.S(a). 

/\ 
0 

o O H2 (A6,v•Yl 
a 

l n n 
g'O= 0 

I 1 I f 
G A 

0 0 = H2 = g'n 
2 

0 =HI= g'n1 
0 I 

b 
C 

Fig.5 

The first step towards constructing x and w such that 
/ V -G = 0 F(v"'W)[An.( 0 bn)] for some band dFw c::, [~x] would be to determine y and 

x 1 as follows ((i)-(ii)): 
3 3 (i) Choose n1,n2 such that n1 # n2, n1 i nf(k1v), n2 i nf(k1v), n1 i l(6Fv), 

n2 i l(6Fv), and take v3(I,l,j(n1,n2)) for the )ps-part of y. 

Then jps(kf(v*y))l = 0 n 1A0 n2 by 5.3.S(e) and 6F(v*y) is the frame pictured 

in fig.Sc. 

(ii) Choose the jf-part of y, x 1 and the gv-part of y as in the previous 

lemma, i.e. such that either 

or 

Note that G = 6F(v*y)[g'], where g'O = 0 1, g'n1 = H1, g'n2 = H2 (see 

figs.5b,c), hence if (I) is the case then also $x 1 -II- G and the lemma is 

proved. 
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If (2) is the case, then we repeat the construction above with V*Y for 
X) 

v, s j$ for$, and g' for g: now we make n 1 jump to k 1 and k2, k 1 f k 2 , 

k 1 ,k2 I. {O,n1 ,n2}. 

Note that the distance between g' and a mapping An.( 0 bn) is smaller 

than the one between g and a mapping An.( 0 bn): only g•n 1 has non-empty 

nodes, namely two. In our example we need one repetition of the construction 

given above to reduce the remaining distance to zero; in general, more re­

petitions will be necessary. D 

5.3.13. Now we can prove 

LEMMA. The semi-overtake property for frames holds. 

PROOF. By a simple combination of the foregoing two lemmata (details in 

5.4.3). D 

5.3.14. The semi-overtake property for dressings (i.e. 5.3.3(1)) states 

that with all F,v,$ and f//C 6Fv we can find 

either an x such that ~xll6Fv, 
V -

or an x and aw such that ~w"" f:[$x] and 6F(v*W) Ri 6Fv. 

We illustrate the proof of this property with a simple example. The 

formal proof is given in 5.4.4. Let 6Fv be the frame ( 0 O)A( 0 1) as in fig.6a. 

~ ~I A Al 
0 I T r J J 

oFv [az 1 J Cbz0 J 6F(v*y) [az 1J id 
d 

a f "" [azl ]A[bz?] b n 1 f 0, n 1 f I C Jf(F,V*Y)~azl]Aic 
-

Fig.6. 

K 
Since f// C 6Fv we have a mapping ijJ: :N + C such that f ""' v OFVijJ. For 

6Fv ( 0 O)A( 0 1) this yields: 
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Now we make an additional assumption, namely 

Let e.g. ~O ""[az 1J and ~I"" [bz2J. We find (see fig.6b.): 

Now determine y and x 1 as follows ((i)-(iii)): 

(i) Choose the jps~part of yin such a way that jps(ki(v*y))O I 0 0 and 

(4) (5.3.5(g)), 

then 6F(v*y) has the form ( 0 n 1)A( 0 1), n 1 IO, n 1 I I as in fig.Ge. 

(ii) Choose the jf-part of yin such a way that jf(v*y)O"" [az 1J and 

jf(v*y)m"" id if m I 0. (Use 5.3.S(i), note that [azl] EC since C is de­

pendency-closed.) Then 

(5) 

(See figs.6d,7a.) 

(iii) Note that f"" [azl]A[bz2] satisfies f ""JF(F,v*y):(idA[bz2]). 

We incorporate the difference between f and JF(F,v*y), i.e. (idA[bz 2J) in 

the generated values, that is to say: we apply 5.3.8 with 

(idA[bz2J) I~= j(j 1~,bz2*j 2~) for~-

Note that (idA[bz2J)l~ll6F(v*y) due to the special structure of 6F(v*y) 

(by 3.2.21(e), in this respect the example is not quite characteristic). 

Hence we find an x 1 and a value for the gv-part of y such that 

or equivalently 

(See fig.lb.) Since, by definition, 
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and 

I\ A (1 r I 
II 

I r l 
[az 1J id [ j I</> (x I) J [bz2*ji(xl) J [bz2*j1</>(xl)J [oz2*j 2<l><x1) J 

JF(F,v*y) GV(F,v*y) dvA 
FY 

r a b C 

Fig.7 

From (5) and (6) we find 

(7) 

(Use 5.3.7(a), see fig.7c.) 

Note that, since f 01. [azl]A[bz2] and [~(xi)] 01. [j1<1><x1)]A[j2<1><x2)], 

whence 

where u is the finite sequence such that 
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Recall that our aim is to find aw and an x such that 

(~xis always parallel to fipV due to our special choice of opv.) From (4) 

and (8) we see that it suffices to construct y' and x2 such that 

- X 
(10) d;*Y<y'> ""'- (idAu):[s I l¢(x2)] 

and 

for in that case 

The construction of y' and x2 satisfying (IO) and (II) is analogous to the 

construction of y and x 1 above, with the label I in the role of 0, with u 
- xi 

in the role of az 1 and withs I¢ instead of¢. 

Now we drop the assumption (2) and consider a more general example, 

where 

(12) 
• 

We must construct wand x such that 

( 13) 

It suffices to show that there are w, x and f' such that 

where f' has the form [u 1]A[u2] since by the argument above we can find w' 

and x' such that 
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combination of (14) and (15) yields 

and 

/\ I\ Al 0, 
0 I I I r r r 

n - ! l I 

el id [jl~(xl)J[ezl j2~(xl)J 
el eJ Oy(v*y) Pd OyV 

f "" e 1 e2 JF (F , V*Y) "" e 1 "id GV(F,v*y) 

Fig.8 

We start our construction of wand x for (14) in the same way as above, 

i.e. we determine y and x1 such that ((i)-(iii)): 

(i) jps(k7(v*y))O = 0 n 1, n 1 ~ 0, n 1 ~ 1, hence 

(ii) jf(v*y)O c< e 1, and jf(v*y)m = id if m ~ O, 'hence 

(iii) GV(F,v*y) ""[(idAe2)i~(x1)J, where idAe2 is the difference between f 

and JF(F,v*y). Then 

( 18) 

where 

(See fig.8.) Thus we achieve that 
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(by (17), (18), S.3.7(a) and distributivity of: over A). 

Next we choose y', xj and x2 as follows ((i)-(iv)): 

(i) The jps-part of y' is such that jps(kf(v*<y,y'>))I = 0 n2 , n2 f I, 

n2 f n 1, whence 

(ii) xj ~ x 1 satisfies Vm < x 1(e 2(<m>*j 2¢(xj)) f O), i.e. j 2¢(xj) suffices 

to determine e2 ij 2¢(x1), whence 

(iii) The jf-part of y' is such that 

jf(v*<y,y'>) I ""'e2, and jf(v*<y,y'>)m""' id, for m f I, 

where 

X 

(22) e2 - s 1:e2:[j 2¢-(xj)J. 

Then 

X 

(23) JF(F,v*<y,y'>) ""'idA(s 1:e2:[j 2¢(xj)~). 

Note that e2 EC since e2 EC and C is dependency-closed. Note also that 

by (21) 

So 

by (19), (23), distributivity of : over A and (24). 

(iv) Finally, the gv-part of y and x2 are such that 

x1 xj 
GV(F,v*<y,y'>) ""'[(s As )i¢(x2)J, 



i.e. 

(26) 

--- --,-
xi xi 

GV(F,v*<y,y'>) ""[s l<P(x2)JA[s l<P<x2)J. 

V*Y dF <y'>"" JF(F,v*<y,y'>):GV(F,v*<y,y'>) (5.3.7(a)), 

hence 

whence 

By distributivity of over" 

Now put u = <j 1¢(x1+x2), ... , j 1¢(xj+x2~I)>, (i.e. u <>if xj 

f' = [u]Aid, then 

Moreover 

((15),(20)), 

so we have (14) with <y,y'> for wand xj+x2 for x. D 

5.4. THE PROOF OF THE STRONG OVERTAKE PROPERTY (2) 

In this section we give extra details of the proof of lemma 5.2.5, 

which were left out in the preceding section. This section is to be read 

only in connection with 5.3. (And at first reading it is to be skipped.) 
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5.4.1. First we provide a proof for lemma 5.3.8 on the freedom of generated 

values, which states: 
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Let the jps- and the jf-part of y be fixed, let G be 6F(v*y) as deter­

mined by the jps-part of y (5.3.S(a)), and let$ be an element of N. Then 

we can find 

either an x such that ;j;°x -ff G, 

or an x and a value for the gv-part of y such that $x II G and 

GV(F,v*y) ""'[;j;°x]. 

PROOF. By definition 5.3.6, GV(F,v*y) = v~gv(v*y). 

gv(v*y)n = [(j 3y)n*Az.O(l+upb(v*y))], by definition 4.4.10. 

(j 33y) *Az,0 = gs (v*y), for n fresh (i.e. such that 6 (v*y) 0 n), by de-n n n 
finition of gs (4.4.4, 4.4.6). 

n 
Labels of G(=6F(v*y)) are fresh (4.3.14(c)), hence for n E lG 
gv(v*y)n = [gs (v*y)(l+upb(v*y))J, whence 

n 

Now put 

then 

(3.2.16(g)). 

Fig. 9 shows an example of G and gsF(v*y). 

2 l 

I 

J 

ji/JO(~) I 

j ~) ilc ~ > 
gs 1 (v*y) a 

Fig. 9 

b 
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Let 1/J be a mapping from :N into the set of branches of G, which satis­

fies: 

if n E lG then 1/)n has label n in G. 

If¢ is parallel to G, then jb¢ = ji/Jn¢ for all branches b of G with label 

n. I.e. in that case,¢= vb(), 1n.ji/Jn¢) (3.2.14, 3.2.16(b), see fig. 9). 

Our problem is to choose the gv-part of y, j~y, in such a way that for 

all n E lG, gs (v*y) coincides with j,,, ¢ over a sufficiently long initial 
n o/n 

segment. 

To make this choice we introduce the pseudo guiding-sequences pgsn. 

As an auxiliary we put: 

if n E lG, 

otherwise. 

The pseudo guiding-sequence for n is defined by 

( 1) 

i.e. for n ~ lG, pgsn = ji/Jn¢• 

Now we perform the upperbound computation (cf.def.4.4.9) with pgsn 

instead of gsn, i.e. we put 

pupb - max{mk((d:JF)(n,v*y), lth(v), pgs) 
n 

Note that pupb can be determined independently of the gv-part of y, 

(d:JF)(n,v*y) depends on the jps- and jf-part of y only (4.4.7 and 5.3.7(e)). 

Now take 

-1 
An.VG (n,¢)(x)(m) 

for the gv-part of y, (j~y), where x _ 1+pupb, and m _ 1 + max(lG). Then 

{

v

0

- 1(k,¢)(x) if k < m 

otherwise. 
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-I 
Since vG (k,4>) 

Hence 

(2) 

AZ.0 fork? m, we find that for all k 

From (I) and (2) we find (using 3.2.14(b) and 3.2.17(c)) that for all n 

gs (v*y)(x) = pgs (x). 
n n 

Hence, if we compute upb(v*y), we find 

pupb, 

whence, for all k 

-I -
For n E lG, VG (n,4>)(x) = j~n4>(x) = k~n(4>x). The proof is now completed by 

observing that hence 

by 3 • 2 • 20 (g ) • D 

5.4.2. Next recall that we have reduced the strong overtake property to two 

'semi-overtake' properties and a 'continuation to bar' property (5.3.3). 

The latter says (cf.5.3.3(3) and 5.3.9): 

(A) Let F,v,g and 4> = el~be arbitrary~ then 

either there is an x suah that ~x -If 6F v, 
V -

or there are x and w suah that gw f 0, 6F(v*W) = 6Fv and dFwc:e [4>x]. 

As a first step of the proof we have shown in 5.3.9: 

(B) For all F,v and 4> = ela we aan find 

either an x suah that ~x -II- 6F v, 
V -or an x 1 and a y suah that dFy"" [4>x 1J and 6F(v*y) = 6Fv. 

LEMMA. (A) follows from (B) by AC-NF, Va3x-continuity and the extension 

prinaiple EP. 
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PROOF. Let F,v,g,e and a be arbitrary and put 

Let A(m,w,8,x1,y) be the formula 

(B) states that 

hence 

Ymw3f j f 2V8 A(m,w, 8, f j (8), f 2 (8)), (V83z-continuity), 

whence 

(Here fil8(m,w) abbreviates fij8(j(m,w)), i=l,2.) Let f 1 and f 2 be witnesses 

to (1). By a simultaneous recursion we define w1 and w2(EN): 

w1(0) = f 1 la(O,O), w2(0) = f 2 ja(O,O); 

wl(n+l) = w1n+f1la<w1n,w2(n+l)), 

$2(n+l) = f2la<w1n,$2(n+l)). 

The reasons for this definition are explained by the following observation 

which is proved by induction w.r.t. n. 

For n = O, (2) is simply A(O,O,a,f 1ia(O,O),f 2 1a(O,O)), which holds by 

(I). 

Now assume (2) to hold for n, and let ~($ 1(n+l)) be parallel to 6Fv. Then 

$($ 1n) # 6Fv, whence by induction hypothesis 
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(3) 

and 

by definition of w1(n+l), whence by (3) and the definitions of¢,¢ : 
m,w 

So if we apply(!), with m = w1n, w = w2(n+l), and a for S, we find 

and 

(6) 

Combining (3) with (5) and (4) with (6) yields (2) for n+l. 

All we have to do now in order to prove (A), is to observe that for some n, 

g(w2 (n+l)) j Oby the extension principle: i.e. (A) holds with w2(n+I) for 

wand w1n for x. □ 

Note that we use instances of AC-NF and VS3z-continuity here that are 

not in the language of!:&· They can be translated into that language however, 

cf. chapter 7. 

5.4.3. Of the two semi-overtake properties yet to be proved, the semi-over­

take property for frames is the simplest. It states (cf.5.3.3(2) and 5.3.10): 

(A) For aZZ F,v,¢ and G? 6Fv there are x and w such that either ~x -/f-G, 
V -

or dFw""' [¢x] A oF(V*W) R1 G. 

As shown in 5.3.11-5.3.13, this assertion can be proved in three 

steps. First one shows (cf. lemma 5.3.11): 

(B) If G? 6Fv is replaced by the stronger assumption 3b(G= 6FvDn.( 0 bn)]), 



then (A) holds. 

PROOF. (Compare the sketch in 5.3.11.) 

For an arbitrary finite set S put 

eq(b,S) _ {(m,n) mES, nES, min, bn=bm}, 

and put 

h 1(b,H) - card(eq(b,.t'.H)). 
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Let b be such that G = 6Fv[An.( 0 bn)], to prove (B) we apply induction 

w.r.t. h 1 = hi (b,oFv). 

If h 1 = 0 then bis 1-1 on l(6Fv) whence G R1 6Fv by 3.1.22, and we 

can take w = x = 0. 

Now let h 1 = z+l. Choose a pair (m,n) E eq(b,l(6Fv)) and determine y 

and x 1 as follows ((i)-(iii)): 

(i) For the jps-part of y take v 3 (0,n,m), then 6F(v*y) = 6Fv[g], where 

g satisfies: gk = 0 k if k f n, and gn = m (5.3.5(f)). 

(ii) For the jf-part take some value such that 

(iii) Apply lemma 5.3.8 to find an x 1 and a value for the gv-part of y such 

that either $x 1 -If- 6F(v*y) or $x1ll 6F(v*y) and GV(F,v*y) ""[$x1J, i.e. 

by (ii) 
v- -

dFy"" [q,xl]. 

Once y and x 1 have been determined, we can check whether or not ~x1fG. 

If not, then (B) is proved. 

Otherwise we note that G = 6F(v*y)[An.( 0 bn)J. 

(By assumption G = 6Fv[An,( 0 bn)], by (i) 6F(v*y) = 6Fv[g] for a g which 

maps both n and m on °m; bn = bm so (6Fv[g])[\n.( 0 bn)J is simply 6Fv[\n.(0bn)].) 

It follows that $x 1ll6F(v*y), whence by (iii) d;y ""[$x1J. Moreover, 

h 1(b,l(~F(v*y))) < h 1, i.e. we can apply induction hypothesis with V*Y for 
xi xi 

v ands l<P for q,, to find either an x2 such thats l<P(x2) -/fG, which 

proves (B), or x 2 and w' such that 
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G and 

in which case we also have (B). D 

The next step towards proving (A) is to show that (cf.5.3.12) 

(C) For F,v,rjJ and G ~ 6Fv we can find x,w and b such that either ¢x -/1--G, or 
- . V -
rjJx//G, dFw !::"- [rpx] and G = 6F(v*w)[AU.( 0 bn)J. 

This claim is also proved by induction. If G ~ 6Fv then G 

for some g. We put 

h2 (g,H) = 2 ne(gm), 
m,dH 

where ne(F) is the number of nonempty nodes in F. The induction is w.r.t. 

h 2(g,6Fv). We trust that the reader can find the proof from the sketch given 

in 5.3.12 and the foregoing proof of (B). 

The final step to be taken is to show that (cf.5.3.13) 

LEMMA. (B) and (C) irrrply (A). 

PROOF. Let F,v,rjJ and G ~ oFv be 

such that either ¢x1 -/1-G, which 

G = 6F(v*w)[An.( 0 bn)]. 

arbitrary. Apply (C) to find x 1,w and b 
- V -

yields (A), or x 1 //G, dFw !::"- [rpx 1] and 

xi 
In the second case apply (B) withs Jrp for rjJ and V*W for v. We find 

x2 and w' such that either 7fj"; // G, which yields (A), or xr--, . - -
. s <P(x2) //G, whence (since r/Jx//G) rp(xtx2) //G, and 

dV*W' XII F w !::"- [s rjJ(x2)J. Then by 4.4.Zl(c) 

and 

I.e. in the second case we also have (A), with x 1+x2 for x and W*W' for 

w. □ 

5.4.4. The most complex part of the verification of the overtake property 

is the proof of the semi-overtake property for dressings, which states 



(cf.5.3.3(1) and 5.3.14): 

(A) Fo:r> aU F,v,$ and, 61/c 6Fv we aan find wand, x suah that eithe:r> 

~x -ff 6Fv, o:r> 6iv*w) ""6Fv A d;w"" f:[~x]. 
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The structure of the proof of this assertion resembles that of the 

proof of 5.4.3(A): it consists of two auxiliary lemma's, the first one 

claims that (A) holds under additional assumptions, the second one claims 

that the general form of (A) can be reduced to the special form of the first 

lemma. Both lennnata are proved by induction over lN • First we show: 

(B) If the assumption f// C 6Fv is :r>epl.aaed by the st:r>onge:r> 

31jJEN(f ""V~ (;l,Kn.[1/Jn])), then (A) holds. 
llFV 

PROOF. We show that 

(I) 

. K K 
where $,1/J range over N, f ""v 1 (A n.[ljJn]) and 

oFV 

The proof proceeds by induction w.r.t. n. 

If n = 0, then ljJm = 0 for all m € l(6Fv), whence [ljJm] ""id for all 

m € l(6Fv), whence f ""id, and (I) holds for x = w = 0. 

Now assume (I) to hold for n (inductionhypothesis). Let v,F and$ be 

arbitrary, and let 1jJ be such that nz(l/J,6Fv) = n+l. Then there is a label, 

say m, of 6Fv for which 1jJm + O. Determine y and x 1 as follows ((i)-(iii)): 

(i) For the jps-part of y take v3(0,m,m'), m' i l(6Fv), then 

(ii) Choose the jf-part of yin such a way that jf(v*y)m"" [ljJm] and 

jf(v*y)k"" [OJ (=id) fork+ m (cf.5.3.5(i)). Let jf* be the mapping from 

lN into ]N such that for all k, jf(V*y)k"" [jf*k]. Let JF abbreviate 

JF(F,v*y). 

(iii) Put (ljJ-jf*) = ).k.(ljJk~jf*k), i.e. (ljJ-jf*)m = 0, and (ljJ-jf*)k = ljJk if 

k + m. Put 

(f-JF) 
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Now apply lemma 5.3.8 with (f-JF) I$ instead of$. This yields an x 1 and a 

value for the gv-part of y such that 

either (f-JF) l$(x,) -lf-oF(v*y), 

or GV(F,v*y) ""'[(f-JF)l$(x1)J. 

We assume that $x//oFv. Note that for b E oFv, 

where k = lb(oFv). Let 1k be the length of the finite sequence (~-jf*)k. (3) 

yields 

whence, by the assumption that ~x 1lloFv, 

(f-JF) [$"(x 1)//oFv, 

(see (iii)), 

whence 

Using (4) one finds that for b E oFv with label k 

(x EN arbitrary). Now define ~I by 

] <jb$(xr.:.lk), ••• , jb$(x1.!l)>, 

1 0 otherwise, 

where b E oFv is such that lb(oFv) = k (which bone chooses is irrelevant, 

since $x 1lloFv). If k E l(oFv) and lk = 0, then ~lk = 0. 



One easily sees that 

(m' replaces min 6F(v*y), see (i), m' i l(6Fv)). Now put 

f' = v6Fv(A~.[~ 1k]), then 

(8) f' 

and 

Moreover 

whence 

for any b E 6Fv with label k (by (5)), i.e. 

(10) 
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X 

By induction hypothesis, applied with V*Y for v, s 1\¢ for¢ and ~I' f' for 

~ and f respectively (cf. (8),(9)), we find x2 and w' such that 

either-sx1\¢(x2) -11-oF(V*Y), which proves (B), 

or d;*Yw ~ f':[~(x2)J and 6F(v*y*w') ~ 6F(v*y). In that case (B) follows 

from (2) and (JO) with x 1+x2 for x and Y*W' for w. D 

Finally we prove 

(C) For a.rbitrary F,v,¢ an..,l ~: 1N ➔ C, we can find x.,w and~• E N such that 

either ~x 1 -If 6Fv, 
V -

or 6F(v*w) ~ 6Fv and dFw:f' ~ f:[¢x], 

where f' ~ v~ ( )(AKn.[~'n]) and f ~ vK6 ~-
uF V*W Fv 
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(We leave it to the reader to verify that (B) and (C) imply (A)). 

PROOF. The proof is very similar to the proof of (B) above. We show that 

where f <>< v~ Wand f' ""v~ ( )(AKn.[w'n]), and where nix(w,oFv) ~ n is 
UFV oF V*W 

the formula which expresses that we have a subset of l(6Fv) with 

card(l(6Fv))~n labels to which w assigns a value of the form [u]. ([uJI• 

prefixes the finite sequence u to elements of N, nix is a contraction of 

non-pref ix.) 

The proof proceeds by induction w.r.t. n. 

If n = 0 then wk has the form [u] for all k E l(6Fv), i.e. there is a 

w' such that VkEl(oFv)(wk"" [w'k]), and (I) follows trivially with 

X = W = 0. 

Now assume (I) to hold for n. Let v,F and~ be arbitrary, and assume 

nix(w,6Fv) ~ n+I. Let m be-a label of 6Fv outside the given set of labels k 

for which wk has the form [u]. 

Determine x 1 and y as follows ((i)-(iii)): 

(i) For the jps-part of y take v3(0,m,m'), m' ¢ l(6Fv), then 

(2) 6F(v*y) RI 6Fv. 

(ii) Choose the jf-part of yin such a way that jf(m) = wm, jf(k) 

k + m, where jf = jf(v*y). JF will abbreviate JF(F,v*y). 

(iii) Let (w-jf) be the mapping from 111 into C such that 

(w-jf)m = id and (w-jf)k = wk fork~+ m. Put (f-JF) = v~ (w-jf). 

id for 

tJFV 
Apply lennna 5.3.8 with (f-JF)I~ for~- We find x 1 and a value for the gv-

part ef y such that either (f-JF)I~ if-6F(v*y), 

or GV(F,v*y) ""[(f-JF)l~(x1)J. 

By 1.3.12 there is an xi~ x 1 such that (f-JF) l~(x1) is an initial 

segment of (f-JF)t$(xj). 

We assume that ~(xi)ll6Fv. 

Since (f-JF)//C6Fv by definition, then also (f-JF)t$(xj)//6Fv (3.2.21(j)), 

whence (f-JF)!Hx 1)//6Fv (3.2.20(e)). Then (f-JF)[~(x1)//6F(v*y), by (2), 

so GV(F,v*y) <>< [(f-JF)l~(x 1)J (see (iii) above), i.e. 
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We put 

xi 
f 11• is the composition of three mappings, [$(xj)J! •, (f-JF) I• ands \• . 

For all x, [$xjJlx = $xj*x; (f-JF) I· maps all sequences with initial seg­

ment $xj onto sequences with initial segment (f-JF) r$xj; sx 1 I. deletes the 

first x 1 values of all sequences, for sequences with initial segment 

(f-JF) ~¢x' these first x 1 values are (f-JF) l¢(x 1). That is to say 

[(f-JF) j¢(x 1)]:f 1 ""'(f-JF) :[$xj], and 

(The equivalence JF:(f-JF) °' f is easily verified.) 

Define 1/J I: 1-1 ➔ C by 

where x is a labelling-inverse for 6p(v*y), such that for all 

k E l(6F(v*y)) xk is a branch of 6F(v*y) with iabel k. One may verify that 

and 

So n~f(i/J 1,6F(v*y)) $ n, and we can apply induction hypothesis with V*Y for 

v, s 1 1¢ for¢ and t 1,f 1 for 1/J and f respectively, to find x2 , w' and 
~ 

1/J' E N such that either s I I ¢(x2 ) --1/- 6F(v*y), which proves (C) 

or 
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(4) 

where f'.,,. v6F(V*Y"W)(AKn.[w'n]). 
In that case (C) follows iDD11ediately by (2) and (3), with y*w' for w, xi+x2 
for x; in particular we have 

(by 4.4.21(c)), 

and 

~ 
d;y:d;*Yw:f' ""d;y:f 1:[s 1i~(x2)J (by (4)), 

whence 

~ 
d;y:f 1:[s 1i~(x2)J ""f:[~(x1+x2)J (by (3)). D 
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CHAPTER 6 

THE CONCEPT OF A DOMAIN 

In the next chapters we intend to show that for a special class of 

dependency-closed subsets of K, each projected universe U0 of Ge-sequences 

w.r.t. e is a model for f§_(e) (cf.1.3.29). 

In the definition of U0(e), the set of projected universes of Ge-se­

quences w.r.t. e, we have used natural numbers to 'code' all kinds of in­

formation: ax codes the jumps at stage x+I, Sx codes the choice of a jump­

function and yx codes the preliminary choice of values at stage x+I. 

The coding which we use is fairly arbitrary. E.g. ax= v3 (0,k,m) ex­

presses 'if possible, make k jump tom', and ax= v3 (z+l,k,j(n,m)) expresses 

'if possible, make k jump ton and m'. For the same purpose we could also 

have used ax =j(2k,m) and ax j(2k+I.,j(n,m)) respectively. 

Moreover, the concept of Ge-sequence that is imitated in universes 

U0 € U0(e) has some special features like the single jump property, the 

restriction to binary jumps and the guarantee that at stage x for all car­

riers the initial segment with length xis available. 

It would be most satisfactory if we could show that the validity of 

f§_(e) in universes U0 € U0(e) is independent of our choice of coding and 

of the special features of our concept of Ge-sequence. 

To achieve this we introduce for each e c Ka class D0(e) of domains 

w.r.t. e. The definition of D0(e) is coding-independent, and does not re­

quire any of the special features of the universes U0 € U0(e). For depen­

dency-closed e, U0 (e) c D0 (e). For suitable dependency-closed e, all 

V0 E D0(e) are models of f§_(e). 

6.1. THE DEFINITION OF DOMAIN 

A domain w.r.t. e (to be defined formally in 6.1.1 below) is a uni­

verse of the form 
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e EC, FE FRAME}, 

where TIFo = TIFlo, TIF EK the image of FE FRAME under the mapping TI, i.e. 

a domain w.r.t. Chas the same structure as a universe U0 E U0 (C). 

With each domain there are two lawlike mappings d and 6 from 

lN x FRAME x lN in to K and from FRAME x lN into FRAME respectively. We put 
V dFw _ 

6 w -n 
stage 

LJ0 E 

d(v,F,w), dFw = d(O,F,w), 

6(( 0 n),w) and Tin= TI( 0 n)' 

x', 6F(8x) the 'frame for 

U0(C). 

d:w = d(v,( 0 n),w), 6Fw = o(F,w), 

and we call dF(Sx) the dressing for TIFo at 

TIFo at stage x', just as for universes 

The mappings TI,d and 6 associated with a domain, satisfy the following 

'axioms': 

(a) For the relation between TI and d: 

(!) 

which expresses that TIFo is the intersection of the ranges of the mappings 

A<j, • dF (8x) I cp • 

(b) For d: 

(2) 

(3) 

and 

(4) 

U*V . U The last axiom expresses that dF w is the difference between dF(v•w) and 

d~v, in particular d;w is the difference between dFv and dF(v•w). ~ote that 

dFox is (modulo equivalence) completely determined by the values d;y<oy>, 

y < x. 

(c) For the relation between d and 6((5),(6)): 

(5) v K K v 
dFw ~ v6 (\ n.d w). 

Fv n 

From this axiom and(!) one finds that there is a relation between TIFo and 

the sequences Tino' n E l(6F8x). From (5) and (4) it follows that dF(Sx) is 
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completely determined by the values {d0Y<oy>:n E {(6F6y)} for y < x. The 
n oy -

axioms do not specify any further propeEties of dn <oy> for n E l(6F(oy)), 

in particular it is not required that d0Y<oy> is buiit from jf and gv or 
n 

similar mappings. 

(6) 6 v= 0 n + 3u(d vo,[u]), 
n n 

which expresses that if TTno is independent of others at stage x, i.e. 

6 (6x) = 0 n, then there is only an initial segment of TT o available at 
n n 

stage x. 

(d) For 6((7)-(10)): 

(7) 

(8) 

which expresses that 6F6(x+y) is produced from 6F(6x) by the same g for all 

F. This axiom is equivalent to 

The axioms do not require that g has the properties of jps like the re­

striction to binary jumps and the single jump property. 

(9) 

i.e. if n occurs as a label in 6Fv then it is itself independent of others. 

( JO) 'v'm3n>m(6 v= 0 n), n 

i.e. there are infinitely many n which are independent of others 

(e) Ford and 6 finally: 

(JI) the strong overtake property (5.2.4) 

which expresses the freedom of continuation of sequences of restrictions 

Az.(dF(6z),oF(6z)). 
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All these axioms hold for projected universes of GC-sequences w.r.t. C, 

see definition 4.5.2 and the lemmata 4.3.14, 4.4.21 and 5.2.5. 

6.1.1. DEFINITION (of domain). 

Let 1T and d be mappings from FRAME into K and from lN x FRAME x lN into 

K respectively. Let 1TF be the image of Funder 1r, and d;w the image of 

(v,F,w) under d. Let & be a mapping from FRAME x lN into FRAME, and let 6Fv 

be the image of (F,v) under 0· 

Put 1Tn - 1T(on)' d:w = d(on)w' onv = 0(on)v' dFv = d~v and 1TFO = 1TF10. 
1r,d and 6 define a domain w.r.t. C iff the following hold: 

(DI) 

(D2a) 

(D2b) 

(D3a) 

(D3b) 

(D3c) 

(D3d) 

(D4) 

(D5) 

(D6) 

Vv(,rF(x*v)=y+l + Va[(dFvJa)(x)=y]), 

oFO = F, 

Vvw3gVF(6F(v*w)=6Fv[g]), 

dFO"" id, 

U U U*V 
dF(v*w) ""dFv:dF w, 

v K K v 
dFw"" v 1 (A n.d w), 

uFv n 
V 

dFw EC, 

VnEl(6Fv)(onv= 0 n), 

Vn3m>n(o v= 0 m), 
m 

3aVn(o v= 0 n + d v ~ [an]), 
n n 

(D7) the strong overtake property ford and 6, i.e. 

We call (Dl)-(D7) the domain axioms. 

A universe V0 projected from the single lawless sequence o is a domain 

w.r.t. C iff there are 1r,d and 6 which define a domain w.r.t. C such that 

Vo= {el1rFo:e E c, FE FRAME}. 

The sequences 1Tno are the carriers of the domain V0, dF(8x) is the 

dressing, 6F(8x) is the frame and (dF(8x),6F(8x)) is the restriction for 

1TFo at stage x. D0(C) is the set of all domains w.r.t. C 

6.2. THEOREM (models are domains). 

If U0 E U0(C), C dependency-closed, then U0 E D0(C), i.e. if 1T generates 



nests of GC-aal'I'ie:r>s and d gene:r>ates the dl"essings fo:r> ,r (af. definition 

4.5.2) and 6 is the ·mapping 1.,Jhiah assigns to (F ,v) the f:r>ame fo:r> ,rF at v 

(af. definition 4.3.12) then ir,d and 6 define a d.omain. 
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PROOF. Immediate from definition 4.5.2 and the lemmata 4.3.14, 4.4.21 and 

5.2.5. □ 

6.3. PROPERTIES OF DOMAINS 

6. 3. I. LEMMA. Let ,r ,d and 6 define a d.oma.in, then 6 satisfies: 

(a) 6Fv = F[An.6nv], 

(b) 

(c) 

(d) 

0FAGv = 6FvA6Gv, 

6Fv=6Gv + oF(v*w)=oG(v*w), 

0OFV(V*W) = 0F(v*W). 

PROOF. 

(a) Let g satisfy 

such a g exists by (D2b). By (D2a), (I) yields 

whence in particular, for all n, 0 v = ( 0 n)[g] = gn (by definition of F[oJ, 
n 

3.1.16), i.e. g = An.6 v. Hence (2) becomes n 

(Compare the proof of corollary 4.3.15.) 

(b) oFAGv = (FAG)[An.6nv] = F[An.6nv]AG[An.6nv] = 6FvA6Gv, the first 

and last equality by (a), the second one by definition of F[oJ, 3.1.16. 

(c) Assume oFv = oGv, let g satisfy VH(oH(v*w)= oHv[g]). Then 

oF(V*w) = oFv[g] = oGv[g] = oG(v*W). 

(d) In view of (c) it suffices to show that oOFVv = 6Fv. We find 

6, .v = 0FV[An.6 v] by (a), and VmEl(oFv)(o v= 0 m) by (D4), hence 
OFV n m 

6FvDn.6nv] = 6Fv by 3.1.19(4)~ D 
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6.3.2. LEMMA. Let n,d and 6 define a domain, then d satisfies: 

(a) 

(b) 

(c) 

(d) 

(e) 

V V V 
dFAGw"" dFwAdFw, 

V V 
d6Fvw"" dFw, 

~w//CoFv, dFw//CF, 

Va(d;wlaEu) + u#tFV' 

Va(dFvja(x)=y) + Va(dF(v*w)ja(x)=y). 

PROOF. 

(a) The following equivalences hold by (D3c), 6.3.J(b), the definition 
K of VF (3.2.5) and (D3c) respectively: 

V K Kv K Kv 
dFAGw °" v 1 (A n.d w) ""v 1 1 (A n,d w)"" 

uFAGv n uFvAuGv n 

(b) Like (a) above, now using (D3c) and 6.3.l(d). 

(c) The first assertion is innnediate from (D3c) and (D3d), the second 

assertion follows from the first one by (D2a). 

(d) Assume Va(d;wjaEu), then in particular Va#6Fv(d;wjaEu). By (c) 

and 3.2.20(r) we find Va//6Fv(d; wJa//6Fv, hence u//6Fv, by 3.2.2O(d). 

(e) Innnediate from (D3b). D 

6.3.3. COROLLARY. If n,d and 6 define a domain, •then 

VeVw[(e:dF(v*w), 6F(v*w))2(e:dFv,6Fv)J. 

V V 
PROOF. By (D3b), e:dF(v*w) ""'e:dFv:dFw, by 6.3.2(c) dFw//CoFv, and 

6F(v*w) = 6Fv[g] for some g by (D2b). D 

6.3.4. LEMMA. Let n,d and 6 define a domain. Then 

(a) TIFo(x)=y +-+ 3v(oEv A Va(dFv\a(x)=y)), 

(b) VnVb(lbF=n + jb(nFo)=nno), and hence nFo#F, 

(c) TIFoEu +-+ 3v(oEv A Va(dFvJaEu)), 

(d) 3gVoEv(nFo=dFvl (gjo) A gjo//6Fv). 

(d) states that TIFo E range(Acj> .dF(6x) jcp), and that the sequence 1/J such 

that TIFo = dF(6x)ji/J has the form gjo and is parallel to 6F(6x). Inspection 

of 0 t]:ie proof will show that 
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where bn is the length of the initial segment of Tino that is available to us 

at stage x (for fresh n). I.e. in projection models~ is the source for 

TIFo at stage x, and this result is the one that was announced in 4.5.7. 

PROOF. 

(a) The implication from left to right follows trivially from (DI). 

From right to left: let v be an initial segment of o which satisfies 

let w be an initial segment of o such that 

(2) 

Since v and ware initial segments of the same sequence o, we have v = w*u 

or w = V*u'. In both cases we find TIF(x*w) = y+l: 

if v = w*u, then (2) implies (by (DI)) Va(dFwla(x)=TIF(x*w)~l), hence 

Va(dFwl (d;ula)(x)=TI(X*w)~l), hence (by (D3b)) Va(dFvla(x)=TI(x*w)~J), hence, 

by (I), TI(X*W) = y+l; if on the other hand w = V*u', then by (I) and (D3b) 

Va(dFwla(x)=y), while by (2) and (DJ) Va(dFwla(x)=TI(x*w)~J), hence 

TI(X*W) = y+l. 

(b) The second assertion is an immediate corollary of the first one. 

To prove the first assertion let n be a label of F, and b E Fa branch such 

that t 6F = n. Let x and y be such that TIFo(x) = y, we show that 

Tino (x) = j by. 

By (a) above, there is an initial segment v of o such that 

Va(dFvla(x)=y). Hence Va(jb(dFvla)(x)=jby). By (D3c), (D2a) 

dFv"" v~(AKn.dnv), hence (by 3.2.16(c)), jb(dFvla) = dnvlj 6a, and we find 

Va(dnvljba(x)=jby), i.e. Vb(dnvlb(x)=jby), whence by (a): Tino(x) = jby. 

(Cf.4.5.5.) 

(c) This is an easy corollary of (a) and (D3b). 

(d) By (D6) and (D4) there is an a such that Vnd(oFv)(d V"" [an]). 
K K bn n 

Put b = All, lth(an), e = Vo (A n.s ), f = TIO and g = e:f. 

Then g satisfies (i) Vo (g I 67/oF v), (ii) VoEv(d:: I (g Io) =TIFo) • 

(i) By (b), flo(=TI 1 o) is parallel to oFv, e//KF by definition, hence 
uFV 

e : f I o //F by 3. 2. 20 ( r) • 
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(ii) Leto have initial segment v, and assume (dFv:glo)(x) = y, i.e. 

there is au such that 

and 

(2) gJo EU. 

We show that there is aw such that o E v*w and 

whence (by (a)) Vo'Ev*w(wFo'(x)=y), hence wFo(x) = y. 

From (2) and the definition of g (g = e:f), we find a u' such that 

(4) VcEu'(elcEu) 

and 

(5) f Io E u'. 

(6) 

w1 o, so by (5) and (c) we find aw such that o E v*w and 
OFV 

Hence by (4) 

(7) 

By (D3b) 

Now 

(8) 

Va(e:d 1 (v*W) laEu). 
uFV 

K K bn K K K K bn 
e:d 1 v""'-v, (An.s ):v 1 (An.dv)cev 1 v(An.s :dnv), 

oFV oFV nFV n OF 

the first equivalence by definition of e, 6.3.2(b) and (D3c), the second one 



by 3.2.16(e). By definition of b, sbn:d v"" id for all n E l(6Fv), hence . n 
(by (8) and 3.2.'19(d)) e:d 1 v"" id, whence 

uFV 

the second equality by 6.3.2(b)). So (7) yields 

Then 

follows by (I), hence (3) holds by (D3b). □ 

6.3.5. LEMMA. Let 'IT,d and 6 define a domin. Then 

(a) (f,G);;;:(e:dFv,6Fv) ➔ 

3e2VullG[e2u+o ➔ 3w((f,G)s(e:dF(v*w),6F(v*w))S(f:[u],G))J, 

(b) if id EC then 

Ve 13e2Vu//6Fv [e2u+o ➔ 

3w(e 1w+o A (e:dF(v*w),6F(v*w))s(e:dFv:[uJ,6Fv))J, 

(c) if [u] EC for all u, then Vall6FvVx3oEv('1TFo(x) = dFvla(x))J, 

(d) Vv3fVw[ftw//6Fv A Vx(f(x*w)+o ➔ Va(d;wla(x)=f(x*w).! I)) J, 

(e) if sn E C for- aU n and C is closed under composition, then 

Ve23e 1Vw[e 1w+O ➔ 

3u// 6Fv(e 2u'IO A (e :dFv: [u], 6Fv) s (e :dF (v*W), 6F (v*w) )) ] , 
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(f) if sn EC for all n and C is closed under composition and pairi'YlfJ, then 

VgECVHVFVu3fEC3G 

Note that the conditions on C in (b), (c), (e) and (f) are automatical­

ly fulfilled if C is dependency-closed. 

(a), (b), (c) and (e) are corollaries of the strong overtake property 

(D7). 
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(a) says that with any restriction (f,G) stronger than (e:dFv,6Fv) we 

can find a bar e2 such that with all u parallel to Gin this bar there is 

aw such that (e:dF(v*w)6F(v*w» overtakes (f,G), but remains weaker than 

(f:[u],G). 

(b) says that with each bar e 1 we can find a bar e2 such that if 

u//6Fv lies in the bar e2 then there is a w in the bar e1 such that the re­

striction (e :dF (v*w), 6F(v*w)),. which is sti::onger than (e:dFv, 6Fv), is still 

weaker than (e:dFv:[uJ,6Fv). 

(c) says that we can choose o € v such that the initial segment 

uFo(x) of uFo equals dFvla(x), for any all6Fv. (Recall that by 6.3.4(d) 

for all o.E v, uFo = dFvl$, for some $ll6Fv.) 

(e) says that with any bar e2 there is a bar e 1 such that if w lies 

in the second bar then (e:dF(v*w),6F(v*w)) is stronger than (e:dFv:[uJ,6Fv) 

for some u//6Fv in the first bar. 

(d) says that there is_ a mapping f such that for all$ fl$ is the in-
I V..., I tersection of the ranges of A$, dF($x) $, (E.g. for v = 0, we can take 

f = uF by (DJ).) f satisfies V$(fl$ll6Fv). 

(f) finally says something about the existence of restrictions of the 

form (f:dGu,6Gu). 

Let (e:dF(6x),6F(6x)) be the restriction for eluFo at stage x and let (g,H) 

be an arbitrary restriction, g € C. 

Note that ((e:dF(6x))A(f:dG(6x)), 6F(6x)A6G(6x)) is equivalent to 

((eAf):~AG(6x), 6FAG(6x)), by distributivity of: over A,6.3.2(a) and 

6.3.l(b). The second restriction is the restriction for 

eAfluFAGo(=j(eluFo,fluGo)) at stage x. 

The claim is that we can choose f and Gin such a way that this restriction 

is stronger than ((e:dF<&x))Ag, 6FC6x)AH). 

PROOF (of 6.3.5). 

(a) Assume (f,G) ~ (e:dFv,6Fv), then we can find an f' and a g such that 

i.e. we have (f',G) ~ (id,6Fv). 

By (D7) we find an e2 such that if u//6Fv and e2u # 0 then for some w 

(f',G) $ (d;w,6F(v*w)) $ (f' :[u]G). 



But then 

by 5.1.6(d), and hence by (2) and (D3b) 

(b) If id€ C, then (id,6Fv) ~ (id,6Fv). Hence, by (D7) we find 

But if (d;w,6F(v*w)) $ ([uJ,6Fv), then also (by 5.1.6(d)) 

(e:dFv:d;w, 6F(v*w)) $ (e:dFv:[uJ,6Fv), i.e. (by (D3b)) 

(e:dF(v*w), 6F(v*w)) s (e:dFv:[uJ,6Fv). 

(c) Let a//6Fv and x be arbitrary. Let y satisfy 

Since [v] € C for all v, 

hence, by (a) above, there is aw such that 

whence dF(v*w) ""'dFv:[ay]:f for some f. But then we find that for all b 

hence((3), (4)): 

By 6.3.4(a) this yields 
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whence by LSI (which implies 3o(oEv*w)) 

(d) Let v be arbitrary. It suffices to show that there exists an f EK such 

that 

for such an f will automatically satisfy VwVa(d;wlaEftw), whence, by 

6.3.2(d), ffw//6Fv. 

Let a be such that Vnd(6Fv) (d V""- [an]) (cf. (D6) and (D4)), put 
_ _ K K Rn _ 

b = ,rn.lth(an), e = v 1 (:\ n.s ), g = 11 1 • (See the proof of 6.3.4(d).) 
UFv uFv 

Define f by fO O, f(x*w) = (e:g)(X*V*w) = e(x*gt(v*w)). Obviously, f is 

an element of K. Now assume f(x*w) = y+I, i.e. e(x*g~(v*w)) = y+I. By (DI) 

we have: 

(g -

hence 

V 
As in the proof of 6.3.4(d) we have e:d0Fv(v*w) ""- dFw' so we find 

Va(d;wla(x)=y), where y = f(x*w)~I, as desired. 

(e) Let e2 be arbitrary. Put e 1 = e2 ;f = AW .e2 (Hw), f as in (d)". Assume 

that e 1w f O, i.e. e 2(ftw) f 0, we must find a ull6Fv such that e2u f O and 

(e:dFv:[u],oFv) ~ (e:dF(v*w),oF(v*w)). 

We take u = ftw, then u//6Fv (by (d)) and e 2u f 0. In order to prove 

that 

it suffices to show that there are g and f' such that 
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(5) follows inunediately from (D2b). 
, n V _ ~ 

For (6), take f ""s :dFw, where n = lth(f1w). We find that by (d) 

hence [ftw]:f' ""d;w. 
n K Kn V K Kv 

Moreover s ""v 1 v(A m.s) by 3.2.16(f), dFw""' v 1 (A m.d w) by (D3c), 
K OFT( n V oFV m 

hence f' ""'v I" (A .. m,s :d w) by 3 .2. 16(e). 
n OFV . m V n V 

s EC by assumption, Vm(d w EC) by (D3d), hence Vm(s :d w EC) (by assump-
m m 

tion C is closed under composition) and this yields f'Hc6Fv. 

(f) Let g E C, H, F and u b·e arbitrary. We first construct a g and a G such 

that oFuAoGu = (oFuAH)[g], 

Let m be a label of 6Fu. Let g satisfy 

{

0 m if n I. l(oFu) 

gn = 

0 n otherwise. 

Put G = H[g]. 

By definition of G and g, kEl(G) + kEl(6Fu), hence (by (D4)) 

kEl(G) + oku= 0 k and hence oGu = G[Ak,oku] = G (the first equality by 

6,3,1(a)). By definition of g we have kEl(6Fu) + gk= 0 k, hence 6Fu[g] 6Fu. 

So 

(The first equality is inunediate .from the foregoing, the second from the 

definition of G, the last one holds by definition of F[o], (3.1.16).) 

Next we construet an f EC such that f:dGu ""g. 

Let a be such that Vnd(6Fu) (dnu"" [an]), this a exists by (D4) and 

(D6). Put b = Ari,lth(an), f' = v~(AKn.sbn) and f = g:f'. 

By assumption, C contains all functions sn and is closed under pairing, 

hence f' EC. By assumption g EC, and C is closed under composition, hence 

f E C. Moreover 
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by definition off, f', (D3c), and the fact that 6Gu = G. By 3.2.J6(e) 

All labels of Gare labels of nFu, hence by definition of b sbn:dnu ""- id 
K K bn . for all n E l(G), whence vG(\ n.s :dnu) ""- id and 

From (7) and (8) we find 
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CHAPTER 7 

FORMAL SYSTEMS; SUMMARY OF TECHNICAL RESULTS 

7. I . OUTLINE 

This chapter consists of two parts, 7.2 and 7.3. 

In 7.2 we shall show that the results we have obtained so far can be 

formally expressed and derived in ;!;]£1 and 1£. More precisely: we shall in­

troduce definitional extensions .!Rfil:* and kfil:* of ;!;]£1 and 1£ respectively 

(F for frame) in which the foregoing can be formalized. The fact that these 

extensions are definitional means that we can translate our results into 

~I and 1£. 
In 7.3 we have listei the lemmata and facts of the previous chapters 

to which we shall refer in the sequel, supplemented with some properties 

of the 2-relation between restrictions which have not been proved before. 

This chapter does not claim to contribute to a better understanding 

of projected universes of GC-sequences and of domains and their properties. 

The reader is advised to glance through 7.2 and to skip 7.3 altogether 

(it is to be used merely as a source of reference) except maybe subsection 

7.3.7 which contains the new results on the 2-relation. 

7.2. FORMAL SYSTEMS 

The system!~ (7.2.1-7.2.7). 

7.2.1. !!!.fil'. is a definitional extension of ~O (i.e. without K-variables, 

cf.1.3.8, [KT7O] section 3.1) in which the theory of frames and nestings 

of chapter 3 can be formalized. 

(a) Symbols of the language of .!Qfil: are those of ~O and in addition: 

(i) two countable sets of variables, for frames (F,G,H,FO,GO,HO, •.. ) and 

for lawlike sequences of frames (£,g,oO,g O, ••. ) respectively; 

(ii) the constants nodes, l, o, A, prod (for the definition of frames 
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F[oJ), 'I' (to be explained below), ll (for the definition of frames by 
F F 

recursion), v, A , =F and branch-of. 

(b) Besides number- and function terms (Tm and F-Tm), IDfil:, has frame­

terms (Fr-Tm, meta-variables F,G etc.) and frame-function-terms (Frf-Tm, 

meta-variables F1,G1 etc.). The term-formation rules are those of mo and 

(i) if F € Fr-Tm, t E Tm, then nodes(F), ltF' 'l'(F) and VF~ 
are number terms; 

(ii) frame-variables are frame-terms; if F,G E Fr-Tm, t E Tm, F1 E Frf-Tm 
I I I then FAG, prod(F,F) (or shortly F[F ]), and llF(F,F ,t) are frame-

terms; 

(iii) frame-function-variables are element of Frf-Tm; the constant O be­

longs to Frf-Tm; if FE Fr-Tm, n a number variable then 

AFn.F E Frf-Tm. (We shall omit the superscript F below.) 

(c) Prime-formulae and formulae are defined as usual, with two addi­

tional prime-formula clauses: if t E Tm, F,G E Fr-Tm then branch-of(t,F) 

(or shortly t E F) and F -F Gare prime-formulae. (We shall omit the sub­

script F below.) 

(d) The axioms of~ are those of mo (schemata extended to the new 

language), AC-NF (also in the language of~) and 

(i) the defining axioms for the constants branch-of, nodes,£, -F, 0 , A, 

prod and v as given in chapter 3; 

(ii) the defining axioms for llF (which allow a special kind of definition 

of frames by recursion): llF(F,6,0) = F, 

llF(F,o,n+I) = (llF(F,o,n))[Am.oj(n,m)J; 

(iii) the axioms for 'I': 

'l'(F) = 'l'(G) ++ F = G, ('I' is a 1-1 extensional mapping) 

3F(n='l'F) A"13F(n='l'F) (range ('¥) is decidable); 

(iv) the F . 1 A -conversion rue; 

(v) the choice-axiom (AC-NFrf) 

Vn3o A(n,6) ➔ 3gVn A(n,Am.gj(n,m)). 

7.2.2. FACTS. 

(a) The properties of 0 n, FAG, F[o], VF~ which we derived in chapter 

3 are provable in lm• 
(b) If v and ware two finite sequences of equal length, vis without 

repetitions and the relation 3n<lth(v)(b=(v) ) between band v satisfies 
n 
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the axioms of the relation branch-of, then there is an F such that b E F 

iff 3n<lth(v)(b=(v)n) and lbF = m for b E F iff 3n<lth(v)(b=(v)n A m=(w)n). 

This is provable in !DB[ by induction w.r.t. the length of v. 

(c) The properties of ht given in 3.1.12 are derivable in !!2fil'.· To 

prove ht(F)>O + 3GH(F=GAH) we need fact (b). 

(d) The principle of induction over frames is provable in !!2fil: by a 

reduction to ordinary induction over JN via ht as indicated in 3.1.13. 

(e) All properties of frames expressible in !Jm[ are extensional, i.e. 

!!2fil: I- F=G + (A(F) +-+ A(G)). 

7.2.3. It is easy to see that !Q[E is indeed a definitional extension of 

IDB0 • One can define in ID~ a subset FRAMECODE of JN with a primitive 

recursive characteristic function, which may serve as the range of the 

frame-variables and frame-terms. Frame-function-variables and -terms can 

then be interpreted as lawlike mappings from JN into JN whose range is a 

subset of FRAMECODE, constants like u,l,A etc. are interpreted by (suitably 

chosen) mappings from JN into JN , and definition of frames by recursion 

reduces to ordinary definition by recursion. The constant f can be inter­

preted by the identity mapping. 

7.2.4. The addition of the constant IIF to !!2fil: and its defining axioms are 

completely ad hoc: they make it possible to construct terms jps[v,n], 

o[n,v] and o[F,v] which satisfy the defining equations for jps(v)(n), 0 V n 
and oFv of chapter 4. (Of course nf(v) is definable already in ID~0 .) 

7. 2. 5. Via the constant f we can reinterpret mappings from 1N into 1N as 

mappings from FRAME into JN. With a:JN +JN we associate <ji: FRAME+ JN where 

.Pis defined by <ji(F) = a(fF). That is to say, in !Q[E we can quantify in­

directly over lawlike mapping from FRAME + JN, and if we combine the use of 
. (FRAMExJN) FRAMExFRAME f with pairing also over JN , JN etc. 

7.2.6. Pairing (as we have seen before) makes it possible to reinterpret a 

lawlike b:N +JN as a lawlike <ji:JN + N. With b we associate the mapping 

<ji: n1+ (b)n. Hence we can discuss (and quantify over) lawlike mappings 

from JN into the lawlike part of Nin !Qg. In particular we can put for 

<ji E F-Tm, FE Fr-Tm: >.. 1n.<ji[n] =d f \z . .p[j 1z](j 2z) (cf.3.2.15), than 
I I I I e 

\ n.(.p)n .P, and vF.p = vF(\ n.(<ji)n) =def \z.vF(\n.(<ji)n(z)) (cf.3.2.8(a)). 

Using fas in 7.2.5 we can also talk about lawlike mappings from FRAME 

into the lawlike part of N inside IDB[. 
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Just as we use b E N to 'code' mappings cf,: lN + N we can use 

6 E FRAME]N to 'code' mappings cf,: JN + FRAMEJN. I.e. in IAAE we can in­

directly discuss and quantify over lawlike mappings from JN (or FRAME or 

lN x FRAME etc.) into FRAMElN, 

k 
7. 2. 7. FACT. The nesting-and II- properties not involving v or II C can be 

expressed and proved in IDB!,, 

The system IAA:Ei (7.2.8-7.2.IJ). 

7.1.8. 1J?AE1 is obtained from J]JIT, by adding K-variables and constants for 

elements of Kand operations on K to the language, and specifying term-for­

mation rules for a set of K-terms. (I.e. the relation between 1J?AE and 

1J?AE1 is like the relation between :!,AA and IJ?A1.) The full description of 

lAA!,1 is in 7.2.9 below. 

Note that we can associate with each e E K a mapping cf,: lN + K, putting 

cf,(n) = >.v.e(<n>*v). In IAA:Ei we can quantify indirectly over KJN, and, if 
. FRAME lN xFRAME we use 1 as in 7.2.5-6, also over K , K etc. 

K K 1 f . . IAA:Ei has constants A and v, and the rues or term-formation speci-

fy that if FE Fr-Tm, cf,, EK-Tm, n is a numerical variable then AKn.cf, and 

are K-terms (see 7.2.9). K 
VFc/> 

AKn.cf,[n] is the element of K which represents the mapping 

n 1+ cf,[n] E KlN, i.e. >.Kn.q,[n] is defined by the axioms 

AKn.q,[n](O) = O, >.Kn.cf,[n](x*v) cf,[x](v), It follows that 

e ~ >.Kn.(>.v.e(<n>*v)). 

v~e is the F-nesting of the mapping ni+ >.v.e(<n>*v) E KN represented 

bye, i.e. as axioms we have 

7.2.9. The complete definition of lAAfi is as follows: 

(a) The language of ;mJIT,1 consists of the language of lAAE plus 

(i) a set of K-variables e,f,g,e0 ,f0 ,g0 etc. 

(ii) constants app0 , app 1 (for neighbourhood-function-application·(•) and 

•I•),>.' (for K-abstraction), AK (for the formation of KJN-elements), 

shift, prix, nestinv, dpl and nest (to form neighbourhood-functions in 

K for the shift- (a 1+ Az.a(n+z)), prefix- (a I+ V*a),nesting-inverse­

(a 1+ >.z.j?a), duplicate- (a 1+ j(a,a)) and F-nest-mapping 

(a I+ v!(>- n.a)) respectively), and constants for operations on K 
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K . namely ;,:,A,x,v (nesting). 

(b) The term formation rules for ID[E 1 are those of ID[[ plus 

(i) the formation rules for the set of K-terms (K-Tm, cf, and ware used as 

meta-variables for this set), namely: 

K-variables are in K-Tm; the constant dpl is in K-Tm; if t E Tm, 

FE Fr-Tm, n and mare distinct numerical variables and cf, and ware 

K-terms then A'n.Sm, A1v.ct,(t*v), A1v.h(ct,,v) (has defined in 1.3.19), 

AKn.ct,, shift(t) (shortly st), prix(t) (shortly[t]), nestinv(t) 

(shortly j ) , nest(F) (written as nestF)' cf, ;w, cf, :w, ¢AW, ct,xw and 
Kt 

finally vFct, are elements of K-Tm; 

(ii) tlie following new formation rules for Tm and F-Tm: if t E Tm, 

w1, ••• ,wp E F-Tm and cf, EK-Tm then cf,t E Tm, app0 (ct,,w 1, •.• ,wp) E Tm and 

appl (¢,W1•··••Wp) E F-Tm. For appo(¢,W1•··••Wp) we write cf,(w1,··••Wp) 

app1(¢,W1•··••Wp) is abbreviated to ct,l<w1•··••Wp). 

(c) Formulae and prime-formulae are constructed as in IDB[. 

(d) The axioms of ,!,Qfil'.1 are those of .!.Qfil: (schemata extended to the 

new language) and 

(i) the defining equivalences for app0 and app 1 (1.3.10): 

e ( a 1 , ••• , a ) =y -<-+ 3v ( v ( a 1 , .•. , a ) EV A ev=y+ I) 
p p p 

el(a 1, .•• ,ap)(x)=y-<-+ 3v(vp(a1, ... ,ap)Ev A e(x*vhy+I);. 

(ii) the A'-conversion-rule: A'n.t[n](x) = t[x], the AK-conversion rules 

(see 7. 2.8); 

(iii) the defining equations for the remaining constants (for dpl and nest 

these are given in 9.2.1, for sn, [v],jb the precise choice is irrele­

vant (cf.1.3.16), for ;,:,A,x the definitions are given in 1,3.17,18, 

21 and 23, for vK finally the defining axioms are specified in 7.2.8 

above); 

(iv) the axiom expressing that K-variables range over K, i.e. 

VaVe(Vz(az=ez)-<-+ K(a)). 

7 • 2 • 10 REMARKS • 

(a) We shall omit the superscript 'in A1 below, i.e. we do not make the 

syntactic distinction between e.g. the K-element A1v.e(<n>*v) and the 

mapping AV.e(<n>*v) EN as ID[E1 does. 

(b) So for we have not used the mappings dpl and nestF. They will play a 

role only in chapter 9. 

(c) Until now j a was used to abbreviate AX.j (ax). From now on we put 
V V 

j a = j la (which is extensionally equal to AX.j (ax)), i.e. we treat V V V 
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jv in jva as a neighbourhood-function. 

(d) Our choice of K-Tm is a matter of convenience. It makes it possible to 

express the properties which we are interested in, without much circum­

scription, in the language of !~1-

7.2.11. FACT. The systems ~I and!~ are equivalent: there is a trans­

lation from }Afil:1 into JAM which preserves derivability and which maps 

each sentence A of }Afil:1 to a sentence A' of~ which is equivalent (in 

~ 1), moreover the range of the K-variables and all constants of ~l 

are definable in~-

PROOF. The only problem is to eliminate the· constant ,,l. The axioms of 

!~fl define this constant by recursion over frames, but such a definition 

is not generally possible in~- Combining the vK-axioms with the axioms 

for A (definition 1.3.23) we find that 

{
e(<n>) if F 

0 · otherwise; 

on, 

Here <l>(F,e,x*v) = sg(TTbEFe(<lbF>*X*kbv)), 

w(w,F,e,x*V) = e(<l F>*X*k v)~l, and F' is the frame with the same branches w w 
as F, but satisfying VbEF(lbF'=b) (each branch is labelled with itself). 

There is a term t 1[e,F,O] of !~I which satisfies the equation for 

v~e(O), there is a term s[e,F,x*v] which satisfies the equation for 

<j>(F,e,x*V) (use nodes(F) to construct a term card(F) and an enumeration of 

the branches of F, then TTbEF can be defined by an ordinary primitive re­

cursion), there is a term s'[w,e,F,x*v] which satisfies the equation for 

w(w,F,e,x*v), it remains to show that there is a frame-term F(F) such that 

VbEF(lb(F(F))=b). 

This term is constructed as follows. 

(a) Using nodes(F) construct a mapping x such that xn = 0 if n i nodes(F) 

or n*<O> i nodes(F) or n*<I> i nodes(F) and which gives the value 1 other­

wise. 

(b) Put g = \n.( 0 (n*<O>)A 0 (n*<I>)), 6 = \m.g(j 2m) (i.e. 6(k,n) = gn), and 

put 6' = \n.IIF( 0 n,6,xn); then 6n = 0 n if n is not in n(F) or n is a terminal 



node of F, and 6'n = 0 (n*<O>)A 0 (n*<l>) if n is a non-terminal node of F. 

(c) Put F(F) _ ITF( 0 0,Am.o'(j 2m),ht(F)). 
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The proof of the correctness of this definition is given by introducing 

F(F,k), defined as F(F) but with k instead of ht(F), and then showing that 

b E F(F,k) iff lth(b) s k and b E nodes(F), while .i\(F(F,k)) = b. This is 

done by induction w.r.t. k using the explicit characterization of F[6J 

(3.J.18). □ 

For the formulation and proofs of the llC-properties and the properties 

of~ between restrictions and for the treatment of models and domains, we 

enrich f!?J!!, 1 to the system 1!?J!I * 

* . 7.2.12. 1!?J!!, is IDB[1 with two additional constants in its language, C and 

J, a term-formation rule J EK-Tm and a new type of prime-formulae: if 

~ E F-Tm, then C(~) is a prime-formula. Axioms to be added are: 

C is a subset of K: C(a) + 3e(a=e), 

C is closed under"" (cf. 1.3.26): C(h.ez) A e""f + C(Az.fz). 

For C(Az.ez) we shall simply write e EC. J will be used only as re­

presentative of the mapping n t+ Av.J(<n>*v) E K]N. Therefore Jn will mean 

Av.J(<n>*v). 
I K 

All properties of vF,vF,vF,II, lie and~ (between restrictions) that 

have been stated so far can be formulated and proved in IDBF*. 

. . * 7.2.13. Models and domains in 1!?J!I. 

There is a frame-term jps[v,x] of 1!?J!!, such that for all v the de­

fining equations for jps(v) (4.3.4) are provable in 1!?J!!, for Ax.jps[v,x]. 

Using jps[v,x] we can express by a formula GFS(6) (GFS for 'generates 

frame-sequences') that the mappings (n,v) 1-+ 6(1( 0 n),v) and 

(F,v) + 6(1(F),v) satisfy the defining equations for 6nv,6Fv respectively 

( 4. 3. 9, 4. 3. I 2) • 

In fact there is a frame-term F(n,v) of 1!?J!!, which satisfies the equa­

tions for 6 v (4.3.9), hence for the mapping 6 such that 
n 

6(1(F),v) = F[An.F(n,v)] we can prove GFS(6) in 1!?J!I· 
The properties of jps and 6Fv that are derived in 4.3 are provable in 

1!?J!!, for the corresponding term jps[v,x] and the mappings 6 satisfying 

GFS(o). 

* In the language of 1!?J!!, there are formulae JPF(e), UP(a,e,f,6) and 

GEV(g,a) which express the following: JPF(e): the mapping Aw.e(<v,n>*w) 
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behaves as jf(v)n (4.4.3) (in JPF the constant J occurs), 

UP(a,e,f,6): a(v) behaves as upb(d,v) (4.4.9) if \w.e(<v,n>*w) is used as 

jf(v)(n) and 6j('l'F,v) as 6Fv while the role of d: JN x]N +K is played by 

f, i.e. dnv EK is \w.f(<v,n>*w), 

GEV(g,a): \w.g(<v,n>*w) behaves as gv(d,v)n (4.4.10) if a(v) is used as 

upb(d,v). 

In IDBF* one can prove 3e JPF(e), Vef63a UP(a,e,f,6) and Va3g GEV(g,a). 

For JPF one easily defines an F-Tm <f, such that IDBF* f- 3e(e""<f> A JPF(e)). 
~~ 0 

We can use JPF, UP and GEV to construct formulae DG (f,6) and DG(g,6) 

which express that the mappings do: JN x JN+ K represented by f(i.e. 

\w.f(<n,v>*w) = dnv) and d: N x FRAME x ]N + K represented by g (i.e. 

\u.g(<v,'l'(F),w>*u) = d;w) belong to DGO(J) and DG(J) respectively (the 

formulae DGO and DG contain the constant Jin JPF), if 6 plays the role of 

frame-sequence-generator. (cf.4.4.11,4.4.17.) 
* 0 In~ we can prove 3f DG (f,6) (4.4.12). In the appendix we show 

that there is an F-Tm <f,[n,v] of IDBF* such that 3f(Vnvw(<f,[n,v](w) = 
0 ~~ 0 

= f(<n,v>*w))ADG (f,6)). Once we have an f such that DG (f,6) we can con-

struct a g such that DG(g,6) (4.4.19). All properties of do E DGO(J) and 
0 d E DG(J) mentioned in chapter 4 can be derived (assuming GFS(6), DG (f,6), 

DG(g,6)) for the mappings (n,v) I+ \w.f(<n,v>*w) and (v,F,w) ~ 

>+ \u.g(<v,'l'(F),w>*u) respectively in~*. 

There also is a formula GNGC(e,g,6) which expresses that TI: Fi+ TIF EK 

defined by TIF = \w.e(<'l'F>*w) generates nests of GC-carriers, that 

d: JN x FRAME x JN + K defined by d;w = d(v,F,w) = .\u.g(<v,'l'(F) ,w>*u) 

generates the dressings for TI, and that 6j('l'(F),v) is the frame for TIF at 

v (4.5.2). GNGC(e,g,6) has 'J enumerates C modulo,,,,, as a sub-formula. The 
. * existence of g,e, and 6 such that GNGC(e,g,6) is provable in~ from the 

assumption 'J enumerates C modulo,,,,,. (It suffices to construct TIF from d 

as in 4.5.6.) 

We shall continue to use TI,d,6 and expressions like TIF' d;w, 6Fv etc. 

as in chapter 4 but now as abbreviations for K-terms in~*. E.g. for 

GNGC(e,g,6) we write GNGC(TI,d,6). 

From GNGC(TI,d,6) we can derive the properties of TI mentioned in 4.5. 

Obviously there is an ,!Q[E* sentence dclosed(C) which expresses that 

C is dependency-closed. For dclosed(C) A GNGC(TI,d,6) we write model(n,d,6). 

In 5.2.4 we have given the formula which expresses that the pair (d,6) 

has the strong overtake property. The.proof of model(~,d,6) +.strong over­

* take(d;6) (5;2.5). as.given in 5.3, 5.4 can be forma.lized in 1,§I_ (to be 
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discussed below) hence this implication is provable in IDBF* (via the eli­

mination theorem). 

* Finally we can express in~ that n,d and 6 satisfy the domain-

axioms (6.1.2). The formula which does so is denoted by domain(n,d,6). The 

* properties of domains derived in 6.3 can be formally proved in~. The 

same holds for the theorem that models are domains (6.2): 

!~)( 1-model(n,d,6) ➔ domain(n,d,6). 

We conclude section 7.2 with the introduction of LSF* (7.2.14-15). 

4 * . 7.2.1 • Over l]fil: we define a formal system for the theory of lawless se-

* quences 1fil: as follows (cf. the description of 1g in [T77]). 

(a) To the language of IDBF* we add variables for lawless sequences 

a,a0,a 1 etc. 

(b) We introduce a set L-Tm of lawless sequence terms, which contains 

only the lawless variables. 

(c) We leave the definitions of Tm, F-Tm, Fr-Tm, FrF-Tm and K-Tm un­

changed, so these contain only terms with lawlike parameters, and add a set 

Tm* of terms which may contain lawless variables. Tm* contains the same ex­

pressions and is closed under the same term-formation rules as Tm (with 

one exception, see below), and satisfies in addition: 

* * if a,a 1, ••• ,ap EL-Tm, t E Tm then at E 

* eJ(a 1, ••• ,ap)(t) E Tm. 

Tm, e(a 1, •.. ,ap) * E Tm and 

(d) The formation rule for recursion terms in Tm* is slightly changed 

w.r.t. the corresponding rule for Tm (the exception mentioned above) as 

follows: 

* if t 1,t2,t3 E Tm and xis a numerical variable, then 

IT(t 1,(\x.t2),t3) E Tm*. 

Thus we introduce expressions for natural numbers defined by recursion 

w.r.t. a lawless parameter (like e.g. ~x), without having function-terms 

for constructs of lawless sequences. 

(i) 

(ii) 

(e) Prime formulae and formulae are defined as usual. 

(f) Axioms for the theory are: 

* The axioms of 1]fil: (schemata in the new language, but with the 

stipulation that instances of AC-NF cannot contain a lawless parameter, 

and terms now ranging over Tm* instead of Tm. 

The defining axioms for e(a 1, .•. ,ap), eJ (a 1, ••. ,ap)(x), similar to 

those for the lawlike case. 

(iii) Axioms for the new recursion terms (obvious). 



174 

(iv) The usual )&-axioms, in the new language. 

7 .2.15. REMARKS. 

. * (a) Elements of K-Tm and F-Tm in J&.E cannot contain lawless variables, 

so [ax], sax are not in K-Tm. Such K-functions can be discussed only in­

directly in the language of J&.E*. Moreover, in the prime formulae K(~) and 

C(~), ~ is an element of F-Tm, hence these formulae are lawlike. 

(b) )&!* does not contain expressions for constructs of lawless se­

quences like ela, but it does contain expressions for the values of such 

constructs. Still we use expressions of the form ela, e(fla)frequently be­

low. For the formalization of our arguments this is harmless, eventually we 

are interested only in the values of such sequences. 

(c) Note that we can formally define what we mean by the substitution 

of an expression eiS for a (and of ei(flS) for a, etc.) in a term t[a]. 

Some examples: 

ax[(elS)/a] = ejS(x), 

eia(x)[(flS)/a] = e:flS(x), 

e(a)[(flS)/a] = e;f(S), 

e(a 1,a2)[(fl6)/a 1J = e;(~Aid)(S,a2), 

ej(a 1,a2)(x)[(fl6)/a2J = e:(idAf) l<a 1,S) etc, 

(d) All theorems in the sequel can be formalized in the monadic part 

of J&.E* (domains and models are projected from a single lawless sequence o). 

7 .2. 16. LEMMA. 

(a) The foUO/JJing aontinuity aahemata are derivable in )&!*: 
Va3F A(a,F) ➔ 3eVv(ev;o ➔ 3FVa€v A(a,F)), 

Va3n A(a,n) ➔ 3eVv(ev;O ➔ ~nVa€V A(a,n)). 

(b) The elimination theorem for )& relative to .!J?!1 aan be extended to 

)&!* relative to~* 

PROOF. 

(a) Va3F A(a,F) is equivalent to Va3n3F(V(F)=n A A(a,F)). By the or­

dinary Va3n-continuity axiom we find that for some e if ev; 0 then 

3nVa€v3F(V(F)=n A A(a,F)). But $(F) = n uniquely determines F, so we can 

interchange Va€v and 3F. Va3n A(a,n) is treated similarly. 

(b) By a straightforward adaption of the original. proof of the elimina­

tion theorem. Note that the new classes of terms Fr-Tm and Frf-Tm will pose 

no problem because their elements are lawlike. 0 
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7.3. SUMMARY OF LEMMATA 

In this section we have put together the technical results of the pre­

vious chapters which remain important in the sequel, supplemented with some 

properties of the ~-relation between restrictions which have not yet been 

discussed but will be used later on. 

K-functions and related topics (7.3.1-7.3.5). 

7.3.1. With each e EK and finite sequence w we have associated (in 1.3.11) 

a finite sequence etw such that 

lth(etw) = mil\:<lth(w)(e(<k>*w)=O) [=lth(w) if 'v'k<lth(w)(e(<k>*w)/0)], 

Vx<lth(etw)((eiw) = e(x*w)~l). 
X 

Proper ties of e iw are ( 1 • 3 • 1 2) : 

(a) Vx3y~(e!a(x) ~ et(;y)), 

(b) Vy3x ~ y(et(;y) = e!a(x)). 

Remember that e;f =def Aw.e(f!'w) (1.3.17). 

7.3.2. A is a pairing operation on K w.r.t. ~, which satisfies 

(a) j 1(eAf!a) = elj 1a, 'j 2(eAf!a) = f!j 2a 

(b) (eAf):(e'Af') ~ (e:e')A(f:f') 

(c) eAe' ~ fAf' iff e ~ f A e I ~ f I 

( I .3 .23) 

(I .3.24(f)) 

(l.3.24(e)). 

7.3.3. [v] denotes the neighbourhoodfunction such that [v]!a = V*a, 

sn is an element of K satisfying sn!a = Az.a(n+z) (1.3.16). 

[ J satisfies: 

(a) 

(b) 

Note that as a corollary of (b) and 7.3.l(b) we have 

(c) f:[v] ~ [ftv]:sm:f:[v], where m = lth(ftv). 

( I • 3 • 24 ( g) ) 

(I .3.24(c)) 

(I .3.24(d)) 

7.3.4. The mapping exf (composition of the bars e and f) is defined as 

Au.sg(eu).f(<h(e,u)~l>*hc(e,u)) (1.3.21), whence exf(u)/0 + eu/0 and even 

exf(u)=m+I + 3vw(u=v*w A ev/0 A f(<v>*w)=m+l). 

7.3.5. As an important property of K-nestings we recall 

VbEF(jb(v~cpla) = cp(lbF) ljba) (3.2.16(c)). 
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7.3.6. The relations II and lie (3.2.18-21). 

A sequence$ EN is parallel to the frame F, notation $llF, iff 

Vbb'EF(lbF=lb,F + jb$=jb,$). 

Likewise, if vis a finite sequence, then 

vllF "def Vbb' EF(lbF=l6,F + kbv=k6,v). 

An element e of K is C-parallel to F (ell CF) iff there is a $: ]N + C 
K 

(represented by f EK through $n = AV,f(<n>*v)) such that e ""VF$. 

Properties of II and II C 

(a) If F has a 1-1 labelling, then Va(allF) and Vv(vllF) 

(b) Va(all(0 n)), Vv(vll(0 n)), VeEC(ellC(0 n)) 

(c) allFAG + j 1allF A j 2allG, vllFAG + k 1vllF A k 2vllG 

(d) allFA mUF ➔ Vb(j(a,b)IIFA(0 m)) 

(e) 

(f) 

(g) 

Vv3v'v"(k v'=v A 
1 

allF ++ Vx('ii.xllF A 

allG A G2F + allF, 

vllG A G2F + vllF 

k v'=v" "v' ll(0 0)AH) 2 
AZ .a(x+z) IIF) 

(3.2.21 (e)) 

(3. 2. 20 (n) , 21 (a) , (b)) 

(3.2.20(f),21(c)) 

(3. 2. 21 (k)) 

( 3. 2. 21 (m)) 

(3.2.20(d)) 

( 3 • 2 • 20 (j ) ) 

(3.2.21(f)) 

if C is closed under, pairing then ellcG" G 2 F + ell CF (3.2.20(k)) 

(h) FRIG+ Va(allG++ allF) (3.2.21(g)) 

(j) ellcF" allF+ elallF, ellcF" vllF+ etvllF (3.2.20(r),21(j)) 

(k) if C is closed under pairing then ell CF+ e E C 

7.3.7. The 2-relation between restrictions (S.1.2-7). 

(f,G) 2 (e,F) -def 3gllCF(f"" e:g) A G2F, 

(f,G) RI (e,F) =def (f,G)2(e,F) A (e,F)2(f,G). 

Properties of 2 

(3.2.20(m)). 

(a) If id E C then e""f A FRIG+ (e,F)Rl(f,G) whence in particular 

(e,F) ru (e,F), e""f + (e,F) RI (f,F), FRIG+ (e,F) RI (e,G). 

(S.1.6(a), 7(a)) 

(b) If C is closed under pairing and composition, then the 2-relation is 

transitive. 

(c) If [v] E C for all v then yllF + (e:[y],F)2(e,F) 

(d) (i) VeECVF[(e,F)2(id, 0 n)], 

(ii) VeEC[(f:e, 0 n)2(f, 0 n)J. 

(e) If sn EC, then (f:sn,F) 2 (f,F). 

(S. I .6 (b)) 

(S. !.6(c)) 



[f) (f,G)~(e,F) A nilF + VgECVH[(fAg,GAR) ~ (eAid,FA( 0 n))], 

if id~ C and n i lG, then Vg'ECVH[(fA(g:g'),GAR) ~ (fAg,GA( 0 n)) 

(g) (f,G)~(e,F) + Ve'F'3f'G'[(fAf',GAG 1 ) ~ (eAe',FAF')], where if C is 

closed under pairing and composition then e'EC + f'EC. 
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(h) If C is closed under composition, Vn(snEC) and Vv([v]EC), and if G ~ F 

then g//CFA y//F+ (e:g:[y],G)~(e:[g~y],F). 

If C is also closed under pairing, then we may replace the premiss 

g// CF A y//F of the implication by g// CG A y//G 

(or g//CFA y//G, g//CGA y//F), by 7.3.6(g). 

Note that the conditions on C occurring in (a), (b), (c), (e), (f), 

(g) and (h) are fulfilled if C is dependency-closed. 

PROOF (of (d)-(h)). 

(d) and (e) are trivial, observe that F = ( 0 n)L\m.F], eEC + e//C(0 n) 
n n (cf.7.3.6(b)) and s EC+ s //CF by 3.2.20(p). 

(f)(i) if n i lF and G = F[6J, then GAR= (FA( 0 n))[g], where gm= 6m 

if n 'f m and gn = R. If f ""- e:v~cj,, cj,:N+ C, and g E C, then 

fAg"" (eAid):v~A(on)w' where Will= cj,m if m 'f n, and wn = g. 

(f)(ii) GAR~ GA( 0 n) by the sa~e argument as above; 

fA(g:g') ""- (fAg):v~A(on)cj,, where cj,m = id if m 'f n, and cj,n = g. 

(g) If G = F[o] then GAF'[6J = (FAF')[6J, so take G' = F'[6J. If 
K K K K 

f ""- e:vFcj,' cj,: ]N +C, then fA(e':vF 1 cj,) ""(eAe'):vFAF'cj,' so take f 1 = e':vF 1 cj,. 

If C is closed under pairing, then v~,cp EC, if C is closed under composi­

tion and e' EC, then f' = e':v~,cj, EC. 

(h) Note that g:[y] ""[gl'y]:sm:g:[y], where m = lth(gfy) (7.3.3(c)). 

If sm EC then sm//CF, (3.2.20(p)), if Vv([v]EC) and y//F then [y]//CF 

(3. 2. 21 (i)). g// CF by assumption, so if C is closed under composition then 

sm:g:[y]//CF (3.2.20(s)). D 

7.3.8. Finally we recall a number of the domain properties of section 6.3: 

let n,d and 6 define a domain then 

(a) OFAGv = OFVAfiGV (6 .3. I (b)) 

(b) V V V 
dFAGw <>< dFwAdGw (6.3.2(a)) 

(c) Vw((e:dF(v*w),6F(v*w)) ~ (e:dFv,6Fv)) (6.3.3) 

(d) VnVb(lbF=n + jb(nFo)=nno) (6.3.4(b)) 

(e) 3gVoEv(nFo=dFvl(glo) A glo//6Fv) (6.3.4(d)) 
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(f) (f,G)~(e:dFv,6Fv) + 

3e2Vu#G[e 2u#O+ 3w((f,G)S(e:dF(v*w),6F(V*W))S(f:[u],G))] 

(6.3.5(a)) 

(g) If id€ C then 

Ve 13e2Vu#6Fv[e2u#O + 3w(e1~o A (e:dF(V*W),6F(v*w))S(e:dFv:[u],6Fv))J 

(6.3.5(b)) 

(6.3.5(c)) 

(j) If sn € C for all n and C is closed under composition, then 

Ve23e1Vw[e 1~o + 

3u#6Fv(e2u#OA (e:dFv:[uJ,6Fv)S(e:dF(V*W),6F(v*w)))J 

(6.3.5(e)) 

(k) If Vn(sn€C) and C is closed under composition and pairing, then 

Vg€CVHFu3f€C3G[((e:dFu)A(f:dGu), 6FuA6Gu) ~ ((e:dFu)Ag, 6FuAH)] 

(6.3.5(f)). 

Note that the conditions on C in (g)-(k) are fulfilled if C is dependen­

cy-closed. 
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CHAPTER 8 

THE ELIMINATION THEOREM FOR DOMAINS 

8. I • OUTLINE 

In this section we shall take the first step towards proving that 

suitable domains are models for the system £§,(C)~ by deriving an elimina­

tion theorem for domains. 

First we introduce the language LE (in which £§,(C) is formulated). 

L is the same as the language of LSF*, except that it has choice variables 
E 

E,n,EO,nO etc., instead of the lawless variables a,S etc. 

With each formula A(E 1, ••• ,E) of L we associate a formula 
0 p E 

A (e 1 l~F 1, ••• ,epl~Fp) of '/&I*, which expresses that A holds if we let its 

choice quantifiers range over the domain V0 = {el~Fo:e EC, FE FRAME} and 

interpret the choice parameters E. in A bye. l~F.o EV~ (i = l, ... ,p). 
l. l. l. u 

Next we expand L to a language L* by adding a clause to the formula-
E E 

definition, saying that if A is a formula then so is VEE(~,F)A, where 

~EK-Tm, FE Fr-Tm (i.e.(~,F) denotes a restriction). 

Then we define an elimination translation which maps formulae of L* 
E 

* onto formulae of W!,. For this translation T we derive two lemmata, 

stating properties that are essential for all its further uses. 

The proof of the elimination theorem concludes this chapter. 

8.2. THE LANGUAGES L AND L* THE SYSTEM C~S(C) 
E £' 

8.2.1. DEFINITION (of L ,L*). 
E E 

(a) L8 is the language of LsF* with choice variables E,n,~,EO,nO,~O etc. 

instead of the lawless variables a,S etc. 

(b) L* is the language obtained from L by adding the clause: 
E E 
'if~ EK-Tm, FE Fr-Tm and A is a formula, then VEE(~,F)A is a formula' 

to the clauses defining the set of formulae (see 8.2.5). 
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In LE we formulate the axioms of ~(C) (cf.1.3.29). 

8.2.2. DEFINITION. ~(C) is the system with the following axioms and axiom 

schemata: 

~(C) I 

~(C)2 

~(C)3 

~(C)4 

V£nVeEC3s(s=e1(£,n)), 

A(£) ➔ 3eEC(3n(£=e!n) A Vs A(els)), 

V£3a A(E,a) + 3eVu(eu/O + 3aV£ A([u]j£,a)), 

V£3n B(E,n) + V£3fEC A(£,fj£), 

where A and Bare formulae of L£ containing no choice parameters besides 

those shown in notation, and a is a meta-variable for 'any lawlike variable 

of L 1 • 
£ 

From now on we shall frequently use the meta-variable a for the same 

purpose as in definition 8.2.2, namely to abbreviate 'any lawlike variable 

of L (L*).' 
£ £ 

8.2.3. DEFINITION. A is a closed forrrrula of L£ (L;), if it contains no 

choice parameters. 

Convention 

* If we denote a formula of L, L by A(£ 1, .•. ,£ ), we mean that it contains 
£ £ p 

no choice parameters besides £1, •.• ,Ep. 

8.2.4. DEFINITION. Let TT,d and o define a domain, put V0 = {ejTTFo: e EC, 

FE FR.AME}. With each formula A of L we associate a formula A0 in. the 
£ 

language of!&!,*, which expresses that V0 fulfills A, as follows: 

A0 is obtained from A by replacing, for each i E :N, all occurrences of the 

i-th choice variable u. in A by v. ,ITTw· ko and all quantifiers Vu., 3ul.. by ]. J.+J J.+ ]. 
Vvl..+J.Vwi.+k' 3v .. 3w. k respectively, where v .. is the i+j-th K-variable, J.+J J.+ i+J 
wi+k is the i+k-th frame-variable, j is I plus the maximum of the indices 

of the K--variables occurring in A and k is I plus the maximum of the in­

dices of the frame-variables occurring in A. 

For (A(£ 1, ••• ,£P)) 0 we write A0(e 1 jTTFi•···•eplTTFP), to indicate that 

e. jTTF.o replaces£. (i = l, ... ,p). 
]. ]. ]. 

NOTE: when we replace a choice variable£ by a term ejTTFo, we follow the 

conventions of 7.2.IS(c). 

8.2.5. We introduce the language L* for purely formal reasons: it is easier 
£ * 

to describe a translation which eliminates choice quantifiers from L£ than 

to describe such a translation directly for L. (It is an elimination 
£ 

translation for L which interests us.) 
£ 
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Yet, it would be convenient if we could assign some meaning to the re-
0 

stricted quantifiers V£E(e,F). To do so we consider another expansion L£, 
of L, obtained by adding the clause 

£ 

"if cj> E K-Tm, F E Fr-Tm and £ is a choice-variable then £ E ( cj>, F) is a 

prime formula" 

to the formula definition. 

The o translation of definition 8.2.4 above, which gives us the inter-

pretation of a formula A of L in the domain V0, can be extended to LO b 
£ E: y 

requiring that subformulae E: E (c/>' F) of a formula A are replaced by 

3x[(e:dF(8x),6F(8x))2(cj>,F)], where el1rFo replaces E: everywhere else. 

That is to say, E: E (cj>,F) is interpreted as: 'there is an x such that 

the restriction for E: at stage xis stronger than (cj>,F)'. We abbreviate this 

to: 'E: meets the restriction (cj>,F)' (where E: ranges over the sequences e!1rFo 

in the domain V0). 

L* can be defined as a sublanguage of LO· we can put 
E: E:' 

Thus V£E(c/>,F) A says: all sequences E: which meet the restriction (c/>,F) 

satisfy A. 

8.3. THE ELIMINATION TRANSLATION 

8.3.1. The translation, to be defined in this section maps closed formulae 

of L: onto formulae of L(!DB[*), i.e. it eliminat~s choice quantifiers. 

The idea behind the translation is (in complete analogy with the elimina­

tion translations for!& and£§) to replace quantifiers 3E: not in the scope 

of a universal choice quantifier by 3eEC3FV£E(e,F), to contract pairs of 

universal choice quantifiers into a single one, and to push universal 

choice quantifiers not in the scope of other universal choice quantifiers 

inwards over the other logical signs A,v,+,Va 3a and 3E:, until we are left 

with a formula which contains only universal choice quantifiers in front of 

prime formulae, which are then replaced by lawlike quantifiers. 

As will become clear on inspection of the definition of the elimination 

mapping, (8.3.3-7), the translated sentence ,A is equivalent to A if we 
0 assume the following principles (in the language L£): 

(a) V£E(e,F)VnE(f,G)3s(sE(eAf,FAG) A j 1s=E: A j 2s=n), 
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(b) V~E(eAf,FAG)3E3n(EE(e,F) A nE(f,G) A j 1~=E A j 2~=n), 

(c) VeECVF3E(EE(e,F)), 

(d) EE(e,F) A EE(f,G) ➔ (e,F)~(f,G) V (f,G)~(e,F), 

(e) AE + 3eEC3F(EE(e,F) A VnE(e,F) An), 

(f) VEE(e,F)3a A(E,a) +-+- 3eVu//F [eu,'O + 3aVEE(e:[u],F) A(E,a)J, 

(g) VEE(e,F)3n B(E,n) +-+- 3eVu//F[eu,'O + 3fEC3GV~E((e:[u])Af,FAG) B(j1~'j2~)], 

(h) VEE(e,F)(t[E]=s[E]) +-+- VahF (t[ela]=s[elaJ). 

We shall prove the elimination theorem without relying on (a)-(h). However, 

these principles may help to explain the successful use of the elimination 

translation: in content they are close to the ~-axioms, in form they re­

semble the axioms for lawless sequences (in particular (e), (f) and (g)). 

8.3.2. The translation, below is obtained by reworking a notion of forcing 

introduced by Dragalin in [Dr74]. In fact, in [Dr74] a whole range of no­

tions of forcing is introduced, generalizing both the elimination transla­

tions for I& and for~- It is proved that one of these notions provides a 

model for the ~-axioms (~ur theorem 9.2.10) but without using the key­

lemma 9.2.9 which is essential for our proof. 

Dragalin seems to claim that his forcing is 'essentially' Beth-forcing. 

From our point of view the reduction to Beth-forcing is far from trivial, 

this reduction is proved in the elimination-theorem 8.4.2 below. Though 

Dragalin's forcing is obviously inspired by Troelstra's description of 

GC-sequences, it does not provide a notion of sequence which fulfills the 

~-axioms. 

Before we define the actual elimination translation, we introduce an 

auxiliary mapping 1+. In 8.3.3 and 8.3.4 ~ and w range over K-Tm, F and G 
range over Fr-Tm. 

8.3.3. DEFINITION, i+ is a partial mapping from the set of closed formulae 

of L* into itself. A closed formula~ is in the domain of 1+ iff 
E * 

~ = VEE(~,F) AE, ~=VE AE or,~= 3E AE for some formula A of L. The 
E 

image of~ under 1+ is constructed as follows: 

(i) 

(ia) 

(ib) 

VEE(~,F)(t[E]=s[E]) 

VEd~.F> Kw 
v~d~.F> cw 

1+ VahF(t[~laJ=s[~laJ), 

I+ Kw, 
I+ cw, 
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(ii) VEE(cj,,F) (AAB) .... VEE(cj,,F) A A VEE(cj,,F) B, 

(iii) Vu (cj,, F) (AvB) I+ 3eVy //Hey/0 -+ 

VEE(cj,:[y],F) AV VEE(cj,:[y],F) BJ, 

(iv) Vu (cj,, F) (A-+B) I+ V(f,G)~(cj,,F)[VEE(f,G) A-+ VEE(f,G)B] , 

(v) VEE(cj,,F)VaA I+ VaVEE(cj,,F) A, 

(v)C I VEE(cj,,F)Vn A(E,n) I+ VeECVGVtE(cj,Ae,FAG) A(j 1t,j 2t), 

(v)CZ VEE(cJ,,F)VnE(w,G) A(E,n) I+ VtE(cJ,Aw,FAG) A(j 1t,j 2t), 

(vi) VEE(cj,, F) ::la A I+ 3eVy//F[ey/0-+ 3aVEE(cj,:[yJ,F) A], 

(vi)C VEE(cj,,F)3n A(E,n) I+ 3eVy //Hey/0 ➔ 

3fEC3GVtE((cj,:[y])Af, FAG) A(j 1t,j 2t)J, 

(vii) VE AE I+ VeECVFVEE(e,F) AE, 

(viii) 3E: AE I+ 3eEC3FVu(e,F) AE. 

8.3.4. REMARKS. 

(a) The choice-quantifier in VEE(cj,,F) Kw,VEE(cj,,F) Cw is void, since w 
in this context must be lawlike. The mapping 1+ deletes such quantifiers 

(see (ia), (ib) above). In proofs by induction w.r.t. the logical complexi­

ty of formulae, involving 1+, we shall omit these (trivial) cases. 

(b) Note that•-+ treats,disjunction as if it were defined as follows: 

Av B = 3x[(x=O-+ A) A (x/0 ➔ B)]. This means that we can omit the disjunc­

tion-case in inductive proofs too. 

8.3.5. DEFINITION. Let w be a closed formula of L*. Let A be a subformula of 
E 

win the domain of,...., let B be such that A 1+ B. w' is obtained'from w by 

an application of1-+, if w' is the result of a replacement of an occurrence 

of A in w, not in the scope of a choice-quantifier, by an occurrence of B. 

8.3.6. FACTS. 

(a) If w is closed and w' is obtained from w by an application of 1+, 

then w' is closed. 

(b) c(w) = the number of logical operations (connectives and quanti­

fiers) occurring in win the scope of a choice quantifier+ 

the number of restricted choice quantifiers in w + 

twice the number of unrestricted choice quantifiers in w. 

We find that 

(i) if w' is obtained from w by an application of 1+, then c(w') < c(w), 

(ii) if w is closed, c(w) > O, then there is aw' that can be obtained 

from w by an application of I-+, and 

(iii) if w is closed, c(w) = 0, then w is lawlike. 
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(c) Let w', w" be distinct formulae, obtained from w by an application 

oft+, w' resulting from a replacement of an occurrence of A, w" from a re­

placement of an occurrence of B. Then these occurrences of A and B must be 

disjoint, hence there is a formula w,. which can be obtained from w' as well 

as from w" by an application of 1-+-, 

(d) From (a)-(c) we can conclude that with each closed formula w of 

L* e there is a unique formula~ such that 

(i) ~ is lawlike, and 

(ii) there is a finite sequence w = w0 , ••• ,w =~of closed formulae of L* 
P e 

such that for all i < p, w. 1 is obtained from w. by an application of 
i+ i 

8.3.7. DEFINITION (ofr4>7 and -r). Let 4i be a closed formula of L* thenr4i, e' 
is the unique lawlike formula~ which satisfies 8.3.6(d)(ii). 

-r is the translation which carries 4i intor4>7 • 

Since -r eliminates choice variables from closed formulae of L* we call it 
e 

an elimination translation for L*. 
e 

8,3,8. FACTS. 

(a) A and B closed. 

(b) rQa i; = Qa rA,, A closed, Q = 3 or Q = V, a a lawlike variable of any 

sort. 

(c) r-Ve A7 = VeECVFVu(e,F) i;, see 8.3.3 (the definition of»). 

(d) r3e i; = 3eEC3F'v'eE(e,F) i;, see 8.3.3. 

(e) If 4i - VeE(~,F) A, then the structure ofr-4\, depends on the main logical 

sign of 4>, see 8.3.3. 

The next two lemmata, 8,3.9 and 8.3.11, state important properties of 

-r. The reader is advised to skip their proofs at first reading. 

8,3.9. LEMMA (monotonicity of -r). 

Let Ae be a fo:r>mUZa of L with at most one ahoiae parameter: e. Let (e,F) 
e 

and (f,G) be restriations. Asswne 

(a) C is dependenay-aZosed, 

(b) (f,G) ~ (e,F), 

(c) rVeE (e,F) Ae7 • 

Then 

(d) 'v'eE(f,G) Ae, 
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is derivable; the derivation aan be fol'ma.lized in .!P.fil'.*, i.e. 

* .!P.fil: I- dclosed (C) + 

V(e,F)[rVe:€(e,F) Ae:' + V(f,G)~(e,F)rVe:€(f,G) Ae:' ]. 

PROOF. We proceed by induction w.r.t. the logical complexity of A. The proof 

is subdivided into cases, one for each possible main logical sign in A. The 

numbering of these cases corresponds to that of 8.3.3. By assumption (a) we 

can apply all ~-properties, (7 .3. 7 .) • 

ease (i) Ae: = t[e:J=s[e:J. 

Assumption (c) becomes in this case 

(I) Va//F{t[elaJ = s[elaJ). 

To derive (d), i.e. in this case 

(2) Vb//G(t[flbJ = s[flbJ), 

it suffices to show that for each b //G there is an a//F such that f I b = e I a. 

Let b//G be arbitrary. By assumption (b) there is an 6 such that G = F[6J, 

so (by //-property 7.3.6{g)) b//F. 

Also by assumption (b) there is an e' such that f ""e:e' and e'llcF. 

Put a= e' lb, Then a//F by 7.3.6(j) and fib= e:e' lb= ela. 

aase (ii) Ae: = Be:ACe:, 

trivial by induction-hypothesis. 

aase (iii) Ae: = Be:vce:, 

can be treated as Ae: = 3x D(e:,x), see 8.3.4(b). 

aase (iv) Ae: =Be:+ Ce:. 

By assumption (a), C is dependency-closed, hence the relation~ between re­

strictions is transitive (~-property 7.3.7{b)). (d) immediately follows 

from (c) by this transitivity. 

aase (v) Ae: = Va B(e:,a), 

trivial by induction-hypothesis. 

aase (v)C Ae: = Vn B(e:,n), 

In this car-e assumption (c) reads Vg€CVHrV,€(eAg,FAH) B(j 1,,j 2~)~. 
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id EC by assumption (a), hence this specializes to 

By assumption (b) and ~-property 7.3.7(f) 

nilF + VgECVH[(fAg,GAH)~(eAid,FA( 0 n))], 

whence (3) yields by induction-hypothesis, VgECVHrVsE(fAg,GAH) B(j 1s,j 2s)', 

i.e. 'V£E(f,G)A£ 1 . 

case (vi) A£= 3a B(£,a). 

By assumption (c) we have an e 1 EK such that 

To derive (d) we must construct an e 2 EK such that 

By assumption (b), (f ,G) ~ (e,F), there is a g such that g/fc, F and f ""' e :g. 

Put e 2 = e 1 ;g. (7 .3.1.) To show that e2 fulfills (5), let y//G satisfy 

e 2y f 0, i.e. e 1(g~y) f 0. By (4) we find an a such that 

By ~-property 7.3.7(h) (f:[y],G) ~ (e:[g~y],F), so (6) yields, by induction­

hypothesis rVEE(f:[y],G) B(£,a)'. 

case (vi)C VE= 3n B(£,n). 

By assumption (c) we have an e 1 EK such that 

To derive (d), an e 2 EK must be constructed which satisfies 

By assumption (b), (f,G) ~ (e,F), there is an e' such that 



e' //CF and f ""e:e'. 

Put e2 = e 1;e', then e2 fulfills (8): 

Let y//G be such that e2y ,f, O, i.e. e 1(e'ty) ,f, O. By (7) we find a g EC 

and an H such that 

By ~-property 7.3.7(h) (f:[y],G) ~ (e:[e'ty],F). 

By ~-property 7.3.7(g) we find g' EC and H' such that 
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((f:[y])Ag', GAH') ~ ((e:[e' ty])Ag, FAH), so (g) yields by induction-hypo­

thesis 

8.3.10 COROLLARIES. Let AE be a fonrrula with at most one ahoiae parameter: 

e, let B(e,n) have no ahoiae paI'ameters besides E and n. Then, if C is de­

pendenay-alosed: 
(a) Vn(rVE AE, +-+ rVEE(id, 0 n) AE,), 

[From left to right by definition, from right to left by monotonicity 

and ~-property 7.3.7(d).] 

(b) Vn/lF(rVEE(e,F)Vn B(e,n) 7 ~--+ ry~E(eAid,FA( 0 n)) B(j 1~,j 2~),), 

[From left to right by definition, from right to left by monotonicity 

and ~-property 7.3.7(f).] 

(c) e ""f + (rVEE(e,F) AE7 +-+ rVEE(f,F) Ae?, 

[By monotonicity and ~-property 7.3.7(a).J 

(d) rve(AE +Be),+-+ VeECVF(rVEE(e,F) Ae' + rVEE(e,F) Be7). 

[By (a) and ~-property 7.3.7(d).J 

8. 3. 11 • LEMMA (bar-property of ,: ) • 

Let Ae be a formula of L* with at most one ahoiae parameter:e. Let f be an 
E 

element of K, (e,F) a restriation. Asswne 

(a) C is dependenay-alosed, and 
(b) Vy//F[fy,f,O + rVeE(e:[y],F) AE ,]. 

Then 
(c) rVEE(e,F) AE, 

is derivable, the derivation aan be for'fT!alized in .!.P.fil:.*, i.e. 
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.:!l?fil:* I- dclosed (C) + 

V(e,F)Vf(Vy//F[fy#O + rvc:E(e:[y],F) AE '] + rvc:E(e,F) AE '). 

PROOF. By induction w.r.t. the logical complexity of Ac:, cf. the proof of the 

monotonicity of T. Because we assume C to be dependency-closed, monotonocity 

of T can be applied, as well as the ~-properties. 

case (i) 

By assumption (b), f satisfies 

()) Vy//F[fy#O+ Va//F(t[e:[y]ia] s[e:[yJ!aJ) ]. 

This yields 

(2) Vb//FVx[f(bx)#O + t[e:[bx] I (Az.b(x+z))] s[e:[bx]l(Az.b(x+z))]J. 

Since f EK, we have Vb3x(f(bx)#O), by definition [bx]I (Az.b(x+z)) = b for 

all band x, so (2) yields Vb//F(t[elb] = s[elb]), i.e. rVu(e,F) Ac:'. 

case (ii) AE = Bc:ACE, 

trivial by induction-hypothesis. 

case (iii) AE = BEVCE, 

can be treated as Ac:= 3x D(c:,x), cf. remark 8.3.4(b). 

case (iv) AE =BE+ CE. 

By assumption (b), f satisfies: 

To this end, let (e' ,F') ~ (e,F) be arbitrary, let g' EK satisfy g' //CF and 

e' ~ e:g' and assume 

Put f' - f;g', let y be parallel to F'. Then (4) yields, by monotonicity 



and ~-property 7.3.7(c) 

while by ~-property 7.3.7(h) 

(6) (e' :[y],F') ~ (e :[g' ty],F). 

Now assume f'y f 0, i.e. f(g' ty) f 0. 

y//F', F' ~ F hence y//F by //-property 7.3.6(g); g'//CF, so g'~y//F by 

//-property 7.3.6(j). Hence, (by (3), (5), (6)) 

By induction-hypothesis we conclude rve:E(e',F') Ce:'. 

case (v) Ae: = Va B(e:,a), 

trivial by induction-hypothesis. 

case (v)C Ae: = Vn B(e:,n). , 

By assumption (b), f satisfies 

Let g' EC and H' be arbitrary. We want to derive 

Put f' = Az.f(k1z), one easily sees that f' EK. Let z//FAH', then k 1z//F 

(7.3.6(c)); suppose f'z f 0, i.e. f(k 1z) f 0. Then (7) yields 

which specializes to 
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By assumption (a) C is dependency-closed, whence [k2 zJ EC. By 7.3.7(f) we 

find for n t lF: 
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By 7.3.2(b), 7.3.3(a) 

If we combine (9), (JO), (II) with the monotonicity of, and the corollary 

8.3.IO(c), we find rv~E((eAg'):[z], FAH 1 ) B(j 1~,j 2~) 7 • By induction-hypo­

thesis, (8) follows. 

case (vi) AE = 3a B(E,a). 

By assumption (b) f satisfies 

Hence, by AC-NF, there is an e' EK such that 

We must derive rVEE(e,F) AE7 , i.e. we have to construct an e 2 EK such that 

Take e 2 = fxe', i.e. if e 2w ~ 0 then there are u and v such that w = u*v, 

fu i O and e'(<u>*v) i O (7.3.4). Then e 2 clearly satisfies (12). 

case (vi)C AE = 3n B(E,n), 

can be treated exactly like case (vi). 0 

For the proof of the elimination theorem, we need the following three 

propositions. 

8.3.12. PROPOSITION. With each equation t=s of!&£*, there is a foY'111Ula 

(t=s)* of!&!,*, provably equivalent to t=s, but which contains only prime­

formulae of the form t' =s' , where s' is lawlike and t' is either lawlike or 

of the form at", t" lawlike. 

8.3.13. PROPOSITION. If t=s is an equation of L* in a single choice param­
E 

eter E, and (t=s)* is its translation as in 8.3.12, then 
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8.3.14. PROPOSITION 

* of ill, which may 

(extensionality of ill*). If A(a 1, ••• ,ap) is a formula 

contain more choice parameters besides a 1, .•. ,ap, then 

r&.r* I- A~ 1[Vx(e. Is. (x)=f. Jy. (x)) J + 
i= 1 1 1 1 

where e. IS-, f. Jy. are suhstituted for a. (i = J, ••• ,p) followirl{J the con-
i 1 1 1 1 

ventions of 7.2.JS(c). 

8.3.14 is proved by formula-induction (straightforward). To give an, 

idea of the translation ()*in 8.3.12 we state some clauses: 

ifs is not lawlike then (t=s)* = 3x((t=x)* A (s=x)*), 

ifs is lawlike then e.g.: 

(eia(t)=s)* = 3yv((t=y)* A Vn<lth(v)(an=(v) ) A e(y*v)=s+1), 
n 

* * 3y1y2v((t1=y1) A (t3=y2) A (v)O=yl A 

'(v) =s A Vn<y2(t2[j((v) ,n)/z]=(v) 1)*). 
Y2 n n+ 

The completion of the definition of ()*is simple. 8.3.12 is easily proved. 

For the proof of 8.3.13 finally, one needs the observation that with each 

term t[a] of~* there is an element et EK such that for all a 

t[a] = et(a). For terms of .!)£1 this fact is proved in [KT70]. 

* We leave it to the reader to verify that this result also holds for~ 

8.4. THE ELIMINATION THEOREM 

The hard work for the proof of the elimination theorem is done in the 

following lemma. The elimination theorem itself is then easily proved in 

8.4.2. 

8.4.1. LEMMA. Let A£ be a formula of LE with at most one choice parameter: 

£. Assume 

(a) C is dependency-closed, and 

(b) 1r, d and 6 define a domain. 

Then we can derive 

(c) VoEv A0(eJTIF) ++ rVEE(e:dFv,6Fv) A£7 • 

This derivation can be formalized in ill*, i.e. 
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)&1* f- dclosed (C) A domain('n ,d, 6) + 

[VoEv A0(elTIF) ++ rVcE(e:dFv,6Fv) Ac,]. 

PROOF. The proof of (c) from (a) and (b) proceeds by induction w.r.t. the 

logical complexity of A. Like the proofs of 8.3.9 and 8.3.11 it is subdi­

vided into cases. Each nontrivial case consists of two parts, part(+) for 

the implication from left to right, part(+) for the converse implication. 

By assumption (a), we can use the monotonicity and the bar-property for T, 

and all the~- and domain-properties (7.3.7 and 7.3.8). 

case (i) 

By propositions 8.3.12 and 8.3.13 we may restrict our attention to formulae 

of the form Ac= ct= s, t ands lawlike terms. 

Let all6Fv be arbitrary,,and let z be such that e(<t>*dFvJa(z)) # O. By 

domain-property 7.3.S(h) there is a o Ev such that TIF!o(z) = dFvla(z), hence 

(by (1)) e(<t>*dFvla(z)) = s+l. 

(+) For the converse implication we assume rVcE(e:dFv,oFv) Ac,, i.e. 

In order to derive (1), let o Ev and z satisfy 

(3) 

By domain"property 7.3.8(e) we find a g EK such that 

(4) 

and 

(5) 

By 7.3.l(a) and (4) there is a y such that TIFo(z)~ dFvf(g!o(y)), so by (3) 
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From this equation and (5) we find an a//6Fv such that 

(6) 

By 7.3~1(b) there is an x such that dFvtay = dFvla(x), whence by (6) and (3) 

e(<t>*nFo(z)) e(<t>*dFvJa(x)) ~ O. Now apply (2), this yields 

e(<t>*nFo(z)) s+I. 

case (ii) AE - BE CE, 

trivial by induction-hypothesis. 

case (iii) AE = BEVCE, 

can be treated as AE = 3x D(E,x). 

case (iv) AE = BE-+CE. 

(+) We assume VoEv A0(elnF), or equivalently 

Let (f,G) be stronger than (e:dFv,6Fv), and assu~e rVEE(f,G) BE 7 • 

Then by monotonicity 

By induction-hypothesis (applied to BE), assumption (7), and induction­

hypothesis, now applied to CE, this yields 

whence by monotonicity 

(9) Vuw[(f,G) ~ (e:dF(v*w),oF(v*w)) ~ (f:[u],G) + 

ryEE(f:[u],G) CE 7 ]. 
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By domain property 7.3.8(f), there is an e 1 EK such that 

Vu//G[e 1uf,O+ 3w((f,G)::; (e:dF(v*w),oF(v*w))::; (f:[u],G))J. For this e 1 we 

find (by (9)) Vu//G[e 1uf,O+ rVEE(f:[u],G) CE 7 ]. But then rVEE(f,G) CE 1 fol­

lows immediately by the bar-property of T, 

(+) The derivation of (7) from (8) is trivial, since by domain proper­

ty 7.3.8(c) \/w[(e:dF(v*w),oF(v*w)) ~ (e:dFv,oFv)]. 

case (v) AE = Va B(E,a), 

trivial by induction-hypothesis. 

case (v)C AE = Vn B(E,n). 
0 (+) We assume VoEv A (elnF), i.e. 

We must derive VfECVGrVsE((e:dFv)Af,oFvAG) B(j 1s,j 2s) 7 or equivalently (by 

monotonicity, corollary 8.3.IO(b)) 

By definition of domain ((D6)), there are infinitely many m and u such that 

so in particular there are nil(oFv) and u which s_atisfy ( 12). Let z be 

lth(u); since C is dependency-closed (assumption (a)) sz EC, so (IO)_spe­

cializes to 

Put w =def (eAsz) lnFA(on)' then jlw = elnF, jzw = szln(on)' so (13) yields, 

by extensionality (8.3.14) VoEv B0(j 1w,j 2w), which, by induction-hypothesis, 

is equivalent to 

By 7.3.8(b) dFA(on)v ""'- dFvAd( 0 n)v' hence, by choice of n, 

dFA(on)v ~ dFvA[u]. 
By 7.3.2(b) (eAsz):(dFvA[u]) ~ (e:dFv)A(sz:[u]), hence, by choice of z, 
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(eAsz):(dFvA[u]) c,,. (e:dFv)Aid. 

By 7.3.8(a) 6FA(on)v = 6FvA6(on)v' hence, by choice of n, 6FA(on)v = 6FvA( 0 n). 

So ((eAsz):dFA(on)v' 6FA(on)v) RI ((e:dFv)Aid, 6FvA( 0 n)), whence (14) yields 

(II) by monotonicity of T. 

(+) Now we assume'rV£E(e:dFv,6Fv)A£7 , i.e. 

By domain axiom (D3d), VG(dGvEC); since C is dependency-closed then also 

VfECVG(f:dGvEC), so (15) specializes to 

By an argument similar to the one we used to show that (13) implies (11), 

but now applied in the reverse direction, (IO) is derived from (16). 

case (vi) A£= 3a B(£,a). 
0 

(+) We assume VoEv A (elnF), i.e. we have an e 1 EK such that 

or equivalently (by induction-hypothesis), such that 

We must derive rV£E(e:dFv,6Fv) A£7 , so we must find an e 2 EK such that 

By domain property 7.3.8(g) there is an e 2 such that 

By (18) and monotonicity of T, this e2 will fulfill (19). 

(+) Now we assume to have an e 2 which fulfills (19), we must find an e 1 
which fulfills (17). 

By domain property 7.3.8(j), we have an e 1 such that 
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(20) 

This e 1 satisfies (17), for let e 1w 1' O, then by (20) we have a u//6Fv such 

that 

and e 2u 1' 0, whence by (19) there is an a·such that 

By monotonicity, (21) and (22) yield rVeE(e:dF(v*w),6F(v*w)) B(e,a) 7 , 

whence by induction-hypothesis VoEv*w B0(elnF,a). 

aase (vi)C Ae = 3n B(e,n). 

(➔) We assume VoEv A0(eJnF), i.e. we have an e 1 € K such that 

We must find an e2 € K such that 

Take e 2 such that it satisfies (domain property 7.3.S(g)) 

e2 fulfills (24). Let u//6Fv be such that e2u 1' 0. By (25) we find aw such 

that 

and e 1w 1' 0, whence by (23) we have f € C and G such that 
0 

VoEv*w B (eJnF,flnG), and hence, by induction-hypothesis, extensionality 

and monotonicity of,: 
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From (26) and ;;:-property 7 .3. 7 {g), we find a g and an H such that 

f:dG(v*w) EC (because f EC, dG(v*W) EC (domain axiom (D3d)) and C 

is dependency-closed), hence (;;:-property 7.3.7(g)) g EC. By monotonicity of 

T we conclude from (27) and (28) rV~E((e:dFv:[u])Ag, 6FvAH) B(j 1~,j 2~) 7 . 

(+) Now we assume to have an e2 which satisfies (24). Let e 1 satisfy 

(domain property 7.3.8(j)): 

Then e 1 satisfies (23). Let e 1w + 0, then by (29) we have a u//6Fv, such 

that 

and e2u + O, whence by (24) we have g E _c and H such that 

From (30) and ;;:-property 7.3.7(g), we find an f' ,EC (since g EC) and a G' 

such that 

By domain property 7.3.8(k) we can find an f EC and a G such that 

From (33), (32), transitivity of;;: (7.3.7(b)), (31) and monotonicity of T 

we find rv~E((e:dF(v*w))A(f:dG(v*w)), 6F(v*w)A6G(v*w)) B(j 1~,j 2~) 7 whence 

by monotorticity o~ T, induction-hypothesis and extensionality 

V0EV*W Bc(el~F,fl~G). □ 
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Note that as a corollary to this lemma and the monotonicity of -r we 

have the following 'permutability property': if Ae is a formula of L with 
e 

at most one parameter e, then 

and 

8.4.2. THEOREM (the elimination theorem for domains). 

Let w be a aiosed formuia of L. Asswne 
e 

(a) C is dependenay-dosed, and 

(b) n, d and 6 define a d.omain. 

Then 

(c) w0 ++ -rw. 
This is provabie in J&l* i.e. 

LSF* I- dclosed(C) A domain(n,d,n) + (w 0 ++ -rw). 

PROOF. The proof proceeds by induction w.r.t. the logical complexity of A. 

Most cases are trivial: closed prime formulae are lawlike, hence for those 
0 w = w = -rw; if the main logical sign in w is A,v,+, or a lawlike quanti-

fier, then we can simply apply induction-hypothesis. The interesting cases 

are w = Ve Ae, w = 3e Ae. 

(i) w = Ve Ae. 

Assume w0, i.e. VeECVF A0(elnF). Then, by open data, there is av such 

that 

(I) 

Let n be such that nnv = 0 n (exists by (DS)) and let u satisfy dnv ~ [u] 

(this u exists by (D6)). Since C is dependency-closed, sm EC, where 

m = lth(u). Hence (I) specializes to 

o ml VoEv A (s n ). 
n 
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By lemma 8.4.1 this is equivalent to rVEE(sm:d v,6 v) AE,, but by choice of 
n n 

m and n,sm:d v""' id, 6 v = 0 n, hence rVEE(id, 0 n) AE,, which is equivalent n n 
to TW by 8.3.IO(a). 

For the converse implication we assume TW, i.e. VeECVFrVEE(e,F) AE 7 • 

By the preceding lemma, (D2a) and (D3a), this is equivalent to 

VoVeECVF A0 (einF), whence in particular w0 . 

(ii) w = 3£ AE. 

For the implication from left to right we assume w0, i.e. we have an 
0 e EC and an F such that A (einF), whence by open data for some v 

o r , 
VoEv A (elnF). By lemma 8.4.1 this is equivalent to VEE(e:dFv,6Fv) AE, 

hence (since e EC, dFv EC (by (D3d)) and C is closed under composition) 

3fEC3GrVEE(f,G) AE 7, i.e. TW. 

For the converse implication, we assume to have an f EC and a G such 

that 'VEE(f,G) AE~. By the preceding lemma, (D2a) and (D3a) this yields 

Vo A0(finG), whence in particular w0 . D 
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CHAPTER 9 

THE MAIN THEOREM AND ITS COROLLARIES 

9. 1 • OUTLINE 

In this chapter we prove the main theorem, which states that for suit­

able dependency-closed C c K, .!QJIT.* I- r'Y, for all axioms and instances of 

axiom-schemata '!1 of ~(C). Combined with the elimination theorem for domains 

this yields that each domain w.r.t. a suitable C is a model of ~(C), from 

which we derive (by theorem 6.2) that each projection model for GC-sequences 

w.r.t. a suitable C is a model of ~(C). 

It is not so that each domain w.r.t. a dependency-closed C is a model 

for f2(C). E.g. the set C defined bye EC iff e = v~¢ for some frame F and 

mapping¢ with the property that for all n, ¢n has the form [u]:sm, is de-
K K pendency-closed. (To prove this use the fact that vF¢ c,,, vF 1 ¢' for some F',¢' 

where F' has a 1-1 labelling (a corollary to 3.2.17(b)), 3.2.16(e), (f) and 

3.2.20(g).) This set, which is in fact the smallest dependency-closed subset 

of K, does not contain (equivalents of) the pairing inverse j 1• In a domain 

w.r.t. this C the formula 

does not hold. (£ ranges over the sequences f!TIFo (f EC) in the domain,) 

But the formula 3£(£ = j 1n) does hold in the domain e.g. for n = TI 0 nA"mo. 

That is to say, in this domain analytic data is not fulfilled. 

The set C defined by: e E C iff either there is an f E K such that 

Va(j 1(ela) = fjj 1a) or there is an f EK such that Va(j 1 (e!a) = flj 2a), is 

also dependency-closed. It is richer than the previous one since it contains 

j 1 and j 2• A domain w.r.t. this C does not fulfill fg(C)4: it: .satisfies 

V£3n(n = j(£,£)), but there is no e EC such that e!TI o = j(TI o,TI o). n n n 
It tuLnS out that domains w.r.t. a Cc K which is dependency-closed 
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and contains j 1,j 2 and a neighbourhood-function for the mapping a 1-+ j(a,a) 

are ££(C)-models. We shall call such a C 'CS-closed' (definition 9.2.3). 

The first step towards the main theorem (for CS-closed C) is the in­

troduction of subsets C[F] of C for each frame F. e is an element of C[F] 

iff Va(ela//F) and 3fE:CVa//F(el t'.fla)=a) (cf.9.2.5). We derive some properties 

of the sets C[F], which are used to prove the key lemma for the main theorem, 

stating that for CS-closed C 

The main theorem follows simply from the key lemma. 

In the final section of this chapter we show that each subset of K 

which can be enumerated modulo""- is contained in a CS-closed Cc K which 

can be enumerated modulo""-· That is to say: with each J: 1N + K there are 

Cc Kand a £R,(C)-model U0 E U0(C) which satisfies the closure axiom 

V£nVeErange(J) 3s(s=e\(£,n)). 

9.2. THE VALIDITY OF ££(C) UNDER, 

9.2.1. DEFINITION (of dpl and nestF, cf.7.2.9, 7.2.IO(b)). 

(a) dpl (for duplicate) is the element of K which satisfies 

dpl(O) = 0, dpl(x*u) = sg(lth(u).!.x)•(l+j((u) ,(u) )). 
X X 

(b) nestF is the element of K which satisfies 

9.2.2. FACTS. 

(a) For all a and x, dpl(x*a(x+I)) = j(ax,ax)+I. Hence Va(dplla=j(a,a)), 

or equivalently Va(j 1(dplla)=j 2(dplla)=a). 

(b) For all a and x, nestF(x*a(x+I)) = l+vF(An,ax). Hence 

Va(nestFla = v~(A 1n.a)), or equivalently VaVbEF(jb(nestFla)=a), i.e. nestFI • 

maps a onto an F-nest of copies of a. 

(c) One easily verifies that a sequence bis parallel to F[Az,O] (the 

frame obtained from F by substituting O for all its labels) iff 

3cVbEF(jbb=c). From (b) it follows that Va(nestFlallF[Az.O]); since 
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F[Az.O] ~ F then also Va(nestFlallF) (7.3.6(g)). In fact: if F and G have 

the same branches, then nestFlallG. 

(d) With the help of (a) and (b) one easily verifies that 

Vn(nest( 0 n) °' id) and VFVG(nestFAG °' (nestFAnestG):dpl). 

9.2.3. DEFINITION (of CS-closed). 

We call a subset C of K CS-closed iff 

(a) C is dependency-closed, 

(b) dpl EC, and 

(c) j 1 EC and j 2 EC. 

9.2.4. FACTS. (a) By 9.2.2(d) a CS-closed Cc K contains nestF for all F 

(proof by induction over frames). 

(b) By induction w.r.t. lth(v) one proves that a CS-closed Cc K contains 

all functions jv. 

9.2.5. DEFINITION (of C[F]). Let C be a subset of K, let F be a frame. C[F] 

is the subset of K defined by 

e E C[F] iff e EC, Va(elallF) and 3fECVallF(e:fla=a), 

i.e. an e EC belongs to C[F] iff the functional A$.ej$ 

(a) maps N onto the set of sequences parallel to F, and 

(b) has a continuous right-inverse on this set, with a neighbourhood-func­

tion f EC. 

9.2.6. LEMMA (properties of C[F]). 

(a) F Rl G + C[F] = C[G]. 

(b) Let F be a frame with a 1-1 labelling, i.e. bf b' implies 

lbF f t 6,F for all b,b' E F. In that case, id EC irrrplies id E C[F]. In 

particular, if id EC then id E C[ 0 0] and id E C[ 0 0A 0 1]. 

(c) If C is CS-closed and Fis a frame in which all branches have the 

same label, then nestF E C[F]. 

(d) If C is CS-closed and lF c {0,1} then v~(AKn.j<n>):nestF E C[F]. 

(e) Let C be CS-closed, let F and G be frames and assume that e E C[FJ. 

Then there are H, f and g such that 

(i) (eAg):f E C[FAG], 

(ii) f E C[ 0 0AH] and 

(iii) g EC. 
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(f) f E C[FJ + Vv(ftvllF). 

PROOF. 

(a) follows immediately from 7. 3. 6 (h) : F s:::i G + Va (a//F ~ a//G) • 

(b) follows immediately from 7.3.6(a): if F has a 1-1 labelling then 

Va (a//F), and the fact that id is its own inverse. 

(c) if C is CS-closed then nes~ E C by 9.2.4(a); Va(nestFla//F) by 

9.2.2(c); if lF = {m} then VallF(nestF: jbla=a) for any branch b of F (as is 

easily verified) and if C is CS-closed then jb EC by 9.2.4(b). 

(d) Put e = v~(AKn.j<n>):nes~. If C is CS-closed then nestF EC, 

Vn(j<n>EC) and C is closed under pairing and composition, hence e EC. 

Va(nestFla//F) by 9.2.2(c), vFK(AKn.j )//CF by definition, hence 
K K <n> 

Va(ela = vF(A n.j<n>)l(nestFla)//F) by 7.3.6(j). 

To construct the· right inverse to e, let b: ~ + F be a labelling inverse, 

i.e. VnElF(~nF=n). Put f = (jbOAjb 1):dpl. Then f € C since jbO'jbl and 

dpl € C, and C is closed under composition and pairing. Moreover, if allF 

then e:fla = a, because jba = jb(e:fla) for arbitrary b € F: 

Let m E {0,1} be the label of b, then 

jb(e:fla) = jb(el(fla)) _= j<m>(jb(nestFl(fla))) by 7.3.S; 

j<m>(jb(nes~l(fla))) = j<m>(fla) by 9.2.2(b); 

j<m>(fla) = j<m>((jb0Ajb 1)!(dplla)) = jbm(j<m>(dpl]a)), by definition of A 

(recall that m E {0,1} i.e. j<m> = j 1 or j<m> = j 2); 

jbm(j<m>(dplla)) = jbma by 9.2.2(a); and finally 

jbma = jba since a//F and m = lbF = ~mF. 

(e) Define a by 

{
o if ·n E lF, 

an= 

1 otherwise. 

Put H = G[An. 0 an], H' = 0 0AH, f = v!,(AKn.j<n>):nes~,· 

Let b1,b2 be labelling inverses for F and G respectively, i.e. 

VnElF(P F=n) and VmElG(P G=m). o 1n ·o2m 
Define 4> : lN + C by 

cjm = { 
j.bln:e 

Jb n 
2 

if n E lF (i.e. an= O), 

otherwise. 



Put g = v~~-

(iii) g EC since C is closed under pairing. 

(ii) f E C[ 0 0AH] by (d) above (obviously l( 0 0AH) c {0,1}). 

(i) (eAg):f E C[FAG] is shown as follows. 
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FirstZy (eAg):f EC, since e,f and g belong to C and C is closed under pair­

ing and composition. 

SecondZy Vc((eAg):flc#FAG). To prove this let b,b' be branches of FAG with 

the same label, m say. 

Case I. b = <0>*b 1, b' = <0>*b2, b1,b2 E F. Then 

jb((eAg):flc) = jb1(elj 1(flc)) by definition of jb and 7.3.2(a); 

jb,((eAg):flc) = jb2(elj 1(flc)) analogously. 

elj 1(flc)#F since e E C[F], and hence jb 1(eij 1(flc)) = jb2(elj 1(flc)). 

Case 2. b = <0>*b 1, b' = <l>*b 2, b1 E F, b2 E G. Then m E lF, hence am= O. 

jb((eAg):flc) = jb 1(e!j 1(flc)) as in case I, but now 

jb 1 ((eAg):flc) = jb2(glj 2(ffc)). 

jb2(glj 2(flc)) = (jb 1m:e)ljb2j 2(flc) by 7.3.5, the definition of g and the 

definition of~-

<0> and b' = <l>*b2 are bo~h branches of 0 0AH. Obviously l<0>( 0 0AH) = O, 

but also lb 1 ( 0 0AH) = 0 since lb 1 ( 0 0AH) = lb2H = lb2(G[An. 0 an]) = a(lb2G) 

=am= O. 

Since f E C[ 0 0AH] (by (ii)), j 1(flc) = jb 1 (flc) = jb j 2(flc). I.e. we find 
1 

that 

jb((eAg):flc) = jb1(elc') and jb 1 ((eAg):flc) = jbm(elc') for c' = j 1(flc). 

By the same argument as in the last step of case I we have 

jb1(elc') = jbm(elc'). 

Case 3. b = <l>*b 1, b' = <l>*b2, b1,b2 E G. 

If m E lF i.e. if there is a b3 E F such that lb3F = m, then we can apply 

the argument of case 2 twice: to the pairs b, <0>*b3 and b', <0>*b3 • 

Assume m I lF, am= I. 

jb((eAg):flc) = jb1 (glj 2(flc)), jb 1 ((eAg):flc) = jb2(glj 2(flc)). By 7.3.5, 

the definition of g and the definition of~ 

jb1 (glj2(flc)) = jb2m(jb1j2(flc)), jb2(glj2(flc)) = jb2m(jb2j2(flc)). 
band b' are branches of 0 0AH with the same label I, flc# 0 OAH by (ii), hence 

jb 1j 2(flc) = jb(flc) = jb 1 (flc) = jb2j 2(f1c). 

FinaZZy we must show that (eAg):f has a right-inverse in C. One may verify 

the following claims: 
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if b E FAG, b 

if b E FAG, b 

<0>*b 1, b1 E F then jb((eAg):flc) 

<1>*b 2 , b 2 E G then 

With these observations one easily proves that the desired right-inverse is 

e- 1Aid, i.e. Vc//FAG((eAg) :f:(e-1Aid) lc=c), where e-1 is such that 

Vc//F(e:e- 1 lc=c). 

(f) follows illDilediately from the fact that for f E C[F] we have 

fl(V*AZ.0)//F, while by 7.3.1(b), ftv = fi (v*Az.O)(x) for some x, whence 

f rv //F by 7. 3. 6 (f) . □ 

9.2.7. COROLLARY. If C is CS-closed then VF3eEC(eEC[F]). 

[By induction over frames from 9.2.6(b) and (e) .] 

To prove the key lellDila 9.2.9 we need one more fact, namely 

9.2.8. PROPOSITION (extensionality of,). Let A(£ 1, ..• ,£p) be a formula of 

L, with no other choice parameters than £ 1, ••• ,£. Then 
£ p 

IDBF* I-

where f. Is, g.ls are substituted for £1.·• i = 1, ••• ,p according to the con-
1. 1. 

ventions of 7. 2. 15 (c) • 

PROOF. Is left to the reader. D 

9.2.9. LEMMA. Let C be a CS-closed subset of K, and let A£ be a formula of 

L with at most one choice parameter:£. If Fis a frame and f is an element 
£ 

of C[FJ then 

This is provable in ill!,* i.e. 
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* I.!2fil: I- CSclosed (C) ➔ 

VFVfEC[F](rV£E(e,F) A£ 7 +-+ rV£ A(e:f\£) 7 ). 

PROOF. By induction w.r.t. the logical complexity of A£. The proof is sub­

divided into cases, most of the non-trivial cases consist of a part(+) for 

the implication from left to right and a part (+) for the converse implica­

tion. The numbering of the cases corresponds to the numbering of definition 

8.3.3. In each case we assume f E C[F]. Since CS-closed implies dependency­

closed, we can use all ~-and ll-properties, as well as monotonicity and the 

bar-property of T. Throughout the proof, 'extensionality' refers to propo­

sition 9.2.8. 

case (i) 

Then 

A£ - t[£] s[£]. 

rV£€(e,F) A£ 7 +-+ Vb//F(t[elb] = s[elb]) +-+ Va(t[e:fla]=s[e:fla]) +-+ 

rV£ A(e:f\£) 7 , 

the first equivalence holds by definition of T (8.3.3-7), the second one by 

definition of C[F], the last one follows from the observations that 

rV£ B£ 7 +-+ rV£E(id, 0 n) B£ 7 (8.3.IO(a)) and that Va(idla=all( 0 n)) (7.3.6(b)). 

case (ii) A£= B£ACE, 

trivial by induction-hypothesis. 

case (iii) AE = BEVCE, 

can be treated as A£= 3x D(E,x). 

case (iv) AE =BE ➔ C£. 

(+) First we assume rV£E(e,F) AE7 , i.e. 

We must show that (cf.8.3.IO(d)) 

Let g EC and H be arbitrary and assume 

(3) 
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Let f' be an element of CH, then by induction-hypothesis, (3) is equivalent 

to 

(4) 

Let a be a labelling-inverse for F, i.e. VnElF(l F=n). (a assigns to each an 
label of Fa branch of F which has this label.) Put f" = \!FK()..Kn.j :f:g:f'). an 
Then f":nestF ""f:g:f', which is seen as follows: let b be an arbitrary 

branch of F, let n be lbF, then 

jb(f":nestFlb) = jan:f:g:f' ljb(nestFlb) by 7 .3.5; 

j :f:g:f'ljb(nestFlb) = j i(fl(g:f'lb)) by 9.2.2(b); and an an 
j I (fl (g:f' lb)) = jb(fl (g:f' lb)) since Vc(fic//F) and l F = lbF n. an an 
Hence (4) is, by extensionality, equivalent to 

Put F[OJ = F[Az.( 0 0)], then nestF = nestF[O] E C[F[O]] (9.2.2(c)) so (5) 

is, by induction-hypothesis, equivalent to 

(6) 

Obviously F[O] 2:: F, moreover f" = vKF(AKn.j :f:g:f')//CF (since j ,f,g an an 
and f' are elements of C and C is closed under composition), hence 

(e:f",F[O]) 2:: (e,F) and we can apply (I) to (6) yielding 

(7) rve:E(e:f" ,F[O]) Ce:,. 

But by the same argument which showed the equivalence between (3) and (6) 

above, (7) is equivalent to 

(8) 

(+) To prove the converse implication, assume (2), let (e' ,F') 2:: (e,F) 

be arbitrary and suppose that 

Let f' be an element of C[F'], then (9) is equivalent to 
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by induction-hypothesis. Since (e',F') ~ (e,F) we have that (i) F' ~ F and 

for some g (ii) e' ""e:g, where (iii) gllCF. Moreover, the f of (2) is an 
-1 -I 

element of C[F], whence for some f EC (iv) VallF(f:f la=a) (cf. defini-

tion of C[F], 9.2.5). 
-I 

It follows that e:f:f :g:f' ""e:g:f' ""e' :f', in fact we even have 
-I 

f:f :g:f' ""g:f'. (This is seen as follows: let a be arbitrary, then f' la//F' 

(since f' E C[F']), hence f' lallF (by (i) and 7.3.6(g)), hence 

g:f'la = gl(f'la)//F (by (iii) and 7.3.6(j)) whence f:f- 1 :g:f'la g:f'la 

(by (iv)).) So by extensionality, (JO) is equivalent to 

r -I , 
VE B(e:f:f :g:f' IE) , 

which (by induction-hypothesis) is equivalent to 

r -I I , (11) VEE(f :g,F') B(e:f E) • 

-I 
g// CF by (iii), C is closed under pairing, hence g E C. f E C by defini-

-1 
tion of C[F], C is closed under composition, hence f :g EC. So we can 

apply (2) to (II) yielding 

·r -I 7 VEE(f :g,F') C(e:fjE) • 

But this is equivalent to rVEE(e',F') CE7 : simply replace B by C in the 

equivalence (9) ++ ( 11) • 

case (v) AE = Va B(E,a), 

trivial by induction-hypothesis. 

case (v)C AE = Vn B(E,n). 

Let m be a natural number, mi lF, then rVEE(e,F)Vn B(E,n) 7 is equivalent 

to 

by 8.3.IO(b). If f E C[F] then fAid E C[FA 0 m], for 

(i) f EC, id EC, C is closed under pairing, hence fAid EC; 

(ii) Va(fAid I a=j (f lj I a,j 2a) //F A0 m) since f lj 1 a//F (cf. 7 .3 .6 (d)); 
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(iii) let f-l € C be such that Va//F(f:f-1 ia=a), then f-lAid € C (cf.(i)) 

and (fAid):(f- 1Aid) ja = (f:f-l)Aidla = j(f:f-1!j 1a,j 2a); if allFA 0 m 

then j 1a//F (7.3.6(c)). So f:f- 11j 1a = j 1a, whence 

Va//FA 0 m((fAid):(f- 1Aid)la=a), i.e. f- 1Aid is a right-inverse to fAid. 

So (12) is (by induction-hypothesis) equivalent to 

which (by extensionality) is equivalent to 

id€ C[ 0 0A 0 JJ by 9.2.6(b), so (13) is equivalent to 

by extensionality and induction-hypothesis. The desired rV£Vn B(e:fj£,n)' 

follows by 8.3.IO(a) and (b). 

case (vi) AE = 3a B(£,a). 

(➔) First we assume rVEE(e,F) A£ 7 , i.e. we have an e 1 such that 

Since for all n and e (e:sn,F);;,: (e,F), (7.3.7(e))', (14) yields (by mono­

tonicity) 

whence by induction-hypothesis and 8.3.IO(a) 

Since ([v], 0 0) ;;,: (id, 0 0) for all v (by 7.3.7(c) and 7.3.6(b)), (15) yields 

(by monotonicity) 



id E C[0], (9.2.6(b)), hence, by induction-hypothesis and extensionality 

Now put e2 = e 1;f, let v satisfy e 2v ,J 0, i.e. e 1(frv) ,J 0. ftv//F by 

9.2.6(f), so 

r: t n I "T 3a'v'n'v'wYe: B(e:[f v]:s :f:[w] e:,a) 

follows from (16), whence in particular 

where m = lth(ftv). [ftv]:sm:f:[v] ""f:[v] by 7.3.3(c), hence (17) is 

equivalent to 

by extensionality, which in'turn is equivalent to 

by induction-hypothesis and 9.2.6(b): id E C[0]. Thus we have shown that 

i.e. we have r'v'e:E(id, 0 0)3a B(e:fje:,a) 7 or equivalently, by 8.3.I0(a) 

r'v'e:3a B(e:fje:,a) 7 • 

2 I I 

(+) For the converse implication assume e 2 to satisfy (18). Let f-l EC 
-I n be such that 'v'a//F(f:f la=a). f E C, s E C,[w] E C and C is closed under 

n -I n -I 
composition, hence 'v'n'v'w(s :f :[w]:fEC), so ([v]:s :f :[w]:f, 0 0) ~ ([v], 0 0) 

for all n and w, by 7.3.7(d). By monotonicity, (18) yields 

r n -J ; 'v'v[e 2v,J0 + 3a'v'n'v'w 'v'e:E([v]:s :f :[w]:f, 0 0) B(e:fle:,a) ], 

which (by induction-hypothesis and 9.2.6(b) (id E C[0J)) is equivalent to 

.J. r n -I I , (19) 'v'v[e2vr0 + 3a'v'n'v'w 'v'e: B(e:f:[v]:s :f :[w]:f e:,a) J. 
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-! 
Now put e 1 = e 2 :f , let u//F be arbitrary and assume that 

-I 
e 1u = e 2(f tu)# 0. By (19) we find an a such that 

r -I n -I , 
VnVw VE B(e:f:[f ~u]:s :f :[w]:flE,a) 

whence in particular 

(20) 
r: -I m -I , 

VE B(e:f:[f f'u]:s :f :[u]:flE,a) , 

where m = lth(f-l ['u). But then [f-l tu]:sm:f-l :[u] ""'f- 1:[u] (7.3.3(c)), so 

(20) is equivalent to 

r: -I I 7 (21) VE B(e:f:f :[u]:f E,a) 

by extensionality. Since f E C[F] whence Va(fla//F), u//F whence 

Vb//F([u]lb= u*b//F) (by 7.3.6(f)), and Vc//F(f:f- 11c=c), we have 

f:f-l :[u]:f""' [u]:f. Hence (by extensionality) (21) is equivalent to 

rVE B(e:[u]:flE,a) 7 , which is equivalent to rVEE(e:[u],F) B(E,a)' by in­

duction-hypothesis. Thus we have shown that 

case (vi)C AE = 3n B(E,n). 

(➔) We assume rVEE(e,F) AE 7 , i.e. we have an e 1 EK such that 

As in case (vi)(➔) above we find (by monotonicity) 

Now put e 2 = e 1;f (f E C[F]), let v be such that e2v = e 1(ffv) # 0. 

Since ftvllF, (22) yields us a g EC and a G such that 
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Let f', f", g' and H satisfy (i) f'""(fAg'):f", (ii) f' E C[FAG], 

(iii) f" E C[ 0 0AH] and (iv) g' E C; such f', f", g' and H exist by 9.2.6(e). 

Then (23) is equivalent to 

by induction-hypothesis, (ii), (i) and extensionality; (24) in turn is (by 

(iii) and induction-hypothesis) equivalent to 

Let v', v" be such that v' // 0 0/\H, k 1v• = v, k2v• = v" (7 .3.6(e)), then (25) 

yields (by monotonicity): 

[v']"" [k1v']A[k2v'] (7.3.3(a)), so it follows by induction-hypothesis and 

extensionality that 

If n = lth(frv) then [ftvJ:sn:f:[v] ""f:[v] (7.3.3(c)), hence we have, as 

a special case of (26) (by extensionality): 

where n = lth(ftv). By induction-hypothesis, this is equivalent to 

Thus we have shown that 

(note that g:sn:g' :[v"J E C since g,sn,g' and [v"J are elements of C and C 

is closed under composition), i.e. we have rVEE(id, 0 0)3n B(e:flE,n),. 

(+) Conversely, assume ryE A(e:f!E) 7 , i.e. 
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Take for g EC the mapping f-l such that VallF(f:f- 1la=a), take F for H, 

then we find an e2 such that 

Let u//F be such that e 2u ,;, 0, then we have a g E C and a G such that 

Let f' E C[FAG] (f' exists by 9.2.7); apply induction-hypothesis and exten­

sionality, this yields 

f' E C[FAG], hence f'la//FAG for all a, i.e. Va(j 1(f'la)//F), (7.3.6(c)), 

since [u]//F then also [u]lj 1(f' la)//F for all a. Hence 

Va(f:f- 1:[u]lj 1(f'la) = [u]lj 1(f'la)), so (27) is equivalent to 

by extensionality. But (28) yields ry~E((e:[u])Ag, FAG) B(j 1~,j 2~) 7 by in­

duction-hypothesis. I.e. we have shown that 

9.2.9 is the key-lemma for the derivation of the main theorem: 

9.2.10. THEOREM. If C is CS-closed, then !:£(C) is valid under T, i.e. from 

the assumption CSclosed(C) we can prove in~* 

(a) r!:£(C)l 7 , i.e. VeECrVEn3~(~=ej(E,n))~, 

(b) r!:£(C)27 , i.e. rVE(AE + 3eEC(3n(E=eln) AV~ A(ej~))) 7 , 

(c) r!:£(C)37 , i.e. rVE3aA(E,a) 7 + 3eVu[eufO + 3arVE A([u]jE,a) 7 J, 

(d) r~(C)47 , i.e. rVE3n B(E,n) 7 + rVE3eEC B(E,ejE) 7 , 

for aU formulae A and B of L which contain no ahoiae parameters besides 
E 

E and E,n respectively. 
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PROOF. 

(a) By 8.3.IO(a) and (b), 1.3.24(g) (idAid"" id) and 8.3.IO(c) we have 

rCS(C)1 7 +-r VeECrVt'E(id, 0 OA 0 1) A(e,t'),, where 

A(e,t') = 3t(t=ei(j 1t',j 2t')). By definition of, and 7.3.6(a) (which im­

plies Vu(u// 0 OA 0 1)) we have 

rVt'E(id, 0 OA 0 l)A(e,t'), +-r 3e1Vu[e 1uiO + 3fEC3G rB(u,f,G,e) 7 J, where 

B(u,f,G,e) +-rVtd[u]Af, ( 0 OA 0 l)AG)(j 2t=ej(j 1j 1t,j 2j 1t)) (by 8.3.IO(c) and 

the definition of,). To prove r~(C)r it suffices to show that 

VeEC3e 1Vu[e 1uiO + 3fEC3G rB(u,f,G,e) 7 ]. We shall show that in fact 
yeECVu3fEC3G rB(u,f,G,e) 7 : let e EC and u be arbitrary, put f = e:[u] 

(f EC) and G = 0 OA 0 1. 

Then rB(u,f,G,e) 7 is equivalent to 

rVtE([u]A(e:[u]),GAG) (j 2t=ei(j 1j 1t,j 2j 1t)) 7 which is (by definition of, 

and 7.3.2(a):j 1(eAfia) = e!j 1a,j 2(eAf!a) = fij 2a) equivalent to 

Va//GAG(e: [u]Jj 2a = el([u]Jj 1a)). This is obviously true, since a//GAG 

implies a// 0 OA 0 O (by 7.3.6(g)) and a// 0 OA 0 O iff j 1a = j 2a by definition of//. 

(b) By 8.3.IO(d), r~(C)2, is equivalent to 

VfECVF(rVEE(f,F) AE 7 + r.VEE(f,F) BE,) where BE_ 3eEC D(E,e), and 

D(E,e) = 3n(E=ein) A Vt A(el~). 

Let f EC and F be arbitrary and assume rVEE(f,F) AE7 • We have to show that 

rVEE(f,F) BE7 follows, i.e. (by definition of,) we must find an e 1 such 

that 

Vu//F[e 1ufO + 3eECrVu(f:[u],F) D(E,e) 7 ]. 

We take e 1 = Az.SO, i.e. now we have to find for each u//F an e E C such 

that rVEE(f:[u],F) D(E,e) 7 • Fore we take e _ f:[u]:f', where f' is an 

(arbitrarily chosen) element of C[F J. 

By definition of,, rVEE(f:[u],F) D(E,e), is the conjunction of 

'VEE(f:[u],F)3n(E=ejn), and rVEE(f:[u],F)Vt A(elt) 7 (where E does not occur 

in A). If we apply the key-lemma 9.2.9 to the first conjunct we find that 

it is equivalent to LVE3n(ejE=ein) 7 which is easily seen to be true. 

Also by 9.2.9 the second conjunct is equivalent to rVEVt A(eit)'. 

rVEVtA(eit) 7 +-r rvtE(id, 0 OA 0 1)A(elj2t) 7 by 8.3.IO(a), (b), (c), 

rvtE(id, 0 OA 0 1) A(ejj2t) 7 +-r rVt A(ejj2t) 7 by 9.2.9 and 9.2.6(b): 

id E C[ 0OA OJ ] • 

rvt A(eij 2t) 7 follows immediately from the assumption rVEE(f,F) AE 7 : 

rVEE(e,F) AE, + rVEE(f:[u],F) AE 7 by monotonicity of, and 7.3.7(c) 

([u]//F); 
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rVEE(f:[u],F) AE' + rVE A(elE) 7 by 9.2.9 (e = f:[u]:f', f' E C[F]); 

rVE A(elE) 7 ~VEE(j2, 0O) A(elE), by definition of, (j2 EC); 

rVEE(j2, 0O) A(elE) 7 + rVE A(elj2E) 7 by 9.2.9 and 9.2.6(b): id E C[ 0O]. 

(c) Assume rVE3a A(E,a) 7 then in particular rVEE(id, 0O)3a A(E,a) 7 

whence, by definition of, and 7.3.6(b) (Vu(u// 0O)). 

3eVu[eufO + 3arVEE([u], 0 O) A(E,a) 7 ]. By 9.2.9 and 9.2.6(b) (id E C[ 0O]) 

rVE([u], 0O) A(E,a), is equivalent to rVE A([u]IE,a) 7 • 
\ 

(d) Assume rVE3n B(E,n) 7 , then in particular rVEE(id, 0O)3n B(E,n) 7 , 

i.e. we have an e 1 such that 

Vu[e)ufO + 3fEC3FrVsE([u]Af, 0 OAF) B(j)s,j2s) 7 J by definition of, and 

7.3.6(b): Vu(u// 0 O). 

We must derive rVE3eEC B(E,elE) 7 or equivalently (by 8.3.IO(a)) 

rVEE(id, 0 O)3eEC B(E,elE) 7 ,i.e. (by definition of, and 7.3.6(b)) we must 

find an e 1 such that Vu[e 1ufO + 3eECrVEE([u], 0 O) B(E,elE) 7 J. 

For e 1 we take the one we have by assumption. Let u be arbitrary, e 1u f 0, 

then we have an f EC and an F such that rV1;;E([u]Af, 0OAF) B(j 11;;,j 21;;) 7 • By 

monotonicity of, then also rV/;;E([u]Af,G) B(j 11;;,j 21;;) 7 where 

G = ( 0OAF)[Az. 0O]. By 9.2.6(c) nestG E C[G], i.e. we find that 

rvs B([uJlj 1(nestGl1;;), f[j 2(nestGl1;;)) 7 by extensionality and 9.2.9. By 

9.2.2(d), nestG"" (nest 0O A nestF 1 ): dpl, where F' = F[Az. 0O]. Hence 

Va(j 1(nestGla) = nestoOlj 1(dplla) = nest 0O la=a) (9.2.2(a),(b)) and 

Va(j 2(nestGla) = nestF' lj 2(dplla) = nestF' la) (9.2.2(a)). I.e. by exten­

sionality we obtain rv1;; B([uJli;;,f:nestF' 11;;) 7 • 

Our aim is to find an e EC such that rVEE([u], 0O) B(E,elE)'. We take 
n 

e = f:nestF 1 :s, where n = lth(u), then e:[u] ""f:nestF'' hence the fore-

going yields (by extensionality)rVI;; B([uJl1;;,el([uJl1;;)) 7 , from which the 

desired result follows by one more application of 9.2.9 (again using 

idEC[ 0O]). □ 

9.3. CONCLUSIONS 

Combining the results of the previous chapters with theorem 9.2.10 we 

obtain the following theorems. 

9.3.1. THEOREM. If U0 is a domain w.r.t. a CS-closed Cc K, then U0 is a 

model for ~(C). This can be shown formally in LSF*, i.e. 

LSF* I- CSclosed(C) A domain (ir,d,6) + q; 0 
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fo'l' each a:r:iom and instance of an a:r:iom schema~ of ~(C). 

PROOF. Immediately from the main theorem 9.2.10 and the elimination theorem 

8.4.2. Observe that CSclosed(C) + dclosed(C) by definition. D 

~9.3.2. THEOREM. If U0 is a p'l'ojected uniVe'l'se of Ge-sequences w.'l'.t. a 

CSlcosed Cc K (which means in pa'l'ticula'l' that J enume'l'ates C modulo<><) then 
U0 is a model fo'l' ~(C). This can be p'l'oved in LSF*, i.e. 

* 0 LSF 1- CSclosed(C) A model(ir,d,6) + ~ 

fo'l' each a:r:iom and instance of an a:r:iom schema ~ of ~(C). 

PROOF. Combine theorem 6.2 (models are domains) with the previous theorem. 

Note that 6.2 can be formalized in IDBF* (cf.7.2.13). (Note also that 

dclosed(C) and 'J enumerates _C modulo.,,., are subsentences of model (ir,d,6) 

(cf. 7 .2. 13) .) D 

9.3.3. THEOREM. With each mapping I::N+ K the'l'e exists a uniVe'l'se U0 of 

p'l'ojections of lawless sequences which satisfies E€U0 + Vn(InlEEU0) and 

which is a model fo'l' ~(C). 

PROOF. It suffices to show that with each mapping I::N + K we can find a 

J::N + K such that 

(a) range(!) c range(J), 

(b) C = {e Ek: 3n(Jn"" e)} is CS-closed, 

for then the desired result follows immediately from 9.3.2 above and the 

observation that there exist ,r,d and 6 which generate a projected universe 

of nests of Ge-carriers and the corresponding dressings and frames respec­

tively, whatever J is (cf.7.2.13). (Note that J enumerates C modulo""' by 

definition of c.) 
To make J fulfill (a) and (b) we must ensure that: 

(i) Vn3m(In"" Jm), 

(ii) Vv3n(Jn <>< [v]), 

(iii) 

(iv) 

(v) 

(vi) 

Vn3m(Jm "" sn), 

3mOm1m2(JmO ""' j<O> A Jm1 ""' j<I> A Jm2 ""'dpl), 
Vk\/m3n(Jn"" Jk:Jm), 

Vk\/m3n(Jn ""' JkAJm). 

This is achieved if we construct J such that J(j (O,n)) = In, J(j (1,v)) [v], 
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J(j(2,n)) = sn, J(j(3,0)) = j<O>' J(j(3,I)) = j<I>' J(j(3,2)) = dpl, 

J(j(3,n+3)) = id, J(j(n+4,2m)) <>< Jn:Jm, and J(j(n+4,2m+l)) ""JnAJm. 

In fil we can construct an F-Tm ¢ such that K(¢), ¢0 = 0 and Av.¢(<n>*v) be­

haves as desired for Jn, relative to any~ such that Vn K(Av.~(<n>*v)), i.e. 

such that n 1+ Av.~(<n>*v) can play the role of I. D 



APPENDIX 

In 4 .4. I I we introduced the set DGO (J) of mappings d: JN x JN + K satis­

fying 

(I) 

(2) 

d O <>< id 
n 

K 
and GV(n,v*x) = vbn(V*X) gv(v*x). 
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where JF(n,v*x) = v6 v jf(v*x) 
n 

In this appendix we shall show that DGO(J) has elements which are primitive 

recursive in J. 

Since each element e E K is a mapping from lil to JN, a mapping 

d: lil x ]N + K can be viewed as a mapping d: ]N x lif x lif + JN. To cons true t 

the desired d, we use an auxiliary mapping D, which assigns to each k E JN 

a finite sequence Dk with length k. The finite sequence D(k+I) is to con­

tain the 'initial segment of d', i.e. 

D(k+I) = <dj 30j~O(j;o), ••• ,dj 1kj~k(j;k)>. That is to say, once D has been 
I 1 

defined we shall put 

(3) 

where au= v3 (n,v,u). 

Dis defined by an ordinary recursion, its definition has the form 

DO 0, D(k+I) 

~(Dk,k) will be the value of dnv(z), where v3(n,v,z) 

as follows (k v3(n,v,z)). 

k. We define ~(Dk,k) 

(a) If V 0 then we put ~(Dk,k) = id(z). Thus we achieve that for all 

n, dnO will be equal to id eventually. 

(b) If z = 0 then also ~(Dk,k) = 0. It follows that dnv(O) = 0 for all 

n and v, this is consistent with (a) above and with equivalence (2), if we 

write f[n,v*x] for the right-handside of (2) then f[n,v*x](O) = 0. 

(c) If both z and v are unequal zero, say z = y*u, v = W*X, then we 

proceed as follows: we put 



220 

(i.e. the right-hand side of (2) with w for v) and we try to establish the 

value f[n,w*x] (y~u), using only information that is to be found in Dk. If 

we succeed we put ¢(Dk,k) = f[n,w*x](y*u), otherwise ¢(Dk,k) = 0. 

In order to find f[n,w*x](y*u) we must first try to compute upb(d,w*x). 

upb(d,w*x) is defined as 

where 

u (W*X) = mk((d:JF)(m,W*X),lth(w),gs (w*x)) m m 

(see 4.4.9). mk((d:JF)(m,w*x),lth(w),gs (w*x)) is the smallest z such that 
m 

((d:JF)(m,w*x))(<lth(w)>*gs (w*x)(z)) IO (see 4.4.8) and this inequality 
m 

is equivalent to 

(4) d w(<lth(w)>*JF ~~(z)) ~ O, m tn m 

where JF _ JF(m,w*x) and gs = gs (w*x) (see 4.4.7 and the definition of: 
m m m 

in 1.3.18). In computing upb(d,w*x) from the information on d contained in 

Dk, we shall first make lists {wm:mEnf(kf(v*x))} satisfying 

z E w iff v3 (m,w,<lth(w)>*JF f~(z)) < k, m m m 

i.e. if z E w then we can use Dk to check whether or not (4) holds. If 
m 

there is an m such that (4) does not hold for any of the z E wm' then Dk 

gives us too little information to determine upb(d,w*x) and we shall put 

¢(Dk,k) = 0. Otherwise we compute upb(d,w*x). (We tacilty assume here that 

the lists wm are initial segments of :N. This will be the case if z < Z*n 

for all z and n, and if v3 is monotone in all its arguments. We can do 

without such assumptions, the construction of ¢(Dk,k) will remain essential­

ly the same, but we shall have to proceed with more care.) 

Once we have succeeded in finding upb(d,W*X) from Dk we can easily 

determine the K-function GV(n,w*x). By definition of:, f[n,w*x](y*u) (the 

value that we want to assign to ¢(Dk,k)) is equal to 
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(5) d w(y*(JF :GV )fu), n n n 

where JF -
n 

make a list 

JF(n,w*x), GVn = GV(n,w*x). In order to compute (5) from Dk we 

v0 ,v 1 , ••• ,v. (possibly empty) of initial segments of (JF :GV )tu, 
i n n 

in which v. occurs iff v3 (n,w,y*V.) < k. If for some v. in the list 
J J J 

(Dk) ( - ) = m+ I v3 n,w,y*Vj 
then (5) will yield m+l and we put $(Dk,k) = m+l, 

otherwise $(Dk,k) = 0. 

d V 
n 

We have to check the following facts for the mappings dnv defined by 

_ Au.(D(l+v3(n,v,u))) ( ): 
v3 n,v,u 

(i) dnv E K, 

(ii) dnO <>< id, 

(iii) dn(v*x) ""dnv:JF(n,v*x):GV(n,v*x). 

(ii) is trivial, by (a) above we have dnO = id, whence also dnO EK. 

(i) is proved by induction w.r.t. lth(v), in this proof we shall 

establish (iii). The basis-step of the proof of (i) (v = O) is in the proof 

of (ii). For the induction step we show that 

(6) sg(e(y*u))•(d v:(JF :GV ))(y*u) 
n n n 

for some e EK. Since d (v*x)(O) = 0 (by (b)) this proves that d (v*x) EK, 
n n 

at the same time it shows (iii). 

The left-hand side of (6) is $(Dk,k) fork =_v3(n,v*x,y*u). From (c) 

above it follows that we must choose e such that e(y*u) ~ 0 iff Dk contains 

sufficient information to determine a value for (d v:(GS :JF ))(y*u). The 
n n n 

existence of such an e follows from the induction-hypothesis: Vm(d VEK). 
m 

First one proves that there is an e 1 EK such that e 1(y*u) ~ 0 iff 

3 -VmEnf(k1(v*x))3z[d v(<lth(v)>*JF tgs (z)) ~ 0 A 
m m m 

v3 (m,v,<lth(v)>*JF rgs '(z)) < k], 
m m 

then one shows that there is an e 2 in K such that e2(y*u) ~ 0 iff 

3w~(JF :GV ) f'u(d v(y*w) ~ 0 A v3(n,v,y*w) < k). n n n 

Then e can be defined by e(y*u) 
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e 1 is found as a product of mappings el,m' where e 1,m(y*u) f O iff 

3z[d v(<lth(v)>*JF t~(z)) f O A v3 (m,v,<lth(v)>*JF tgs (z)) < k]; m m m m m 

since d v EK 
m 

that d v(w) f 
m 

v/m,v,w) is 

there is a shortest w of the form <lth(v)>*JF t~(z) such 
m m 

O, and we can put el,m = Au.sg(v3 (n,v*x,u)~v3 (m,v,w)). Since 

a constant, there is a k such that for all u' with lth(u') > k 

e 1,m(u'*u) = I, together with the monotonicity of v 3 in its third argument 

this yields e 1 EK (see 1.3.13,14). ,m 
e2 is the product of e2 1 and e 2 2, where 

' ' e 2 1(y*u) = h(Az.e(y*z), JF :GV tu) and , n n 
e 2, 2(y*u) = sg(v3(n,v*x,y*u)~v3(n,v,y*(e2, 1(y*u)~1))). e 2, 1(y*u) f O means 

that there is an initial segment w of JF :GV ru such that d v(y*w) f O, if 
n n n 

e 2, 1(y*u) f O then e 2, 2 (y*u) f O means that the shortest w ~JFn:GVntu such 

that d v(y*w) f O satisfies v3(n,v,y*W) < k, i.e. d v(y*w) can be found in 
n n 

Dk. We leave it to the reader to verify that e2, 1 EK and e2 , 2 EK. 
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DG(J) 
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which generate universes of dressing sequences 4.2, 4.4.17 

D l:i (C) 

FRAME 

GC 

GCC 

GC(C) 

GCC(C) 

K 

The class of domains w.r.t. C 6.1.1. 

The set of frames 

The universe of GC-sequences 

The universe of GC-carriers 

The universe of GC-sequences w.r.t. C 

The universe of Ge-carriers w.r.t. C 

The inductively defined set of neighbour-

hood functions 

The set of neighbourhood functions for 

continuous mappings with domain LS 

The universe of lawless sequences 

The natural numbers 
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The class of projected universes of 
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(d :JF) 4.4.7. 
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nestF 

nf 
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VF 
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1T 
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4.2, 4.5.2, 6.1.1. 

4.2, 4.5.2. 

235 



236 
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IT 

sg 

sg 

src (i) 

(ii) 
n s 

tl 

'[ 

upbz 

UPB 
z 

u n 
upb 

UPB 

V*W 
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v~w 

[v] 

(v)n 

q>EV 
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.!. 

< > 

<xo, ••• ,x > 
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* 

~ 
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C, 
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see V*W, v*<P· 

see v~w. 

see el<t>-
see e c, f. 

(i) see etw. 

(ii) 

see e;f. 

see e:f. 

see exf. 

(i) logical constant: and 

(ii) see FAG. 

(iii) see eAf. 
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I .3.5. 

I .3.5. 

I .3 .4. 



on 

(i) greater than or equal to. 

(ii) see F ~ G. 

(iii) see (e,F) ~ (f,G). 
inverse of ~. 

(i) see F ""'G. 

(ii) see (e,F)""' (f,G) 

3.1.7. 

II 3. 2. I 8 

lie 3.2.18. 

-fl- 3.2.18. 

E (i) set membership. 

(ii) see b E F. 

(iii) seen E w. 

(iv) see <P E v. 
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