
MATHEMATICAL CENTRE TRACTS 145 

• 

UL Tl DI ENS ION L 

NTINUED FRACTION LG RITH S 

A.J. BR ENT JES 

• 

MATHEMATISCH CENTRUM AMSTERDAM 1981 



• 

• 

• 

• 

• 

, 

.. 1980 Mathematics suojec.t classifi.cation: 1 OF20 

ISBN 90 6196 231 5 



ACKNOWLEDGEMENTS 

The research which led to the results of this book, was done at the 

Mathematical Institute of the State University of Leiden and supported by 

a three-year grant from the Netherlands Organization for the Advancement of 

Pure Research (Z.W.O.). 

I feel greatly indebted to prof. dr. R. Tijdeman for his inspiration 

and encouragement during this period. His continuing interest in my work 

cannot be overestimated and has left its marks throughout the book. I am 

also very grateful to prof. dr. P.L. Cijsouw and dr. F. Beukers, whose valu

able remarks led to important improvements in the text and the inclusion 

of the appendix. I owe much to drs. W. Pelt for his advice concerning the 

English language. 
' 

I thank the Mathematical Centre for the opportunity to publish this 

monograph in their series Mathematical Centre Tracts and all those at the 

Mathematical Centre who have contributed to its technical realization • 

• 



CONTENTS 

LIST OF SY11BOLS AND NOTATIONS 

INTRODUCTION 

CHAPTER 1. The continued fraction algorithm 

lA. The algorithm 

lB. Convergents 

IC. A geometrical interpretation 

ID. Quadratic irrationals 

CHAPTER 2. Multi-dimensional continued fraction algorithms 

2A. Notations and preliminaries 

2B. Multi-dimensional continued fraction algorithms 

2C. Convergence 

2D. The linear Diophantine equation 

2E. Outline · 

CHAPTER 3. Vectorial algorithms 

3A. Introduction 

3B. Division or subtraction? 

3C. Periodicity of vectorial algorithms 

3D. The Jacobi-Perron algorithm 

3E. Convergence of the J.P.A. 

3F. Periodicity of the J.P.A. 

3G. Variations of the J.P.A. 

3H. Brun's algorithm 

31. A non-convergent 2-dimensional Brun expansion 

3J. Some other algorithms 

CHAPTER 4. Introduction to some approximation problems 

4A. Linear dependence els an approximation problem 

4B. Best approximations 

4C. Periodicity of best approximations 

4D. Good approximations 

4E. Simultaneous Diophantine approxima.tion 

• 

3 

5 

9 

10 

12 

14 

16 

18 

21 

22 

24 

25 

26 

27 

30 

33 

35 

37 

40 

44 

49 

52 

53 

57 

62 

63 

J 



2 

CHAPTER 5. The 2-dimensional ease 
• • SA. 

SB. 

The computation of best 

Preliminary results 

approximations 
• 

SC. The 2-dimensional best approximation algorithm. 

5D. Further discussion of the algorithm and an example 

5E. Other convergent algorithms 

5F. Application: Units in cubic number fields 

CHAPTER 6. The multi-dimensional case. 

6A. The Szekeres and inner product algorithms 

6B. Convergent algorithms by induction 

CHAPTER 7. An algorithm for relative minima 

7A. Relative minima 

7B. Notations and easy cases 

7C. A continued fraction algorithm for relative minima 

7D. Application: Units in cubic n1unber fields. 

APPENDIX. On computer implementation 

• 

REFERENCES 

REGISTER 

• 

66 

67 

71 

85 

94 

105 

117 

123 

130 

I 31 

138 

148 

155 

165 

181 



LIST OF SYMBOLS AND NOTATIONS, O'rHER THAN THOSE OF LOCAL USE 

n+l 

R, 

J:' ]N 

X, y 

X.Y 

~(X,Y) 

I XI = ✓x.x 
0 

fl 

fl* 

A 

a= (ao, .••. ,an) 

B, C, •• , P, Q, 

A, P, etc. 

s(i), t(i) 

b(i) 
Ib 
st 

t:,,. 

11 

h(A) > 0 

p 

cph 

Ia-d, II 

(R) x. 
J 

l:(A) 

0(0) 

n(e) 

E(e) 

the dimension 

the real and rational n11mbers 

the rational integers and natural ninnbers 
. f n+l points o lR 

inner product of X and Y 

angle between vectors X and Y 

Euclidean length of X 
. . . ]Rn+ 1 the origin in 

a line through 0 

the orthoplement oft 

a lattice of rank n+l in lRn+l 

a lattice base, consisting of A
0

,A 1, ••••• ,An 

cofactors of A= {A0 , ••••• ,An} (p. 16) 

• f ]Rn+ 1 11 1 · · points o , usua y attice points 

projection, parallel to fl, of A, P, etc. on fl* 

Euclidean distance between point X and set W 

= {x0A0 + ••••• + xnAn I ~ E JR, ~ ~ 0 (k = 0, 1, •••• , n)}, the 

''first quadrant'' of A (p. 18) 

indices involved in i-th step (p. 19) 

size of i-th step (p. 19) 

step matrix (p. 19) 

basic vol11m,e of lattice (p. 54) 

height function (p. 54) 

short for h(¾) > 0 for k = 0, 1, •••• ,n 

radius function (p. 54) 

voliune constant for p and h 

step types of 2-dimensional best approximation algorithm 

(p. 72) 

x.-successor of relative minim11m R (p. 130) 
J 

the region I y I < I y Al , I z I < I zA I if A= (:{.A,y A"?. A) (p. 132) 

ring of integers in an algebraic number field :Q(0) 

lattice embedding of 0(8) 

unit group of 0(0) 

3 



5 

INTRODUCTION 

In this book we study multi-dimensional continued fraction 

algorithms and their application to Diophantine approxjmation problems. 

The approach is more of a geometric nature than in most of the related 

literature. As a concise introduction we consider in chapter 1 the ordinary 

continued fraction algorithm from this point of view. 

In chapter 2 multi-dimensional continued fraction algorithms are 

introduced as follows. 

Let n be a lattice of maximal rank in an (n+l)-dimensional real vector 
n+l 

space R , and let i be a line through the origin O. Along 2 a non-zero 

vector to is given. We define the cofactors of a lattice base 

• A= {A0 , ••••• ,An} to be the coordinates a 0 , ••••• ,an of R. 0 with respect to 

this base, so that Sl.o = a0A0 + .•..• + anAn. We are mainly intere·sted in 

with non-negative cofactors, which we express by 

bases 

n 
:= { ·I 

k=O 

When A(O) is a base of n such that to E {A(O)}+, an n-dimensional continued 

fraction expansion of A(O) along 2 is a sequence of bases A(i), i=0,1,2, •• 

such that for every i ~ 0 

( 1) to E {A(i)} +; 

(2) there exist indices s = s. , 
l. 

that 

t = t. 
l. 

(s :/: t) and a natural n1rmber 

At (i+ 1) = At (i) + bi As (i), and 

~(i+l) =1\_(i) fork# t. 

b. 
l. 

Given that lo E {A(i) }+ ~ the cofactor inequality a (i) ~ b.at(i) is a 
s l. 

such 

necessary and sufficient condition for to c {A(i+l)}+. Ann-dimensional 

continued fraction algorithm is an algorithm which determines for each step 

the indices s. and t. and then the number b. in accordance with this con-
l. 1. l. 

dition. Therefore the algorithm can in general choose between • pairs 

s,t for each step. It follows that there is only one I-dimensional 

algorithm: the ordinary continued fraction algorithm. 
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A continued fraction expansion A(i) = {A0{i), .•.•. ,An(i)}, i=0,1,2, •• , 

is called convergent if for every giveR E > 0 there is an i 0 such that 

where d(X,1) is the distance between a point X and the line i. 

The main part of chapter 3 is 

algorithms: Those which base their 

a historical survey of vectorial 

choice of s. and t. only on the 
l. l. 

cofactors of A(i). All continued fraction algorithms which have been 

proposed since the beginning (Jacobi, 1868) and up to about 1970 belong to 

this class. The best known algorithms are those of Jacobi and of Brun 

(1919). A great disadvantage is that the·expansions of vectorial algorithms 

often converge too slowly or not at all. Therefore they are less well 

suited for the approximation problems which are the subject of chapter 4. 

This holds in particular for the problem of finding ''good'' or ''best'' 
. +1 

approximations in the following sense. Leth be a linear function on Rn 

with h(£-o) > 0 (the height function) and p a function which measures the 

distance to 1 in some norm (the radius function). Then a point BE n, Bf: O, 

is called a best approxfmation with respect top and h if no lattice point 

P + 0 satisfies 

I h(P) I < (h(B) I and p (P) s; p (B) 

or I h ( P) I = I h ( B) l and p ( P ) < p ( B) • 

A good approximation is a lattice point B :/: 0 for which the product 

lh(B)(p(B))nl is small (compare Minkowski's theorem on lattice points in 

convex syn1:111etrical bodies) . 

Up to now no continued fraction algorithms were known which could 

find all best approximations to a given line, with the exception of the 

case n= 1. The main part of chapter 5 consists of the construction of such 

an algorithm for the special case n = 2 with the Euclidean radius function. 

For the choice of s. and t. this algorithm distinguishes between five 
l. l. 

cases, the conditions of which can easily be checked by a computer. We show 

that some simpler algorithms, though convergent, do not find all best 

approximations. As an application of the new algorithm we show how it can 

be used to calculate the fundamental unit of a cubic field of negative 

discriminant. 

Chapter 6 deals with what scarce knowledge we have for higher 



dimensions. For n ~ 3 it is still far out of reach to find all best 

approximations. However, in most applications one is chiefly interested in 

mere good approximations. To this end we have at our disposition a few 

algorithms which give good results in general, even when this is not yet 

guaranteed by theory. Among these algorithms we meet the first multi

dimensional continued fraction algorithm especially designed for good 

approximations, that of Szekeres (1970). We show that (a variant of) an 

algorithm of Ferguson and Forcade (1979) is convergent, but its inductive 

definition makes it less significant for application in practice. 

Another approximation problem is the determination of relative minima 

of a lattice. With respect to a coordinate system x0 , •.•.• xn, a point 

R = (r0 , •••• ,rn) En, R 'I: O, is called a relative minim11m of n if the region 

Ix. I < Ir. I, j = 0, ...... ,n, contains no lattice point except for 0. In 1896 
J J 

Voronoi gave a method, based on chains of relative minima in R 3 , for the 

determination of a set of fundamental units in a cubic field of positive 

discriminant. We show in chapter 7 that these chains of minima.can be 

calculated by means of a 2-dimensional continued fraction algorithm. 

For the sake of completeness~ the list of references at the end of 

the book contains nearly· all publications on multi-dimensional continued 

fraction algorithms which the author has been able to find • 

• 

• 

' 

7 



9 

CHAPTER l • THE CONTINUED FRACTION ALGORITHM 

In this chapter we recollect, as a brief introduction, some properties 

of the ordinary continued fraction algorithm. We give no proofs: These can 

be found in the excellent books of PERRON[2] and KHINTCHINE[2]. 

IA. The algorithm. 

Let ~-l' t;,0 be two positive real numbers. Repeated application of the 

division algorithm determines a unique sequence of integers b0 ,b
1
,b2 , •.•• 

and a unique sequence of real n1.unbers t;, 0 > t;, 
1 

> •••• ?: 0 according to the 

following scheme: 

( 1 • I ) 

t;,_l = bo'o + ~I 

f.:o = b If; I + t.: 2 

' O -s; ~ I < t;,O 

' O ~ t;,2 < t;, 1 

• 

This represents the homogeneous form of the continued fraction expansion of 

the ratio t;,_ 1 : t;, 0 • The partial denominators bi remain unaltered when t;,_ 1,t;,0 
are replaced by ).,t;,_ 1, ).,t;,0 for some )., > 0. Note that 

b.= 
l. 

• 

whence b. ~ l for i ~ 1. It is clear that the sequence of partial denominators 
l. 

is necessarily finite if, for some m2:0, t;, 1 =0; m+ 
and this happens if and 

only if t;,_ 1 : t;,0 is rational. The last equation of (I.I) then reads 

and implies b 2= 2, because t" < ~ m l::>m ~m-1 • 
When t;,_ 1 : t;.0 is irrational, ( 1. I) defines infinite sequences 

b 0 ,h 1, •••• and t;, 1 ,t;, 2 , •.•• We can also write (1.1) in inhomogeneous form: 
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( l. 2) 

with 

( 1. 3) 

l , 

l , 

I 
a. =b. +--

1 1 cxi+l 

al > 1 

(l2 > I 

, a. l > l i+ 

. The usual abbreviation of (I.I) and (1.2) is 

called the continued fraction of cx0 • In the case of a finite expansion we 

write o.
0 

= [b
0

;b 1, .•.•• ,bm]. The equality ·sign in (1.3) is justified by the 

uniqueness theorem: 

THEOREM 1.1. If an infinite sequence of integers b0,b1., .••. satisfies b 0 ~ 0 

and bi ~ 1 when i ~ 1, then there is a unique irrationa Z nUJTiber a O whose 

p~tiaZ denominators are precisely b0,b1, •••• If a finite sequence of 

integers b0,b1., •••• .,bm satisfies b 0 ~ 0 and bi~ 1 when i ~ 1, then there is 

a unique rationai number. et0 whose partial denominators are precisel,,y 

b0,b1, .••• ,b (if b 2!: 2) or b0,b1, ••.• .,b 2.,b,,,,_1+1 (if b = 1). ·mm m-m m 

It is easy to calculate the (rational) value a.0 of a finite continued 

fraction, by working through (1.2) from below upwards, starting with 

a.m = bm. Elimination of a.m, am-I, ..... , a 1 produces the familiar expression 

( I .4) 

Though finite fractions 

• 
• 

• 

ending with b = l 
m 

• 
• 

• 

l 
I 

• + __ l __ 
I 

bm-1 + b 
m 

cannot formally be obtained 

through (1.1), we shall take them into account with their meaning explained 

by ( l .4). 

lB. Convergents. 

Let a.=a0 =[b0;b 1, ••.•• ] be a given continued fraction; if a is 



rational let b be its last partial denominator. The k-th convergent to a m 
is the rational number 

( 1. 5) (k ~ 0) 

where pk, qk are integers, qk > 0 and (pk ,qk) = 1. In c.ase a. is rational we 

must take k::;; m and a. itself is its last convergent p /q • 
m m 

By induction one shows that the numbers pk and qk satisfy the 

recurrences 

( I • 6) 
pk= bkpk-1 + pk-2 

qk = bkqk-1 + qk-2 

for k ~ O, where we use the initial values 

( 1 • 7) --
0 

1 

I 

0 

From (1.6) and (1.7) we·obtain the determinant relation 

( 1 .. 8) --

for k ~ -1, and also, in combination with ( 1. l), 

( l • 9) 
pk- I ;k+ 1 + pk t;k = t;_ I 

qk-1 ~k+ 1 + qk t;k = t;O • 

Note that (1.8) enables us to solve the linear Diophantine equation 

ax- by= ±1 in integers x,y when (a,b) = 1: The last but one convergent to 

a/b provides a solution. 

Regarding the approximation of a by its convergents one has the 

following result, which justifies the name convergent. 

then 

1 

p/q is one of the oonvergents of a, after oanoeZiation of common factors. 

l I 

.. 
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THEOREM 1.3. (a) (Borel) When a :s: /5 at least one of every three conseautive 

aonvergents to a 

(b) (H~tz) When c > /5 there exist numbers 

only finitely many solutions in relatively prime integers p 3 q with q > 0 

( for example a.= 11( 1 + / 5) has this property) • 

The meaning of the convergents can be explained still further if we 

introduce the concept of best approximations. We say that p/q (q > O) is a 

best approximation too. if there exists no solution in integers x,y of 

( l • l 0) 
I xo. - y I ~ I qa. - p I and Ix I < q 

or I xo. - y I < I qo. - p I and Ix I = q 

except for x = y = 0. Then we have the following characterization due to 

Lagrange. 
• 

THEOREM 1.4. Every best approximation to a is a convergent of a. Every 

convergent is a best approxima.tion with the possible exception of p0/q0 
(which is a best a:pprox-ir:nation only if b1 > 1). 

In connection with (1.6) it is natural to consider, if bk> 1, the 

fractions p/q given by 

( I • 1 I ) 
p = cpk-1 + Pk-2 

q = cqk-1 + 4k-2 

where c is a natural n11mber in the range 1 ~ cs bk - 1. These fractions are 

called intermediate convergents or one-sided convergents. The latter name 

refers to the property that 

0 ~ a ( xa - y) ;s; a ( q a. - p) 

(where CJ= sign(qa - p)) has no integer solutions (x,y), different from (O ,0) 

and (q,p), for which O ;s; x ~ q. The only solutions of (1 .10) are 

(x,y) = ±(qk-l ,pk-I), but sign(qk_ 1a- pk-I)= -a. 

IC. 
' 

A geo"ID:etrical int_erpretation. 
== 

Following KLEIN[l], pp .. 17-25, the foregoing can be represented 
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geometrically in the xy-plane, if we let a fraction p/q correspond to the 

point (q, p) of the lattice 7l 2 , and the number a. to the line R..: y = a.x that 
• 

passes through the origin and the point (~0 ,~_ 1). The relation (1.8) shows 

that any two consecutive convergents form a base of 7l2 , and (1.9), now 

reading 

(1 .. 12) ~k+l -- , 

tells us that these points lie on either side of R.., because ~k'~k+l ~ 0. 

Given such a base (qk-l'pk-l), (qk,pk), the next convergent must be a 

linear combination of this base, and this is expressed in the recurrence 

relation (1.6). The point (qk+l'Pk+l) results from vector addition of bk+l 

times (qk,pk) to (qk-l'pk-l) and lies on the same side oft as (qk-l'Pk-l). 

In fact, bk+l is the largest multiple of (qk,pk) that can be added to 

(qk-t'Pk-l) without crossing i. It follows from (1.11) that the 

intermediate convergents are obtained by adding bk+l copies of (qk,pk) to 

(qk-l'pk-l), one at a time. 

The quantity I qa - p I measures the distance between i and the point 
• 

(q,p) along the vertical line x = q. Its ratio to the shortest distance 

depends only on a and in fact equals /1 ·+ ~2 : 1. We see that the point (q, p) 

(not the origin) is a best approximation if and only if the parallelogram 

given by 

l x I ~ I q I , I xa - y I ~ I q a. - p I 

contains no lattice point except at the origin and at its vertices. 

Without reference to a coordinate system the continued fraction 

algorithm now takes the following form, where we anticipate the notations 

and definitions in chapter 2. In E.2, let n be a lattice, whose points we 

shall denote by capitals. Let i be a line through the origin, along which 

we choose a non-zero vector to that will play the part of (t0 , ~-l) in the 

coordinate version. The cofactors a0 ,a1 of a base {A0 ,A1} of n are defined 

by 

( 1 • 13) 

Now suppose a 0 > 0, a 1 > 0, and think of (1.13) as the coordinate-free 
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version of (1.12). One step of the continued fraction algorithm applied to 

{A0,A1} yields the new base {A0 + bA1 , A 1} with b = [a
1 
/a

0
] (if a

1 
~ a

0
), or 

{A0 ,A1 +b 1 A0 } with b'= [a0 /a 1] (if a 1_:S:a
0
). In either case the new base 

has non-negative cofactors, since 

. 

The process can be continued as long as both cofactors • • are pos1.t1.ve and 

stops as soon as one cofactor is zero (which by (1.13) implies that the 

other point lies on t). If we also wish to obtain the intermediate 

convergents, we replace {A0 ,A1 } by {A
0 

+ A
1 

,A
1

} or {A
0

,A
1 

+ A
0

}, according 

to whether a 1 ~ a0 or a 1 ~ a0 • The twin choice in the case a
0 

= a 
1 

corresponds 

to the fact that a rational number has two continued fractions (cf. theorem 

l • I) • 

ID. Quadratic irrationals. 

The continued fraction et= [b
0

;b
1 

,b
2

, •••.• J 
there exist integers k 0 ~ 0 and m > 0 such that 

(1.14) 

This is equivalent to 

(1.15) ~k+m-1 ~k-1 
=--

tk+m ~k 

• 

is said to be periodic if 

The smallest possible mis called the length of the period, the corres

ponding smallest k 0 that of the pre-period. When k
0 

= O we speak of a 

purely periodic continued fraction. The notation is 

a = [b O ; b 1 , • • •• , bk , • • • • 'bk 1 J • o o+m-· 

Inserting (1.15) into (1.9) one obtains the result, already known to 

Euler, that a periodic continued fraction has a quadratic irrational value. 

Lagrange proved the converse of this. 

THEOREM 1.5. The continued fraction of et is periodic: if and only if a 

irrationa Z. of qua.d:Patie type. 
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Therefore, the continued fraction algorithm gives a nice criterion for 

quadratic irrationalities by becoming ultimately periodic, just as it 
' 

characterizes rationals by termination. It also allows us to calculate all 
• 

solutions of Pell' s equation, x 2 - dy2 = N, when O < IN I < Id, because x/y must 

be a convergent of Id (we assume that dis not a square). This follows if 

we write x 2 - dy2 = (x - yld) (x + yld) and use theorem 1. 2 (b). In the case of 

d = 2 or 3 (mod 4), the ntllllbers 1 and Id forrn an integral base of the real 

quadratic field ~(Id), and x 2 - dy2 is precisely the norm of the element 

x + yld. Thus every element whose norm is less than Id in abso·lute value can 

be obtained from the convergents of Id. In particular this is true for the 

fundamental unit of the field. When d= I (mod 4), an integral base of 

~(Id) is given by l and ·~ ( l +Id). In a similar way all integer elements of 

~(Id) with norms less than !Id in absolute value can be obtained from the 

convergents of ½ ( I + Id) • 

• 

The continued fraction algorithm 

- indicates that a number is rational, by terminating; 

- can solve a linear Diophantine equation in two unknowns; 

- calculates all best approxjmations to a given n11mber; 

- indicates that a n11mber is quadratic irrational, by becoming periodic; 

- can determine the fundamental unit and elements of small norm of the 

integer ring of a real quadratic n1.1mber field • 

• 
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CHAPTER 2. MULTI-DIMENSIONAL CONTINUED FRACTION ALGORITID1S 

In the remainder of this book we shall work in the (n+l)-dimensional 

real vector space Rn+ 1, where n ~ 1. About this space we ass11me that an 

inner product has been fixed which we can use without further introduction. 

The inner product of two vectors X and Y will be written as X.Y. It 

introduces a Euclidean metric on Rn+l by giving a vector X the length 

IXI = lx.x. It also defines the angle 1(X,Y) between two vectors X and Y 

by Os 1(X, Y) s 1T and 

• 

. . f Rn+ I . The distance between a point X and a subset W o is 

d (X, W) = inf I X - Y I • 
YEW· 

" 

When necessary we shall use coordinates and denote them by x0 ,x1, •••• ,xn. 

We denote by n a lattice 

subgroup of rank n+l, such as 

• n+ l A 1 . . d . dd . . in R • att1ce is a iscrete a itive 
n+ 1 • • 

Z or the collection of all points 

(a0 ,a 1, •••• ,an) where a 0 runs through the algebraic integers in a totally 

real number field of degree n+l and ~ 1, •••• ,an are the conjugates of a 0 • 

Usually we shall use capitals to denote points of n. For a lattice base 

we use the notation A= {A0 ,A1 , •••• ,An}. A will be both the set of n+1 

vectors A0 ,A1, .••• ,An and the matrix with these vectors as its columns. 

Let f be a line through the origin O and choose a fixed non-zero 

vector to along t. Then-dimensional subspace orthogonal to i will be 

called t* .. 

DEFINITION 2. l. When A= {A0 ,A1, •••• ,An} is a lattice base of n, the real 

numbers a0 ,a1, •••• ,an defined by 

(2. I) 
n 

£0 = I 
j=O 

a.A. 
J J 
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are called its aofaators with respect tot. 

When an indexed capital letter denotes a point of a lattice base, the 

corresponding lower case letter with the same index will always be the 

corresponding cofactor. Note that another choice of 1o along 1 affects the 

size but not the ratio of the cofactors. As compared to chapter 1, formula 

(2.1) generalizes (1.12) and (1.13). Formula (2.1) can also be written as 

(2.2) 

where a is the col11mn vector with entries a
0

,a
1

, .••• ,an. It expresses the 

vectorial relationship between 1 and n. 
Let us now consider the specific case that some cofactors are equal 

to zero. 

DEFINITION 2.2. The line 1 is dependent on n with dependence rank r if 
• 

there is a lattice base having r cofactors equal to zero, whereas no 

lattice base has r+l cofactors equal to zero. In case r = 0 we call i an 

independent line. When r = n we call 1 a rationa.l line • 
• 

Note that 1 is a rational line if and only if there exists on ta lattice 

point different from 0. We also have: 

LE:MMA 2. 1. If 1 is an independent line and A is a base of n., then no t:wo 

cofactors of A are equaZ. 

PROOF. Let A consist of A0 ,A1 , •••• ,An. If, say, a
0 

= a 
1

, then 

to= a0 (A0 + A 1) + 0 .A1 + a 2A2 + ••••• + anAn, so that the base {A
0 

+ A
1 
,A

1
, ••• 

.. ,A} has a cofactor equal to zero, which contradicts the independence. □ n 

The following theorem concerns the approximation of a dependent line 

by points of n. 

THE.OREM 2. 2. Suppose that; i has dependence rank r > 0 a:nd that 

{A0.,A1., ••.• ,An} is a base of n whose last r eofaators are ze:eo. Denote by 

Uthe (n-r+l)-dimensionaZ s-ubspaee spanned by A0, .... ,An-r· Then there is 

a number o > 0 such that for any PE n with Pt U we have d(P, t) ;?; o. 

PROOF. Since i c U we always have d (P, i) ~ d (P, U) • Therefore it is sufficient 

to prove that 
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o : = inf d (P, U) > 0. 
PEn,Ptu 

To arrive at a contradiction, assume that c = 0, and let Q1 ,Q2 , • • • • be a 

sequence of lattice points not in U for which lim d (Q., U) = 0, and, say, 
j )00 J 

d (Q., U) < I. 
J 

Let R. be points of 
J 

U such that I Q. - R. I < 1 + d ( Q. , U) 
J J J 

(j = 1 , 2, ••• ) • The R. 
J 

are not necessarily lattice points. Write 

n-r 

J k=O 

and define 

n-r 

J J k=O 

Then Q! En and d(Q!, U) = d(Q .. ,U). We now find that 
J J J 

n-r n-r 
IQ!I = IQ. -R. + I 

J J J k=O 
I 

k=O 
• n-r 

~2+ I 1~1. 
k=O 

This means that the sequence of lattice points Qj, Q2, .... has an 
"' 

acc11roulation point, which contradicts the discreteness of n. □ 

2B .,. ~ul ti-dimensional continued fraction algo_Fi t~s. 

We are interested now in lattice bases A= {A0 ,A1 , •••• ,An} with non

negative cofactors. When 

n 
I 

j=O 
x.A. I all x. 2! 0 } 

J J J 

denotes the ' 1first octant'' of A, the fact that A has non-negative cofactors 
+ can be written as i 0 E {A} • 

DEFINITION 2.3. A finite or infinite sequence of lattice bases A(i) = 
{A0 (i), ••••• ,An(i)} is called an n-dimensionaZ. continued fraction expansion 

(or merely: expansion) of its first element A(O) along .R, if for each i ~ 0 

( 1) to e: {A(i)} +; 
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(2) there exist indices s = s (i), t = t (i) (s I t) and an integer b = b (i) ~ I 

such that 
• 

(2.3) A ( i + I ) = A ( i) + bA ( i) 
t t s 

and 

(2 .. 4) A.(i+l)=A.(i) for j:/:t. 
J J 

The transition from A(i) to A(i+l) is called the (i+l)-th step of the 
• expansion. 

DEFINITION 2.4. Any algorithm to expand along a given line a given base 

with non-negative cofactors relative to that line, is called an 

n-dimensional continued fraction algoritlun. 

As a shorthand notation for (2.3), (2.4) we use 

(2.5) A(i+l) = A(i) 

b 
where I

5
t is the identity matrix I with the zero 

replaced by the n11mber b. (Note that Ib = (I ) b 
st st 

(Ib )-1 = 1-b ) . 
st st 

in row s and col 11,011. t 

when I = 1 1 and st st' 

Since A(i) and its cofactor vector a(i) are connected by (2.2), (2.5) 

i111111ediately gives 

(2.6) 

I 

The letters s(i), t(i) and b(i) will be reserved for the meaning they have 

in definition 2.3. To avoid a confusion of indices we shall writes and t 

instead of s(i) and t(i) if it is clear which step we are speaking about. 
b (i) . b . 

Instead of the monstrous Is(i)t(i) we write I
8
t(i). 

From the equality 

a A + a A = (a - ba )A + at (At + bA ) s s t t s t s s 

it is clear that 
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(2.7) 

• 

is a necessary and sufficient condition for io E {A(i+ 1)} +, given that 

to E: {A(i) }+. In view of a (i) 2: 0 and b ~ 1 1), (2. 7) is equivalent to the 
t 

combination of 

(2.8) 

and 

(2.9) 
a (i) 

s 

where (2.9) is to be interpreted as 1 s b < 00 when at (i) = 0. In general, 
. • f . d. . n+ 1) therefore, we can at each step determine the pair o in ices s,t in 

2 
different ways (and more if some cofactors happen to be equal), after 

which an integer bin the range (2.9) must be determined. Essentially, an 

n-dimensional continued fraction algorithm is a procedure to make these 

choices. When we are designing an algorithm to solve a particular problem 

we are completely free .to let this procedure take into account any 

information we wish, as long as we comply with the restriction (2.7). 

(We might for example throw dice). 

Referring to the change in the 

call an algorithm subtractive if it 

cofactor a during a step, we usually 
s 

always takes b (i) = I ; a division {I)) 

a (i) 
algorithm always chooses the ma.ximal b (i) = s 

(and has to avoid 
that at (i) = 0). 

Applying these remarks to the case n = 1 we ic111nediately obtain: 

THEOREM 2.3. The only 1-dimensionaZ continued fraction algorithm is the 

continued f:r>aotion algorithm. 

PROOF • Because s, t e: { 0, I } , (2.8) defines sand t uniquely, unless 
, . 

a0 (i) = a. 1 (i). With b (i) = 
a (i) 

s 
---:-,,""':'--

at(i) we have the ordinary division algorithm, 

with other choices of b(i) we merely make additional stops at some of the 

intermediate convergents (or all, if b(i) = 1 throughout): Note that 

1 ) For 
II 

for'mal reasons we shall sometimes allow empty steps, i.e. b = 0. 
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a (i) 
if b < s 

, so that s(i+l) = s(i) and t(i+l) = t(i); in other words,. the 

• • 
main convergents are never missed. If a

0
(i) = a

1 
(i), then 2 is a rational 

line and the twin choice of s,t pairs corresponds to a rational number 

having two continued fraction expansions. □ 

2C. Co~vergence_. 

In this section we explain what we shall mean by the convergence of an 
. n+l expansion. We define the normalized height function h on R as the 

linear function given by h(2o) = ! £0 I and h(X) = 0 for all XE 2*. This gives 

lh(X) I= d(X,t*) for all X E lRn+l. 

DEFINITION 2.5. (a) An expansion A(i), i=0,1,2, •.•.• along a line !l is 

strongly convergent if for every e: > 0 there is an integer io such that 

• 

(2. IO) max d <¾: ( i o) , £) < E • 
Q=:;k::::;n 

(b) It is weakly aonvergent if for every E > 0 there is an integer i 0 such 

that 

(2. 11) max 
O~k::::;n 

• 

d (¾: (io), 2) 

lh(~(io))I 
< e. 

The latter concept generalizes the convergence of I a - p I to zero in 
q 

the I-dimensional case of chapter 1, the forn1er that of I qa. - p I. By 

convergent we shall always mean strongly convergent, unless otherwise 

stated. 

Not all lines can have strongly convergent expansions. Indeed, an 

i101n~diate consequence of theorem 2. 2 

LE:MMA 2.4. If t admits a strongly convergent expansion, then it is an 

independent line. 

In section 6B we prove the converse of this le1:c11·1la by explicit 

construction of a convergent expansion when tis independent. Quantitative 

versions of l~rm11.a. 2. 4 may help to decide whether a given line is 

independent (see section 4A). 

It usually depends on the algorithm whether we obtain a weakly 

convergent expansion along a dependent line. Consider for example the 
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algorithm of Brun (section 3H): When n = 2 only independent lines have 

weakly convergent expansions, whereas ~or n 2: 3 a dependent line may have 
• 

one, too. On the other hand, most algorithms (including Brun's) have the 

property that they always choose t such that at (i) > 0. Then ak (io) = 0 for 

some k and io implies ~ (i) = ~ (io) for all i? io and the expansion 

weakly convergent. Thus only those dependent lines may have weakly 

convergent expansions, for which the algorithm does not prove the 

dependence by exhibiting a base with a cofactor equal to zero. 

In view of these considerations we give: 

is not 

DEFINITION 2.6. Ann-dimensional continued fraction algorithm is strongly 

(weakly) convergent if it generates a strongly (weakly) convergent 
• 

expansion of a lattice base A along an independent line i, whenever A and 

are compatible with the initial constraints of the algorithm. 

Anticipating what follows, we remark that it is relatively easy to 
• 

prove weak convergence of a given algorithm, if it does converge weakly. 

But strong convergence is (when n> 1) much more difficult, if it exists at 

all. Infact, until very recently convergence nearly always meant weak 
• 

convergence. 

2~~ ... T~~- li~ear Diophantine equation. 

As an easy application of multi-dimensional continued fraction 

algorithms we shall solve the equation 

(2. I 2) •••• + C X = l nn 

• • • • • • in integers x0 ,x1, •••• ,xn, when c0 ,c 1, •••• ,cn are given positive integers 

without corr11non divisor greater than one. Let C and X denote colur1111. vectors 

with respective entries c0 ,c 1, •••• ,cn and x0 ,x1 , •••• ,xn, and let~ be the 

col 1.1ron vector whose k-th component is 1 and whose other components are zero 

(0 ~ k $; n). 

LEMMA 2.5. Let V be an integral matrix with ldet VI =1., such that VC=ek. 

Then the general,, solution of (2.12) is 

(2. I 3) 

where Y= {y0,y1., •••. .,yn) is an arbitrary integral,, vector with yk = 1, and 
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the T denotes transposition. 

PROOF. Clearly (2.13) solves (2.12), ~ since 

T T T T T 
C X = C V Y = (Ve) Y = (ek) Y = yk = 1. 

For the converse, let 

Y f X -- VTY. vector ram 
X be a solution of (2.12), and determine the integral 

This is possible because det V = ±l. But we have 

T T T T 
1 = C X = C V Y = (Ve) Y = yk, 

as before. □ 

So the solution of (2.12) is complete if we can find V satisfying 

Ve= ek for some k. For this we use an n-dimensional continued fraction 

algorithm as follows. 
• 

THEOREM 2 .. 6. Let A(O)=I be the standard base of 'llin+l, consisting of 

e 0 , e 1, •••• ,en, and put io = a(O) = C. If an n-dimensionaZ. continued fraction 

algorithm has the prope~ty that it chooses t such that at> 0, then the.re is 

an index io such that, for some k, 

PROOF. From A(O) = I and £ 0 = a(O) = C, the identity A(i)a(i) = C follows for 

all i, in view of (2.2). Furthermore, for all i the s11m of the entries of 

a(i+l) (which are non-negative integers) is strictly less than that of a(i) 

by the nature of the algorithm. Thus the expansion ends for some i 0 with 

the impossibility of at(io) > 0, i.e. a(io) = ek for some k (a(i 0 ) cannot be 

a multiple of ek since the greatest conu,aon divisor of c0 ,c 1 , •••• ,en is 

one). □ 

Not much seems to be known about two questions that theorem 2.6 

raises: Is there a specific algorithm. which finds the matrix V = (A(i 0) )-I 

in as few steps as possible? And is there an algorithm that gives as the 
T 

particular solution X= V ek (that is, Y= ek in (2.13)) a vector of least 

possible length? 

The latter question was solved for n :S 3 by ROSSER[2], who gave ,a 

counterexample to his method with n = 4. His method is not a true continued 

fraction algorithm, but bears strong resemblance to it. Several authors 

studied the effect of some simple algorithms with regard to these 
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questions. JACOBI[l] noted that the obvious algorithm, 

• 

first solve c0x0 + c 1x 1 = d 1 = g.c.d. (c0 ,c 1), 

then d 1xi + c2x2 = d2 = g .. c.d. (d 1 ,c2), 

• • • • • • • • 

finally d x' + c x = I, 
n-1 n-1 n n 

T ma.y lead to rather big n11mbers which for:rn the particular solution X = V ek 

of (2.12), especially when the n11mber 1 does not feature early in the 

sequence d 1,d2 , •••• ,dn-l'l. His own algorithm (section 3D) and an algorithm 

of EULER[!] usually give much smaller solutions. Also D.N. LEHMER[2] and 

BERNSTEIN[l3] considered the particular solution of (2.12) obtained by 

Jacobi's algorithm. ROSSER[l] and D.H. LEHMER[l] worked with algorithms of 

Brun (section 3ll) and Guting (section 3G) respectively. 

2E. Outline. 
• 

A variety of problems from number theory and algebraic number theory 

can be formulated in term.s of the approximation of a suitable line through 

the origin by non-zero points of some lattice. Among these problems, those 

concerc1ing simultaneous Diophantine approximation, linear dependence or the 

units of algebraic n11mber fields are straightforward multi-dimensional 

generalizations of the problems su.11wia.rized at the end of chapter 1, for 

which the continued frac·t:ion algorithm provides a solution. 

It is the purpose of this book to investigate whether multi

dimensional continued fraction algorithms can be used to solve such 

generalized approximation problems. The interest in this question grew 

about 1970 with the publication of an algorithm of Szekeres. In chapter 3 

we give first a brief survey of the history of multi-dimensional continued 

fractions until that time, because no such survey is available elsewhere. 

The reader can follow most of the chapters 4 to 7 without knowledge of 
chapter 3. 



CHAPTER 3. VECTORIAT, ALGORITHMS 

3A. Introduction. 

In section 2B we saw that an n-dimensional continued fraction 

algorithm essentially is a rule or procedure to select at each step the 

indices s, t (s :/: t) and an integer b ~ 1 in accordance with (2. 7), then to 

replace At by At+ bA (and simultaneously a by a - ba ) . In principle we 
s s s t 

impose no restrictions on this rule, apart from (2.7). But it must, of 

course, be relatively simple if it is to have any practical value. For 
• 
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instance, it should not look back to see what was done in more than the 

one or two preceding steps. We notice that there are two more or less 

opposed approaches. Firstly, we can examine what a given rule can achieve, 

and secondly, we can look into a problem and try to find a rule that will 

solve it. The first approach has an instructive value since it helps us to 

see the difficulties that will arise in the second approach. Also we may 

wish to know the further properties of a rule designed for a particular 
• 

problem. The first approach is the older one, too, as this chapter will 

111ak.e clear. 

The most extensively studied class of multi-dimensional continued 

£raction algorithms is that of the vectorial algorithms (also known as 

Jacobi-type algorithms), which we define as follows. 

DEFINITION 3.1. A multi-dimensional continued fraction algorithm is called 

vecto:Piai if its rule of selecting s, t and b depends only on the vectorial 

relation between the line i and the lattice (i.e., the vector of 

cofactors). 

The important feature of such an algorithm is that it runs the same 

£or any line and lattice combination having the same initial vector of 

cofactors, and in particular that it does not take into account the 

geometrical relation between i and n. 
Nearly all work done in the field up to 1970 comes in this class, as 

does a lot of later work. This chapter intends to give a brief survey of 

that work. Except for a previously unknown result (section 31) and the 

general periodicity theorem (which applies also to other than vectorial 

algorithms), we refer to the literature for all proofs. 
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3B. Division or subtraction? 

In the 1-d:i.mensional case, the ordinary continued fraction algorithm 

can be used, as we saw in section lC, either in division forr11 with 

b= 

with 

a 
s 

at 
b = 1 

(as did Euler), or with smaller b, notably in subtraction form 

(as did Euclid) to obtain the intermediate convergents. The 

division form is merely a way of running faster through the subtraction 

form, stopping only at the principal convergents (but at all of them). 

This is no longer true when n ~ 2, for then there are subtractive 

algorithms which cannot be accelerated in division form. 

EXAMPLE. SRI,MER[2] defined the following algorithm: Let s = s(i), t == t(i) 

be given by 

and 

a (i) = 
s 

• 

• 

• 

and take b(i) = 1. Applied to a line and lattice base for which the initial 

vector of cofactors is a(O) = (5, 4, 2), it gives 

a(l) = (3, 4, 2) a(S)=(l, I , I) 

a(2) = (3, 2, 2) a(6) = (0, I , 1 ) 

a (3) = (I, 2, 2) a(7) = (0, 0, 1) ; 

a(4) = (1, I , 2) 

whereas the only possibilities for a division algorithm are those in the 

scheme 

a(O) = 

a( 1):;; 

a(2) = 

a(3) = 

(5, 4, 2) 

-} 

(1, 4, 2) 

+ 
(I, 4, 0) 

(5, 0, 2) 

+ 
(1, O, 2) 

+ 
(1, o, 0) 



as one easily recognizes. 

• 

On the other hand it is easy to convert one division into b(i) 

subtractions. The dilero,na of subtraction and division is an old one that 

turns up repeatedly in the literature (but mostly with vectorial 

algorithms). The best-known division algorithm is that of Jacobi-Perron. 

Brun, Pipping, and more recently Szekeres, are among those who favour 

subtractions. So is, to some extent, the present author. 

We notice, however, that purely subtractive algorithms show the 

defect of being essentially slower than division algorithms. With the 

ordinary continued fraction algorithm we find the (j+l)-th convergent 

pj/qj to a= [b0 ;h 1 ,b2 , ••.•• J after j+l divisions, or after 

b 0 + b 1 + •••• + b j subtractions. That is, in the f orrner case we find on 

average l convergent at each step, while in the latter this average is 

zero for almost all~ (in Lebesgue sense) because for almost all a, 

• 

lim 1 
• 

J k=O 
b = oo • 

k 

• 

(see KHINTCHINE[2], p. 101). 

, 3C. Periodic_ity o~ ... yectorial algorit~ms. 

Particular attention has always been paid to the periodicity 

properties of vectorial algorithms in the following sense. 
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DEFINITION 3.2. The expansion of a lattice base A(O) along a line i by a 

vectorial algorithm is periodic if there exist integers k 0 2:: 0, m > 0, a real 

n11mher A and a permutation matrix P such that 

(3. 1) a(k•m) = >..Pa(k) for k ~ ko. 

Some authors restrict the permutation matrix to special types, e.g. 

cyclic permutations, but this makes a difference in the length m of the 

period only: When q is the order of P we have 

(3.2) a (k+qm) = A 4a (k) for k ~ ko 

without any permutation. 
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The importance of periodicity lies in the next result. 

THEOREM 3.1. Suppose the expansion of ·A(O) along i by a vectorial algorithm 

is periodia. Then 
(a) the number in (3.1) is an algebraia integer of deg:raee :;;; n+l and 

nor,11 ±1; 

(b) if the degree of A equals n+l, then the numbers 

aonstitute a base of the numbe1:1 field l;J(A) .. 

PROOF. By (2. 6) we have 

that is, a(k+m) = Ja(k) for some SL(n+l, ;z) matrix J. Now (3.1) gives 

(3.3) 
-1 P Ja(k) = Aa(k) 

• 

so that). is an eigenvalue of P- 11. Since the characteristic polynomial of 
-1 

P J (also called the cl1aracteristic polynomial of the expansion) is a 
• 

polynomial of degree n+1 with integral coefficients, leading coefficient 
n+l -1; (-1) and constant tern1 det (P ) =±I, part (a) follows. 

Now ass,ime that is of degree n+1, and write 

• • 
Joo •••••••• Jon 
" • 

p-1 J::: 
• • 
• • 
• • 
• • 
• • 
• • 
Jno ••••••••• Jnn 

At least one of the n11mhers a. (k) , j = 0, 1, ••• , n, is not zero. Suppose 
J 

that a0 (k); 0. Then the last n lines of (3.3) take the shape 

(3.4) 

(j 11 - A) a 1 (k) + ••••••• + 
• 
• 
• 
• 

• 
• 
• 
• 

••••••• + (j -A)a (k)= -j a (k) 
nn n nO 0 

The coefficient determinant/::. of (3 .. 4) is not zero, otherwise Ji were of 

degree :s;; n, hence it follows by Cra1ner' s rule that 
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(3.5) Ila o (k) = a.. a 0 (k) , j = 1 , ••••• , n, 
J J 

for some n11mbers a. 1, ••••• ,a.n E ~(A) which in fact are polynomial expressions 

in A of degree at most n-1 and with integral coefficients. Thus any non

trivial linear relation 

n 
I 

j=O 
c.a. (k) = 0, 

J J 
C. E 7l, 

J 

would yield an n-th degree polynomial equation for A, namely 

n 

I 
j=l 

C •a.. 
J J 

= 0 • 

This is another contradiction to the fact that A is of degree n+l. 
a. (k) 

Therefore, and by (3.5), J , j=0,1, •..• ,n, 
ao(k) 

are n+l rationally 

independent numbers in ~(A), which proves part (b) since the 

connected with them through the unimodular transfor1nation 
b b b I (k-1) ....... I t(l)I t(O). □ st s s • 

. a.(O) 
J 

ao(O) 
are 

(1). Whether or not the numbers ____ ,..__; ___ 
a. (O) 

J belong to :Q(A) if A is of 

degree less than n+l, cannot be decided without additional information on 

the algorithm. Consider, for example, the following 3-dimensional 

algorithm: Let e,f,g,h be a permutation of 0,1,2,3 such that 
• 

ae:?:: af ~ ag ~ ¾ · Then put s = e, t = g. This algorithm is periodic (length 2 

with suitable periuutation) with eigenvalue i (1 + 15) for 

3 
2 ( l + /5) , ;r, 3) • 

On the other hand, PERRON[l] proved that the 
a. (0) 

J always belong to ~(A) 

if the algorithm is that of Jacobi-Perron, regardless of the degree of A. 

RE (2). Theorem 3.l enables us to obtain algebraic units from periodic 

expansions by means of a vectorial algorithm: When w is an algebraic 

integer of degree n+l, and such an algorithm becomes periodic when applied 

to a line and lattice for which a(O) = (I~ w, •••• , wn) (or any other base 

of :Q(w)), then the eigenvalue is a unit of ~(w). Quite another approach 

is, to use the fact that if the entries of a(O) are algebraic integers of 
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~(w), then so are all subsequent cofactors and nothing prevents one of them 

from being a unit. 

EXAMPLE. Apply to a(O) = (1, w, w2 ) with w=:V2 the algorithm of Brun 

(section 3H), which takes sand t from 

a = 
s 

max 
OSkSn 

a = 
t 

max 
Osksn,k,'s 

and b = 1. The calculation is as follows (using the approximate values 

1'2 = 1. 259921, ;'4 = 1.587401): 

a(O) = ( l , w2 ) 

a(l) = ( 1 w , w2 - w ) 

a(2) = ( I , w - 1, w2 - w ) 

a(3) = (- w2 + w + I, w-1 , w2- w ) 

a ( 4) = ( -2w 2 + 2w + 1 , w - I, w2 - w ) 

a(S) = (-3w2 + 3w + I, w- 1, w2- w ) 

a (6) = (-3w2 + 3w + 1, w- l, w2 - 2w + 1) 

• 

• • • • • • 

a( 13) = (-3w2 + 3w + 1 6w2 - 2w - 7 , , 4w2 - 9w + 5) 

•••••• 

a.(19)= (-Sw2 -5w+ 19,-Sw2 + 19w-16, 24w2 -35w+6) = 

= (-8w2 - 5w + 19) a ( 1 ) • 

• 

The fundarnental unit e: = w - I appears in a(2). Its powers e:2 = w2 - 2w + I, 

e:3 = -3w2 + 3tll + 1, e: 4 = 6w2 - 2w - 7, e5 = -8w2 - Sw + I 9 appear in a(6), a(5), 

a(13), a(19) respectively. The eigenvalue of the period is e: 5 , its length 

is 18. 

The earliest and most extensively studied of all multi-dimensional 

continued fraction algorithms is the Jacobi-Perron algorithm (J.P.A.). It 

was first published for two dimensions in 1868 in a post mortem paper of 

JACOBI[2], who investigated the matter at least as early as 1839. After the 

publication of some minor contributions to the theory of the algorithm in 

the nineteenth century (see KOKSMA[l], p. 50, for these early references), 



it was PERRON[ 1] who gave the algorithm 

dimensions in his thesis (1907). Jacobi 

• a rigorous foundation in all 

remarked casually that his method 

would work in any dimension, al though he explained it for n = 2 only. 

The most con111aon definition in homogeneous forn1 is as follows. If 

a(O)=(a.0 (0), a1 (0), •••• , an(O)) is any vector with positive entries, 

then the sequence of vectors a(i) given by 

(3.6) a(i+l) = (a 1 (i) - o1a0 (i), ••••• , an(i) -Bna
0
(i), 

with 6. = 
J 

a:. (i) 
J , is its Jacobi-Perron expansion. 

If we convert this to the notations of chapter 2 by eliminating the 

cyclic rotation of indices we get: 

DEFINITION 3. 3. The algorithm 

{l) 

(2) 

(3) 

i := t (0) := O; s (O) := I; 
a (i) 

A ( i + l ) : = A ( i) I b ( i) with b = b ( i) = 6 
• 

st at (i) ' 

if s(i) +I= t(i) then t(i+l) := t(i) + I, s(i+l) := s(i) + 3; else 

s(i+l) := s(i) + 1, t(i+l) := t(i); 

(4) i := i + I; goto (2); 

is called the Jaaobi-Perron algorithm (J .P.A.). 

The indices sand tare, of course, to be read modulo n+l. In this 

definition we allow b(i) = 0 and some of the steps may be empty. Note that 

the n steps between two occurrences of the event s (i) + 1 = t (i) correspond 

to the one big step in (3.6): In formula expression 

~ (i) = ¾:+i (ni) for all k, i 

where again the indices should be read modulo n+l. 
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We give two small exa.mples, in which the cofactor holding the t-index 

for the next n (=2) steps is set in italics. 

EXAMPLE I • a(O) = ( 93, 167, 118) 
b(O) = 1, b(l) = 1 

a(2) = ( 93, 74, 25) 
b(2)=0, b (3) = l 

a(4) = ( 19, 74, 25) 
b(4) = O, b (5) = 2 

a(6) = ( 19, 24, 25) 
b (6) = l, b (7) = l ~ , 

" 

a(8) = ( 19, 5, 6) 
" .'1 
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a(lO) = ( 4, 5, 1) 

a ( 12) = ( 0, 0, 1) 

• 

b (8) = I, b (9) = 3 

b(10)=4, b(ll)=S 

EXAMPLE 2. Let us take w = ?2 and a (O) = (I, w, w2). 

a(O) = ( 1 , w , w2 ) 
b (0) = l, 

a(2) = ( 1 w-1 , w2 - 1 ) 
b(2)=2, 

a(4) = ( 4- 3w , w - ] , w2 - 2w + 1) 

a(6) = (-3w2 + 3w + 1, -3w2 + 7w- 4, 
b(4)=3, 

w2 - 2w + 1) 

b ( 1) -

b(3) = 

b(S) = 

Since ¾:.+ 1(6) = (w-1)¾_(4) for k=O,l,2, the expansion is periodic from 

a(4) on with eigenvalue to - I and length 2. 

(I). Because of the choice of the '6. the last entry of the right 
------ J 
hand side of (3.6) is the largest. This implies that 

• 

(3.7) '6n ~ 1 and 6n :2: Bk~ 0 for k == I, •••• ,n-l, 

at least when i ~ I. One· also recognizes that if 6n = Sk, then we have 

Sn-I ~ok-l in the next step; if this is an equality also, then we must 

have 15 n-Z ~ '6k-Z in the step thereafter, and so on, where o0 is to be 

interpreted as '60 = 1. In our notation this means that· 

(3.8) 

and 

b . 
1 

2: 1 for J. ~ 2 
nJ-

b . I ~ b . k ~ 0 for k = 2, •••• , n, j ~ 2 
nJ- nJ-

] 

3 

3 

(3 .. 9) b . I =b . k nJ- nJ-
~ b . ~b . 

(J+l)n-2 (J+l)n-k-1 
£or k= 2, •••• ,n, etc. 

Relation (3.8) shows that at least one of then steps into which (3.6) 

falls apart in definition 3.3, is not empty, n.amely the one withs= t-1 

(modulo n+l). 

REMARK (2). Both JACOBI[]] and PERRON[]] preferred the greater regularity 

of the cyclic algorithm to the idea of using in each big step (3.6) the 
' 

· smallest non-zero cofactor as the divisor at. The latter idea had already 

been used by EULER[)], who sought coefficients to make a linear form in 



three or more real numbers small in absolute value. The cyclic algorithm 

has the disadvantage that it requires certain modifications (namely, 

transition to the (n-1)-dimensional case) when the divisor a
0

(i) happens 

to be zero. By definition, such difficulties can occur only when the line 

i is not independent; otherwise the gained regularity, resulting in 

convenient recurrent forruulae akin to ( 1. 2), (I. 6), (I. 8) was considered 

a more important advantage, particularly in proofs by induction. In the 

sequel we assume to deal only with expansions where no divisor happens to 

be equal to zero. 
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~RE...;;._........;_..;;;;.;..:.___!.(~3~)-· The expansion of a given base by the J.P.A. depends usually on 

the way in which the elements of the base are ordered. 

:::::::.~~=-~(4~)L.:... PERRON[1], theorem IV, proved that two different vectors a(O) 

c,1n never prod11ce the same sequence of integers b (i) throughout, unless 

they differ by a factor only. He also detercnined under what conditions on 
' 

a given sequence of integers c(i) there exists a vector a(O) such that 

b(i) c(i) for all i ~ O; naroP.ly, the conditions which are necessary from 

(3.8)~ (3.9) are at the same time sufficient • 
• 

PERRON[l], §4, proved algebraically (see also BERNSTEIN[lS]): 

THEOREM 3.2. The J.P.A. is weakly convergent in any dimension . 
• 

MAUNSELL[l], correcting an earlier paper of BATEMAN[l], proved in 

1930 for n = 2 by means of a geometric argument that 

ma,c 
k=0,1,2 

d(-¾c(i) ,i) 

I h(~ (i)) I 

[i/3] 
< C 

where c is a constant depending on A(O) and 1. VAUGHAN[l] gave an 
2 of 3 , and DAVID[4], p. 36, proved that, 

for n=2, d(~(i),1) is bounded uniformly in i, whereas ~im Jh(~(i))I = <X>. 

l. ),00 

Recently FISCHER[ 1 J estjmated for arbitrary n ~ l 

d(~ (i) ,1) 

o=~~n lh("¾(i))I 
< C 

[i/n] 
• 

However, we find in PERRON[l], p. 67, an example with n~ 3 indicating 



that 1:troag coc.ver1ence is not a generic property of the J .P.A. It seems 
• 

likely that there axist 2-ditaensiona.l non-convergent expansions, too. 

ln 187.3 already BAC ·" ·.· .. ··. · · [ l J proved: If the expansion of 

a(O) • ( l, td, ·ld2) (d is a cube-free integer greater than 1) by the J .P.A. 

tt.Jr1'9 out to be periodic,. then each of the points ~ (i), k = O, 1,2, i ~ O, 

.. It f s.at1a1.1•• 

wa•r• the coast.ant c is independent of i and k. This is a special case of 

~- followiing pneral theorem (PERRON[ l], p. 67, also DUBOIS & PAYSANT-

·LI··· .. ··"""'·· •.... , . ·[· ' J: )· • ,.- -: ,, . ., .. -, ._ --- I • 
-~•-. . . . ' 

.-3 ~ ·, " t..--- · • • 1 • 7 ~" °"''fl t 1, t6 cn:{,J;,J.-uetsnst1-o po ,.;ynorm,.a (., 

sion is strongly convergent if 
is irreducible and has a P.V.-

ni~.r f:07- ~ of i u roots. 1 J 

'th• •.J:pqnent -i in (3. 10) represents the fastest possible order of 

cou•ergenee. ·(In general, this exponent would be -1 / n. For this and other 
• 

ntu.lt1 in the theory of Diophantine approximation we refer to CASSELS[ 2 J, 
IHIITCIIR( 1 ), ltOttSMA[ 1 ]) • However, PERRON[ 1], theorem XVII, proved that 

la pMra,l a pe:riodic. Jacobi-Perron expansion can have the order of 
_ a (O) 

•2(0) -- ao 
·•''''Jfi\ fore a b.a.se of a cubic field with negative discriminant. 

0\ I 

Otbe:r, c09tpu.ta.tional, material presented by JURKAT, KRATZ & 

PIYII.IMKOff( l] aod VAN DE LUNE & TE RIELE[ 1] also shows that the 

approJtimationa furnishe•d by the J .P.A. are in general rather bad. It is 

not surprising that more attention has been paid to the periodicity 

properties of the algorithm. 

SCHMIDT( l] (for n-= 2) and SCRWEIGER[9, 10, 11, 12] (for n ~ 3) gave 

taxact theoreas on the speed with which the cofactors tend to zero during 

a .Jacobi-Perron expansion. These theorems generalize the Hurwitz-Borel 

theoram l. 3 and involve, instead of /5, the n1mbP.r l;n + nE;-l, where 

ne.med after Pisot and 

,algebraic integer greater than one, al 1 

conjugates lie inside the unit circle. 

Vijayaraghavan, is a real 

of whose other (real and complex) 



~n+ 1 = 1 + ~n.. SCHWEIGER[ 1-8] also studied the ergodic properties of the 

J .. P.A. 

3_F. Pe_ri?d_ic .. i ty of the J. ~ -~. ~ 
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In his original article, JACOBI[2] shows that the expansions by J.P.A. 

of a(O) = ( 1, t'd, 'd2 ) are periodic for d = 2, 3 ,5 (compare example 2 of 

section 3D, p.32). This has stimulated intensive research into the 

periodicity properties of the algorithm. Usually one defines periodicity 

of a Jacobi-Perron expansion by the existence of integers ko ~ 0, m > 0 and 

a real n,unber A such that, in the notation of (3.6), 

(3.11) a (k+m) = Aa (k) for k ~ ko , 

that is, one restricts Pin definition 3.2 to a cyclic perm~tation. When 

m and ko are the smallest possible, we call them the length of the period 
• 

and pre-period, respectively. In what follows we shall mean by period 

length the minima 1 n11mber m in (3. 11). 

PERRON[l], theorem XII, proved in addition to theorem 3.1, that for 

any a(O) whose Jacobi-Perron expansion is periodic, the niimhers 
a. (O) 

:Q(A), regardless of the degree of A.. 

On the other hand, an important observation is that the characteristic 

polynomial of a periodic expansion may indeed be reducible, at least when 

n ~ 3 (PERRON[ 1 ] , p. 6 1 • Its irreducib i 1 i ty for n = 2 was proved in 19 30 by 

COLEMAN[l,2] 1)). With this observation, we have an example where the J.P.A. 

may fail to notice a dependence relation (because it never finds a base 

with a cofactor equal to zero) -- again this is not valid for n = 2, since 

DAVID[4], p. 46, showed that in the 2-dimensional case the J.P.A. will 

always detect a dependence relation if one exists. 

Whether the converse, i.e. the equivalent of Lagrange's theorem 1.5, 

is true, is still an open question: Is the J.P.A.-expansion of any a(O) 

whose components are a base of some algebraic number field ultimately 

periodic? In spite of ma.ny efforts, the answer cannot yet be reasonably 

conjectured. The case of periodic expansions of length 1 (in (3.11)) is 

relatively easy: 

· l) and independently by PERRON[3] 1935. 
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THEOREM 3.4. (PERRON[l], theorem VII) Let~ be the largest real root of 

the polynomial. 
absolute values 

with 

n+l n h x - d x - ..•• - d1x- 1:, and suppose all other roots ave 
n . 

less than ~- Then the vector a(O) = (a0 (0), ••••. ,an(O)) 

has a pureiy periodic Jacobi-Perron expansion of Zength 1. 

By theorem 3.3 the convergence of that expansion is strong only if 

~ is a P. V. -n,rmber. Theorem 3. 4 also appears in DUBOIS & PAYSANT-LE-ROUX[ l ] 

and HUA KOO LENG & WANG YUAN[l]. • 

BERNSTEIN[l,2,3,4,6,7,8,14,15,17,19,21], 

PAYSANT-LE-ROUX[2,3] discovered many classes 

admitting a periodic Jacobi-Perron expansion 

LEVESQUE[l,2,3], DUBOIS & 

of algebraic n11mbers 

(where later results 

sometimes comprise earlier ones as special cases). The proofs are mainly 
• 

by direct calculation; GREITER[l] gave shorter proofs for some of 

Ber11stein' s results. Two examples are: 

EXAMPLE 1. (BERNSTEIN[2]) Suppose D E E, D > I, and let w = ~D 3 + 3D. The 

Jacobi-Perron expansion of a(O) = ( 1, w, w2 ) is periodic with lengths 

ko = m = 4 in ( 3. l I ) • 

EXAMPLE 2. (BERNSTEIN[3]) Let D, d, n E E be such that n ~ 2, d ID, 
n:$d:$D/n. If w=n+l/nn+I +dD, then the Jacobi-Perron expansion of 

a(O) = (a0 (O), ••••• ,an (O)) with 

k k 
~(O)= d- I n+j-k) j k-j • D w 

J j=O 

is purely periodic with m=n+l (or m= l if D=dn). 

Also D.N. LEHMER[l,3] studied periodicity. He started with the 

integers b(i) and studied the a(O) corresponding to them, but his results 

are not really new, compare_d with PERRON[ I]. The fact that the Jacobi

Perron expansion of some a(O) usually changes when the components are 

permuted -- remark (3) of section 3D, p. 33 -- received the attention of 

ELSNER & HASSE[!]. For some cubic roots w where a short period for 

a(O) = (1, w, w2 ) is known from Bernstein's work, they calculated the 

expansions of its perrnutations and did not always obtain periodicity 



within computer precision (about l 00 steps). BERNSTEIN[ 10, 11] also 

recognized the importance of the orde~ing and found a few periodic 

expansions with other permutations. 

3G. Variations of the J.P.A. 

Scepticism about the performance of the J.P.A. was expressed already 

in the nineteenth century by HERMITE[l] in a letter to Stieltjes. Several 

authors studied variations in definition 3.3, hoping to eliminate one 

shortcoming or another. 

In the twenties DAUS[l,2] was looking for periodic expansions of 

bases of cubic fields. In definition 3.3 he usually takes the maximal 

value b(i) = 
a (i) 

s 
, but sometimes chooses a smaller value. Without 

• • • obtaining or suggesting a general rule how to do this, he succeeds, 

apparently by trial and error, to find ma.ny periodic expansions , 

exhibit periodicity. 

also in 
cases where the J.P.A. is not known to 

EXAMPLE. Let w= 13Ri2.351335. The successive vectors of cofactors a(i) 

and quotient integers b.(i) are (with the cofactor that holds the t-index 

in italics): 

Since 

a(O) = ( 1 , w ) 

b(0)=2, b(1)=5 

a(2) = ( l , w- 2 , w2 - 5 ) 

b(2)=1, b(3)=2 

a(4) = (-2w + 5 , w- 2 , w2 - w - :; ) 

b(4) = 1, b(S) = l 
a(6) = (-w2 - w + 8 , -w2 + 2w + l , w2 - w - 3 ) 

b (6) = 1, b(7) = l 

a ( 8) = ( -w2 - w + 8 , 3w- 7 , 2w2 - 11 ) 

b(8) = 1, b(9) = 2 

a (IO) = (-w2 - 7 w + 22 , 3w - 7 , 2w2 - 3w - 4 ) 

b(IO) = 3, b(ll) = 14 

a( 12) = (-7w2 + 2w + 34,-28w2 + 45w + 49, 2w2 - 3w - 4 ) 

b(12) = 3, b(13) = 2 

a(14) = (-7w2 + 2w + 34, -7w2 + 39w- 53, 16w2 - 7w- 72) 

• the exp~sion 
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b•coMs periodic. All b(i) are greatest integer values except for b ( 11) = 14 

ra (11) ,., 
. . I 6 • 15. The J.P.A. exhibits no periodicity for (1, w,. w.::.) 
vhere l a ( 1 1) 

t 
. h. Wlt ln 16-digit computer precision (BERNSTEIN[l4]). 

In 1975 GLTTING[l,3] revived an 
• 

old algorithm of SANG[ 1 J. One obtains 

this alsorithm by interchanging the cyclic rotation of sand tin 

definition 3.3 of the J.P.A.: 

(l) i :• s(O) :•O; t(O) := 1; 

( 2) A ( i + 1 ) : = A ( i) I b ( i) with b = b ( i ) = 
st 

a (i) 
s • 

a (i) ' 
t 

(3) if t ( i) + 1 = s ( i) then s ( i + 1) : = s ( i) + 1 , t ( i + I ) : = s ( i + l) + 1 ; else 

s(i+l) := s(i), t(i+l) := t(i); 

( 4) i : • i + l ; ~o to ( 2) ; 

(with suitable modifications if the divisor at(i) would be zero). 

PER.~ON[l], p. 3, and D.H. LEHMER[l] had also touched µpan this idea,. 

but had not given it further attention. Guting intended his algorithm to 

be applied to a base with initial cofactors a0 (0),a1(0), •••• ,an(O) 

ordered by 

Bis aaio, 
~ 

18 '\l'Qt'J 

In 

goal was to find integers x0 ,x1, •••• ,xn 

sull. 

fact, however, 

such that 
n 
L 

j=O 
x.a.(0) 

J J 

far as the 

cof•etora are concerned 

Guting's algorithm is obtained -- as 

-- from Jacobi's merely by doing the steps • 1.n a 

differ.ant order .. If for the moment we give cofactors and quotients b (i) 

~rom Guting' s algorithm a double dash to distinguish them from those of 

acobi's, then the translation of a result of SCHWEIGER[l3] to our 

totation is that 

(3.13) 

where 

f(k) = 2n - I+ k + h(n- 2), with Os h s n-1, h = k (mod n). 

The proof of (3.13) is by induction. In fact one has 
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(3. 14) 
a'' (k) = a (f (k)) 

s s 

a'' (k) = a (f (k)) 
t t 

• 

for al 1 k ~ 0. Here ( 3. 14) not only expresses the n11merical equality of the 

cofactors, but also that of the indices sand t chosen by Giiting's and 

Jacobi's algorithm for the (k+l)-th and (f(k)+l)-th step, respectively. 

The function f(k) satisfies the recurrence foxtoulae 

f (k+ I ) = f (k) + n - 1 if k ~ - I (mod n) 

f (k+ l) = f (k) + 1 - (n - 1) (n - 2) if k = -1 (mod n), 

and covers all natural Il.tJmbers exactly once, except for leaving out ½n (n+ l) 

values :cs; n 2 - n (and for j i f ( E), the J. P.A. takes b (j) = 0 because of the 

ordering (3.12)). Therefore Guting's algorithm gives in its cofactors no 

information not obtainable from the J.P.A., and actually Gu.ting gets even 

less infor111ation, since he takes into consideration the a'' (ni) only. 

Other authors left the frame of definition 2.3 and considered the 
• 

J.P.A. as an algebraic 

fractional b(i). 

operation, allowing negative cofactors or 

1 a (i) 
The nearest integer J .P.A., with b(i) = · - 5

~- , received the 

• 

attention of CHABAUTY & PISOT[l] and of DAVID[l,2,4], who both proved its 

convergence when n = 2. It was extended to higher dimensions by 

TORNQVIST[l], but he left the requirement that the A(i) be bases of n. For 
•• 

n= 2,3 his work was compared with other work by PIPPING[7,8]. GUTING[2] 

considered his own algorithm also with nearest integer choice of b(i). 

The difficulty of proving or disproving a general periodicity 

criterion for the J.P.A. led BERNSTEIN[5,9,15] to consider definition 3.3 

purely algebraically. He noted that the algorithm might work as well with 
a (i) 

s other values of b(i) than 
at(i) 

, for instance with rational values, 

and he defined the ''modified Jacobi-Perron algorithm.1' (M.J .P.A.) as 

follows. With all b(i) rational, all entries of a(i) belong to some :Q(w) 

if those of a(O) do. Hence they are polynomial expressions ¾(i)(w) of 

degree at most n in w with rational coefficients. In the M.J.P.A. one 
a (i) ([w]) 

chooses b (i) == 8 
[ ] at(i)( w) • 

• 

• 
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· the following theorem (BERNSTEIN[5]): 
One result of the M.J.P.A. 1s 

Supposed 
. _ n+l ~d w- ve1. 

€ lN, not 

Then the 

divisible by an (n~l)-th power greater than 1, and let 

where 

k 

2 k=O, •••• ,n, 
j=O 

d - 1 is a perfect (n+ 1 )-th power). This theorem contains results SUCh as 

• 3F 36 · 1 cases, namely where the M.J.P.A. example 2 of section , p. , as spec1a 

happens to coincide with the J.P.A. 

EXAMPLE. Let w = 17, [w] = 2. On applying the above theorem we get 

a(O) = ( 1 , w + 4 
• 

a(2) = ( 1 , w- 2 

, w- 2 

and 

, w2 + 2w + 4) 

, w2 + 2w - 8) 

, w2 - 4w + 4) 

w2 - 4w + 4) 

b (0). = 6, b ( 1) = 12 

4 
b(2) = 3, b(3) = 6 

4 
b (5) = 3 

algebraic integer.' The ordinary J .P.A. for a(O) = (1, w, w2 ) is periodic 

with m = 61, ko = 32 in (3.11) (BERNSTEIN[ 14]). 

Bernstein• s ''B-algorithm'' (BERNSTEIN[ 10]), of complicated forxnulation 

akin to that of the M.J.P.A., has integral b(i), but it is by no means 

clear why they should be non-negative. 

_,,. 

In 1884 POINCARE[l] proposed the following algorithm for two 

dimensions. Let f ,g,h be a permt1tation of O, 1,2 such that af ~ ag?:: ~- Then 

do two subtractive steps, the first with s = f, t = g, and the second with 

s = g, t = h. Now redefine f ,g,h and start anew. This algorithm describes an 

attractive geometric idea, namely it is equivalent to dividing the triangle 

with vertices A0 ,A1 ,A2 into six triangles using the medians, and seeing 
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through which of these six triangles 1 passes. 

But the next example shows a defect of Poincare's algorithm. Take 

shows that always f = 0, while g eq11.als 1 or 2, alternatingly. In fact, for 

all k ~ 0 

2k-1 
a(2k) = (et - t t"-j t--2k -2k-l) l '-=- ,t.:. ,I; 

j=O 

and 

2k 
a(.2k+l) =(a,- , l:"-j r:--2k-2 -2k-1) l ., ,., ,I; , 

j=O 
(X) 

• 

l 
j=O 

and we always have a 0 (k) > a - I; -J = a - ~2 > I , so that the cofactors 

do not even tend to zero. The point A
0

(0) rP-mains unchanged during the 

whole expansion. 

Attempting to remove the defect, BRUN[l,2] proposed in 1919 the 

following simple subtractive algorithm first for n = 2, later for general n • 

• 

DEFINITION 3.4. The algorithm 

(I) i:=O; 

(2) choose s = s (i) and t = t (i) from 

(3.15) a (i) = 
s 

(3) with b = l; 

(4) i:=i+l; goto (2); 

is called Brun's algorithm. 

max 
OS~n,k;'s 

That is, a is the largest, a the second largest cofactor. When 
s t 

a (i) - a (i) 2= a (i), the pair s, t will remain 1mchanged for the next step, 
s t t 

so that there is a division fot.m of the algorithm; when as (i) - at (i) < at (i) 

the previous twill become the next s. If (3.15) does not defines and t 

uniquely, one takes just any of the compatible choices. 

Brun[2] studied the 2-dimensional case in detail. He called the 

(i+l)-th step of type 

a if a
8
(i) - at(i) ~ at(i), 

8 if at (i) > as (i) - at (i) 2= a3-t-s (i), 
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y if a
3 

(i) > a (i) - at(i); .-t-s s 

• 

that is, if the new cofactor a
8 

(i) - at (i) would still be the largest 

cofactor, or have become the middle or smallest cofactor, respectively. 

· f · (0) a thus be described by a string of Greek The expansion o a given a c n 

symbols a, S, y. 

EXAMPLE. The expansion of (1, r2, l4) given in section 3C, P· 30, yields 

the periodic string 

y yaaySaa$yaaySyyyy6 yaay$aaSyaayByyyyS yaaySaaSyaaySyyyyS •··· 

where the blocks of 18 characters repeat. indefinitely. 

Conversely Brun showed that any given string consisting of a's, B's 
and y's (without restrictions, in contrast to the J.P.A.'s restrictions 

(3.8) and (3.9)) corresponds to a unique a(O), up to scalar mµltiplication 

and per1uutation of the indices. He also showed that Jl is independent if 

and only if the string contains infinitely many y's; that is, if and only 

if the algorithm never finds a cofactor equal to zero • 
• 

It follows from the boundedness of the distances to i, in fact 

(3.16) max 
k=0,1,2 

$ max 
k=O, l ,2 

d (¾: ( i) , i ) for i 2: 0 , 

that the 2-dimensional algorithm is weakly convergent (the proof of 

FOKKBR[l] is incorrect). But, contrary to what FERGUSON & FORCADE[l] 

believe, it is not strongly convergent, as a counterexa,,,ple shows 

(section 31). 

About periodicity properties of Brun's algorithm. not much is known. 

SEI.MB:R[2] for instance, could not find a periodic expansion of ( 1, 13, ~9) 

within 24-digit precision; the expansion of (1, f4, r16) is periodic with 

length 45, according to BERGMAN[l]. 

Much later, Brun[4] studied his algorithm in the 3-dimensional case, 

n = 3. With now obvious meaning for the symbols a, 8, y, o he proved that 
• • • • • • an expansion containing infinitely many o's but not infinitely many groups 

oy, yo or oo, is always weakly convergent (the proof is analogous to 

(3.16)), nd can belong only to an independent line. 

string oaoaaoaaaaoo.aaaaoaae1aaao ••••• (with . 

the n11mber of 
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intermittent a's equal to 1,2,4,5,6,8,9, •••• , 

not = 3 (mod 4)) corresponds to 
that all natural numbers 

a(O) = (coshl + cos 1, sinhl + sinl, coshl - cos 1, sinhl - sinl). 

Therefore these entries are rationally independent (BRUN[5]). 

But it is well possible that the 3-dimensional algorithm fails to 

detect dependence: 

EXAMPLE. The periodical string Soy Soy Soy ••••• results from 

a (0) = (2 - A 2 , 1 , 1 - A, )..) 

when A~0.3473 is a root of A3 - 3).. + 1 = 0. But R. is contained in the plane 

with equation x2 = x 1 - x 3 (with respect to the base A(O)), hence not 
• 

independent (BRUN[4]). 

Neither does the analogue of (3. 16) hold when n :?!: 3, as the ex-a111ple 

of a(O) = (3)..2 , 4A 2 + 1, .A 3 + ).., 3).. 3 ) with )..4 - 4A 3 - 6).2 - .X - l = 0 shows 

(BERGMAN[l]). 

In 1977 GREITER[l] brought the state of knowledge about Brun's 

algorithm to the level of that of the J.P.A. when he proved: 

THEOREM 3. 5 • Brun 's a Zgori thm is weak Zy convergent in any dimension. 

(GREITER[ 1], p. 27). 

He also established the one-to-one correspondence between a(O) and 

its associated ''string of Greek symbols'' for all dimensions. Together with 

some other argt1roents this led him to enounce that Brun' s algorithm were a 

more natural generalization of continued fractions than the J.P.A. 

Since the original articles of Brun were written in Norwegian, it was 

to be expected that someone else would rediscover the simple algorithm, 

and actually this was done ·at least five times, namely by PALEY & 

ELL[l], ROSSER[l], BARBOUR[]], VAUGHAN[2] and BERGMAN[l]. They all 

arrived at the division form of Brun's algorithm. 

VAUGHAN[2] proved geometrically that, when n = 2, 
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max 
k=0,1,2 

d(~(i) ,t) 

I h <i\:'<l)) l < C 
2 

[i/2] 
-
3 

• 

for some constant c, but a better estimate can be obtained directly from 

formula (3. 16) , by which Brun had proved weak convergence. 

BARBOUR[ 1 J studied a problem in music theory, famous since the days 

of Huygens, namely that of simultaneous rational approximations ,-1ith s1riall 
3 5 

denominators to the so-called tuning ratios log 2 : log 2 and log 4 : log 2 

of the fifth and major third respectively 1). After applying both the 

J.P.A. and the inverted J.P.A. (wheres and t move around cyclically in the 

direction opposite to that of definition 3.3) he concluded that a certain 

mixture of these gives more approximations with small integers, and should 

be preferred. This mixture is exactly Brun's algorithm. (An editorial note 

added to the paper of ROSSER[3] shows that Brun himself was aware of this). 

· DAVID[4], p. 44, also considered Brun's algorithm as a mixture of the 

two rotational directions of the J.P.A. Of course, this interpretation of 
• 

Brun' s algorithm is valid when n = 2 only. 

In a slightly confusing paper, where ma.ny proofs are incomplete or 

absent, PAT,EY. & URSELL[ l] make some corn1nents upon division algorithms in 

general, then they specialize to n = 2. Their arg,iments in favour of the 

second largest cofactor as the divisor at(i) (i.e., Brun' s algorithm) are, 

however, not very convincing. 

BERGMAN[l] arrived at Brun's algorithm in the following manner. 

Suppose that we have some n1.1mbers whose ratio is an approximation of the 

ratio of small integers which are to be reconstructed. If we consider each 

of the given 0 11ri1bers as containing a small error term, we might expect to 

get the least build-up of errors by subtracting the second largest number 

from the largest. 

3I. ~ non-conver~ent 
lg I; I t 

2-dimensional Brun ' ' ' . ' 

expansion.' • ■ 

We give a 2-dimensional Brun expansion which is not strongly 

convergent. We take n = Z 3 and O - ( l · l:" ) h 1 > .l;' h h No - , "'"' n w ere 1.::, > n are sue t at 

the Br11n expansion corresponds to the string of Greek symbols 

1 J The problem was also 

ROSSER[3] and SANG[l]. 
taken as an example by BRUN[6] PIPPING[8] , . ~ 



where the Ai, µi are large integers to be determined later on. The p1ane 

t* has equation x + F;y + nz = 0. A simple calculation shows that with 
• 

l , 0) and A2 ( 0) = ( 0 , 0 , I ) we have 

(3.17) 

in which the underlined points are the projections, parallel to i, of the 

non-underlined points on t*. 

Now choose a positive e:o < We put 

(3.18) 

• 

Let us consider the transformation corresponding to the block 

a.A 1 - I 8"' µ 1 - l Sy a f . I . f f . h • 1 ~ ~ o our string. t consists o our steps wit successive y 

(2) 

(3) 

(4) 

s=l, t=O, b=µ1; 

s=O, t= 1, b= l; 

s=l, t=2 b=l. . , 

• 

From (1) we conclude, using (2. 7), that a 0 (0) ~ A1a 1 (0), or 1 ~ Al~- With 

(3.17) this gives 

(3. 19) 

if Al is 

The 

large enough (e.g. -]✓ AI > €Q 2), which we ass11me to be the case. 

algorithm finds successively (see figure 3.1, p. 46): 

Ao ( 0) = Ao ( l ) ; Ao ( 2) ::: Au ( 3) = Ao ( 4) = Ao ( 1 ) + µ 1 Al ( 1 ) ; 

45 

Al (1) = Al (2) = Al (0) + A1Ao(O); Al (3) = Al (4) = Al (2) + Aa(2); 

A2 ( 0) = A2 ( 1 ) = A2 ( 2) = A2 ( 3) ; A2 ( 4) = A2 ( 3) + Al ( 3) • 

We derive the following (in-)equalities from the table of four steps 

and the definition of the algorithm of Brun: 

a
0 

( O) > a 1 ( O) > a 
2 

( O) , 

a 1 ( 1) > a
0 

( l) > a 2 ( 1) , 

• 
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• 

.!o(2) 

• 

(2) 

• 

A (I) 

• 
' . 

Figure 3.1 . 

• 



a 0 (2) > a 1 (2) > a 2 (2), 

a 1 (3) > a 2 (3) > a 0 (3), 

a 2 ( 4) > a 1 ( 4) > a
0 

( 4) ; 

a 0 ( 1 ) = a 0 ( 0) - X la l { 0) , 

ao (2) = ao ( 1), 
\ 

a 0 (3) = a 0 (2) - a 1 (2), 

ao ( 4) = ao ( 3) , 

• 

a 1 (1) = a 1 (0), 

a 
1 

( 2) = a 
1 

( I ) - µ 
1 

a
0 

( 1 ) , 

a 1 (3) = a 1 (2), 

a 1 ( 4) = a 1 ( 3) - a 2 ( 3) , 

a 1 (1) a
0
(t) 

a 0 (1) a 1(1). l+u 1 

a 2 ( 1 ) = a 2 ( 0) , 

a 2 (2) = a 2 ( 1), 

a
2
(3)=a

2
(2), 

a 2 ( 4) = a 2 ( 3) • 

a 2 (1) = a 2 (2) < a 1 (2) = a 1 (1) - u1a 0 (1) this gives 

(3.20) 1 
l+µl • • 

The fifth step being with s = 2, t = 1, b = x2 we see that A2 a 1 (4) < a 2 (4). 

This gives 

and also 

Combining, we get 

whence 

(3.21) 

• 

2 
> l - A • 

2 

l 

I 
1 + A 

2 

Now we find, using a 1 ( 1) > a 0 ( 1), (3. 19) and (3. 20), that 

• 

47 
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This gives, with {3.2l), 

· 2 1 
> l - A - E O - l +-µ MO • 

2 1 

Al&o we find 

2 2 2 

1 
I +ea+ I +u1 

• 

we have 
• 

with 
2 . 1 

• 

2 1 
1 - A2 - s:o - l+l-l1 

2 1 h Now we assume that µ 1 and ).. 2 are so large t at 

2 . A( } • t 1 < e0 and n0 < 3e0 • The. ba$e · 4 . has essentially the same properties as 

A(O) (with the indices O and 2 interchanged), namely to (3. 18) there 

corresponds 
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to (3.19) 

Therefore the effect of the next block of Greek symbols, 0 A2- 1s0 µ2-lSyS, 

is identical if we choose µ 2 and A3 large enough, and so on. Continuing we 

obtain sequences of real n11mbers Ha ,M1 ,M2
,... • and e: 0 , E: 1 , e::

2
, • • • • such that 

and that 

for k~O, 

condition 

that 

1~(4k) I = ~, IA2 (4k) I < e:k~ (k odd) 

IA2 (4k) I=~, 1~(4k) I< e:k~ (k even) 

• 

2k 2k . 
where nk < 3e:k < 3e: 0 < (3e: 0 ) , all this being true under 

l that the A.j , µ j are sufficiently large. Since 3e: 0 < 3 we 

• 

~ ~ M0 ( 1 - n O ) C 1 - n 1 ) ••••••• ( t - nk) 

I 1 2 l 4 I 
> Mo ( l - 3) ( l - (3) ) ( l - ( 3) ) . • .. • .. ( I - (3 

from which we see that our expansion is not convergent. 

3J. Some other al_g_or,,i t~~ ... 

the 

conclude 

In connection with Brun' s algorithm, SF.I,MEll[2] studied the 

subtractive variation where one lets a (i) be the largest cofactor of 
s 

A(i), at(i) the smallest non-zero cofactor (instead of the second largest). 

It was hoped that this algorithm. would yield more approximations because 

the cofactors tend to zero more slowly. Selmer showed that, from some 

moment on, the new cofactor a
5 
(i) - at (i) will be the smallest or 

next-smallest cofactor of A(i+l), so that a string of Greek symbo1s 

associated to the expansion in the same way as was done for Brun's 

algorithm, will contain thereafter only the last two symbols employed. 

Though this might be expected to give better periodicity results than 
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'D ' .grun s algorithm, there seems to be no essential improvement. 

• 

PIPPING[l,2,3] studied the following subtractive b~anching 

algorithm. From the base A(O) one obtains n new bases A( 1) by taking for 

a
8 

(0) the largest cofactor of A(O) and for at (0) successively all other 

cofactors. Proceeding in the s~roe way, one produces n bases A (2) from 

each A(l), so that there are n 2 bases A(2), and so on. Pipping proved: 

The line! is dependent if and only if for some k one of the nk bases 

A(i:) has two equal cofactors. In PIPPING[6 J he improved the algorithm 

slightly by showing that the same result holds when one takes only n-1 
s 

new bases, omitting the choice of the smallest cofactor as at. In 

particular this establishes again the f~ct that Brun' s algorithm for n = 2 
•• will detect any dependence relation. TORNQVIST[l] studied further 

iJlllProvements when n = 3. For general n the expanding calculations would 

soon become prohibitive, and Pipping's work has as its principal 

that one can prove dependence by choosing the right path through 

• merit 

the 
• 

branching tree. His proofs are constructive if a dependence relation 

were known beforehand. In later papers PIPPING[7,8] also tried, in the 

case n • 3, to give criteria for the choice of a path in the tree when one 

has no previous knowledge of a dependence relation. 

Finally we mention the strictly 2-dimensional subtractive algorithm 

of KOLLROS[ t ,2], who proposed a 2-dimensional analogue of the function 

y • ? (:x) of MINK.OWSKI[ 3]: 

(l) i :• O; t(-1) := O; 

( 2) choose s = s ( i) and t = t ( i) such that s :/: t ( i -1 ) , t :/: t ( i -1 ) and 

a (i) ~ a {i); s t 
(3) A(i+ l) :• A(i) I

6
t (i); i := i+l; go~o (2). 

Take a(O) = (1, w, w2 ) with w • ~2. The cofactors of the expansion 
are 

t(-1)=0 
a(O) = ( 1 

' w , w2 ) s(0)=2, t(O) = l 
a(l) • (1 

' w , w2 - oo) s(l) = 0, t(l)=2 
a(2) • ( l + w - w2, w , w2 -w) s (2) = 1, t (2) = 0 
a ( 3) • ( 1 + ro - w2 , w2 - 1 ,. w2 -w) s (3) = l, t(3) = 2 
a ( 4) = ( l + w - w2 , w - 1 , w2 -w) s(4)=0, t (4) = I 

• 

a(5)==(2-w2 , w-1 , w2 - w). 
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We find a(5) • (w - 1) (w2 , l, w), so that the expansion becomee periodic. 

The algorithm can also be periodic for bases of cubic fields with positive 

discriminant. The following exa1J,1:ple shows that the algorithm can fail to 

detect a dependence relation (though one can prove that it is weakly 

convergent): 

t(-1)•0 

a(O) • (l , 2- ✓2 , 12 - l) s (0) • 1 , t (0) • 2 

a(l) = (1 , 3 - 2 ✓2, /2 - l) s(l) • 0, t ( 1) • l 

a.(2) • (2 ✓2 - 2, 3 - 2 ✓2, ✓2 - 1) s(2)•0, t (2) • 2 

a(3) • (12 - 1 , 3 - 2 ✓2, /2 - l) s(3)•0, t(3) 1111 I 

a ( 4) • ( 312 - 4 , 3 - 2 ✓2, /2 - l). 

Since a(4) • ( ✓2 - 1) (2 - /2, /2 - 1, l) the expansion becomes perio,dic and no 

cofactor will ever be zero • 

• 
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CHAPTER 4. INTRODUCTION TO SOME APPROXIMATION PROBLEMS 

• 

4A. Linear d~pe~_dence as a~ _ap12roximat_i_on 12rob .. l~m. 

Theorem 2.2 says that all points of the lattice n that are sufficient

ly close to the line£ lie in a certain (n-r+l)-dimensional subspace, where 

r is the dependence rank of R. on n. This explains the connection between 

dependence and the approximation of i by lattice points. In theory, a 

strongly convergent algorithm can also be used to prove that a given line 

is independent (le11ut1a 2.4). But in practice, apart from special cases like 
• 

periodic expansions, it is impossible to know a strongly convergent 

expansion in a finite n11mber of steps. Therefore we shall derive a 

quantitative result concerning the possibility of dependence when just one 

base of n is given. This we do for the particular case where it is asked 

whether given positive real nu111bers I, 

independent. 
~ are rationally n 

n+l n 
c== (c0 .c 1, ••••• ,cn) e: Z is called a '3,-re"lation for i

0 
if c • .e.

0 
= O, 

that is 

(4. 1) 

PROOF. 

~ are 

n 
co + l c ., t . = 0 • 

j=l J J 

max d(Ak, R-) < e:, 
0-5.ksn 

For at least one ~ we have c.¾_,' O, 

integral vectors. On the other hand, 

• 

hence I c -~ I ~ 1 because c 

by c • .to = 0 we have 

when Aic is the 

(cl> 1/e. o 

• • proJection of¾, on t* parallel to i. Combining, we get 
• 

and 



In section 6B we define a strongly convergent algorithm with the 

property that it always finds a Zl-relation if one exists. In combination 
• 
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with this algorithm, theorem 4.1 allows us to give lower bounds on the 

lengths of possible ZZ.-relations. It also allows us to• solve def>eB.dence ques

tions in which an upper bound is known in the sense that there is a n1lD1ber 

M such that either a Zl- relation c with I c I :s; M or no 2'l-relation at all 
• exists. 

An example of the latter type is the following. Let f (x) e: 7Z [x] be 

a polynomial of degree n+l with at least one real root a.. We wish to decide 

whether f(x) is irreducible, and if not, find a factor g(x) of smaller de-
n . n+l gree. Such a factor is a 2'l-relation for t0 = (1, a., ••.• , a ) with n = lZ • 

A rough upper bound Mon the relation tallows from: 

LEMMA 4.2. Let f(x) 3 g(x) E Z[x] be monic poZynorrrials with f(O) /0 and 

1 :s; deg (g) < deg (f) = n+1., such that g divides f. Then 

(4.5) height (g) n <2. max < 2n( 1 + height 
1Sj5.n+1 

t,)here the a .. are the (real and complex) roots of f(x) = O. 
;; 

n+l 
PROOF. Suppose the a. are n1rrobered such that f (x) = TI 

J j=l 
(x - a.), 

J 

m m k 
g(x) = TI (x - o..) ( 1 s; m < n+ 1). If g(x) = I gkx , then ~ can be expressed 

j=l J k=O 
as the (m-k)-th sy1,1roetric function of a. 1, •••• ,a.m and we have for 

k=0,1, .... ,m: 

(4.6) max 
lsj5.m 

max 
ls_j:s;m 

from which the first inequality in (4.5) follows. The second inequality 

holds because one always has Io.. I < l + height (f). c 
J 

The bound (4.5) can be reduced, e.g by observing 
n+l 

that go I rr 
j=l 

a., 
J 

or by using specific infor11tation about f(x). This does not, however, 
• 

concern us now. 

4B. • • Best, !1PProx1:piat1.ons. 

In the preceding section any convergent algorithm could be used to 

tackle a dependen~e problem, and only practical arg1.1ments would favour a 

• 
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fast rate of convergence. We now turn our attention to problems where our 

algorithms must have a good rate of convergence. Before doing so, we recall 

the well-known lattice point theorem of Minkowski: 

THEOREM 4.3. The volume vol(K) of a convex body K in ff+~ whiah is 

synmetric about O and contains no other lattice point, satisfies 

(4.7) n+l vol (K) ~ 2 .A, 

n 
where A= vol( { I x .A. I Os x. s 1 } J is the volume of a base {A0,A1, ••.,An} 

j=O J J J 
'Of 0. 

. n+l On 'E. , let the height function h be a linear function with 

h(R.o} > 0, and such that h = 0 on the orthogonal subspace .Q.*. Usually we 

shall normalize h by h(to)=IR.ol, in which case we have 
• 

d(X,t*) = lh(X) I for all Xe: Rn+l. 

The radius function p measures the distance to~ in some noxm. It 

must of course satisfy 

(4.8) 

(a) 

(b) 

(c) 

(d) 

n+l 
p (X) ~ 0, and p (X) = 0 * X E R., for X E R , 

p (ix) = I A Ip (X), for X E Rn+ 1, ).. E lR, 
n+l 

p (X + Y) s; p (X) + p (Y), for X, Y E lR , 

P (X + Aio) = p (X), for X E ]Rn+ l, ). E ::R, 
' 

but no other properties are required yet. The restriction of p tot* is, 

of course, a norm on t* and every norm on t* induces a radius function by 

(4.8)(d). Notice that (4.S)(d) is an easy consequence of (a), (b) and (c), 

and is added merely to elucidate the concept. 

Since we are dealing with finite-dimensional real spaces, we know that 

every two radius functions p 1,p are absolutely continuous with respect to 

each other; that is, there exist positive constants c 1,c2 depending on 

P1,P only, such that 

(4.9) n+l for all X € :m. • 

DEFINITION 4. I • A lattice point B ~ O is a best app~oximation of n to t 



(with respect to P and h) if there is no lattice point P + O for which 

(4. IO) 

• 

p(P) ~ p(B) and lh(P) I< lh(B) I 

or p ( P) < p ( B ) and I h ( P) I = I h ( B) I • 

This generalizes the I-dimensional concept of section IB (formula 

(1.10)), which results from (4.10) if we put h(x,y) = x, p(x,y) = lxa -yl, 
and take the inner product such that t 0 and (0,1) are orthogonal. 

Note that in the case n = 1 the radius function is unique up to 

multiplication by a positive constant, since on t* (which now is a line) 

essentially one metric is possible. So if n = 1, the addition ''with 

respect to p'' in definition 4.1 is super·fluous. This changes drastically 

when n ~ 2. 

We define the p-body K (P) of a point P to be the set 
p 

K (P) ={XE m.n+l I p(X) s p(P), lh(X) Is lh(P) I}. 
p 

• 

This body is convex and· sy1111netric about the origin, and its volume is 

given by 

(4.11) vol(K (P)) = c h(p(P))nlh(P) I 
p p 

because of (4.8)(b), where the constant • 
cph 1.s 

n+l 
p (X) s I , I h (X) I ~ 1 } ) • 

E LE. If p is the Euclidean radius in E.3 , p(X) = d(X,1), and 

lh(X) I= d(X,t*), then cph = 2,r. 
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If Bis a best approximation, then every lattice point 

satisfies p (P) = p (B) and h(P) = ±h(B); usually the only such 

and -B. It follows from theorem 4.3 that 

P ,' 0 in K (B) 
p 

( 4. 12) 

Now 

at p (B). 

• 

n+l 
vol(K (B)) ;s; 2 .A. 

p 

suppose we increase the height 

By Minkowski's theorem we must 

of K (B), keeping 
p 

hit a new lattice 

P will be B 

its radius fixed 

point B1 , not on 
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the edge (i.e., p (B 1) < p (B) ), before the vol111TJe of the expanding body 
n+l exceeds 2 .A. That is, 

• 

(4.13) • 

Let B1 be the lowest such point(= least positive height) and if there are 

several points of equal height, let B1 be one among them of least radius. 

It is clear then that B1 is a best approximation and also that there is no 

best approx:imation B' with lh(B) I< lh(B') I< !h(B 1) I, for we should have 

hit B' before B1 in the expanding process. We call B1 the (or a, if there 

is still a choice) successor of B. In similar fashion the predecessor of B 

is found by increasing the radius of K (B) while keeping its height constant. 
p 

The set of all best approximations with positive height can thus be 

ordered by increasing height to form the sequence of best approximations, 

in which each point is the successor of the preceding one. This sequence 
• 

is infinite in the direction of increasing height if and only if 2 is not 

a rational line (cf. (4.13)). It is infinite in the direction of 

decreasing height if and 1 i-f a* • on y N contains no lattice point except the 
• • • origin. 

With o and U as in theorem 2.2, p. 17, we have: 

LEMMA 4.4. When 9., is a dependEnt Zine, the best approxima.tion B satisfies 

Be U if 

PROOF. I111mediate from (4. 7), (4. 11) and theorem 2. 2. a (A coordinate 

version of this le1rn11a is fo1Jnd in MACK[ 1 ]) • 

Consequently best approximations will ma.inly be of interest when t is 

independent, for otherwise ~e could diminish the djmension by considering 

t with respect to the lattice Q n U. 

For a more detailed discussion of the sequence of best 

with respect to arbitrary p we refer to LAGARIAS[l,2,3]. 

• • approximations 



4C. Periodicity of best • • a pp r_~?t;_l.ro_473. t 1. ons,,. 

In this section we ass11me that i ·is independent. Also we ass11me the 

height function h to be normalized by h(i0 ) = 110 1. 

DEFINITION 4.2 .. The sequence {B. l-00 <i< 00 } of best approximations of 
l. 
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positive height is periodic if there is a unimodular linear transfor111ation 

T of n onto itself, such that for all i 

(4.14) TB. = B. 
1. i+m 

for some m > O. 

• 

In an elementary way we shall derive a necessary condition for the 

existence of periodic sequences of best approximations. We then invoke a 

result of Minkowski and find that the condition can be satisfied only in 

very special cases when n = 1 or n = 2. 

~~=-...:!4:.=.·:::.5.:_• If the transformation T has property (4.14), 

eigenvector of T with p<::sitive eigenvalue -r 0 > 1. 

PROOF. First we observe that: 

• 

then si 0 
• 

'LS an 

(I) for any k 0 there exist n+l linearly independent vectors among the 

Bk (k ~ k 0 ), because Jl is independent; 

(2) it follows from theorem 4.3 and the discreteness of n that for any ko 

Now put max p(TX) and let the projection, parallel to 1*, 

of Bk 

shall 

that 

p{X)=l 
on R., so that h(Bk) = h(~). Write Ck= Akio and put cS = p (TR-0 ). 

show that o = O. Suppose to the contrary that cS > 0 and select k 

• 

and >-.k > l • Then 

o < ""ko = p (TSc) s p(Tck -TBk) + p(Bk 111,) :S IITIIP(Bk) + p(Bk+m) 

s ( 1 + 11 T I I) p (Bk) < o :, 

We 

such 
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a contradiction. Therefore o = 0 and R. 0 is an eigenvector of T. Let TO be 

the corresponding eigenvalue. Define 
• 

T = max lh(TX)I. 
h(X)=O,p(X)=l 

Select k such which is possible by 

observation (2). Now -r 0 ~ l would give 

h(Bk+m) - h(Bk) = h(TBk) - h(Ck) S h(TBk) - Toh(~) 

= h(TBk) - h(TCk) = h(T(Bk - Ck)) S T p (Bk), 

a contradiction. Hence TO> 1. a 

Now let f(T) = O be the characteristic equation of T. Let its real and 

complex roots be To,T1,····,Tn with To as in le101na 4.5, so that To€ lR.. 

-1/n 
LEMMA 4. 6 • If l' • ;t l'o then I T • I ~ T • 

J J 0 

PROOF. Choose O< e;< !(-r0 - I). Let B= {B. ,B. , ••••• ,B. } 
. 10 11 in 

set of best approximations with O < h(B. ) < ••••• < h(B. ) 

be an independent 

and with B. 
iO in 

already so high that 

Then 

fT1 p (B • ) < eh (B • ) l. . 1 

holds for all best approximations B. with i ~ i 0 • We calculate 1. . 

I h (TB1.) - T 0h (B.) I = I h (TB.) - -r h ( c.) I = 1 h (TB. - Tc.) 1 
1 1 0 1. 1. l. 

. s fT1 p (B • ) < e:h (B • ) , 
1 l. 

for i ~ i 0 , which gives 

(4. 15) 
h(TB.) 

1 
_b_(_B ____ )_ > 1" 0 - e: 

l. 

( • > • ) 
l. - 10 • 

1.0 



From (4.11), (4.12) we infer that for 0:S:k:S:n and for all v>O 

• 

V 
p (T B. ) :s; 

l.k 
< • 

n 
Let X be an arbitrary vector. Writing X= l ~kB. we have, with 

k=O 1 k ... .:. = max 
p(X)=l 

\) 
c h(-r0 -e:) h(B.) 

p 1.0 

• P (X)' 

• 

and therefore 

(4.16) 
• 

when v is large enough, say v ~ va = v 0 (e:). 

In particular, let X be an eigenvector of T with real eigenvalue 
. v -v/n 

Tj#-T0 • Then p(X)IO, whence (4.16) yields 1-rjl < (-r 0 -2e:) , or 

(4.17) 

If T. is a complex eigenvalue, write T. = I -r. I (coscp + isin<P). Then there 
J J J 

exist vectors Y and Z such that 

TvY = IT. 1 v (Ycosv4> - Zsinvq,) 
J 

TvZ = l -r. Iv (Ysinvq, + Zcosv<f>). 
J 
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Suppose that p (Y) 2:: p (Z) (the other case is similar) and choose v such that 

not only v ~ v 0 but also cosvct, > 1 - ie:, and hence I sinv4> I < le:. Then 

p (Ycosv<f> - Zsin\)¢) ~ ( 1 - le: - le:) p (Y) 

and (4.16) applied to Y yields 

whence 

(4. 18) I T. I < 
J 

• 

V 
1-r. I< 

J 

( T - 2 E) -v / n 
0 , 

• 

• 



£.t\ 
UV 

(4 18) gl.. ve the desired result if we let e:-+ 0 • a Now (4.17) and • 
• 

1 ( ) we see that for \.> 2:: Vo (e:) Taking ( 4. l 6) with e: < '.l TO - 1 

(4.19) for all X ]Rn+l 
€ • 

Let B be a best approximation such that 

T" p(B) < e:h(B). 

Define D to be the region D = {X E lR.n+ 1 I p (X) :S P (B) , h (X) ~ h (B) } • Then we 

have 

. \) 
T p (X) < e:h(X) for all XE D. 

For Xe D, let Y be the projection (parallel to 2*) of X on Jl •. Then 

from which 

(4.20) 

By (4.19), (4.20) we have TvD c D. Let X = {x0 ,x1, •••• ,Xn} be a base of 

lln+ 1, not necessarily consisting of lattice points, but such that ~ E D, 

k = 0 , 1 , •••• , n, and that 

e := inf {p(X) I h(X) = 1, Xi {X}+} > o 

(that is, X has strictly positive cofactors). Put H=roaic (h(B), p(B)/6) and 

D' = {XE: DI h(X) > H}. Then D' cDn {X}+. · 

that find Tvku c D', so that 

Tv~ c {X} +. But this means that the matrix of Tvk • h wit· respect to the base 

X has only positive entries (but not necessarily integral). By a theorem 

of PERRON[l], §14, (see also FROBENIUS[l]) we know then, that the largest 
• 1 f Tvk h. h . vk - 4 6 • • • eigenva ue o , w ic 1.s TO by le111r1,a • , is simple. But then TO is a 

simple root of f(T) = 0, and since all other roots satisfy 



f(L) is irreducible. Moreover, if we would 

would get 

I det TI = I = II 
0:Sk:Sn 

and thus it must be that 

(4.21) - -- ..... -

We have proved 

have l T. I 
J 
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for any j, we 

THEOREM 4. 7. Let {Bi I -oo < i < 00 } be the sequence of best approximations 

ordered such that h(Bi+l) > h(Bi) for all i. Suppose it is periodic, such 

that for some m > 0 and all i we have TB.= B. • Then the characteristic 
1, 1.,+m 

equa,tion of T, f(-r) = O, is irreducibZe and has one root -r 0 > 1~ The other 

roots are all equal in absolute value. If a0,a1, •••• ,an are the cofactors 
a 1 a n of a lattice base {A 0,A1., •••• ,A }., then the nu:rribers 1, -, ••••. ., -

n ao ao 
• 

form a base of the field :Q(i:0). 

The last statement is proved along the same lines as part (b) of 

theorem 3.1, p. 28. 

The condition, necessary for the existence of a periodic sequence of 

best approximations, is a very strong one. For MINKOWSKI[2] proved that 

the only fields containing a unit -r0 with the property (4.21) are the 

trivial ones: 

When n= I, the real quadratic fields (where only one conjugate exists). 

When n = 2, the real cubic fields of negative discriminant (where ,: 1 , T 2 
are complex conjugate nu1nbers). 

The necessity of this condition is complemented by sufficiency in the 

following sense. When n = I , the best approximations are indeed periodic if 
al 

I, - form ao a base 
al 

the n,1mbers 1 , -, 
ao 

discrimjnant, then 

a real quadratic field (theorem 1.4). When n = 2 and 

ao 
forul a base of a cubic field of negative 

there is a choice of the radius function p and the 
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height function h such that the best approximations indeed become periodic. 

This is further dealt with in section 5F • 
• 

4D.. Good approxi,ma tions. 
; o I 

Roughly speaking, the successor B 1 of a best approxima.tion B is the 

lowest point (i.e., least positive height) for which p(B 1) < p(B). However, 

it may well be that a slight decrease in radius requires a large jump in 

height. If so, we would want to say that Bis an approximation of good 

quality. In view of theorem 4.3 it seems natural to take the product 

lh(B)I (p(B))n as a measure of this quality. We therefore define the 

qu.aZity of a point A as an approximation to 1 (with respect top and h) 
' 

to be the n11mber 

(4. 22) 
C h 

qu (A) = P I h (A) I (p (A)) n. 
2n+l .fl 

• 

A point A with quality qu(A) ~ 1 will then be called a good 

approximation. By (4.11) and (4.12) every best approximation is also a 

good approximation (but.not conversely). 

There are many problems in n11mber theory where one is not interested 

in the complete sequence of best approximations, but only in a few 

approximations of sufficiently good(= small) quality and sufficiently 

large height (say 1040 or 10100 ). Such problems arise for instance in 

connection with Baker's method in Diophantine equations -- see 

AGRAWAL, COATES, HUNT & VAN DER POORTEN[ I] for a good exa.mple -- or in 

connection with the Riemann zeta-function, as in ,.. T & l'EYERIMH.OFF[ 1], 

or VAN DE LUNE & TE RIELE[ I]. It is evident that, whenever possible, fast 

algorithms should be employed to find such good approximations, rather 

than the slower algorithms one would use in calculating the complete 

sequence of best approximations. Multi-dimensional continued fraction 

algorithms for these purposes are the subject of chapters 6 and 5, 

respectively. 

• 

Let us consider in some detail the case n = 2 when the radius • 

function is Euclidean, that is p (X) = d (X, 1) for all X E E. 3, and the height 

function has been no:c 111alized by h(10 ) = ! .£. 0 I. Denoting the projection of a 

point A on t* by underlining (A) we have p (A) = !Al • 
• 



LEMMA 4 .. 8. If A= {A 0,A 1,A2 } is a base of n, 

(4. 23) 

and this gives 

and that min 
Q::;Ic; 2 

a0A/sin cf> 

• 

(4 .. 23) if we observe that 

I~ 12 ~ I A 1 I I A 2 I . □ 

+ 6. = I de t A I , .t O E {A} , then 

• 

Form~la (4.23) tells us, for 1f example, that we have qu(A
0

):::; 213 < 1 

d 1T < ,... < 2,r 
an 3 - ,.,, - 3 

• 

. In general it suggests that we 

consider the following points when we wish • to construct an expansion 

containing good (or best) approximations: 

-- For any M an index j should exist such that min h(~(j)) > 1.1. 
Osk~2 

-- There should be infinitely many bases A(i) in the expansion for which 
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min ~(Af(i),A (i)) exceeds, say, 1· That is, the triangles with vertices 
f#g -g 

A0 (i), A1 (i), A2 (i) in i* should not degenerate into needle-like 

triangles with two angles near zero and one near n. 

Needless to say that these principles trivially extend to higher dimensions. 

4E. S~mult~neous, Diophantine approxim_atio_:?· 

In the usual theory of Diophantine approximations the lattice n 
consists of all points with integral coordinates, with respect to an 

orthonor111al system, and t 0 .is given by .e. 0 = ( 1, ~ 1 , ••••• , ~n), where 

~ 1 , ..... ,~n are positive real numbers. 

We come across two notions of best approximation, which happen to 

coincide in the ]-dimensional case. One distinguishes in fact between 

approximating~ by lattice points and approximating the orthogonal 

subspace .e.* (with equation x0 + ~ 1x 1 + ••••• + ~nxn = O) by lattice points. 
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(1) ) . h > 0 In the first case it is said that X = (x0 ,x1 , .•••• ,xn wit XO 

best approximation if 
• 

(4.24) 

whenever O < y0 :::;; x0 • That is, the radius function 

(4.25) , 

and the height function h 1 (X) = x
0 

are used. 

(2) In the second case it is said that .x = (x
0 

,x 1 , ••••. ,xn) #: 0 

''best approximation'' if 

{4.26) I y O + y 1 ~ 1 + • • • • • + y n t;n I :;:: I XO + x 1 ' 1 + • • • • • + x n 'n I 
• 

• 1.S a 

• 
l.S a 

whenever O < max 
1Sk.$n 

I yk I ~ max I~ I. This definition cannot be brought to 
1:s:.;ksn 

terr1t$ with definition 4. 1 for the simple reason that max I~ I 
· IS~n 

• is not a 

radius function (its value in • t 0 is not zero) • 

But for small heights it is, of course, nearly a radius function. Define 

P by 2 

(4.27) p 2 (X) = max l~I for XE i* 
lSk:S:.:n 

and extend by p2 (X + Ai0 ) = p 2 (X) for all A; put h
2 

(X) = X. t 0 • 

It qan easily be shown that all points Z with lh2 (Z)l<!lt 0 12 which are 

''best approximations'' by the standard of (4. 26) are also best approximations 

with respect to P2 and h2• Conversely, if Z is a best approximation with 

respect to P2 and h2 , and I h 2 (Z) I < ½ I t 0 12 • then either it is a ''best 

approximation'' by the standard of (4. 26), or there is a ''best approximation'' 

Y; Z in (4 .26) with max I yk I = max I zk I • 
l~~n . l~~n 

____ • When n ~ 2, the radius functions p 1 and p 
2 

do not necessarily give 

the same points as best approJCimations. Take for example n = 2. The 

inequality Pz (X) s 1 defines on 1 ~ a parallelogram rr
2

• The inequality 

p 1 (X) :S I t 0 I defines o~ t* a parallelogram n1 which, though congruent to 
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n2 , is rotated int* over !tr with respect to n2 • 

• 

Most authors writing on best approximations adhere to one of the 

definitions (4.24), (4.26), particularly when discussing multi-dimensional 
•• 

continued fractions. See for example CUSICK[l-4,6], FURTWANGLER[l], 

SZEKERES[l]. The Euclidean radius function was considered repeatedly in 

relation to cubic n11mber fields with negative discriminant, e.g. by 

VORONOI[l], BERWICK[l], DUBOIS[2,4,6]. This relation will be explained 

section 5F. The first to consider the Euclidean radius as a general 

• in 

al terr1ati ve to the sup nortn functions p 1 , p 2 were J T, KRATZ & 

PEYERIMHOFF[l]. From a non-algorithmic point of view LAGARIAS[l] seems to 

be the first who studied properties of best approximations with respect to 

arbi.trary radius functions. 

• 

• 

• 
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CHAPTER 5. THE 2-DIMENSIONAL CASE 

• 

SA_. 1!1~ cqmputation of b~st approximations,. 

In this chapter we consider only the 2-dimensional case, n = 2. 

Given a best approximation Bone can determine its successor B1 

the following way. From the discussion in section 4B, notably fotcnula 

(4.13), we know that 

Bl e: K= {XE lR.3 I p(X) < p(B), l'h(X) I< 

So if we first find all finitely many lattice points in K, then the 
• 

lowest of them (least positive height) will be B1 • In case there are 

• 
in 

several points of lowest height we choose B 1 among them such that it has 

the smallest radius. 

Various authors have given detailed versions of the method crudely 

outlined above, with special emphasis on reducing the n,unher of 

''candidates'' for B
1 

as far as possible. We mention algorithms of 
... 

MINKOWSKI[ 1] and FURTWANGLER[ 1 ] for the square norrn ( 4. 25) , and work of 

VORONOI[l], BERWICK[l] and DUBOIS[4,S] for the Euclidean radius function. 

Some of these methods calculate predecessors instead of successors. All 

these algorithms further use the fact that every two consecutive best 

approximations can be completed to a base of the lattice with a third 

point ('' auxiliary approximation'') 1). Each of them reduces the number of 

candidates for B1 to somewhere between five and ten .. But none of these 

algorithms possesses the simple additive structure that is characteristic 

of multi-dimensional continued fraction algorithms. 

It is not even clear, a priori, whether there exists for given 1 0 
and O and given radius and height functions p and h, an expansion which 

contains all best approximations with respect to that p and h. The main 

1 ) Though three consecutive best approximations do not always constitute 

a lattice base: Their deterntinant may be zero or arbitrarily large 

(LAGARIAS[l,3]). 
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purpose of this chapter is to answer that question in the affirmative for 

the special case where n = 2 and p is ~he Euclidean radius function. and we 

do so by explicit construction of an algorithm. 

0 

SB. Prel,iminary results_. 

We shall always denote the projection on i*, parallel tot, of a 

point A by underlining, that is by A. The Euclidean radius function is now 

simply given by 

(5. I) d(X, i) = I XI for all X E lR.3 • 

If A= {A0 ,A1 ,A2 } is a 
0 

base of Q such that t 0 E {A}+, then the 
• • proJection of the cofactor relation (2 .. 1) 

(5. 2) 
• 

shows that O is in the convex hull of A,
0

, A 1 , A2 • This implies 

• 

(5. 3) 1(~,Al) + J(A 1 ,A2 ) + j{A2 ,~) = 21r, 

and in particular the s11m of any two of these angles must be at least ;r. 

Conversely, if the sum of any two of these angles is at least n, then 

to c {A}+. 

We introduce the symbolic notation 

(5.4) h(A) > 0 

to express that • min 
0Sk;::;2 

h(~) > 0 .. It is easy to see that (5.4) holds for 

all bases of an expansion if it holds for the initial base A(O). 

We now forr,1ulate the two l e1111r1a ta which for1r1 the basis of our 

algorithm in the next section. The underlying idea is to study those 

lattice points P which are ~ontained in {A(i)}+ but not in {A(i+l)}+. 

This is a natural idea since P ti: {A(i)}+ i111plies P ~ A(j) for all j ~ i 

because of the additive structure of expansions. 

___ 5_._I_. Let A= {A0,A1,A2 } be a base of n suah that h(A) > 0 and 

1l € 0 
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• 

(5.5) and 

• 

If P ¢ At is a Zattiae point 

best approximation. 

then P is not a 

LEMMA 5 • 2. Le111fl1a 5. 1 ho Zds when ( 5. 5) is rep laaed by 

(5.6) 

PROOFS. The reader can follow these proofs in the accompanying figures 5.1 
' 

and 5.2, though we shall not rely on them. 

Suppose then, that P = pA
6 

+ qAt + rAu :/: At is a lattice point in 

not a best approximation, it 

is by definition sufficient to find a point R with . 

(5. 7) 0 < h (R) < h (P) , IR I ~ I PI • 

• 

Since P = (p - q)A + q (A + A ) + rA , our ass11111ption on P implies q > p ~ 0, s t s u 
r~O with (p,q,r):/: (0,1,0). We write Pas 

(5.8) P = p (A + A ) + (q - p)A + rA , 
t s t u 

which in particular implies 

(5.9) 

since P:r/:At and h(A)>O. Using (5.8) and the cofactor relation 

we have 

(5.10) 

a A +a A +a A =O s s t-t u-u 

P= 

• 

r(a
8 

- at) 
q-p+----

a 
u 

A + 
-t 

1 ) The natural n11mbers N start with l. 

p
ra 

s 
a u 

• 



(.5.11) 
( p(a - a ) 

s t 
p = \q - p + -------
-- a 

s 
A + 
-t 

• 

a 
s 
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A • 
----11\J 

Tl,e coefficients of A + A 
-t s 

D=A 
ll 

if ra > pa , s u 

in (5.10) and All in (5.11) are of opposite sign .. 

D = A + A if r a < pa we obtain 
t s s u 

(5.1:.;) P = 1A + oD 
- -t 

for some T '? 1, o >- 0 (we have 1' ~ I because of q - p 2: 1 and a 2: a ) • 
s t 

p 

---- -- ----

• 

D 0 Figure 5. 1 : Leco111a 5 • 1 • 

• 

Proof of le111111a 5. I • (Figure 5. 1) • If IP I 2= I At I we in1111ediately have (5. 7) 

with R = At by (5. 9). Suppose now that IP I < I At I • We shall show that (5. 7) 

holds for R=P-At. From !Pl< IAtl we obtain, by (5.12), 

or 

(5. 13) 

On the other hand, (5. 5) • gives 

(5. 14) A .D 2! 
---t 

1 --IA IIDI 2 ---t 

2 1 (A
1 

,D) :5; 3n, whence 

by the cosine formula. Combining (5.13) and (5.14) we get 

from which 
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j 

• 

Since T ~ 1 , this imp lies 

(5. 15) 

Using (5.14), (5.15) and T ~ l one sees that 

is true, which by direct calculation is equivalent to IP - At 12 < IP 12 • 

A +3D 
-t 

D 

\ 

-t 

\ 

' \ 
\ 
\ 
\ 

\ 

\ 
\ 
\ 

' \ 

p 

\ 

\ 

0 

I 
I 

I 

I 
I 

I 
I 

I 

I 

I 
I 

I Q 

I 
I 

• 

• 

Figure 5. 2: Lenmta 5. 2. 

Proof of le1,011a 5. 2. (Figure 5. 2) • If P = At + kD for some k e: :N, then we 

have (5. 7) with R= D because of (5 .6). So suppose P is not of the form 

At+ kD. With o, "t as in (5. 12), define 

(5. 16) 0 
m= - ~o. 

"t 

We shall prove (5. 7) with R= P - Q, where Q =At+ mD. By supposition P :/: Q:, 

so that P- Q,' O. In case D= A , 
u 

so that 

(5.17) 

a 
u r = o +p-~ o ~ mT ~ m 

a 
s 

+ P - Q E {A} , whence . 

0 < h (P - Q) < h (P) • 

Similarly (5. 17) holds if D = A + A because 
t s 



Define 

a 
s 

p = c + r- ~ o ~ m. 
a 

0 0=--m T , 

u 
• 

so that O s e < I by (5. 16); and by (5. 12) 

P=-rQ+-rSD, 

P-Q= (-r- l)_g_+-r0D. 

Now IP - QI s IP l, which we are going to prove, is equivalent to 

(5. 18) ( I - 2-r) IQ I 2 - 2-r0Q. D s O. 

• 

By (5.6), IQ+Dl = !At+ (m+l)Dl ~ IDI, so that 2Q.D:2:-IQ! 2 , and this yields 

( 1 - 2-r) I g_l 2 - 2-reQ. n s ( 1 - 2-r) IQ I 2 + -re IQ I 2 = IQ I 2 ( 1 - -r (2 - e)) s o 
• 

because -r 2::: 1, e < 1; which implies (5. 18). □ 
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We conclude with a key of access to the condition (5 .6) of lem1rta 5. 2: 

___ s_._3_. IAt + kDI 2: IDI holds 
1 fo:r k ~ 1., when ;. (At, DJ s 2-rr; (i) 

• 

(ii) 2 fo:r k ~ 1., when ;. (At,D) s 31r and 

(iii) 5 for k ~ 2., when ;.(At.,D) s 61r. 

PROOF. Straightforward from the cosine formula, 

5C •. The 2-dime~,sion~_l best -approximation alg~ri,,t~. 

We shall say 

the first kind if 

(5. 19) 
1. .-J 

when i,; j. 

' 

is of 
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It is of the sscond kind if for some perm11tation f,g,h of 0,1,2 

(5.20) 
for all k € Z. 

It is possible that A is neither of the first nor of the second kind. 

llow let the base A(O) = {Aa(O) ,A1 (O) ,A2 (0)} be of the first or second 

kind aod such that h (A(O)) > 0 and 1oE {A(O)} +. We define a sequence of bases 

A(:i.), i• i,2, ••••• , from A(O) iteratively by A(i+I) = A(i)I
8

t according to 

the following algorithm for the determination of s and t. 

I. If A(i) is of the first kind, we speC:ify the petmutation f,g,h of 0,1,2 

by 

la .. If 

a (i) • 0 g 

tJhea s • f, t • h; else 

D,. if 

tbeu 1 • b, t • g; else 

Ic. if 

then s•f, t•g· else ., 
Id. s • o t • f o, • 

• 

• 

. 

II. If A(i) is not of the first kind (whether or not of the second) we 
specify f,g,h by 

(5.25) 

t 



and take s = f , t ::: g. 

• s. 
1.- If (5.21) or (5.25) does not define f,g,h uniquely we choose any of 

the compatible permutations. 
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2.- If one of the points of A(i) lies on i (that is, the other two 

cofactors are zero), it is projected into the origin and the necessary 

angles do not exist. In this case we agree that the sequence of bases 

terminates with A(i). 

3.- For practical purposes we notice that (5.23) holds for all k EN if it 

holds for 

k = max I, 
l A (i) .Af (i) 
-- s_ . • 

The verification of the conditions therefore presents no difficulties • 
• 

4.- If i is known to be independent, then case Ia may be disregarded. 

THEOREM 5.4. Let the base A(O) with R. 0 E {A{O) }+ and h(A{O)) > 0 be either of 

the first or of the 

the above aZgoPithm 

(iJ i 0 E {A(iJ }+; 

second kind. Each base A{i) of the 

has the following properties: 
sequenae defined by 

(ii) if Pt A(i) is a "lattice point in {A(i)}+ but • not 1.-n 

Pis not a best approximation. 

Fu.Pthermore, the number of consecutive bases not of the first kind is 
aZways finite. 

Statement (i) means that the sequence of bases the algorithm defines~ 

is indeed an expansion in the sense of definition 2.3. Once the theorem 

has been proved it will be easy to show that the expansion actually 

contains all best approx:imat:ions in {A(O)}+ (theorem 5.7). Before giving 

a proof of theorem 5.4 we formulate two arguments we need more than once. 

+ LEMMA. 5.5. Let A= {A0,A1,A2 } be a base of n, h(AJ > O, t 0 e: {A} • Suppose 

that for some permutation s,t,u of 0,1,2 

(5.26) 

and 

IA I ~ I At I 
8 

' 
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(5.27) ~s --u 

• 

st o - -s 
+ + . b ..,,..,· t" poin~ in {A} but not in {AI

8
t}, then P ~snot a est approxima ~on. 

t s 

A 
-u 

Figure 5. 3: Lem1l1a 5. 5 . 
• 

PROOF. (See figure 5.3). From (5.26) and (5.27) it easily follows that 
• 

(5.28) 
1 1 (A ,A ) ~ -
3

,r. 
-!-t·S -t 

Now 

2 1 
~ (A ,A ) + ~ (A ,A,._ + A ) ~ -

3
1r + -3,r = ,r, 

--u s s I- s 

from which we conclude last statement of the le1i,,11A. 

follows from le11u11a 5. 1 if we observe that 

by (5.27), and 

by (5.28). c 

___ 5_._6_. Let A= {A0,A1,A2 } be a Zattiae base, R. 0 E {A}+. Suppose that for 

some permutation s, t,u of 0., 1, 2, a ~ at and ,J.(A A ) > ,J.(A A ) Then u e'-t - -u'-1; · 
• 
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(5.29) a IA I 2a IA I s s u -u. 

and 

(5.30) IAt+A I 2 IA I. -u -'U. 

PROOF. If at= 0 we have j (A
8 
,!u) = 1r and the len1111a is obvious, with equality 

in (5. 29). Now suppose at> 0. Inserting the cofactor relation into the given 

angle inequality, we obtain, using the cosine formula, 

whence 

(5.31) 

-a I A I 2 - a A • A 
s s u s--u 

I A I $ 
s 

-a A .A - a I A 12 
s s-u u-u 

I A I -u 

I A I I A I (a I A I - a I A I ) 2:: A • A (a I A I - a I A I ) . ·s -u s-is u--u s-u s s u-u 

• 

By the Cauchy-Schwarz inequality, (5.31) is possible only if the bracket 

factor is non-negative (of course, 1~
8

[1!.ul =As·~ would imply 1(A
8
,~)=0 

which is impossible), and this proves (5.29). 

Further1.11ore, (5. 30) is equivalent to 

a 2 !A 1 2 +2a (a -a )A .. A+ (a -a ) 2 1A 1 2 2:a2 1A 1 2 
s s s u t·s-u u t -u t-u 

upon elimination of At (by means of the cofactor relation); and this we 
• rewrite as 

(5.32) x 2 + 2x I A I (a + (a - a ) cos ~ (A ,A ) ) --u u u t s-u 

with x = a I A I - a I A l s s u -u 
because au 2 at> 0. a 

+ 2a (a -a )IA 12 (1 +cos j{A ,A))~ 0 
uu t-u s-u 

2 O. But (5 .. 32) is clearly true for all x2 0 

PROOF OF 'l'HEOREM 5 .4. In most cases we shall show that, if A(i) is of the 

first or second kind, then ·so is A(i+l); in one case (Id) we may have to 

consider A(i+2). For the statement on best approximations we always refer 

to the lec,,,,,ata 5.1, 5.2 and 5.5. Throughout the proof we omit the step 

indicator i, since no confusion can arise. 

Suppose, then, that A= {A0 ,A1 ,A2 } is a base of n with non negative 

• 

I 
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cofactors a 0 ,a1 ,a2 and with h(A) > 0. First let A be of the second kind 

with f,g,h specified by (5.25). From (5.25), and (5.20) with k= 0, it 
• 

follows easily that 

Also, 

and similarly 

Therefore we can apply ler1111ta 5.5 with s = f, t = g, u= h, and it follows 

that (i) and (ii) of theorem 5.4 hold in this case. Also we have 
I 

1 (Af ,Ag + Af) c= 31r, so if Arf g = {Af ,Ag + Af ,1\} is not of the first kind, 

then we must have 

• 

Since for all k e: 7Z 

I 

by (5.20), we see that Aifg then is of the second kind again. Observe that 

l + 
-A .A£ 

I Af 12 
I Af 12 

is a trivial bound on the maximal number of steps during which the base 

can remai.n of the second kind. 

and 

We now ass11me A to be of the first kind with f,g,h specified by (5.21). 

First suppose ag = 0 (case Ia). This means that O = af Af + ~ ..,_, whence 

• 
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• 

Thus Aifh = {Af ,Ag,¾+ Af} has non-negative cofactors. Further1nore, if 

I~ I > I Af I , then 

and 

since A is of the first kind. Therefore lem111a 5. 1 applies with s = f, t = h 

to give us (i) and (ii) of theorem 5.4, and the new base is trivially of 

the first kind. But if l~I =IA£!, that is Af + ~ = 0, we argue directly: 

+ + 
Let Pf::¾ be a lattice point in {A} - {Aifh} , then P = P¾ + q(¾ + Af) + rAg 

for some integers p 2: 1, q, r 2 0. Notice that h(P) > h(¾) since ·p ,= 1\i · 
Using Af + ~ = 0 and 

we obtain 

which implies that Pis not a best approxfroation. 

From now on, a > 0. First suppose that condition (5.23) holds (case 
g 

Ib; figure 5.4, p. 78). From the specification (5.21) the cofactors 

af,ag'¾ - ag of {Af,Ag + -¾i,~} are non negative, which proves (i) of the 

theorem. Also we have 

(5.33) 

But 

If also 

desired 

from (5. 19) ,. hence 

2 . 
lec1111Ja 

result. And if ~ (Ag,Af) > 31r 
5.1 with s = h, t = g to obtain the 

then 

• 

I 
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• 

a 

(5.34) 
• 

--g+~ 

Figure 5.4: A step of 

type Ib . 

by (5. 33). Hence the conditions of leanrt•a 5. 2 (with s = h, t = g) are 

satisfied by (5.23) and by lerr,111.a 5. 3{i) in combination with (5.34). 

Moreover, if the new base {Af ,Ag+ 

must have 

} is not of the first kind, then we 

• 

Now 

follows from the specification (5. 21) when k = 0, from the condition (5 .23) 

when k ~ 1, and from len111,a 5. 3 (ii) (with At== Ag, D =-Af) when k :S; -1, in 

view of new base is of the second kind. 

We now asstime that (5.23) does not hold, but that (5.24) is true 

(case le; figure 5. 5). By len1111a. 5. 3 (ii) with At= A
8

, D = Af, (5. 23) can 

false only if 

(5.35) • 

be 

Thus 

also 

ler1•ioa 5.5 applies (with s == f, t = g) to obtain the desired result if 
2 

}(Af,~) 2!: 3-rr. Therefore suppose now that 



(5.36) 

A. +A -g -[ 

0 

A 
-g 

• 

• 

Figure 5.5: A step of 

type le . 

and note that (5.24) together with the lower bound in (5.36) implies that 
• 

(5.37) 

• 

Because of (5.21) and (5.24), le11,ma 5.6 applies with s=f, t= g, u=h, so 

that 

But IAfl ~ l!i-il by specification, hence 

(5.38) 

in view of (5. 21). Again by le111111a 5. 6, 

(5.39) 

Furthermore 

(5.40) IA + --g 

follows from (5.37) and leiiltila 5.3(iii). Lastly, using the trivial 

estjmate Af.~ ~ -IAfl l~I one obtains easily 

79 

I 
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(5.41) I A + k (A + Af ) I ~ I A + Af I , k ~ l • -g -g --g 

• 

Now (5.38), (5.39), (5.40) and (5.41) allow application of lem111a 5.2 with 

s = f, t = g. Lastly, by (5. 35) and I~ I ~ I Af I we have 

so that the new base {Af ,Ag+ Af ,¾} is again of the first kind. 

:,.__ _____ __ 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 

I 

I 
I 

I 

I A +A 
,' -g 41. 

0 

• 

A 
-g 

• 

• 

Figure 5.6: A step of type 
Id followed by o.ne of type II. 

It remains to consider the case Id (figure 5.6), where neither (5.23) 

nor (5.24) is true. That means 

(5.42) I~+ kAf I < I Af I for at least one k € lN 

and 

(5.43) 

Since A is of the first kind, (5.43) jmplies whence 

• 

by lemai1a 5 ~ 3 ( iii) . Therefore (S. 42) gives 

(5.44) 

• 

C 



Now if we would have 

give I Af + Ag I ~ I Af I ; 

(5.45) 

af ~ ag, then leror1ia 5.6 (with 

therefore (5.44) implies 

Combining (5.35) and (5.43) we see that 

(5. 46) 

Also 

(5.47) 

s = h, t = g, u = f) would 

The application of le111111a 5 .. l with s = g, t = f is now allowed because of 

(5.45), (5.46) and (5.47), and gives us {i) and (ii) of the theorem . 
• 
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but 
-g -g g 

this is not necessarily so (see figure 5.6). If not, then the next step, 

according to the definition of the algorithm, will be to replace A by 
. g 

(case II; notice that IAgl ~ IAfl > I~+ ~I by (5.21) and (5 .. 44)), 

obtain the base 

whose cofactors af ,ag - af ,8b_ - (ag - af) are indeed non· negative because of 1 

(5 .45). Len111ta 5. l (with s = h, t = g) tells us that, if P #: A is a lattice g 

g g g 1 
we assumed that ,:(Af+~,Ag) < 3'1T; and it follows from ~~ag, (5.35) and 

(5.46) that 

(5.48) 

whence • 

It remains to show that {Af + A ,A + ~,~} is of the first kind. Notice · 
lg g 

that j:(Af + .!g,~) > 1(Af'- ) ~ 3ir. Also we have 
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• 

because of (5.48), and (5.35), (5.43). The inequality 

is easy if we observe that, in the triangle with vertices 

A + A_ , the edge opposite O is the longest. To see this, 
-g .:.::i-t 
(5.46) and I~ I 2: IAf I, and (5 .44), to establish that 

It now suffices to prove that 

(5.49) 

We prove (5.49) as 

-r = a. / a so that n g' 

(5.50) 

follows: Write A = -crA - -r A_ with 
-g =£ ~ 

• 

by (5.45). From (5.44) we obtain by substitution 

O, Af + A and -g 
we first use 

• 

In this formula the term without CJ is non-negative because of I~ I ~ IAf I, 
T 2: I and (5. 46) • Therefore a ~ 0 im.pl ies 

whence 

(5.51) 

by T ~ I. Now (5. 49) is equivalent to 

' 
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To check its truth it suffices to insert the minimal -r and maxima.l o of the 

range (5.50) because the coefficients of-rand -cr are both non-negative by 
• 

(5.51) and l!iil ~ IAfl. With cr = T = l we get 

which is true. This completes the proof of theorem 5.4. o 

REMARKS. For future use we collect some properties of the algorithm that 

tur11ed up during the preceding proof: 

1.- If A is of the second kind with f,g,h as in (5.25), then IAgl > IAfl. 

2.- If case Id applies to A with f,g,h as in (5.21), then 1(Ag,~):/:1r. 
This follows from (5.35) and the fact that A is of the first kind. 

3.- If some base A(i) in the expansion is neither of the first nor of the 

second kind, then the preceding and next bases, A(i-1) and A(i+l), are 

of the first kind and the i-th step was of type Id. , 
1 

4.- In the proof for case Ib no use was made of the fact that 1(Ag,~) ~ 3n. 

This means that we may also apply step Ib instead of step II to a base 

of the second kind if it satisfies (with the same specification of 
• 

f, g and h), in addition to the first inequality of (5.25), also (5.21), 

(5. 23) 

5.- When a 

and a > O. 
g 

step of type II, Ia, le, Id is applied to A(i) we have 

' 

For case Id this follows from (5.44), for the other cases from 
2 1 (A-s ,.At) ~ 31r and I At I ~ I A

8 
I • 

6.- If the algorithm chooses t such that 

I 

then the step is of type Id and in that case, IA,,_+A
5

1 < IAtl by (5.44) • 
• 

We now formulate the main theorem on the algorithm. 

' 

THEOREM 5.7. Let; A(O) be as in theorem 5.4 and aonstrruat its expansion 

A(i)., i = 1., 2, ••••• , by the above aZgoPithm (p. 72). If Pe: {A(O) }+ is a 

best approximation, -then Pe:A(j) for some j~O. 
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PROOF. First suppose the expansion terminates, say, with the step 

A
0
(j) +A

1 
(j) =A

0
(j+l) E 9... That require.s j(~(j),A1(j)) = if and 

l~(j) I= JA
1
(j)I. Therefore A(j) is of the first kind: Indeed, an appeal 

to case II could be made only when A(j) were of the second kind (but then 

l~(j)I = 1~1(j)I contradicts with remark 1 of p. 83), or when the 

preceding base A(j-1) were of the first kind and the j-th step of type Id 

(but then 3: (~ (j) ,A
1 
(j)) = 1T contradicts with remark 2 of p. 83). 

Now any best approxjmation in {A(O)}+ we might not yet have found, 
' 

would still be in {A(j+l)}+ by theorem 5.4. Since it also should be lower 

than A0 (j+l), it is necessarily of the form pA 1 (j+l) + qA2(j+l) = 
= pA

1 
(j) + qA2(j) for some p,q~ I. But since A(j) is of the first kind, we 

have 

and therefore 

• 

so that pA1 (j) + qA2 (j) is not a best approximation. 

Now suppose no termination occurs. Let P be a best approximation in 
+ {A(O)} and ass11me there is an index i 0 such that, for some permutation 

f,g,h of 0,1,2, 

Then the only lattice points in 

and some of its multiples. Thus 

latter case we have PE A(j) for some j < i 0 by theorem 5.4(ii). So it 

remains to show the existence of such an i 0 • If there were none, there 

would exist an i 1 such that, for some pe:c1,,utation f,g,h, 

(5.52) A (i) = A (i ) 
g g l 

for al 1 i ~ i 
1 

, 

remain fixed after the 

i 1-th step, and t = h when i ~ i 1• If we would have ¾ (i 1) > 0 the whole 

expansion would terr11jnate after at most 



+ 
ag(i 1) 

¾ (il) 
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steps, contrary to the ass11mption of non-termination. Therefore 8Ji (i 
1
) = 0. 

By theorem 5.4 A(i2 ) is of the first kind for some i 2 ~ i
1

• The algorithm 

then decides to take the step 

either as a type Ia step (if 1Af(i2) I~ l~(i2)1) or as a type lb step 

(if 1Af(i2)1 > l~(i2)1). But this contradicts with (5.52). c 

5D. ,,Fu_rther .. _d_i_scussion of t:tie a_l~or_ithm and an example. 

We give an example of an expansion by the 2-dimensional best 

approximation algorithm of the preceding section. 

Take the lattice n = z 3 in R 3 , and let 1 be given by 10 ·= ( 1, Ts, 25). 

Let the inner product on :JR3 be defined by the quadratic form in the 

coordinates x,y,z, 
• 

x 2 + (y - xTs) 2 + (z - x 25) 2 • 

With this inner product, the orthogonal planet* is the yz-plane and the 

height function h(x,y, z) = x is nor10.alized. The radius function is 

p (x, y, z) = (y - xis) 2 + ( z - x~25) 2 , 

or p (O,y ,z) = /y2 + z 2 on 1*. We wish 

respect to this radius function. We 

consisting of 

to find the best approximations 

start with the standard base of 

A0 (0) = ( 1, 

A1 (O) = (O, 

A2 (0) = (O, 

0, 

1 , 

0, 

O), 

O), 
• 

1), 

cofactor ao (0) = 1 

cofactor 

cofactor a
2 

(O) = -25. 

with 
3 z , 

This base has the property that Aj (O) -~ (0) ~ 0 when j #: k, which al lows us 

to use 

LEMMA 5.8. Suppose A= {A
0
,A1,A2 } is a lattiae base with non-negative 

I 
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Figure 5.7. Best approximations are 

encircled. Step numbers in italics. 
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TABLE 5.1. (All figures rounded to 3 decimal places). 

' 

step! s a I t At At s 

I 0 1 I 
0 ( 1 , o, 0) (-1.710, -2.924) 

~ I I •M 
0.0 I I 1. 710 I 1 ( 0, I , 0) ( I 0 ) 
<U 

, 
I I ..0 

2 2.924 ( ( 0 2 o, 0, I ) 1 ) I I , 

1 I 2 1.924 I 0 ( 1 , 0, 1) (-1.710, -1.924) I I 
2 I 2 0.924 I 0 ( 1 , 0, 2) (-1.710, -0.924) 

3 I 0 0.076 I 2 ( l , 0, 3) (-1.710, 0.076) I I 
4 I 1 1.634 I 0 ( I , I , 2) (-0.710, -0.924) 

5 I l 0.710 I 2 ( 1 , l , 3) (-0.710, 0.076) I I 
6 I 1 0.634 I 0 ( 1 , 2, 2) ( 0.290, -0.924) 

7 I 1 0.558 I 0 ( l , 3, 2) ( 1.290, -0.924) I I 
8 I 2 0.848 I 0 ( 2, 4, 5) ( 0.580, -0.848) 

9 I 2 0.772 I 0 ( 3, 5, 8) (-0. 130, -0.772) I I 
10 I l 0.482 I 0 ( 3, 6, 8) ( 0.870, -0.772) 

1 1 I 2 0.696 I 0 ( 4, 7, I 1 ) ( 0. 160, -0.696) I I 
12 I 1 0.406 l 0 . ( 4, 8, l 1 ) ( 1.160, -0.696) 

13 I 2 0.620 
. I 

0 ( 5, 9, 14) ( 0.450, -0.620) I [ 

14 I 2 0.214 I 1 ( 1 , 2, 3) ( 0.290, 0.076) 

15 I 2 0. 138 I 0 ( 6, 10, 17) (-0.260, -0.544) I I 
16 I 2 0 .. 062 I 0 ( 7, I 1 , 20) (-0.970, -0.468) 

17 I I 0.330 I 0 ( 8, 13, 23) (-0.680, -o. 392) I I 
18 I l 0.254 I 0 . ( 9, 15, 26) (-0.390, -0.316) 

19 I 1 0. 192 I 
2 ( 2, 3, 6) (-0.420, 0. 152) I I 

20 I I 0. 1 l 6 I 0 (IO, 17, 29) (-0. 100, -0.240) 

21 I I 0.054 I 2 ( 3, 5, 9) (-0 .. 130, 0.228) I I 
22 I 0 0.022 I 1 ( l 1 , 19, 32) ( 0. 190, -o. 164) 

23 I 2 0.040 I 0 (13, 22, 38) (-0.230, -0.012) I I 
24 I 1 0.014 I 2 ( 14, 24, 4 I) ( 0.060, 0.064) 

I I 

cofactors and h(AJ > O, suah tha,t A0.~ :5 0 whenever j I k. 

point P with h(PJ > o satisfies IPI < min(l~I., IA 1 I., IA 2 1 ), 

I 
l 
I 
I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
l 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

IAtl I cas 

3.387 I 
I 

l I 
I 

1 Ib I 

2.574 I Ib I 
1.944 ! lb 

1.712 I II I 
1. 165 I II 

0.7140 I II I 
0.969 I Ib 

1 .587 I II [ 
1 .027 I II 

0.783 I Ib I 
1 • 163 I II 

0.7141 I Ib I 
1. 353 I II 

0.766 I II l 
0.300 I Ib 

0.603 I Ib I 
1.077 I II 

0.785 I II I 
0.502 I II 

0.447 I II I 
0.260 I Ib 

0.262 I le I 
0.251 I Ib 

0.230 I lb I 
0.088 I 

I 

If a Zattioe 
+ then PE {A} • 
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( 

+ PROOF. If Pi {A} , we may suppose P = pA0 + qA 1 + rA2 for some p,q 2= O, rs; -1. 

Then IP I 2 = Ip~ + 4!1 I 
2 + r 2 I A2 I 

2 + 2pr!o .A2 + 2qrA1 .A2 ~ r 2 I A2 I 
2 , 



. d. i lal 'A I contra 1.C t Jll l lt" fi < t . , ., D 
- ; 111- • · siiw :2 

Therefore we shall find a.11 best approximations B with l_~~I < J in the 

expantion of A(O) 1) .. 

The expansion is given in table S.l and figure 5.7. The table is to be 

read a.s follows .. Each step is represented by one line, containing only the 

new cofactor a and the new point At• (x,y, z) with its projection 
s 

last 

entries of each of the symbols O, l, 2 in the first k steps in the colt11itir1 

h,a,aded "t'"'. The cofactors are found at the last en tries of each of O,, l , 2 

• tL • - "ft d . h f ■ 1ll ctie CO!i.tdl.O s ur1.ng t e 1rst 

line we find the classification of 

k steps. In the last col11nr,, on the k-th 

A(k) by the algorithm (p. 72). The 

value1 of a and t then chosen are found on the next line. We notice that 

for i • O, l and 2, we have IA1 (i) I • IA2(i) I= 1. This implies a possibility 

of choice in detennining f from (5. 21); we have chosen f = l • 

Our last base is A(24), consisting of Ao(24) • ( 13, 22, 38), 

A.1(24) • (ll, 19, 32) and A2 (24) = (14, 24, 41). Let B be a best 

appro~iaatio!l.. If we have not yet found B, and !Bl< I, then Be: {A(24)}+ 

by theorem 5.4. In particular this gives h(B) ~ 11 + 13 = 24. So all best 
' 

apw,roll'.i.mations with height up to 24 have been found. Rearranging the points 

in the table according to increasing height(== x-coordinate) we easily 

find these best approximations to be 

( 1 , 2, 3), radius 0 .3-00 

( 3, 5, 9), radius 0.262 

( 10, 17, 29), radius 0.260 

( I l , 19, 32), radius 0.251 

(13, 22, 38), radius 0.230 

(14, 24 . , 4 I), radius 0.088. 

Further examples will be found in section SF. We now turn to discuss 

the convergence of the algorithm. 

I 

1) Note: h(A1(0))=h(A2(0))•0, so that A(O) does not meet the requirement 

h(A) > O. Bowever, an inspection of the proofs of le11r1nata 5. l and 5. 2 

(p. 68) shows that if h(A(O)) ~ O, a best approximation B can be missed 

only if there is another lattice point B' with h(B') == h(B) and 

IB' l • !Bi. In our case this is impossible, since t is independent. 
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THEOREM 5. 9. Applied to a Zine of dependence rank r the 2-dimensionaZ best 

approximation algonthm of section 5C wiZZ yieZd a base with 3-r points 
• 

arbitrarily close to that line. 

COROLLARY. The algorithm is strongly convergent. 

PROOF OF THEOREM 5. 9. Let R, be rational (r = 2). When B :/; 0 is a lattice 

point on i with minimal value of h(B) > 0, it is a best approximation and 

so B € A(j) for some j ~ 0 by theorem 5. 7. 

Now suppose r ~ I and choose E > 0. Let j
0 

be such that 

(which certainly occurs when a best approximation B with IBI <½~is 

found). Let A0 (j 0 ) realize the minim1Im, and let A(j l), j l > j
0

, be the 

first base to contain a point ~ (j 1) with I~ (j 
1

) l < I A
0 

(j 
0

) I . By rematk 6 
• 

of p. 83 we have A0 (j 0 ) =A0 (j 1 - 1), and if k/ 0 also A
0

(j
0

) =A
0

(j
1
). In 

case k #: 0 we have 

In case k=O the j 1-th step was, say, A0 (j 1 ) =A
0

(j
1
-l) +Ag(j

1
-l) (ge: {1,2}) 

and it follows that 

so 

max ( I Ag ( j 1 -1 ) I , I !a ( j 1 - 1 ) I ) < E • 

This proves the theorem when r = 1 .. It remains to consider the case of an 

independent line, r = 0.. If the theorem were false, there was a o > 0 such 

that 

max I~ ( j ) I > · o for al 1 j • 
O~k~2 

Let j 2 be such that, say, IA1 (j 2) I < 6/10 and IA2 (j 2) I < c/10, hence 

I A0 (j 2 ) I > o. Suppose for j ~ j 2 there will never be a step of Ib type with 

s = O. Then we prove by induction that 
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(5.53) 

• 

Indeed, suppose (5. 53) holds for a particular value j 3 ~ j 2 • If the (j 
3 
+ l )-th 

step is not of type lb, then (5.53) holds for j = j
3

+1 by remark 5 of p. 83. 

If the (j 3+1)-th step is of type Ib, then t=O so that ~(j 3+1) =~(j
3

) for 

k= 1,2, and again (5.53) holds for j = j
3

+1 (observe that a step of type lb 

always involves the point of largest radius). 

From (5.53) and remark 5 of p. 83 we conclude that there will be no 

step at all with s = 0 after the j 2-th step. By the independence of fl and 

again remark 5 of p. 83, the ntict1ber of steps with {s, t} = { 1 ,2} will be 

finite; and so will, by the independence of £, the n1i111ber of steps with 

t = 0. Therefore the whole expansion is finite. From this contradiction we 

conclude that there will be after the j 2-th step a first step of type Ib of 

the form Ag (j 4 ) = Ag (j 4-t) + A0 (j 4-I) for some j
4 
~ j 

2 
and g E {I, 2}. A simple 

estimate shows that 

• 

and the algorithm continues with type II steps at least until 

max for some j > j 
4 

, 

contradicting our ass111aption. o 

In the present foxm our algorithm has the disadvantage of being 

subtractive and thus it may be too slow (compare section 3B). We shall 

make it faster: 

LEMMA 5.10. Let A(i) =A= {A0.,A1.,A2 } be a "lattice base uJith h{A) > O, 
+ 

i 0 E {A}. Suppose (5.23) holds 7JJhen f,g.,h are specified by (5.21)., also 
suppose a > O 

g -g 3 
Define 

I A I 
- • 

a g d ~.,mJ 

7JJrzere m is the Z.ine 

then theorem 

Ag·{i) + Ah {i) 
g g 



PROOF. By definition of b we have 

• 

(5.54) 

for 0:Sb':Sb-1 and kE: 2l. Therefore and by remark 4 of p. 83 the 

succession of Ib type steps A ➔ A + A. ➔ ...... ➔ A + bA__ can be done g g -n g -n 
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simultaneously. We only have to see why Ag+¾' ••... , Ag+ (b-1 )¾ are not 

best approximations, and this follows from (5.54) (with k= 0) and the 

height condition h(Ag + -¾) > h(Af). CJ 

LEMMA 5. 11. Let A(i) = A= {A 0.,A1.,A2 } be a base of the seco1ui kind with f.,g.,h 

specified by (5.25). Define 

b= -
IA I 1 : g ( y + -13 - 3y2 J ., 
IAfl 3 

y = CJOS 

If b ~ 2 then theorem 5.4 remains tr-ue if we replace the type :(I step 

A (i+1) = A (i) + Af(i) by A (i+l) = A (i) + bAf(i). g g g g 

• 

A 
0 

------lllfr----·g 
-----------------· 4 I 

Figure 5.8: An accelerated 

step of type II. 

PROOF. By the choice of b we have (see figure 5.8) 

(5.55) for O =:;; b' 5 b, 

so that to all steps A ➔ A + Af ➔ ••••• ➔ A + bAf le111111c:1 5.5 applies. The fact 
g g g 

that none of the points Ag+ b 'Af, 1 s b' 5 b-1, is a best approximation. 
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and 

• 

where the last inequality is a consequence of (5.55). a 

~~~·Asimilar acceleration could be applied to a step of type Ic. 

In practice, however, it is found that most steps will be of types Ib and 

II. Type Ic occurs occasionally and type Id hardly ever (but sometimes). 

EXAMPLE. We reconsider the example with which we started this section. 

Table 5.2 gives the expansion by the accelerated algorithm. The acceleration 

has more substantial effect in examples 4 and 5 of section SF. 

TABLE 5.2. (All figures rounded to 3 decimal places). 

stepl s At At 
I I 

b a 
I t I I At I . I 

case s 

I 0 1 I 0 ( 1' o, 0) (-1. 710, I I -2.924) I 3.387 I I I A .... I l 1. 710 I l ( 0, l , 0) ( 1 0 ) I I I eo , 
(l) I I • ) I I ..0 2 2.924 2 ( o, 0, l) ( 0 1 1 Ib 2 I I , 

I I 
I ' 

I I 2 0.924 I 0 ( 1 , O, 2) (-1.710, -o. 924) I 1.944 I lb 1 
2 I 0 0.076 I 2 ( I , 0, 3) (-1. 710, 0.076) I 1. 712 I II 1 I I I I 
3 I I 1.634 I 0 ( I , 1 , 2) (-0.710, -0.924) I 1.165 I II 1 
4 I I 0.710 l 2 ( 1 , 1 , 3) (-0.710, I I II 1 o.076) I o. 7140 I I I 
5 I l 0.634 l 0 ( 

. 

2, 2) ( -0.924) I 0.969 I 1 , 0.290, Ib 2 
6 I 1 0.482 I 0 ( 1 , 4, 2) ( 2.290, I I 3 -0.924) I 2.469 II I I I 
7 I 2 0.696 I 0 ( 4, 7, l I) ( 0.160, -0.696) I 0.1141 I lb I 

I ' I I I 8 1 0.406 0 ( 4, 8, 1 I) ( 1.160, -0.696) I t .353 II 1 I I I 
9 I 2 0.620 I 0 ( 5, 9, 14) ( 0.450, -0.620) I o. 766 I II 1 

10 I 2 0.214 I 1 ( l , 2, 3) ( 0.290, I I o.076) I o.Joo Ib l I I I 
1 l I 2 0.138 I 0 ( 6, 10, 17) (-0.260, -0.544) I o.603 I Ib ] 

12 I 2 0.062 I 0 ( 7, I I , 20) (-0.970, I I 
I I -o .468) I 1.077 II 3 I 

13 I 1 0.178 I 0 (10, 17, 29) (-0. l 00, -o • 240) I o • 260 I lb 2 
14 I I 0.054 I 2 ( 3, 5, 9) (-0. 130, I I I 0.228) I 0.262 le I I I 
15 I 0 0.022 I 1 ( 1 l , 19, 32) ( 0. 190, -0 • I 64) I O • 251 I Ib 1 
16 I 2 0.040 ,f 0 (13, 22, 38) (-0.230, I I I I -0.012) I 0.230 Ib l I 17 I 1 0.014 I 2. ( 14, 24, 4 I) ( 0.060, o. 064) I o. 088 I I I I I 
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We conclude with a simple technique for inhomogeneous approximations based 

upon our algorithm. Given a (non-zero) _ vector YE: £ * the problem of 

inhomogeneous approximation is that of finding lattice points arbitrarily 

close to the line Y+ i. It is known from Kronecker's theorem that such 

lattice points always exist when R. is an independent line. The technique is 

as follows. 

Let a point PE n be given such that IY-PI = o > 0. To find a point P 1 En 
closer to Y + t we use the algorithm to obtain a lattice base A= {Ao,A1 ,A2 } 

with 

Write Y - P = nf Af + ng ~ where f, g are chosen such that nf ~ 0 

To see that this is possible, first note that any two of ~,A1,A2 
independent vectors in i* because i is independent. Secondly, if 

and n ~ O. g 
are 

• 

• 

Then cr < 0, and 

Y-P=Y-P-oO=-cra A + (n -cra )A + (n -cra )A 0 .:.:0 1 1 -1 2 2 -2 

Repeating the technique we find lattice points arbitrarily close to Y + R.. 

EXAMPLE. Consider the (academic) problem of detertitining integers x,y ,z 

which make 

max ( I y - xrs" + 121., I z - x 25 + /JI) 

sma.11. We take n = ,z 3 and t 0 = (I, Ts, 25), and Y = (0, -/2, -/3). We start 

with P =(I, O, 1), so that P = (-1. 710, -1.924) and Y- P = (0.296~ 0.192) in 

3 dec:imal figures. Since IY- Pl = 0.352 we look in table 5.2 for the first 

base A;(i) with 

t 
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max l~(i) I< 0.352, 
0~1<$2 

and this is A(14), consisting of A0 (14) = (10, 17, 29), A1 (14) = (1, 2, 3) 

and A2 (14) = (3, 5, 9). We find approximately Y- P = 1.22 A1 (14) + 0.44 A
2

(14), 

therefore we take P 1 = P +A 1 (14) = (2, 2, 4). We have IY-P
1 

f = 0.112. 

_SE. ~t!le~ .... convergent_ ~lgoritp.ms,. 

One might ask whether a 2-dimensional continued fraction algorithm to 

give all best Euclidean norm approximations must necessarily distinguish 

between several cases, as in section SC. Let us therefore investigate two 

simpler selection rules. We shall see that they do not always find all 

best approximations. 

First we consider the (subtractive) greatest angZe aZgorithm, where 

one chooses sand t such that 

(5.56) ~ (A , At) = max 1 (A. , A. ) , 
s . j~k J =::tc 

a ;'2:a. 
s t 

• 

When (5.56) does not defines and t uniquely we take any compatible choice. 

Notice that the algorithm, like the best approximation algorithm, has to 

terminate when one of the points A0 ,A1,A2 lies on~-

~~=-=5:..:-~1.:::.2..!... Let A={A0,A1 .A2 } be a Zattioe base with 

fo1W1 a perwru.tation of 0,1,2 suah tJzat (5.56) holds, 

+ 
R.. 0 E {A} • Ifs, t,u 

then · I At + ~ 
6 

I s I At I • 

COROLLARY. With the greatest a:ngle algonthm we have l~(i+l) I s I~ (i) I 
fo~ k = O, 1,2 and all i c:: 0. 

PROOF OF LEMMA 5. 12. From 1 (A ,A ) ~ 1 (A ,A ) we deduce 
--i::s -t s -u 

(5.57) 

as in leuuna 5. 6. Now from a ~ a , (5 .57) and the cofactor relation we s t 
obtain the following series. of inequalities: 

I 
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' ( a , - ,1 ) l ( ,1 ~ - a . ) I A . I :; - 2a A • A - ( a + a ) I A 12 } 
S t H t ··-t lt-t -·4tJ S t -t 

= 2 ( ,l • - .:1 ) ( - ,1 I A I ~) - ll A • A ) 
S t t · ·t lJ - -t -----1,J 

• • 
, 2 ( ,l , - .:l ) ( - ll . I A I · + l l I A I I A I ) 

S ( t · ·t ll - -t tJ 

= 2 I A I ( cl - ,l ) ( ,1 I A I - lJ I A I ) ·· 0 -t S t. ll 1.! t --t , 

whence IA +A!, Ir\ I. □ -s -t -t 

In order to prove convergence of the greatest angle algorithm we 

establish the following auxiliary inequalities. 

LEMMA 5. 13. :.-et ,Y ,._rn,<.,i, J:' be non-zero vectors with and I X I ~ I Y I • 

(b) 

(c) 

If 

then 

cm..d 

and 

then 

then 

PROOF. By direct calculation. a 

• 

THEOREM 5.14. The 2-dimensional greatest angZe aZgoritl1J'n is strongly 

convergent. 

PROOF. I. Let t be independent. Suppose o = inf { I~ (i) I IO~ k ~ 2, i ~ 0} > 0. 

We shall show that for any given i 0 there is a j > i 0 such that 

(5.58) 
2 

I 
k=O 

2 

I 
k=O 

1 
IO o' 

from which clearly a contradiction results. 

Put X = ~ s ( i ) ( i 0 ) and Y = At ( i ) ( i 0 ) • If 
0 0 

we have 

by 1 eo>l"Lla 

greatest 

jo ~ io+1 

(see len11na 5.13) .. Otherwise 

5. 13 ( c) if I YI ~ IX I and trivially if I YI < IX I , so that the 

there is a least index 

for which Since _ -~ trivially 
Jo s Jo t s 

I 
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~s 
5 

greatest angle of A(j 0) still exceeds 

Thus le1n1i1a 5.13(a) or (b) applies to ~ive (5.58) with j = j 0+1. Now 

suppose there is no such j 0, which means 

(5.59) 

(and thus the greatest 

such that 

• 
angle will always exceed If the index his 

then (5. 59) means t (i) I h for i > i 0 and 1\ (i) = 1\-i (i0+ 1) for i > i 0 • Let 

j 1 ~ i 0+1 be the first step index for which s (j 
1

) I h. The existence of j 
1 

follows from the independence of i, in fact 

2 
j I s io + I 

k=O 

Define the indices f,g by 
• 

i\i(i0+t) 

¾t(i0+1) • 

• 

so that s(j 1) = g, t(j 1) = f by (5.59). By le11,1tia 5.13(b) with X= Af(j
1

) and 

Y = !g(j 1), we would have (5.58) with j = j 
1

+1 unless 

Then we have, using the corollary to le1111,ta 5.12, 

4 
<-

5 

whence (5.58) with j = j 2 • Otherwise 
• 

we have for all i ~ j 
1 

IAf(i)I < IA (i)I < IA (i)I -g 41. 

and by (5.59) the expansion can contain at most 

• 



steps, contradicting independence. 

ag(jl) 

af (j 1) 
• 

2. We have concluded that o = 0, that 

such that 
for any e: > 0 there is an i 0 

Let e: > 0 and I ~o (io) I < e:. Let A(i 1), i l > io, be the first base which 

contains a point ~(i 1) with l~(i 1) I< l~(i0 ) I. By le11,,i1a 5.12 that means 

I~ ( i 1 - I ) I = I~ ( i O) I , and if k 1F o a 1 so I~ ( i 1 ) I = I ~ ( i
0

) I . so if k ;& o we 

have 

• 
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and if k=O, the i 1-th step was, say, A0 (i 1)=A
0

(i-
1
-I)+A

8
(i

1
-I) (g=l or 2) 

so that 

Thus we shall always find in a finite number of steps a base with at least 

two points arbitrarily close tot. 

3. Suppose that max I~ (i) I ~ o > 0 for all i .. Choose i 0 such that, 
0:S:k:S2 

say, roax(l~(i0 ) I, IA1 (i0 ) I)< ·!o so that IA2 (i0) I > o. By ler,·,,,,a 5.12 we have 

for all i ~ i 0 that l~(i) I < ½o and IA1 (i) I < lo, so that IA2(i) I> o. 

{ 

Again from ler11,,1a 5. 12 it now follows that for i 2: i 0, (s, t) can only be 

one of the ordered pairs (0,1), (1,0), (0,2), (1,2). The last two will 

appear at most 

times, so {s,t}={O,l} for i~i
1

, say. But with lemn'la 5.12 and the 

independence of i this leads to a clear contradiction. Therefore 6=0, and 

the theorem has been proved. □ 

Since rough worst-case arguments allowed us to prove the convergence 

of the greatest angle algorithm it may be expected that in practice the 



98 

2 
2 

1 
1 

• 

3 3 

(0) 

i 

• 

7 6 13 14 

14 13 

1 
2 

11 . • 

9 8 
8 6 

Figure 5.9. Best approximations are encircled. 

Step n11mbers in normal type ref er to greatest 

angle algorithm, those in italics to inner 

product algorithm • 
• 

I 
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TABLE 5.3. (All figures rounded to 3 decimal places). 

' I 
&: 2 IE , " ' ' I 

, 1 

I ' • ... . = ' . . 
• .,,-... ,. ' ,-... t At At I At I a 

I I I <1 <9 s <I 
I 

.. .. .. 
<c;> . ' <1 <I 10 1 I 0 ( l , 0, 0) (-1.710, -2 .. 924) I 3.387 I .._., ...._,, ' ,,, • d 

I I ,¥,.. ~ ,;.,..., •,-{ 

) I I 1. 710 ( O, O) ( 00 1 1 l , l 0 l 
.. 

~egrees I I , 
I in QJ I = ..c 

I 2 2.924 I 2 ( 0, o, 1 ) ( 0 1 ) I ] I 120 90 , 

1 I 2 l. 924 I 0 ( 1 , 0, 1) (-1.710, -1 • 924) I 2.574 I 132 90 
. 

2 I 2 0.924 I 0 ( 1 , 0, 2) (-1.710, I 
l .944 I 152 90 -o. 924) I I I I 

3 I 1 0.710 I 0 ( 1 , l , 2) (-0.710, -o. 9 24) I 1 • 165 I 127 90 
4 1 0 0.076 I 2 ( l , 1 , 3) (-0.710, I I 127 174 o.076) I 0.714 I I I 
512 0.214 I I ( 1 , 2, 3) ( 0. 290 ,, o.076) I o.300 I 142 159 
61 l 0.496 I 2 ( 2, 3, 6) (-0.420, I I 142 151 o. t52) I o.447 I I I 
71 l 0.282 I 2 ( 3, 5, 9) (-0. 130, o.228) I 0.262 I 142 105 
al 1 0.206 I 0 ( 2, 3, 5) (-0.420, I I 131 105 -o. 848) I o. 946 I I I 
9 I 1 o. 130 I 0 ( 3, 5, 8) (-0.130, -0.772) I o.783 I 1 l 5. 105 

1 o I 2 0.138 I 0 ( 6, 10, 17) (-0.260, I I 130 105 -0.544) I o.603 I I I 
11 I l 0.054 I 0 ( 7, 12, 20) ( 0.030, -0.468) I o.469 I 101 105 
12 I 2 0.062 I 0 ( 10, J7, 29) (-0. 100, -0.240) I I 127 105 I o. 260 I I I 
13 I o 0.014 I 2 ( 13, 22, 38) (-0.230, -0.012) I 0.230 I 127 168 
14 I 2 0.008 I 

1 ( 14, 24, 4 I) ( 0.060, I I o.064) I o.oss I I I 

algorithm has very good approximation properties. The practical 

experience is that usually most of the best approximations are found, 
• 

though occasionally one of them is missed. 

150 

138 

118 

143 

59 

59 

67 

113 

124 

140 

125 

154 

128 

65 

I 

EXAMPLE. Let us take the same example as in section 5D. That is, Q= 7i3, 

1 0 = (1, 1.5, 25), h(x,y,z) =x, p 2 (x,y,z) = (y-xTs°) 2 + (z-x 25) 2 , 1* is the 

yz-plane. The first steps of the expansion are given in table 5.3 and in 

figure 5.9. The table explains itself. On comparing with the previous 

results (p. 88) we see that the best approximation (11, 19, 32) is missing. 

Another simple selection rule for sand tis the inner product 

a"lgorithm. Here we chooses such that 

(5.60) a = max 
s Q:s;k::;2 

and t such that 

• 
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(5.61) A .A = -t ,,, -s 
• min 

k+s 
• 

COROLLARY. With the inner product algorithm we have l~(i+l) I::; l~(i) l for 

k = 0, 1., 2 and aZ l i ~ O. 

PROOF OF LEMMA 5.15. Write u = 3-t-s. It follows from the cofactor relation 

a A + a A + a A = 0 that 
s s t-t u-u 

(5. 62) 

Suppose that A .A > - ½IA 12 • Then A .A· > - ! I A l 2 by (5. 6 1) , and thus 
-t s s -u s s 

a IA 12 +a A .A +a A .A> IA 12 (a -!at-!a )~O s s t-·t s u-u s s s u 

• 

by (5.60), contradicting 

1.~t + A9 I ~ I At I . c 

(5. 62). Therefore A .A - :S; -! I A 12 , whence 
-t . s = s 

TaEOREM 5.16. The 2-dimensiona.Z in:ner produat algonthm is strongly 

aonvergent. 

PROOF. Let i be independent and suppose o = inf I~ (i) I> O, where the inf is 

taken over k = O, 1,2 and all i 2 0. From (5.60) it is clear that 

lim ~(i) = 0 for k = 0, 1, 2. 

Now we have, for g I£, h = 3-f-g, 

so that 
. - . _ _,, 

• s1.n 

• 

¾(i)ldet A(i)I 

l.t0 lo2 

1 

A(i) I, 

• 
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Therefore lim sin 1(A (i) ,Af(i)) = O. Thus, for i large enough two of 

the third is less than 
l 
2ir. The proof now proceeds along exactly the same lines as that of 

~s -t 

Like the greatest angle algorithm the inner product algorithm 

usually finds most of the best approximations, but it sometimes misses one. 

EXAMPLE. In our previous example, the inner product expansion (table 5.4 

and figure 5.9) does not include the best approximation (13, 22, 38). 

The speed of the inner product algorithm can be increased somewhat if 

we replace the subtractive 

= At (i) + b As (i) with 

step A (i+l )·= A (i) + A (i) by A (i+l) = 
t t s t 

TABLE 5.4. (All figures rounded to 3 decimal places). 
I o . I ' . I " '" ' 

t At At ~-Al Al .A2 A2-~ 
a 

I I s 

lo I I 0 ( 1 . o, 0) (-1.710, -2.924) I 
I I r::l I , 

•1""4 
I 1 I ( 0) ( ) I bO 1. 710 l 0, l , l , 0 Q,) 

'2 I I ..c 
2.924 2 ( O, 0, 1 ) ( 0 I ) -1.710 0 -2.924 I , 

I I 
., 

1 I 2 I. 924 I 0 ( 1 , o, 1 ) (-1.710, -1. 924) I -1.710 0 -1. 924 
2' 2 0.924 I 0 ( 1 , o, 2) (-1. 710, -0.924) I -1. 710 0 -0.924 I I I 

( 

31 l 0.710 I 0 ( 1 , 1 , 2) (-0.710, -0.924) I -0.710 0 -0.924 

4 1 0 I 
. 

I 0.076 2 ( 1 , 1 ' 3) (-0.710, 0.076) -0.710 -0.710 0.434 I I I 
51 2 0.214 I 1 ( l , 2, 3) ( 0.290, 0.076) l -0.276 -0.200 0.434 
61 1 0.634 I 0 ( 2, 3, 5) (-0.420, -0.848) I -0. 186 -0.200 0.234 I I I 
71 l 0.420 I 2 ( 2, 3, 6) (-0.420, 0. 152) I -o. 186 -0.110 0.048 
al I 0.344 I 0 ( 3, 5, 8) (-0.130, -0.772) I -0.096 -0.110 -0.063 I I I 
9 I 1 o. 130 I 2 ( 3, 5, 9) (-0. 130, 0.228) l -0.096 -0.020 -0.159 

10 I 2 0. 138 l 0 ( 6, 10, 17) (-0.260, -0.544) I -0.117 -0.020 -0.091 l I I 
11 I 2 0.062 I 0 ( 9, 15, ·26) (-0.390, -0.316) I -o. 137 -0.020 -0.022 
12 I 1 0.054 I 0 ( 10, 17, 29) (-0. 100, -0.240) I -0.047 -0.020 -0.042 I I I 
13 I o 0.022 I l ( 11, 19, 32) ( 0.190, -0. 164) I 0.021 -0.062 -0.042 

I 2 0.008 I 
l (14, 24, 41) ( 0.060, 0.064) I -0.021 0.007 -0.042 14 I I l 

• 15 I l 0.032 I 0 (24, 41, 70) (-0.040, -0 .176) I 
I I I 

• 
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TABLE 5.5. (All figures rounded to 3 decimal places) • 

-
step! s a t At • At l IAtl I I s 

I I ( 1 , 0, 0) (-1. 710, -2.924) I 3.387 I 0 l 0 ~ I I I 1 •.-f 

I 
00 I 1 l. 710 l I ( o, 1 , O) ( l 0 ) I 1 (J.) , 

I I ..0 I I ) 1 b:=2 2 2.924 2 ( 0, o, I) ( 0 I , 
I I I I 

I 2 0.924 I 0 ( 1 , O, 2) (-1.710, -0.924) I l. 944 I b:=l 1 
I I I I 

2 I 1 0.710 I 0 ( ] ' l , 2) (-0.710, -0.924) I l. 165 I b:=l 

3 I 0.076 I 2 ( 1 , 1 , 3) (-0.710, 0.076) I 0.714 I b:=1 0 I l I I 
4 I 2 0.214 I l ( 1 , 2, 3) ( 0.290, 0.076) I 0.300 I b:=3 
5 I 0.482 I 0 ( 4, 7, I 1 ) ( 0. 160, -0.696) I 0.714 I h:=2 1 

I I I I • 

6 I I 0.054 I 2 ( 3, 5, 9) (-0. 130, 0.228) I 0.262 I b:=2 
7 I 2 0.062 I 0 ( 1 O, 17, 29) (-0. I 00, -0.240) I 0.260 I b:=l I I l I 
8 I 0 0.022 I 1 ( 11 , 19, 32) ( 0.190, -0. 164) I 0.251 I b:=I 
9 I 2 0.008 I 1 ( 14, 24, 41) ( 0.060, 0.064) I 0.088 I .b :=2 I I I I 

10 I 1 0.010 I 0 (38, 65,111) ( 0.020, -0. 112) I 0. 115 I 
I I I I 

a • ~s.At l s b = min --, 
2 • at IA 12 

- s 

Notice that b ~ 1, since a
5 
~ at and A .At:::;; -½IA 12 (cf. le1111c1c1 5. 15). The 

--,.;g - s 
accelerated algorithm is also strongly convergent, because we have 

I At + bA9 I S I At I as an easy e~ui valent to ler11111a 5. I 5, and this was the 

relevant property in the proof of theorem 5.16. 

EXAMPLE. Applied to our standard e:xa:mple the accelerated inner product 

algorithm (table 5.5) still misses the best approximation (13, 22, 38). 

It now runs for only 10 steps. 

In 1979 JURKAT, KRATZ & PEYERIMHOFF[ 1] proposed a 2-dimensional 

algorithm also with the intention to obtain best approximations to the 

Euclidean radius function. Their algorithm was the first one for which 
• 

something was proved about its relation to best approx:imations, though it 

is not true that an expansion by their algorithm always contains all best 

approximations. We give a brief sketch of the algorithm (which we shall 
call the JKP-algorithm). 

The central notion is that of a regutated lattice base: Let 

I 
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A= {A0 ,A1 ,A2 } be such that 

permatation f,g,h of 0,1,2 

+ 
io e: {A} and h(A) > 0, and 

by ¾ ~ ag ~ af. Then A is 

specify the 

regulated if 

and 

The idea is that a regulated base contains at least one approximation of 

good quality (see lenrma 4.8). 

Now suppose 

such that 

that A(i) is regulated, with f = f (i), g = g(i), h = h(i) 
• 

(5.63) 

Let c 1 , c 2 , c be integers satisfying 

• 

and c=min (c 1,c2). In the next regulated base A(i+l), write f' = f(i+l), 

g' = g(i+l), h' = h(i+l) such that 

(5.64) 

Then {A ,(i+l),Af,(i+l)} are,· without regard to ordering, g . 

(i) 

(ii) 

(iii) 

(iv) 

(v) 

{Ag(i), 

{Af(i), 

Aii(i)} 

¾(i)} 

if else 

if else 

{Af (i), Ag (i) + (c+ 1 ).t\_ (i)} if c = c 1 < c 2 ; else 

{~ (i), A (i) + (c+l )-\i (i)} if 
g . -g 

{Ag (i) + c¾ (i), Ag {i) + (c+ 1 )¾ (i)}. 
• 

In all cases the third point of A(i+l), ~,(i+l), is the point determined 

uniquely by (5.64) and t 0 €{A(i+l)}+. Notice that by (5.63) c 1 ~ 1, so if 

c < 0 we have c 2 < 0 which means that (i) applies. Thus, if (iii), (iv) or 

(v) applies, then c ~ 0 and A(i+l) ;i A(i). The algorithm has the purely 

else 
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• • 
• postulated 1.·n def1"n1.·t1"on 2.3. In fact, the transition additive structure 

from A(i) to A(i+l) consists of the fo~lowing (sequence of successive) 
a 

s 
step(s) (we gives, t and b; ''b = max'' means b = - ) : 

at 

(i) 

(ii) 

(iii) 

(iv) 

(v) 

s=h, t=f, b=max; then s=g, t=f, b=max. 

s=h, t=g, b=max. 

s=h, t=g, b=c+l; then s=g, t=h, b=max; thens= f, t=h~ b=max. 

s=h, t=g, b=c+l; then s=g, t=f, b=max; then s=h, t= f, b=max. 

s = h, t = g, b = c ; then s = 11, t = f , b = max; then s = g, t == h, b = 1 ; 

then s = g, t = f , b = max. 

Now Jurkat, Kratz and Peyerimhoff associate with each base A(i) in 

an expansion of the JKP-algorithm a best approximation B(i). It is the 

non-zero point with 

• 

\B(i)I :s; • m1.n 
Q:s;k~2 

I~ (i) I 

for which lh(B(i))I is tl)inimal. Often B(i)e::A(i). At the cost of some long 

and intricate proofs 1), all in planar geometry, it turns out that for any 

i there are at most four best approximations B' with 

h(B(i)) < h(B') < h(B(i+l)), 

and these are found among a well-defined set of nine points. The speed of 
• 

the JKP-algorithm is comparable to that of the accelerated best 

approximation algorithm (lec1nnata 5.10 and 5.11), but it does not guarantee 

that all best approximations occur in the expansion itself. 

EXAMPLE. In our standard example, the expansion by the algorithm of Jurkat, 

Kratz and Peyerimhoff (see table 5.6) does not include the best 

approximation (11, 19, 32). Notice that· the standard base of z 3 is not 

regulated. Therefore we start with another base, which is regulated. 

1) Unfortunately there seems to be a flaw i·n the prof f th 4 case 4 o o eorem , .·• 
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a 
s 

• 
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case I t At !t 
,---:------;-------------_;:;_---~------------· I I 

I O l I O ( 1 , l , 2) ( -o . 7 10 , -0 • 9 24) I 
I I , ( l , 

.o I 2 0. 9 24 I 2 ( 0, 0, 1 ) ( 0 , 1 ) I I 2 0 ( v) c=O 

I 
I IO 0.290 I l ( I, I, 2) ( 0.290, -0.924) I 

I I I I 2 0 • 6 34 I O ( l , I , 3) ( -o . 7 1 0 , 0 .. 0 7 6 ) I O 2 I (ii) b= 1 
---7----------r-----------------------------------r- -------------------

2 I 1 o.076 I 2 ( 1, 2,. 3) ( 0.290, 0.076) I 1 o 2 (ii) b=2 
---,--~--~----+--~----------~--------------------~+----~------~~~~--------

I I · I · 
3 I 2 0.054 I O ( 3, 5, 9) (-0.130, 0.228) I 2 l O (ii) b=3 

---7----------r-----------------------------------r------------------------
. c=O 

4 I O O. 062 I l ( 10, l 7, 29) (-0. I 00, -o. 240) I 2 0 I ( 1. v) b= 1 l O 
~--,--~~------+-------------~-------------------~-+--------~-----~-i-i-~-

s I 1 
I 
lo 
I 

0.014 

0.008 

I o 
I 
I 2 
I 

( 13, 22, 38) 

( 14, 24, 4 I) 

• 

(-0.230, 

( 0.060, 

-o .o 12) I I 
o.064) I 

I 

SF. Application: Units in cubic n,].D)ber fields. 

• 

Let f(x) € 1l[x] be an irreducible polynomial of the third degree and 

with negative discriminant. Then it has one real root e and two complex 

conjugate roots 8', 0 11
• The n11mber e defines a real cubic nt.tmher field 

:Q(e). For a E :Q(8) we denote its conjugates by a', a''. Let 0(8) be the 

maximal ring of integers in :Q{0), E(e) its unit group. From the unit 

theorem of Dirichlet we know that there is a so-called fundamental unit 

E:o such that E(e) = {±e:~ I m E Z}. With E:o also -e:o and 1/e:o are 

fundamental; therefore we fix e:0 > 1. Dirichlet's theorem does not tell us 

how to find e: 0 in a given field :Q(0). We shall see that e: 0 can be 

deter111ined with the 2-dimensional best approximation algorithm. 

With 0(0) we associate the lattice 
• 

n ( a) == { ( a , Rea ' , Ima ' ) I a E O ( e) } 

in ]R3 • The point (a, Rea', Ima') will also be denoted by a. We choose the 

height function 
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(5. 65) h(x,y,z)=x 

and the Euclidean radius function 

(5.66) 

This gives 

(5.67) 

p (x,y, z) = /y2 + z 2 • 

h(a) = a 

p(a) = la' I 

• 

for a E 0(0). Notice that lh(a) I= lh(S) I implies a.=±$. 

LEMMA 5. 17. If EE E(e), then e: is a best approximation of n(eJ to the 

x·axis -with Pespect to the height and distance functions (5.65), (5.66). 
, 

PROOF. Suppose some a E n(e) satisfies simultaneously p(a) s p(e:) and 

lh(a)I < lh(e:)l. By (5.67) this implies la'I s le'! and la!< le!. If we 

denote the norm of a by N(a) = aa' a''= a I ex' 12 , this gives I N(a) I < I N(e) I = 1, 
• 

whence N(a) = O, or a= 0. a 

LEMMA 5.18. If Bis a best approximation, £ a unit, then Be: is a best 
• • appro:c1.,mat1,,.on. 

PROOF. Suppose some a. satisfies simultaneously p(a.)sp(l3e:) and 

lh(a.) I< lh(Se:) I. By (5.67) this means la' I~ I B'e:' I and !al< I Be:1, whence 
• 

a: s IS' I and a < I SI. Therefore p a)~ p(S) and lh - I< lh(f3) I, so that 
E £ £ 

a= 0 because B is a best approximation. c 

I 

COROLLARY. If Eo > 1 is -the fun.damentaZ. unit of .JQ(e) and 1 < B1 < •••• < sj = Eo 

a.re the best approximations with heights between 1 and e:: 0, then every 

best approximation is of the form ±Bke:~ for some m € ~ and k € {1, •••• ,j}. 

PROOF. If 13 is a best approximation, then so is IS I e:0 m by le11i111a 5. 18, 

where m E 1l may be chosen such that log I 13 I > m. loge0 ~ log I BI - loge::0 • But 

we have 1 < I a I E~m s e:o, hence I a I €0111 
= ak for some k € { 1, •••• ,j}. D 

• This is the periodicity result we promised at the end of section 4C. ----
' 

Multiplication by EO represents the periodicity transfor11,ation T
1 

in (4. 14). 

• 
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Le1 11111a 5. 17 and the corollary to le1mna 5. 18 show that all best 
• • • • 

approximations, including the fundamental unit, can be determined by 
• 

computing a finite part of the expansion of some suitably chosen base of 

n(e) by means of the 2-dimensional best approxjmation algorithm. 

The question arises whether the sequence of best approximations with 

respect to another radius function than pin (5.66) can be periodic. This 

indeed is possible. Take, f.or example, a cubic field :Q(e) of negative 

discriminant in which the only best approximations with respect to 

p (x,y, z) = ly2 + ~2 are the units. Let the integer t ~ 2 be such that 

IN(a) I ~ t for all a E O(e), a i E(B) u {O}, and suppose t > e:
0

• Such fields 

exist (see example 2 below). Take u > 1 to be a real nt1mber satisfying 

u 4 < min and let the radius ' . 
function pl be such that 

1 u p(a.) s; p 1 (a.) 5 u p(a.) for all a. E n(e) 

(e.g. First we show: Every unit is a best 

approximation with respect to p 1 • Indeed, if E were not, then for some 

a. e: 0(0), a.< e:, we would have p 
1 

(a.) Sp 
1 
{e:), whence 

• 

Now if a.~ E(0) this gives IN(a.) I= la.I la' 12 s u4 e:I e:' 12 = u4 < t/e0 < t 
m • 1· by choice of u, whence a.= 0. And if a. E E(e), then a< E = e:0 1.mp ies 

m-1 m-1 4 I 2m 4 / d · · a :S Eo , whence I N(a) t s Eo u l Eo = u Eo < I, a contra 1.ct1.on. 

Secondly, we show: If a i E(S), then a is not a 
m m+l 

• • p
1
-best approx1mat1.on. 

Choose m e: Z such that e: 0 <a.< e0 and suppose 
m 

pl (a) s pl (e:0) • Then 

m+l 4 2m hence a = 0. Therefore 

a. t E (8) u {O} implies p 1 (a.) ~ p 1 (e:~), so that a is not 
• • a best approx,mation 

with respect to p 1 • 

We shall now give a few examples. 

x 3 + 3x- 2 = 0. 
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an integral base of 0(0). We start our expansion with A(O) consisting of 

A0(0) = 1, A1 (O) = e, A2 (0) = 3+ e2 = 2/6 •. The three angles 

1(~ (O) ,A1 (O)) = 1 (~ (O) ,A2 (O)) = arg e' ~99 
0 

1(A1 (O) ,A2 (0)) ~ 162 
0 

all exceed ½n. Thus by leinma 5. 8 all points ex. with I a' I < l, a> 0, ai;e in 

{A(O)}+, in particular so all best approximations higher than 1, including 

e
0

• Table 5.7 gives the beginning of the expansion. The last base in the 

table, A( 1 I), consists of 

AO ( 1 l) = 17 + 30 + 56 2 , 

A1 ( 11) = 10 + 28 + 362 , 

A2 c 11 ) = 40 + 7 e + 12 e 2 • 

• 

• 

Except for 10 + 20 + 362 any non-zero lattice point in {A( 11) }+ has at least · 

the height of 17 + 36 + 502 • Therefore all best approximations between 1 and 

I 7 + 38 + 582 have been found. We list them in increasing order of height: 
• 

TABLE 5.7. (All figures ro1mded to 3 decimal places). 

. I 4 ' I ' II 0 = = ' . ,,. . . 
I ' • 

r 
0 ' 

t A =et Rea' Ima' \cx.'\2 stepl s a I I I 
cas 

s t 

l 0 0.643 1 0 1 ( 1 0 ) l 1 I 
I I , 

I I ~ 
I I .077 I 1 (-0.298, 1.807) l 3.355 I •.-4 I e bO • 

(l) I I • 92 -1.077) I I ,.0 2 1.807 2 3 + (-0.178, 1. 192 Ib 
I I I I 

" I 

I 

I I 2 0.730 I 1 3+ e+ e2 (-0.476, 0.730) I 0.759 I Ib 

2 I 2 0.087 I 0 4 + 92 ( 0.822, -1.077) I 1.836 I II I I I I 
3 I I 0.434 I 0 7+ e+ 20 2 ( 0.346, -0.347) I 0.241 I II 

4 I l 0.347 I 2 6+ e+ 262 (-0.654, -0.347) I 0.547 I Ib l I I I 
5 l 1 0.260 I 2 9 + 28 + 302 (-1. 130, 0.383) I 1.424 I II 

6 l 0 0.556 I 2 16 + 38 + 50 2 (-0.784, 0.036) I 0.616 I II I I I I 
7 I 0 0.296 I l 10 +· 20 + 362 (-0.130, 0.383) I 0.163 I Ib 

8 l 0 0.209 I 2 23 + 48 + 702 (-0.438, -0. 311) I 0.289 I Ib I l l l 
9 l 0 0.122 I 2 30 + 58 + 902 (-0.092, -0.658) I 0.441 I II 

10 I l 0.173 I 2 40 + 76 + 1202 (-0.222, -0.275) I o. 125 I Ib l I I I 
1 l I l 0.051 I O· 17 + 38 + 5e2 ( 0.216, 0.036) I 0.048 I 

I l I I 
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3+ e+ e2 , nor111 3 

6+ e + 2e2 , norm 4 

7+ e + 202 , norm 2 

10+20+392 , norm 2 

17 + 38 + 56 2 , norm I • 

Since 17 + 30 + 562 is the first unit that occurs, it is fundam~ntal. 

EXAMPLE 2. Let e RI 1. 325 be the real root of 

• 

Starting with A(O) = {I, e, e2 }, which forms a base of o·(e), the first step 

of the algorithm is of type lb and takes l into l + e = e3 , so that 

A( l) = { e3 , e, e2 }. We see that the projection of A( l) on the yz-plane is 

obtained from that of A(O) by rotation over arg 6' and multiplication with 

le'!. Therefore the algorithm gives a periodic expansion with a period 

length of one step, and it follows that all (and only) positive powers of 

a will be found: In eve:r;y step the algorithm adds the second-lowest to the 

lowest point and obtains a new best approxjmation. 

CUSICK[6] deter1nined the best approximations (with Q = z 3 and 

t 0 = (1, a, e2 )) in the square norm sense of Diophantine approximation 

(section 4E): All of them are units, but not all units occur as best 

approxjmations. There is in fact an ''almost periodic'' pattern in the 

sequence of those me Z for which em is a square norm best approxjmation; 
' 

the lengths of the ''almost periods'' are integers j such that j .arg a' is 

approximately an integral multiple of~. This example shows that a square 

norm is not always natural. 

===-~!!:...!LE~...:3~. Let D be a cube-free integer greater than l, and write D = fg2 

where f and g are square-free integers. Put e = lfg2 , cp = ;1f2 g. Since 

:Q(0) = :Q(cp) we may suppose that qi> a (or f > g). 

According to DEDEKIND[l] an integral base of O(e) is 

(5.68) 

(5.69) 

• 

1 , e, 4> if D -,J ± l (mod 9) 

I, 0, 
u + ve + <p 

y= 
3 

if D = ± l (mod 9), 
u = g (mod 3) 

v = fg (mod 3) • 

I 
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It is never difficult to find a good initial base A(O) for our expansions, 

because we have: 
• 

5.19. (a) The base (5.68) is of the first kind. ------
(b) The base (5. 69) is of the fi~st kind if we take v e {-1, 1 }, u E {1, 2}. 

2 • 2ni/3 
PROOF. (a) We have e' = we and <f>' = w <f> with w = e • Thus the three 

2 
angles of the base (5.68) are all exactly 3n. 

2 1 (b) We have 1(1,0)= 31r as above, and ~(6,y) > 31r because of 

. ( . l 
(by 4> > a and v :s; 1). It remains to see that 1 I, y) ;?: 31r, for which it 

suffices to show that Re 

if cf> 2: 2. However, if cf>< 2, then also e < 2, so that fg < 4, and D can be 2 

or 3 only, hence not ±I (mod 9). c 
• 

LE 4. Consider the field :Q(e) with 8 = 29. An integral base is -----
1, e, e2 by (5.68). After 64 steps of the accelerated 2-dimensional best 

approxima,tion algorithm (235 in the slow version) we have obtained the 

following best approximations: 

81 - ( 9, 3, l) of nor,,, 4 -
82 - ( 123, 40, 13) of nor1u 24 -
83 - ( 132, 43, 14) of nor,n 7 -
S4 - ( 387, 126, 41) of nor,1, 14 -
S5 - ( 1699, 553, 180) of 12 - nor111 

86 - ( 5352, 1742, 567) of 7 - nor1n 

137 - ( 23494, 7647,. 2489) of 6 - norr11 

Ba - ( 148015, 48177, 15681) of 28 - nor111 

f39 - ( 324876·, 105743, 34418) of 3 - nor11t 

810 = ( 2445641, 796025, 259096) of nor1n 22 

l31 l = ( 6539156, 2128412, 692771) of nor10 35 
f312::: ( 8984797, 2924437, 951867) of nor,,, 12 

' 

813::: ( 33818423, 11007466, 3582790) of nor,,,· 11 

I 
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(128734536, 41901452, 13638689) 

(214665852, 69871001_, 22742121) 

(343400388, 111772453, 36380510) 

of norm 21 

of norm 34 

of norm 25. 

This infort11ation suffices to prove that e:0 = S~/3 = S~/N(f3
9
), if we use the 

following arg11ment of WILLIAMS[2]: Write lJJ = s
9

• Using N(ljJ) = 3 we easily 

verify that $ 3 /3 E 0(6) and N($ 3 /3) = 1. Now I \j.,' I< 1, whence 1./J > N($) = 3 and 

Suppose $ 3 /3 = e:~. Because 1J, < 106 we then have e:
0 

< 109 /13 and e:
0 

would have 

been found before s16 (which is greater than 109 ). This not being the case 

we conclude that ljJ 3 /3=c0 F:::S3.,.086xI017 • 

A table of units for the fields :Q(rn), 2S:DS: 199, D cube-free, was 

given by SVED[l]. These units were calculated by means of an algorithm of 

Szekeres (to be treated in section 6A), which has about the same 

approxi1rration qualities as the algorithms of section SE (in particular it 

does not guarantee that one will find all best approximations). Sved did 

not stop after the firs~ unit had been found, but she tried to find several 

units: If all are powers of the first one it is reasonable to suppose the 

first one to be fundamental. Using a multi-precision computer program 

of the 2-dj 111ensional best approximation algorithm, Te Riele checked some 

values of D where Sved had large units, namely 

I 

D = 41 , 59, 69, 77, 83, 85, 87, 97, 10 l , 103, 111 , 113, 119, 131 , 

137, 146, 149, 155, 157, 159, 167, 173, 177, 178, 183, 187, 

191 , 19 3, I 94. 

In all instances it was shown that Sved's unit is indeed fundamental. In 

the largest case, D = 167, a 154-digit precision was used to find the unit, 

which is about 6xto9 S; here Sved had used 360 digits without finding a 

second unit 1). 

1) Recently, JEANS&HENDY[l"] gave a method to decide whether a given unit 

in a pure cubic field :Q(ln) is fundamental. Essentially they use the fact 

that a unit > 1 is a P.V.-number to give a more sophisticated version of 

checking all prime roots to see if they are algebraic integers. They also 

decided that Sved' s units for D = 167, 177 are fundamental. 
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REMARK. WILLIAMS, CORMACK & SEAR[ 1] have shown how the use 

arithmetic can largely be avoided and replaced by integer 

of multi-precision 

arithmetic with 
• 

integers not exceeding D6 (for large D). They did so for the method of· 

Voronoi mentioned in section SA, but their technique is equally suited for 

our algorithm. For details on computer implementation of multi-dimensional 

continued fraction algorithms we refer to the appendix. 

EXAMPLE 5. Consider the field :Q(6), 8 = ~D, where D = d 3 - l (d E Z, c;l ~ 2). 

We calculate the expansion of A(O) = { 1, e, e2 } (which is not necessarily 

a base of 0(0), but it is a base of a ?l - module in 0(6)). As an aid in the 

verification of certain inequalities we put o = d - e = (d2 +de+ e2 )- 1 • 

I Since d ~ 2 we have o < 4, and hence 
• 

(5. 70) 

We estimate 3d 3d 0 < 3do =----- < --< 
d2 + de + e 2 362 

using d 2= 2 ~ hence 

(5. 7 I) 

• 

1. We start with an accelerated step of type lb, using le1001a. 5 .1 O and 

[e] =d-1. This gives A(I) = {l, e, a.
1

} with a
1 

= e 2 + (d- 1)8. We 
• est1ma.te 

• 

• e 

. l 

• 

• Figure 5. IO. 

a2 

)j 

I 
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• 

and easily verify 

(5. 72) 

2. The second step is also of type Ib: It gives A(2) = {I, a.
2

, a.
1

} with 

~- Ct.2 = e + a 1 = e2 + d8. We estimate 

· > -d2 (using o > O) 

0 < Im(a') = .!a/J(d- 6) = .!.(d - 0)0/3 < .!./3 (using (5. 71)). 2 2 2 8 

3. For the third step we take ct. = a. + d 2 - 1 = d 2 - 1 + d6 + e2 
3 2 ' so that 

A(3) = { 1, a 3 , a. 1 }. This is an accelerated step of type II (leo1111a 5. 11). 

From the estimates for a.2 we have 

so that 
• 

(5. 73) 

Furtherrnore we find N(a3 ) = 3d2 - 3d from the nor111 form, 

N(x + y8 + ze 2 ) = x 3 + Dy 3 + n 2 z 3 - 3D:xyz. 

Therefore 
3 d2 - 1 + de + e2 

4. The point of A(3) with minimal radius being a 3 we continue with a 

sequence of type Ib steps to obtain A(4) = { 1, a 3 , a 4 } with 

I 

a 4 = a 1 + d2 - [ ½d] - 1 (note: this is not the maxima.I value of b in le1£1n1a 

5.10). From Im(ai)<-1 we know that the points a 1 +c, O<csd2 -[½d]-1, 
• 

• 
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are not best approximations. We have 

0 

Re (a' ) = Re (a' ) + d 2 - [ ! d] - 1 
4 1 

from the estimates of Re(aj). Also 

7 l / --(d--) 3< 
16 8 

- ✓3 for d ~ 3 

and, when d = 2, 

so that 

• 

in either case, whence 
• 

(5.74) 

5. At this point we interrupt the algorithm. to do the step 

a5 = l + a.3 = d 2 +de+ e2 , which ma.kes A(S) = {a5 , a 3 , a 4 }. We verify that 

so that 

3 l 
Re (a' ) = -do - -o 2 

5 2 2 

• 

3 ~ -2 ( d - o) o = ✓3 Im (a.~ ) , 
. .'.> 

With (5.74) this allows application of len11nc15.1: There is no best 

approximation in {A(4)}+- {A{5)}+ except for 1. It also proves that 
+ t 0 E {A{S)} • 

l 

of) a.3 , a 4 or a 5 , is a 3 + a.4 • Since the height of a
3 

+ a 4 exceeds that of 

a 5 , all best approxjmations between l and the unit a.5 = e:0 have been 

found: a 3 = e0 - 1 is the only one, and the sequence of best 



115 

• • • approximations is 

• 

• ••••••• 

HISTORICAL RE.. S. In the past, some small and not always entirely correct 

tables of fundamental units were computed by hand, chiefly by trial and 

error methods. The oldest seems to be given by MARKOV[l] in 1891 for cubic 

fields ~(rn), 2 :5 D :5 70 (reproduced in DELONE & FADDEEV[ l J, p. 304). Other 

such tables exist from CASSELS[ I] and SEiaME;R[ 1] (for D ~ 50, D $ 100 

respectively). WOLFE[l] calculated the fundamental unit of the module with 

base {l, fu, i'D2
} for 2:5:D:5100. This module is not always O(i'D); in fact, 

as NAGELL[l], note I, pointed out. REID[I,2] gave an incomplete table of 
\ 

bases, discriminants, units and class n1rmbers for many fields 1}(6) with 

9 defined by 8 3 - pe - q = 0, Ip I, I q I s; 9. The method of USPENSKY[ I] depends 
• 

on successive minjma of certain quadratic forms associated to :Q(0). 

It was recognized early that the theory of 2-djmensional continued 

fractions provided a more systematic approach: The problem has been an 
• 

example of the application of nearly all algorithms that have been 

proposed. The oldest methods in this respect are those mentioned in section 

3C, remark 2 (p. 29): To obtain units as eigenvalues of periodic expansions, 

or to find a cofactor which happens to be a unit. Typical results in this 
.. 

directions are the tables of BERNSTEIN[14] and GUTING[2], who both tried to 

find units of :Q{1n), 2 :5 D :5 998, with the Jacobi-Perron algorithm and 1 

Gu.ting's algorithm, respectively. Both authors used a 16-digit precision, 

not enough for most values of D; however they also missed units which 

should be obtainable with that precision, e.g. for D= 34, 51. Other papers 

1.ooking in this direction are BERNSTEIN[IS,16,18,20,21]. STENDER[l], 

WILLIAMS[]] and RUDMAN[I] considered the question whether some units of 

Bernstein are fundan1ental. DAUS[2] gave a completer version of Reid's 

table, using his variation of the Jacobi-Perron algorithm (section 3G). 

A better result was obtained by SVED[l], who gave a unit table for }l(?n), 

2 s D :5 199, calculated by Szekeres' algorithm (see example 4 of this section). 

A slightly larger table was given by WADA[ l J (for 2 ~ D ~ 250). It is not 

clear which method he used. 
• • • • • • • The characterization of units as best approximations in an appropriate 

setting was first found in the work of VORONOI[l] and BERWICK[l]; later 
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DUBOIS[2,3,5,6] employed it, too, but none of these authors did his 

calculations with a continued fraction algorithm. Instead, they resorted 
• 

to the method outlined in section SA. Voronoi's method is explained in 

detail in DELONE[ 1] and DELONE & FADDEEV[ 1]; a computer adaptation will be 

found in WILLIAMS & Z ;-u 

At present, the largest unit tables have been calculated by Voronoi's 

method, mainly by Williqms and his colleagues. A table for :Q(ro), 

2 s D s 998, was given by BEACH, WILLIAMS & ZARNKE[ 1]; the largest unit in 

this table is of order 10330 , for D= 951. A table for ~(0), with 

e3 -p0-q=O, lpl,lql ~ IS, is found in WILLIAMS&Z ;'\,,J,;j[2,3]. ANGELL[l] 

listed all cubic fields with discriminant between -20000 and O (there are 

3169 such fields), and gave the fundamental units as calculated by the 
' 

method-of Voronoi. 

WILLIAMS & Z [I] and WILLIAMS & HOLTE[ 1] asked for which D 

( ~ 15000, 50000 respectively) x 3 - Dy 3 = 1 has a solution in integers x,y 

with y-/ 0. As is known (NAGELL[ 1 ]) this is the case if and only if x - y~D 

is the 

if for given D there exists a solution, it is necessary to calculate g 0 , 

unless there is an easy.argument (e.g., congruence considerations) to 

prove that there is no solution. 

In another project involving :Q(ID) for D large, WILLIAMS, CORMACK & 

SEAH[ I] and WILLIAMS[2] tried to find such fields with D ( ~ 100,000 and 

200,000 respectively) a prime = 2 (mod 3), such that the field has class 

number one. To compute the class n11mber one needs the regulator R = log e:
0 1 

of the field. Since onl~ log ·e0 , not e:0 itself, is needed, they managed 

to avoid multi-length arithmetic by implementing special techniques in 

Voronoi's method. The largest regulator obtained was log E 0 ~455713.750 

for D = I 99109, where e:0 is the 134645-th best approximation greater than 1 • 

• 



CHAPTER 6. THE MULTI-DI'.MENSIONAL CASE 

• 

,6A. The _S_zek,er.~s _a;11d_ ~nner. pr_oduc,,t algorithms. 
r • " ''"' 

In this chapter we survey the scarce work that has been done for 

dimensions higher than two. 
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SZEKERES[l] published in 1970 the first multi-dimensional continued 

fraction algorithm where the principal goal was to find good or best 

approximations. His article started with a list of properties that an 

ideal generalization of the continued fraction algorithm would have to 

possess: It should find all best approxjmations (and preferably only good 
. 

ones), and the I cofactors, which are integral linear combinations of 

a 0 (0),a 1(0), •••• ,an(O), should be good approximations to zero compared 

with the size of the coefficients of those combinations. Furthermore, it 
• 

should be able to determine the dependence rank of the line!, and to find 

units of an algebraic n1n1lber field when applied to an integral base of 

that field. Last but not least, the algorithm should be reasonably simple • 
• 

The 2-dimensional best approximation algorithm. satisfies several of these 
• requirements. 

Szekeres then defined the following subtractive algorithm, p and h 

being a radius and height function as in chapter 4. 

(1) i:=s:=O; 

(2) deter111ine t :r/= s such that 

(6. l) 

(3) 

(4) 

A (i) 
s p - h(A (i)) 
s 

. . 1 is maxi.ma; 

if a (i) > a (i) then interchange s and t; 
t s 

A(i+ 1) = A(i) I ; i := i+ l; goto (2). st 

I 

Geometrically, one considers the central projection toward the origin 
• 

of A(i) on the plane h = 1, and takes At (i) such that its central projection 

is farthest from that of A (i) (farthest as measured by p; originally 

Szekeres does not make clear why he keeps the index s fixed until at is 

chosen such that at > as. One arg1unent is, doubtless, that we have to 
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TABLE 6.1. (All figures rounded to 3 decimal places). 

( 1, 15,; 25) At 
• for stepl s a I t 
1
corr. 

s 

I 0 0.076 I 0 ( 1 , 0, 0) I ( l , 1 , 2) 
I I I A 

.. r-1 I l 0.214 I 1 ( I , l , O) I ( 1 ' I , 3) bO 
Q) I I I ..0 2 0.710 2 ( I , l , I) ( 1 , 2, 3) I I I 

I I I 
< 

1 1 2 0.634 I 0 ( 2, 1 , 1) I ( 2, 3, 5) 

2 I 2 0.420 I 1 ( 2, 2, 1) I ( 2, 3, 6) l I I 
3 I 2 0.344 I 0 ( 3, 2, 2) I ( 3, 5, 8) 

4 I 2 0.130 I 1 ( 3, 3, 2) I ( 3, 5, 9) I I I 
5 I 2 0.054 I 0 ( 4, 3, 3) I ' 

( 4, 7, 11) 

6 I 0 0.022 I 2 ( 5, 4, 4) I ( 5, 9, 14) I I I 
7 I 1 0.192 I 0 ( 7, 6, 5) I ( 7, 12, 20) 

8 I ] 0.138 I 2 ( 8, 7, 6) I ( 8, 14, 23) I I I 
9 l 1 o. 116 I 0 ( 10, 9, 7) I ( 10, 17, 29) • 

10 I 1 0.062 I 2 (11, IO, 8) I ( 1 I , 19, 32) I I I 
1 1 I 1 0.008 I 2 ( 14, 13, 10) I ( 14, 24, 41) 

12 I 0 0.014 I ] . ( 13, 12, 9) I ( 13, 22, 38) I I I 

evaluate only n quantities in step (2); if also s were free and the 

roaximn:ro were to be taken over all s,t-pairs, then this would require 

!n(n+l) evalt1ations. 

Szekeres clajms that ''it is quite likely that best approximations 1 

• 

[with respect to p and h] are never missed out by the algorithm'' when 

applied to a base A(O) with JZ.. 0 e {A(O) }+ and h(A(O)) > O. 

EXAMPLE. With n=2 we run our favourite example of sections SD,E. However, 

we must have h(A(O)) >O because of the divisions in (6.1), therefore we 

take, according to Szekeres, t 0 =(1, 25-2, fs-1) and let A(O) consist 

of A0 (0) = (1, 0, 0), A1 (0) = (1, 1, O) and A2 (0) = (1, 1, 1). We give the 

expansion with the Euclidean radius function p (x,y,z) = /y'L + z 2 on £* and 

the height function h(x,y,z) = x in table 6.1. The last col,JJ1ar1. contains the 

approximations to ( 1, , 25) which correspond to the approximations At of 

i 0 • We see that all best approximations have indeed been found. 

Nevertheless, there exist counterexamples to Szekeres' claim (see the 

example with n = 6 below; also see DUBOIS[7] for a counterexample in two 
• 
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di mens ions) • 

SZEKERES[l] proved that his algorithm is weakly convergent in all 

dimensions. Nevertheless, the nature of the selection rule for s and t, 

which depends on central rather than orthogonal projection, makes it very 

difficult to prove strong convergence, let alone something on the quality 

of the approximations. Apart from a paper by CUSICK[5], who verified a 

conjecture of Szekeres on a particular example, no theoretical results have 

been published on the algorithm. It has been compared experimentally with 

other n-dimensional algorithm,s, mainly that of Jacobi-Perron, and the 

results indicate that the approximation quality of Szekeres' algorithm 

usually is much better than that of the J.P.A. See JURKAT, KRATZ& 

PEYERIMHOFF[ 1] and VAN DE LUNE & TE RIELE[ l]. 

FERGUSON & FORCADE[ 1] mention the following example: If Szekeres' 

algorithm (in its original version) is applied to the four numbers 

~ I = 0. 5366654 780 

'2 = o. 3595184257 

~3 = 0.2420244429 

~4 = ~ 1 + ~2 + ~3 - l, 

• 

then it does not detect a dependence relation before exhausting single 

computer precision (about 150 steps), in spite of the existence of the 

relation 1-~ 1 -~2 -~3 +~4 =0. 

Prompted by such e:xample.s Szekeres has very recently modified his 

original selection rule for the index t (formula (6. l)). He now considers, 

according to MACK[private con10,1tnication, 1981 J, the following selection 

rule of t, still using central projections: Let t\_ (k :I: s) be the (n-1 )-
. A. +A. 

dimensional hyperplane · · · · ~ s 
A. s 

perpendicular --- no results of this new rule are 

known. s 
• 

I 

We now present another algorithm which experimentally gives 

appro~imations of good quality, and which compares favourably with Szekeres' 

algorithm in several aspects: The n-dimensionaZ inner produat algorithm 

takes s such that 
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(6.2) a = 
s 

and t (:/: s) such that 

(6.3) A .A = 
-t s 

• min 
k:/:s 

A.. .A • 
=:it s 

• 

It may be accelerated by choosing the step size 

(6.4) b =max • 1, min 
a 

s 
• 

The numb~r of evaluations required to determines and t from (6.2), (6.3) 

is linear inn, as was the case with Szekeres' algorithm. If we would not 

fix s by (6.2) but take the minim11m in (6.3) over all s,t-pairs, this 

would require ½n(n+l) evaluations of inner products. 

From (6.2) and (6.3) and a0 !cJ + a 1 A1 + •••• + an!n = 0 
• 

we easily derive 

• 

as in ler1J11Ja 5.15, but only in the case n::; 2 this does provide a simple 

proof of strong convergence (theorem 5. 16). For n ~ 3 nothing has been 

proved yet. 

LE. In 

a = log 13 
l log 17' 

JR.7 we take SJ= z 7 and £ 0 = (l ,o. 1 ,a2 ,a3 ,°'.4 ,o.5 ,o.6 ) with 

a = log 11 .a, = log_?, a = ~os 5 a = ~O& 3 a. = log_ 2 • 
2 log 17' 3 log 17' 4 log 17' 5 log I 7' 6 log 17 

We take the height function h(x0 ,x 1, ..... ,x6) = x
0 

and the Euclidean 

radius fimction 

l 

R,* is the hyperplane x0 =0. In table 6.2 we give the height (x
0
-coordinate) 

and radius of selected points B from the Szekeres expansion. The selection 

criterion is that the expansion contain no P with both lh(P)I < lh(B)l and 

p (P) ::; p (B). For each selected B the n1x1ober of the step in which the point 

was found is given. As a measure of the quality we 

h(B)(p(B)) 6 , which differs 

only by a constant factor: 

from the for1nal quality 
,r3 

qu (B) =3841 h (B) I (p (B)) 6 • 

add the n111nber 

as defined by (4.22) 

In table 6.3 we do the 
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TABLE 6 2 • • (Szekeres' algorithm). TABLE 6.3. (Inner product algorithm) • 

step I h(B) = x 0 I p(B) hp6 -. step I h(B) = x0 I p(B) hp6 

9 I 3 I 0.6941 0.34 - 12 I 3 I 0.6941 0.34 -
I I 22 13 0.6864 1. 36 16 I I I I 7 0.5667 0.23 I I 26 I 23 I 0.6635 1. 96 17 l 12 I 0.5094 0.21 I I 28 25 0.5804 0.96 I l I 18 13 0.4906 0. 18 I I I 38 I 54 I 0.5123 0.98 21 I 32 I 0.4858 0.42 

40 I 83 I 0.4805 1 .02 23 I l I 44 0.4389 0.31 I I I I I 28 I 106 I 0.4282 0.65 
42 I 118 I 0.3560 0.24 I 

29 I I I - 118 0.3560 0.24 I - I I I 49 I 201 I 0.2896 0. 12 31 I 201 l 0.2896 0.12 -· -· 
69 I 

1, 153 I 0.2895 0.56 32 I I 294 0.2591 0.089 I I I I 
73 I 1,341 I 0.2494 0.32 47 I 2,174 I 0.2547 0.59 
84 I 3,327 I 0.2267 0.45 45 I 3,033 I 0.2483 0.71 I I I I 

I I I 
• 86 6,156 0.2178 0.66 46 3,528 I 0.2220 0.42 

I I 52 I 8,714 I 0.2092 0.73 I t I I 
91 I 10,055 l 0.1861 0.42 - 54 l 10,055 I 0.1861 0.42 -
94 I 13,583 I 0:1727 0.36 I 

55 I 13,583 I 0. 1 727 0.36 -I l - I I 
I I 57 I 22,591 I 0. 1605 0.39 

99 I 28,747 I 0 .1300 0 .14 61 I 28,747 I 0.1300 0. 14 -I I - I l 
o.o9o l 1 1 1 I 58,647 I 0. l 073 62 I 58,647 t 0.1073 0.090 

117 I 111,326 I 0.0891 o.056 l 65 I 111,326 I 0.0891 0.056 I I I I 
0.013 l 126 I 169,973 I 0.0868 67 I 169,973 I 0.0868 0.07~ 

I I • I I 130 249,225 0 .. 0863 o. 10 I I I I 
143 I 1,083,345 I 0.0814 0.32 - 77 I 1,083,345 I 0.0814 0.32 -
148 I 1,516,126 I 0.0775 0.33 I 

78 I 1,516,126 I 0.0775 0.33 -l I - I I 
154 I 3,008,119 I 0.0732 0.46 I I 
157 I 4,524,245 I 0.0480 0.055 = 83 I 4,524,245 l 0.0480 0.055 I I I l 
170 l 9,467,688 I 0.0423 93 l 9,467,688 l 0.0423 0.054 

I 176 I 14,241, 158 I 0.0382 91 I 14,241,158 I 0.0382 0.044 0.044 = I I I I 
208 I 350,448,032 I 0.0318 0.36 102 I 98,072,695 I 0.0302 0.074 

224 l 1,648,635,145 I 0.0285 0.88 105 I 319,068,923 I 0 .. 0294 0.21 I I l I 
.236 I 3,639,936,733 I 0.0205 0.27 107 I 669,516,955 I 0.0167 0.015 

I l 116 I 2,970,419,778 I 0.0158 0.046 I I I I 
244 I 8,335,041,604 I 0.0110 0.015 = 121 I 8,335,041,604 I 0 .0110 0.015 

I l I I 
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1ame for the inner pro,duct expansion. Note that a point B can easily be 

recovered from its :&o-coordinate by x 11og l7~x01og 13, etc. 

We find that both algorithms produce about the same quality of 

approximation. The inner product algorithm has the advantage of achieving 

this in about half as many steps as Szekeres' algorithm. This is not due to 

the acceleration {6.4), because as it happened, the inner product algorithm 

took b • I throughout the expansion. More likely it is a result of the 

preference of Szelteres' algorithm for adding low points. The reason of this 

tendency is, of cours,e, the fact that in for1nula (6. l) the points are 

weighted by the inverse of their heights. (The new selection rule of 

Sselteres will probably show the same tendency). 

In tables 6.2 and 6.3 we find examples where Szekeres' algorithm. 

mai.sses a best approximation. Consider, for exs•uple, the point B = (294, •••• ) 

from table 6.3, with p(B)•0.2591. If it is a best approxima.tion, then 

Szekeres' algorithm has missed it. If it is not a best approximation, then 

there exists a lattice point B 1 :/: O with I h (B 1) I< 294 and p (B 1) < ·o. 259 I. 

Howeve.r, table 6.2 contains no such B1• By a similar arg,.u:nent, the inner 

product algorithm also misses best approximations (consider, e.g., the 

point B• (1341, •••• ) from table 6.2). 

To solve inhomogeneous a:ppro::cima.tion problems we can use the same 

met.hod as was explained at the end of section SD (p. 93). Suppose that 

is an independent line and that we wish to find lattice points arbitrarily 

close to the line Y + .t, where Y is a (non-zero) vector in R. *. 
Let a point P € 0 be given such that I Y - PI = o > 0. To find a point 

P 1 Ii! 0 closer to Y + 1 we use a multi-dimensional continued fraction 

algorithm, hoping to obtain a lattice base A= {Ao ,A1, •••• ,An} with 

(6.5) max 
OS'k.s:n 

20 IA. I < -. 
~ n 

Solve for the unknowns n 1, ...... , nn the equation Y - P = n 1 A1 + ...... + n
0 

.!n · 
This is possible since 1 is indep-endent. If min (n 1, •••• , nn) < 0 put 

Then a< 0 and 



Y-P Y - P - aO = - oa A + 
0::0 
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n 
I 

k=l 
• 

is a linear combination with positive 

of points of the lattice base A. Thus 

and ~k ~ 0. 

coefficients of (at most) n projections 

Y - P = 2 ~k ~ for some f eE. { O , •••• , n} 
k/f 

If we now take P 1 ==P+ I [!+~k]~, then 
k:#f 

I 
k/f 

by ( 6. 5) , so that P 1 is closer to Y + 2 than P. 

Contrary to the 2-dimensional case there is in general no warrant 

that we shall obtain a base A satisfying (6.5). In applications, however, 

it is sufficient if we do find such a base. The algorithm of the next 

section does guarantee that we shall obtain such a base A. Unfortunately, 
• 

it is computationally less feasible than the algorithms of this section. 

6B. Convergent _algori_thms by induc~ion • 

• 

In 1979 FERGUSON & FORCADE[ 1] showed how to construct convergent 

continued fraction algorithms by induction on the dimension. It was then 

proved for the first time that convergent algorithms exist in any 

dimension. 

Ferguson and Forcade agree that an expansion A(i), i=0,1,2, •••• , 

termina-t;es as soon as a base A(j) with a cofactor equal to zero is found. 1 

They call an n-di111~nsional continued fraction algorithm spZ.itting if it 

yields for every line 2 and lattice base A(O) with i 0E{A(O)}+ either a 

terminating or a strongly convergent expansion. A splitting algorithm is 

strongly convergent, since an independent line cannot have a terminating 

expansion. Of course, the ordinary continued fraction algorithm is 

splitting. 

Now let n~ 2, and suppose we have an (n-1)-dimensional splitting 
• 

algorithm SplA(n-1) at our disposition. We construct an n-dimensional 

splitting algorithm SplA(n) as follows. 

denote, as usual, the projection on R.*, parallel to 2. 
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definition. 

(2) OthePWise we choose the index f su~h that 

(6.6) 

In the n-dimensional subspace £ * the base A* (i0 ) == {~ (i0 ) I k :/: f} defines a 

lattice n* of rank n. Indeed, if the ~(i0), k,' f, were dependent, then 

there would exist a relation 

whence 

for some A+ 0 (because the ~ (i0) are independent) and some Ak not all 

zero. But comparing this with the cofactor relation (2.1) we see that 

~(i0 ) = >..k/)._ for k,' f aI?-d af(i0 ) = 0, contradicting our ass1llllption. 

In t*, let m be the line through O and Af(i0). With m0 = - af(i0)Af (i0 ) 

it follows from the projected cofactor relation, 

that 
• 

• 

i.e. the cofactors of A*(i0 ) with respect to mo are precisely the 3Jc(i
0
), 

k :/: f. This makes the following construction possible. 

(3) To A*(i0) and m we apply in i* the algorithm Spl.A(n-1). 

For each step At (i + 1) = At ( i? + bA
8 
(i) of SplA(n-1) (where s, t :/= f) the 

corresponding step of SplA(n) will be At (i+l) = At (i) + bA
8 
(i), and !t (i+l) 

is indeed the projection of At(i+l) because projection con1111utes with the 
. b 

transfo-rmation I
8
t. 

We continue this until, either a termination oacu,r,s in Spl,A(n-1) and 

henoe 

• 

. a. , ' _- • 

I 



125 

obtained such that 

• 

(6.7) 

and 

(6.8) 

Here o is a nUJriber, fixed in advance, in the range O < 6 < ~13. 

The fact that (6. 7) will be obtained if no teri11ination occurs follows from 

the induction hypothesis, i.e. the assumption that SplA(n-1) is splitting. 

The sam?. is true for (6.8): Let <f> be the linear function on t* defined by 

4>(~ (i0)) = 1 for k ,' f, which exists because the ~ (i0), k + f, are linearly 

independent. Then all points found during the application of SplA(n-1) 

satisfy <P ~ l in view of the additive nature of the algorithm. Now (6 .8) 

follows if • 

max d(-1 (i 1),m) < e := inf {d(X,m) I XE 1*, X.Af(i0) ~O, ¢i(X) ~ 1}, 
k:,'f 

• 

where trivia1ly e > O. 

(6.9) 
I 

with 

• 

By (6.8) we have bk~ O, and in fact bk is chosen such that 

(6. 1 O) 
• 

Also, the on1y cofactor that changes during the (at most) n steps (6.9), is 

that of Af(i0 ). But we have 
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whence 

and this 

Moreover, when Ck denotes the orthogonal projection of ~ (i2) on m (k :/: f) 

we have I Ck! < 1Af(i0 ) I by (6.10), and hence 

(6.11) 

for k ;' f by (6. 7). 
' 

(6. 12) 
• 

instead of (6.11). 

If, however, min ICkl > t1Af(i0J I we ahoose any g~ f and replace Ag(i2) 
k:/f 

or ag(i2) > a1(i2J, respeativel,,y. 

For this g we then have 

(6 .13) 

• 

During the cycle (1),(2),(3),(4),(5) -- which we shall call one 

iteration of SplA(n) -- the index£ keeps the same value, defined by (6.6). 

After (5) we returr1 to ( 1), and in (2) f may receive a new value. Starting 

the iteration with A(j 0) (j 0 = i 0 ) and ending with A(j 1) (j 1 = i 2 or i 2+1) we 

have from (6.6) and (6.12) or (6.13) 

(6.14) • min I 
Q:s;~n 

• 

Continuing this way we obtain a sequence of bases A(j 0), A(j 1), A(j 2), •••• , 

in our expansion, each resulting from its predecessor by an iteration of 

SplA(n), such that 

(6. 15) min IA- (j )I 
Q:s;k:s;n ~ m 

• 

• 



for m ~ 0. If no ter111ination occurs this implies 

lim 
~ 
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since o < ½ 13. The proof of convergence is now completed if we observe that 

after step (4) we have (6.11), 

• min 
Osksn 

s ✓ 1 + o 2 (I¼ + o 2 ) m. min I~ ( j O) I . 
OskSn 

_H_I_ST_O_R_I_C_A_I ____ ,_RE ____ • The original algorithm of FERGUSON & FORCADE[ 1] differs 

from the one presented here in the following respects: It allows negative 

cofactors and prefers nearest integer to greatest integer choices, and it 

measures distance by the roa.ximum of the 

coordinates instead of by the Euclidean 

absolute values of a vector's 
• • • metric. Moreover, its ma1.n purpose 

was to detect dependence relations rather than to solve approximation 

problems. 
• 

EXAMPLE. Using theorem 4. 1 and their algorithm, FERGUSON & FORCADE[ 1] 

proved that the i111aginary parts y 
1

, ••••• , y 7 of the first seven non-trivial 

zeros of Riemann's zeta function have no integral linear relation with 

coefficients less than 65. 

We present a proof by means of the inner product algorithm of the 1 

preceding section. The standard base of 'll 7 was expanded along 

.e.
0 

= (y 
1

, ••.• ,y
7

) with the values of y 1, •••• ,y7 taken correct to 24 decimal 

places from a table of TE RIELE[ 1 J. After 249 steps a base A= {A0 ,. • •• ,A6} 

was obtained with 

max d(~,t) < 0.001. 
0~~6 

The first coordinates of the points of this base are 
• 

1,142,857,059,047,434,529 

3,329,045,285,199,282,919 

3,975,536,609,301,247,926 

7,378,042,537,276,921,345 
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8,700,621,178,764,960,734 

9,447,144,539,016,545,816 

9,575,223,657,159,743,444. 
• 

By theorem 4. I (with e = 0. 00 I) we conclude that there is no integral linear 

relation c 1 -y 1 + ••••• + c
7

-y 
7 

= 0 with 

or 

0 ✓ 2 2 < l - 1000 < Cl + • • • • • + C7 - 0.001 -

0 < max 
1::;;1c::;7 

1000 
~ · "17 Rj 3 7 7 • 9 _. 

It is somewhat curious that Ferguson and Forcade write they obtained their 

bound of 65 ''employing a multiple precision of only 750 decimal places'' • 

In the case n = 2 the faetor 

• 

l + o2 in (6.14) can be improved to 
4 

great cost. For this, we use the simple fact uhat: for arty 
• 

real n,imbers x, y: 

(6. 16) min ( 11 x 11 , 11 Y 11 , 11 x + Y 11 , I J 2x + Y 11 ) 

when I I x 11 = I x - [ x + ½ ] I is the difference between x and the integer nearest 
• to it. I 

• 

Suppose that, after step (3) of an iteration, we have the lattice base 

A(i 1) = {Af(i 1) ,Ag(i 1) ,¾ (i 1)} where f ,g,h are a perm1.1tation of 0, 1,2 and f 

was defined in step (2) by (6.6). Let the orthogonal projections of ~(i
1

) 

and ~ (i 1) on the line m be - xAf(i 1) and -yAf(i 1) respectively. If 

llxll ~ i or IIYII s; ! we do nothing extra. 

A
8
(i 1) +¾(i 1) (depending on which has the s1,ialler cofactor). 

And if llxll, IIYII and llx+yjl all exceed¼, then we first construct 
• 

Ag(i 1) +¾(i1) as above, then either (Ag(i 1) +¾_(i1)) +Ag(i 1) or 

(Ag (i 1) +-¾_ (i 1)) + ¾_ (i 1), depending on the cofactors. By (6 .16) we have 

both II x + 2y I I :s; ! and II 2x + y I ( ~ ¼. 
After this we continue with step (4), which now has the result that 

for j = g or h (or both), either lcj I~ ¼1Af(i0 ) I or (Cj I~! 1Af(i0 ) I is true • 

• 
I 
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In the latter case we replace Aj(i2) or Af(i2) b 

step (5), and we obtain (6.14) with the factor 
their s1Jm, as was 
1 2 

16 + o instead of 

done in 
l + ~2 4 V • • 

We remark here that choosing o very srna.11. will increase the nu:mb.~:r 

of steps which are needed to obtain (6.7) without substantially improving 

the multiplier 1 2 
16 + 0 • 

each iteration a factor 

In practice one may choose, e.g., 

1 1 1 
16 + 25 < 3· 

1 o=-s 
. -to gain 1.n 

(6.7) and (6.8) of A(i 1) * rema1.n 

unchanged during the one or two extra steps that may be needed to obtain 

the above discussion. For (6.8) this is trivial. 

For (6.7), however, it follows from the special property of the ordinary 

continued fraction a1gorithm SplA(l) that these extra steps only bring our 

points nearer to the 1ine m. When n > 2 the situation is therefore slightly 

more complicated. The same technique, based on (6.16), will now guarantee 

not the factor 1 2 
16 + o , but rather 1 2 

16 + 9o • On the other hand, the 

''chance''-(meant heuristically) that we already have \Cj I~¼ 1Af(i0 ) l or 

• • dimension. Even when n = 2, the expected n,11;1ber of extra steps per iteration 

is only distribution of x and y. 

• 

• 
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····.R 7. AN ALGORITHM FOR RELATIVE MINIMA 

7A. ltelativ,e minima. 

In chapters 4, 5 nd 6 we studied best and good approximations with 

respect to a given metric (radius function). We now consider an 

appro:xiation problem which is defined with respect to a system of 
. • f 1 n+ l b . d . . h f eoord1nate axes. There ore,• et lR e equippe w1.t a system o 

coordinates to be denoted by (x0 ,x1, ••••• ,xn). We fix an inner product 

such that these coordinates are orthonotinal. Let Q be a lattice in Iln+l. 

Dll'INITION 7. l. A lattice point R = (r0 , r l, ...•• , rn) j, 0 is 

minimum of O with respect to the coordinate axes if there 

lattice point P = (p0 ,p 1, ••••• ,pn) r; O such that 

a relative 
• exists no 

• 

To avoid certain complications we ass1nne throughout this chapter that 

C is i~:rvsducibl,e, ~hich means that, if P • (p0 , p 1 , ••••• , pn) c n and pk= 0 

for some k, then P • 0. In other words, two different lattice points can 
l 

never have eq,1al k-th coordi.nates (k = O, 1, •••• ,n). In all applications the 

lattice will be irreducible. 

(R) x. 
J 

(7. l) 

Given a relative m.ini:mtrm R= (r0 ,r 1, •.•• ,rn) 

to be the lattice point in the region 

we define its x.-sucaeesor 
J 

for which I x3. t is as small ~s possible. If we require in additio11 :x. > 0,. 
J 

then (R) is uniquely deterJni,ned because O is irreducible. From Minkowsk.i 's x. 
J 

theor.em 4. 3 we know that there is at least one point of n in (7 .1) such that 

(7.2) Ix.I s __ a __ 

k,'j 
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when b. is the basic vol 1UDe of n. 
x.-successors we obtain the 

J 
Continuing the process of constr~cting 

xj-ahain <R> x. = R0 ,R1 ,R2 , •••• of a relative 
J 

minimum R = R0 • It is defined by 

R. + 1 ;:: (R.) for i ~ O. 
l. l. x. 

J 

Such chains of relative minima play a role in certain problems of algebraic 

n1rmber theory ( see section 7D) • 

RE • Since a relative minimum can be the x.-successor of several other 
J 

relative minima, there is no uniquely deter11tined '1x.-predecessor11 (contrary 
J 

to the case of best appro~imations). 

The x.-successor of a given relative minim,im can in principle be 
J 

found in the sam.e way as the successor of a best approximation in section 

SA. First one seeks all lattice points in the bounded region (7.1), (7.2), 

e.g. by a Gaussian elimination process. Then one deterruines the one with 

least positive value of x .• This method was employed,e.g., by STEINER[l] and 
J 

RUDMAN & STEINER[ 1]. For. the case n = 2 VORONOI[ 1] gave a method which 

reduces the n11mber of ''candidates'' for the x. -successor to at most five. 
J 

His method is explained in detail in DELONE & FADDEEV[ l] and in WILLIAMS & 

~[2]. 

In this chapter we study the case n = 2. We start from a lattice base 

A(O) JR.3 , one of whose points is a relative minimtJID R, and construct 

from it a two-dimensional continued fraction expansion 

containing all points of the x .-chain <R> (j = 0, 1 or 
J x. 

constraint on A(O). J 

7B. ~otations an_d easy cases,. 

along the x.-axis 
J 

2) under a certain 

In lR.3 we denote the coordinate system by (x,y,z). When¾_ or ~(i) 

(k = 0, I, 2, i ~ 0) is a lattice point, it will have as coordinates 

I 

(~,yk,zk) or (~(i),yk(i),zk(i)). Let A={A0 ,A1,A2 } be abase of~, t:,. the 

absolute value of its coord-inate deterr11i.nant. For t 0 we take the vector 

.t0 = (~, 0, 0) , so that R. is the x-axis and i * the yz-p lane. As in the 

preceding .chapters, underlining denotes projection on R.*, thus A= (O, y, z) 

if A= (x, y, z). For the height function we take h(x,y,z)=x and we write 

h(A) > 0 to express that min (x0 ,x1 ,x2) > 0. Finally, if A= (xA, yA, zA.), 
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then E(A) denotes the open rectangle 

• 

(7.3) 

in si* with A as a vertex. We now introduce two a11xiliary notions, valid 

for bases A with h(A) > 0. 

We say that A is positive with respect to a lattice point A =I= 0., if 

PE {A}+ whenever Pis a lattice point with P € I:(A) and h(P) > 0 (in short, 

A is A-positive). 

We say that A is regular with respect to one of its points, say~, 

if for every j + k at least one of the inequalities yky .. < O, zkz .. < 0 
' . J J 

is true (in short, A is Ak-regular). In other words, A is ~-regular if 

for j f: k the points A. and ~ do not lie in the same quadrant of the 
] 

yz-plane. A.-regularness does not exclude that the two points A.,A. (where -""k ---J. J 
{i,j,k}= {0,1,2}) lie in the same quadrant. Notice that apart.from Ono 

lattice points with zero y- or z-coordinates exist, since n is irreducible. 

Therefore we need not bother about the axes when speaking of the quadrants 

of the yz-plane. 
• 

LEMMA 7.1. Suppose A is positive with respect to a Lattice point A. Then 
+ 1 0 t:: {A} • 

PROOF. Suppose, say, that the 

By a 2 < O, there • • 
1.s an integer 

cofactor a 2 
M such that 

is negative, and choose ½ > e: > 0. 

a2 < - 1 /M~ From Dirichlet's 

theorem we know that there exist integers q, p 0 , p 1, p 2 such that 

I qa. - p. I < e: for j = 0, 1 , 2 
J J 

and 

q > M. 

give p 2 ~ - 1. But we have 

2 

L 
j=O 

• 

d(A., 1), 
J 

I so that P E i: (A) if e: is small enough. o 
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Our approach will now be as follows. Given a base A which contains a 

relative minimum Rand which is positive and regular with respect to R, we 
• 

shall construct a new base A' which contains the x-successor (R) and which 
X 

is (R)x-positive and -regular. This construction will consist of purely 

additive steps, so that the transition from A to A' can be considered to 

form a part of an expansion as defined in section 2B. Our algorithm for 

the x-chain of R then is a mere repetition of this procedure, and the 

condition on the initial base is that it contain Rand be R-positive and 

R-regular. 

A difficulty arises because the points of the chain have to be found 

strictly in increasing order of lxl, which poses the problem that we must 

innuediately decide whether a newly found point belongs to the chain. (This 

difficulty did not arise in the algorithm of section SC, where it was 

quite possible that a best approximation was found before a lower one). 

Throughout this section and the next we ass11me that A= {A0 ,A 1 ,A2 } is 

a lattice base with h(A) > 0, and the index f E {O, l ,2} is such· that Af is 

the relative minim1.1m whose x-successor we are seeking. (We say Af is the 

minimum associated with A). The remaining indices g,h will be specified 

in a moment. We also assume A to be Af-positive and Af-regular, so that 

i 0 E {A}+ by le11111ia. 7. 1. To facilitate notation we apply a scalar change of 

coordinates in the yz-plane by defining 

(7.4) n= 
z 

the square 

lnl < 1, 

Furthermo,:-e we write in nr;-coordinates 

(7.5) 
A = (a. 8) -g , 

• 

l) A vector with two. entries should be read as n,;-coordinates, one with 

three entries as xyz-coordinates. 

I 
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• 

where we have specified g and h such that 

• 

(7.6) • 

The cofactors of A have the ratio 

(7.7) 
• 

Because A is Af-regular we have 

(7.8) a>O, o>O. 

• 

The following le111111.-i is very useful to prove that a new base is still 

Af-positive: 

LEMMA 7.2. Let A#O be a lattice point and A an A-positive lattice base. 

Let the permutation s,t,u of 0,1.,2 be such that as~ at. Assume there is a 

Z.inear form Lon t* such that 

• 

L ( At + A ) '?. 0, L ( A ) '?. 0 
--.H8 -i.l 

and 

( 

P is a lattice point with h (P) > 0; 

i.e., AI
8

t is A-positive. 

PROOF. Let PE Q be such that h(P) > O, Pe: r (A). Since A is A-positive we 
• may write P•pA +qAt+rA with p,q,r~O. From s u the conditions on L we have 

whence q - p !5: 0 (note that L(At) > L(O) = 0). Thus 
• 

+ P = (p - q)A + q (A + A ) + rA e: {AI } • a 
s s t u st 

NOTE: On the closure of I: (A), L ass1:unes its maximal value in one of the 
. 

vertices, so that verification of the conditions is always easy. 
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Now let us see how to recognize the successor of Af. 

LEMMA 7.3. Let A be a l.attice base, h(A) > O, f,g.,h a permutation of 0,1,2. 

Suppose A is Afpositive and. A1-regular, Af being a relative minirrrum of n. 
(a) If ~Ah E E(A.J:.:" and xh < x

0
, then (A~x= Ah a:nd A is positive and 

regular with respect to (A~ . 
X 

(b) If~ E E(A~, ~ 4 E(A and 8 < 0, then (Af)x = Ah and A ia positive 

and regular with respect to (A • 
X 

(c) If~ E !:(A..£:"', ~ t r.(Af):, a> O and af < ag, then (Af)x is either Ah or 

Af+Aif and in either case Aigf is (A./Yx-posi-tive and -regu'lar. 

PROOF. (a) By definition (Af) is the lowest non-zero point of n of which the 
X . 

projection lies inside E(Af). By Af-positivity of A, only points of the 

form pAf + A + r~ with p,q,r;;;:; 0 lie in :E(Af), and o.mong these -¾ clearly 

has the least x-coordinate (because ~ < xg). Therefore ¾ = (Af)x. 

Furthermore, A is also ~-positive because :E(~) c E(Af). If Ag,~ were in 

the same quadrant of the nr;-plane we would have ~ - ~ E E (Af) because of 

l a. - y 1 s max < I a. I , 1-v I ) < 1 
• 

I S - o I ~ max ( I $ I , I o l ) < 1 • 

But this contradicts the fact that A is Af-positive. Thus A is ¾-regular. 

(b) Since ~ E I: (Af) and A is Af-positive we know that (Af)x is either ¾ 
l 

or pAf + qAg for some p ,q ~ 1. But if p 2: I, then the z;-coordinate of pA::I. + qAg 

satisfies 

r; = - p + qf3 s - 1 

by 8 < 0, and thus pAf + A f r(Af) for all p,q ~ 1. We conclude that (Af)x = ~

of (7.8) and S < O) and~ E II u I (from (7.8)) we see that A is also 

¾-regular. • 

(c) (See figure 7 .1, p. 136). We use the following len,ma: 

1) The roman figures denote the quadrants of the n~-plane: 
II I 

III IV 
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LEMMA 7 .4. If (A x is of the form pAf + qAg, then q = 1. 

PROOF. The implies I - p + qa I < 1, whence 

-B+a q 
I 

< -. 
q 

But this gives - p -Lq 
+ a < .! + q "7 .. 1 = 1. Using the similar result for the 

q q 

height than pAf + qAg if q ~ 2. a 

• 

• A 
•--g -------+---- ~-------__;;. _______ n 

Figure 7.1: 

Len1111a 7 • 3 ( c) • 

• 

Proof of letlllILa 7. 3 (c): Since a 2: B, 6 > 1 would give ao - Sy~ a (o - y) ~ o - y, 

contradicting af < ag (cf. (7. 7)). Hence O < S < 1. 

Now by the fact that A is Af·positive and that ~ € I:(Af), we have either 

(Af) x = ¾_ or (Af) x = pAf + qAg for some p, q ;?!: 1. By le111111a. 7. 4, we must have 

q = 1, and this gives p == 1, because for p 2: 2 the point pAf + Ag satisfies 

l;= -p+ S <-1, 

hence lies outside E (Af). So (Af) x = ¾ or (Af) x = Af + Ag and in either case 

Argf = {Af + Ag,Ag'¾} contains (Af)x. 

Since A i E(Af) and O < 8 < 1 we have -g . 

a == max ( I a I , [ B I ) > 1 

and this imp 1 ie s y < 0 in view of ao - Sy < o - y. Therefore A£_+ ~, Ag and ~ 

lie in three different quadrants so that Argf is (Af)x-regular. 

• 



From ler101ta. 7. 2 with L = y,; - on we see that 

(and even Af-positive): Indeed, we have 

and for 

L(Af+~) = (o-y)- (a.o-f3y) > o, 

L(~) = yo - oy = o, 

L(Af)=o-y, 

• s 1.nce y < 0 < o • □ 
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Argf is 

LEMMA 7 .5 • Let A be a ia.ttice base, h(A) > O; Zet f,g,h be a pemru.tation of 

0,1,2 and suppose Af is a retative minimum with respect to which A is 

positive and reguZar. If in the notation· of (?.4)-(7.6), o-y~ma.x (2,a.- a), 

A_ +A 
•=.::ti -g 

•A 
-g 

-- ;....._ ____ ----- ;.__----+-------:: ;....._ ____ n 

z;-n=2 

Figure 7.2: 

z:-n=-2 
Le11,1,1a 7 • 5 • 

I 

PROOF. Suppose f3 + o < O. Then o -y ~ a- e gives a.+ y < 0, hence a.o - Sy< O. But 

this means af < O, a contradiction. Therefore S + o > 0, so that Aigh is 

Af-regular. It follows from, le,n11,a 7 .2 with L = r; - n that Aigh is also 

Af-positive. In fact, L(Af) = O, L(~ + ~) = (c - y) - (a. - S) ~ O, L(~) = c - y '2:. 2 

and L (X) < 2 for al 1 X E E (Af) • □ 

7 .6. Let A be a iattice base, h(A) > O; iet f,g,h be a permutation of -----
' 

• 
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a> 1 and a1 '2::. ag, 

PROOF. Since a> 1 we have a - 1 > 0 so that Af -t- !gt III. Thus Aifg = 
follows from leu,,na 7. 2 

with L = n ( if y > 0) or L = 6 n - y,; ( if 'Y < 0) • a 

' \ 
' 

\ 

' 
' \ 

' 

A --g 

-------1----- ::.,__ ___ 4-----------------n 
' 
' \ 

\ 
\ 

' Af :;....._----+---~---' 

' '\ 

' 

Figure 7. 3: Lem1oa 7 • 6. 
• 

• 

• 

• The let111:1,ata 7.3~ 7.5 and 7.6 are syr1·1111etric in the coordinates n ----
and r;;. They remain valid if the indices g and hand their corresponding 

cofactors and coordinates are interchanged. 

THEOREM 7. 7. Let A be a latt1ce base, 

relative minimum for some f € {O., 1, 2}. 

Af-reguZar. Then 

h(A) > O, and asswne tha-t Af e A 

Suppose A is Af-positive and 

is a 1 

(i) A contains (A x and is positive and regulaP u.n-th respeat -to it, 

or (ii) there exist indices s,t according to Zemma 7.5, 7.6 or 7.3(c) 

such that AI
8

t is positive and r,eguZ.ar -with respect to Af or 

( A ..tY ( and in the l.atter case contains ( Af) J, 
X X 

or (iii) there exists a (sequence of) step(s) according to table 7.1 

(p. 141) or its symmetric coun-terpart such that at -the end the 
• 

new base contains (A~ and is positive and reguZar with respeat 
X 

to it. 

PROOF. Part 1. If one of the let••••~ata 7.3, 7.5 or 7.6 applies, then (i) or 

(ii) holds. So suppose that none of these ler,111,ata or their sy1i101etric 

• 



counterparts is applicable to A. That means, in the notations of the 

preceding section, 
• 

(7.9) 

and 

(7. 1 O) max ( a. - B , 8 - y) < 2 • 

Furthermore, if both a< I and o < 1 then f3 < - 1 and y < - 1 by (7 .6) and 
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(7. 9) so that the cofactor af ( ,..., a.o - 6y) is negative. But af ~ O and hence 

at least one of a> 1, o > 1 is true. We ass1.une 

(7.11) a > 1. 

(The case o > l leads to the sy11iioetric counterpart of table 7 .1). Because 

len11r1a 7.6 is not applicable, (7.11) implies 

(7. 12) a < a • 
f g 

• 

By the same arg1J11Jent we have 

(7. 13) if o > 1 then af < 8n. 

Now S > 1 would in view of a~- 6 give a.o - Sy~ B(o - y) ~ o -y, contradicting 

(7.12). Hence 

• 

(7. 14) B < 1, 

and from a> I > $, o ~ y, ao - Sy< o - y we infer 

(7. 15) y < o. 
• 

• 
We have now restricted the positions of~ and~ to the areas shown in 

figure 7.4 (p. 140). 
Part 2. We now show, under the restrictions (7.9)-(7.15), 

(7. 16) • 
• -

• 
• -
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• 

(22b 

(22a 

(7.17) 0<S<l<a<2 • 

• 

• 

(2 lb) 

;;._-------n 

(21a) 
• Figure 7.4: 

Restricted area for _Ah:~ 

Restricted area for A :. :::::::: 
g 

• 

Now if (Af)x:/=Af+Ag, then we must have (Af)x=pAf+r~ (p,r~ 1) or 

(Af)x=qAg+r~ (q,r~ 1) because A is Af-positive and h(A)>O. 

However, pAf + r~ satisfies n = - p + ry < - p ~ - I because of (7 .15), 

hence lies outside i: (Af). If 8 + o > 1 then A + r~ satisfies 

~ = q$ + ro ~ 13 + o > 1 because of f3 > 0 (see (7. 17)), hence lies outside i: (Af) •
1 

But if B + o < 1 then we must have O < 8 < 1 and O < c < I. The latter gives 

-2<y<-l by (7.9) and (7.10), and thus -1 <a+y< I by (7.17), so that 

!g + ~ E I:(Af). 

Part 3. Let us now assume 

(7.18) 

We show: If !g + ~ E I:(Af), then (Af)x =Ag+~• 
• 

Proof: If not, then (Af) x were pAf + q~ for some p,q ~ I and k = g or h. By 

le-1111na 7 .4, q = 1. But if k = h, then pAf + !ti E i.:(Af) gives n = - p + y >-I, 

whence p< l by (7.15). And if k=g, then pAr+.!gEE(Af) gives l;= -p+B>-1, 

whence p < 2 by (7. 14). But p == 1 is impossible in view of the ass11mption 

(7.18). 

• 
l • 



141 

TABLE 7. l • ( Case ct > 1 ) • 

A + 

no yes 

• 

A + ~ E Z:(Af) _n_o __ _ 

yes 

• 

• 

yes 

II-------~ 

IV--------' 
I 

s+o>t -:::-:-:----------------~s _____ ___,;yes • 
no 

• 

(7 .21a)+(7 .22b) 

no yes 
• 

New base 
+ 

• 

yes +A } 
g 

· ~ + 20 > 1 

no yes 

a+ 2y > 0 ------------------
-----,.--~yes 

no 

• 

Part 4. We can now verify statement (iii) of the theorem for the first 

four ''new bases'' of tab le 7. 1. 

New base 1: In this case, (Af) x = Af + Ag by (7. 16). Apply le111t11a 7. 2 with 

L = yz; - on (like in the proof of le11:11oa 7. 3(c); see figure 7. 5, 

p. 142). This gives us Af-positivity, hence (Af)x-positivity 

I 

} 
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... .... 
.... ... 

Af +~ 

A 

1 

... .... 

• 

• 

Af+Ag 

• 

.... 

A • g 

.... 

2 

• 

... 

A -g 

• 

n 

2 
-g 

n 

1 

A+ 
-g 

A +A 
-f -g 

A 

Figure 7.5 (top left): 

Table 7.1, line l • 

Figure 7.6 (top right): 

Table 7. 1, line 4. 

Figure 7.7 (left): 

Table 7. 1, line 5. 

Figure 7.8 (bottom): 

Table 7. 1 , line 7. 

I 



New base 2: 

New base 3: 
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We 

thus with a 

end with Af + !g e: IV (by B < l), A EI, 
-g ~ t: II, and 

regular base. 
• 

We apply le111ina 7. 2 with s = g, t • h and 

L = - n (note that a.> l and a+ y < 0 imply y < -1). We end with 

Ag+~ E II, Ag€ I or IV and Af E III. 

hence S < 0. Suppose Pis a lattice point in {A}+ but not in 
+ 

{AL } • Then P = pA + q (A + A. ) + rA for some p 2:: 1, q, r ~ O. If -hg g g -n f 
r = 0 then P satisfies 

n =pa.+ q (a+ y) 2:: a.> 1 

· by (7. 1 1). If r 2:: 1 then P satisfies 

z; = pB + q (B + o) - r < -I 

because 13<13-+·o<O. 

is Af-posittve. Its 

and .!g + .¾i € IV. 

In both cases P t i: (Af) and therefore A¾i 
& 

regularness follows from Af € III, ~-=: II 

New base 4: (See figure 7.6). Again (Af)x=Ag+~. The base is obtained by 

two steps. The first, with s = g and t == f, preserves Af-positivity 

by lem,oa. 7.2 with L=y1;-on; for the second step, with s=h and 

t = g, we use L = n. At the end we have Af + !g € IV (because 1 

a< 1 < a.), ~ e: II ·and !g + ~ e: I, so that our new base is regular. 

Part 5. From now on we may ass11me in addition to (7 .9)-(7 .15) also (7. 18) 

and 

(7. 19) 

We show 

(7.20) 

A + 
-g -

In fact, from (7.9)-(7.15) and (7.18) we have 

possibilities: 

for A the following 
-g 
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(7.21a) 

For 

(7.22a) 

l<a<2 
, 

-1 < f3 < 0 

we have the possibilities 

-2<y<-l 

0 < a < I 

(7.21b) 
• 

(7.22b) 

2<a<3 

O<f3<1. 

-1 < y < 0 

l<o<2. 

The combination of (7. 2 I a) and ( 7. 22a) gives - 1 < a + y < l and 

-1 < B + cS < 1, contradicting (7. 19). And (7. 2 Ib) with (7. 22b) gives 

• 

ao - Sy> 2 > o - y in view of (7. 10), which contradicts (7. 12). In the other 
• 

two cases, (7.21a)+(7.22b) and (7.21b)+(7.22a), we get -1 < a+y-1 < 1 and 

-1 < S+o-1 < 1, which imply (7.20). 

Part 6. Under the assumptions of part 5 we show that (Af) x :/: Af + Ag+ ¾ 
implies (Af)x =Ag+ 2¾_. · 

In fact, if (Af)x:/:Af+Ag+¾, then (Af)x=pAf+q~ for k=g or h, or 

(Af) x = pAg + 4¾ for some p, q;::: 1 • By le1rr1tia 7. 4, (Af) x == pAf + q~ requires 

q = l. However, (7 .15) gives pAf +!ti~ 1:(Af) for p ~I, and (7 .14) (for p ~ 2), 

(7.18) (for p= 1) give pAf+!gt!: I:(Af). 

There remains the possibility (Af)x = pAg + q¾, p,q ~ 1 and p #- q (the 

latter from (7.19)). In the case (7.2la)+(7.22b), p> q implies that 

pA + -g i E (Af) , since it satisfies 

• 

n =pa+ qy = a(p - q) + q (a+ y) > p - q ~ 1, 

whereas p < q implies the ~ame because 

<;=pf3+qo=p(B+o)+o(q-p) > q-p~ 1. 

In the case (7 .21b)+(7 .22a), S + o > I gives pAg + q~ ¢ l:(Af) from 

z; = p8 + qo ~ S + o > 1, and p > q gives the same because then pA + 
-g 

• 

n = pa + qy = a (p - q) + q ( a + y) ·~ 2 (p - q) ~ 2. 

satisfies 

But if S + o < l we have 1 <a+ y < 2 by (7. 19), hence -1 <a+ 2y < l. Therefore 

we have !g + 2.!ii E I:(Af) if also S + 2o < l (but P!g + t i:(Af) if t3 + 2o > I 
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and q > p since r; = p B + q o ~ B + 2 o > 1 ) • 

Part 7. We can now verify statement (iii) of the theorem for the last six 

in the cases leading to base S, 6 or 8. In the other cases the successor 

may be either Af +Ag+¾ or Ag+ 2¾t and the new bases contain them both. 

New base 5: (See figure 7. 7). First we prove that B + o > I implies 

(7.23) a.+y< 1. 

Suppose that a+y> 1. Then we get (a- l)c- (8- l)y>-oy+ oy=O, 

hence a.o - f3y > o - y, which contradicts (7. 12). 
' 

The new base results from three steps. For the first step, with 

s = g, t = f, we use lemn,a 7 .2 with L = yl; - on; for the second 

step, with s = h and t = g, we use L = n (note that a.+ y > 0). The 

third step is with s = £ and t = h. In case o > 1 we· use lenu:na 7 .2 

with L= r; (recall that 8+ o > 1). In case O < 6 < I, let P be a 

• • lattice point but not Then we 
• can write • 

Now if r = O, then P satisfies n = py + q(a. + y - 1) s 'Y < -1 by 

y < -I and (7. 23). And if r > 0, then P satisfies 

, = pf3 + q (8 + o - 1) + r(f3 + o) ~ f3 + 2c > 1 by f3 + o > 1. Therefore 
' 

to Af +Ag+¾ by (7. 20). 

Regularness follows since Af + !g E IV, ~ + .¾i E I and 

A + A + A.. E II ( the latter because a + y < I < f3 + tS) • 
-f -g ==:ti 

I 

New base 6: This case is syn1n1etric to the preceding by intercha~nge of n 

and z;;: Note that f3 + o < 1 implies a. +y > 1 by (7 .19). 

New base 7: Apply le11,11:ia 7.2 with, respectively, 

- s = g, t = f,, L = yz;; - on, 

- s = h, t = g,, L = n, 
- s=h, t=f, L=n, 

- s=g, t=h, L=-(a+y- l)r;+ ($+ cS- l)n. 

(See figure 7.8). In verifying the conditions for L, no~e that 
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a> 2 and a+ y > I, and recall that 8n + af < 2ag, which yields 

(a- f3) + (ao - By)< 2(o-y)._ 

At the end we have Af + !g + ~ € IV (because 8 + o < 1 < a+ y), 

!g +~EI and !g + 2~ E II, the latter because ¾+a£< 2ag 

implies a+ 2y < 13(1 -+· y) + o(2- o.) < O. 

New base 8: Apply le11111ta 7. 2 with, successively, 

- s = g, t = f, L = y~ - on, 
- s=h, t=g, L=n,. 

- s = h, t = f, L = n. 

Then we have obtained Af + !g + ~ e: IV, !g + ~ E I and _ E II. 

New base 9: We start with the same three steps as those of new base nr. 8. 
' 

For the fourth step we take s = h, t = g, and we use ler11ma 7. 2 

with L = n. Then we still have A_f + ~ + ~ E IV, ~ E II, moreover 

A + _ E I. For verification, recall that a+ 2y > 0. 
-g 

• 

New base 10: We start with the same three steps as those of new base nr. 8. 

For the fourth step we take s = h, t = g, and we use lerrxrr,a 7. 2 

with L= (o.+y-1)~- (f3+ o- l)n. For the fifth step we take 

s=f, t=h,·and we use le11111•a 7.2 with L=-n. Note that o.+2y<O. 

After these five steps (see figure 7.9) we have obtained a 

lattice base consisting of A,f +Ag+~ E IV, ~ + 2~ E II and 

Af +Ag+ E: III (because S + 2o < 1) • 

This completes the proof of theorem 7.7. □ 

' 

A +2 
-g 

• 

• 

4 

3 

2 

;__=--

I 

n 

Figure 7.9: 

Table 7.1, line 10. 



From theorem 7.7 it is obvious how we can construct 

contains all points of an x-chain <R > once we have an 
0 x' 

R0-regular base A(O) with R0 E A(O) and h(A(O)) > o: 

To find the next base, 
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an expansion which 

R0-positive and 

(i) try a step with s :/: f, t 7' f, using le11111Ja 7. 5 (figure 7. 2). If this is 

not possible, then 

(ii) try a step withs= f, using le11111aa 7.6 (figure 7.3). If the conditions 

of that le111111a are not satisfied for t = g, nor for t = h, then 

(iii) there is a base A(i+k) (0 :s; ks 5) according to le11u1:1a 7. 3 or table 7. l 

such that A(i+k) contains (Af(i))x and is positive and regular with 

respect to it. Do the correspondiRg k steps and let (Af(i))x be the 

minim11m associated with A(i--trk). 

THEOREM 7.8. Let A(O) be as above and suppose tis independent. The 

expansion by the algorithm just explained contains all points ·of the chain 

<Ro> x = Ro,R l'R 2' ••••• 

PROOF. Let i
0 

be such that Rj E A(i0 ) for some j ~ 0. We show Rj+l € A(i 1) for 

some i 1 ~ i 0
• By the independence of 1 lemma 7 .5 does not apply to A(i2) for 

some least i
2 
~ i

0
• Also by the independence of !l lernrna 7. 6 does not apply 

infinitely often, hence not to, say, A(i3 ) for some least i 3 ~ i 2 • Moreover, 

le,,,,,,a 7.5 still does not apply to A(i
3
), for o-y (.-.. ag) and a-a(,-.,~) 

have not changed since A(i
2
). Thus Rj +l E A(i3+k) for some ks 5 according tp 

' 

le111111.a 7. 3 or tab le 7. 1 • .c 

\; 

We conclude with an acceleration of those steps where le1111,,a 7. 5 or 

le11nria 7. 6 applies • 

.!:!:::::!~!.7.:..9~. (a) Suppose A satisfies the conditions of Z.emma 7.5, and put 

b= 
o-y 
a - 8 

- 2 
a- 8 • 

If b ~ 2, then the Z.ernma remains true with Aigh replaced by gh" 

(b) Suppose A satisfies the conditions of terrrna ?.6, and put 

b=min 
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• 

If b ~ 2, then the "lemma 1:1emains true with Aifg Peplaced by 

• 

PROOF. (a) By choice of b we have (o - y) - b' (a - 8) > ma.x (2,a - B) for 

0 s b' :-:; b-1, so that to each of the b steps J ern,ria 7. 5 applies. 

(b) By choice of b we have CL - b' > l for Os b' ~ b-1, so that to each of the 

b steps le1n,11a 7. 6 applies. a 

7,P • Applicc1:tion~ ~nit_s in, C!,1-bic ~111nber fields. 

Let f(x) E ~[x] be an irreducible polynomial of the third degree and 

with positive discriminant. Then it has three distinct real roots e, e' and 

0''. The nirmber e defines a real cubic n11J)lher field :Q(0). We denote the 

maximal ring of integers in :Q(0) by 0(8), the unit group by E(e). From the 

11ni t theorem of Dirichlet we know the st rue ture of E ( 0) : Ther~ are two 

so-called fundamental units El and e 2 such that 

• 

a b and El e2 = l only if a= b = 0. When e: 1 and e2 are fundamental, then so are 

a b c d . · e: 1 E 2 and e: 1 E 2 1£ ad - b c = ± 1 • 

However, Dirichlet's theorem does not tell us how to find a pair of 

fundamental units in a given field :Q(e)~ In this section we describe a 

method involving chains of relative minima in JR.3• The method is due to 

VORONOI[l], but for the proofs we refer to the standard work of DELONE & 

FADDEEV[l], where a detailed stereometric treatment ·will be found in 
• 

chapter IVA. 

With O(e) we associate the irreducible lattice 

n (a) = { (a, a' , CL,,) I a E O ( e) } , 

where a' a:od a'' are the conjugates of a. The point (a., a', a.'') will also 

be denoted by a. 

LEMMA 7.10. Let a be a retative minimum of n(e). Then its norm satisfies 

IN{a.) I < ID(e)~ where D(a) is the field discriminant of JQ(e). 

PROOF. The basic vol11me. of n(e) is ./ri(e)·. From theorem 4.3 we find that· 

8IN(CL) I< 8fn(a·), since the body lxl <la.I, lyl < la.' I, lzl < la''I has vol1u,1e 

8 I a.a.' a.'' I = 8 I N(a.) I and contains no lattice point except O. c 
• 

• 



. 1. l l • L,at a bs a re i.ati ve minimum of n (a) • .. .Then ea is at for lit-"•rfl 
l1 I t ;r !' r·f ai ID :)ii,41'1 - J_ 

,, t: .f(fJ) .. If a 1 is .~· G t 1\,r. a .JC' .. wd 1111> 'i ,.,,,.. .,,,.,..ill:, 11:ll' no 'Ii', ,t"l.f ~ .ft!" u11;,, ,~ o~..,.,.i~&a~, _ .L ,,,,..,i,( _, \.Ji~• 

PftOOP. To prove both assertions at once, it suffices to show that there ia 

no non-zero 8t: 0(6) which satisfies simultaneously lei< la 1e:1, 16'1 < !a'1:'i 

and IB''l <la''£''!. Indeed. we would obtain 18/ci < !a 1 I., ia'/E' I< la' I and 

18'' /f"..'' l < I a'' i • Since 

in,plies a• 0. a 

• 
a l.S 1 . . . - d . a re at1.ve min1.mt1:m an a. 1 1.ts x-successor, this 

Now take any relative minim11111 a 0 and construct its x-chain 

(7.24) 

of relative minima (or its y- or z-chain) .. Since there are in 0(0) only 

finitely many non-associated elements of a given norm and the nortms of the 

points ai are bounded (by letwtLB 7. 10), this chain must contain two points 

~ < °kt•m (m > O) whose quotient E • ak 1m/nk. is a non-trivial unit in E(8). By 

le.r;n!%a 7. l l the chain (7 .. 24) must be periodic at least ft'om ak on, so that 

it reads 
• 

a.k·. < • • • • • < or.k · · = a. €: < a.k l E < • • • • • < a,. £ • a.., E 
2 

< • • • • • • +m k + ~+m K 

But this chain can also be extended leftwards if we use ler.1a11a 7 .. 11 with 

instead of£. We then obtain the i;,.;Jo-sided x-ohain 

(7.25) ..... , 

• 
in which every element is the x-successor of the one im1a1ediately 

left. Note that (7 .25) does not necessarily contain a 0 if k > 0. 

to J.tS 

I.Jtl4MA 7 .. 12.. Two two-sided ahaine of minima 1JJ'i th re.epec,t to the BamfB 

...-,.,i. ..· no or a 7., Z. e lemen ta in • 

PIOOJr. Trivial. c 

I~IMMA 1. 13. Ta}o two-sided ahain.s of nrinima lJJith respGet to diffsrent 

a eorrrr,on element. 

PIOOll". See DELONE & F ADDEEV[ l ] , p. 258, theorei:n 6.. a 

-1 
E 

' 
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From le111111a 7.12 and ler111ua 7.13 Voronoi derives the following method to 

obtain a pair of fundam~ntal units e: 1 ,_ e: 2 
of E(e): 

(a) 

(b) 

Choose an arbitrary relative • • m1.nim1un 

x-chain a.0 < a. 1 < e12 < •••••• 

Let e: 1 be the first automorphism of 

a ktm 
e: = 

1 ak 

a.o (e.g. a = 1) 
0 

and construct 

the chain, • 
1.. e. 

• 

where k and m are such that m > 0 and Cl • / a • ~ E ( e) when k I rn > j > i ~ 0 • 
J l. 

Construct the y-chain (or z-chain) of ak, say ~ = a0 < 13 1 < 13 2 < • • • • • 

• its 

(c) 

(d) Determine the least j ~ 1 such that S. /a. E E(0) for some i, ks; i < k+m. 
J l. 

Then 

a. 
E =-1., • 

2 a. 
l. • 

THEOREM 7.14. When e: 1 and e: 2 ar,e 

aonstitute a fundamental pair, • 

determined by the above method they 

• 

PROOF. See DELONE & FADDEEV[ 1], pp. 259-261. a 

For the computation of the chains in (a) and (c) the algorithm of 

section 7C can be used. Therefore it is possible to find the unit group by 

means of a 2-dimensional continued fraction algorithm.. Note that in {b) I 

and (d) only elements of equal norm must be compared. 

~~~LE~~- Let a be the positive root of 

(7.26) f (x) = x 3 - 7x - 2. 

• 

Rounded to 3 decima.l places we have e = 2. 778, e' = -0.289, a''= -2.489. By 

standard methods (DELONE & FADDEEV[ 1], § 17) we find that 1, 6 and ! (8 2 + e) 

for,o an integral base of O(e) • 
• 

Let us first calculate the x-chain of the relative minim11rn 1 = (I, 1, 1). 

We start with the base A(O) = {A0 (0) ,A1 (0) ,A2 (O)} consisting of A0 (O) = 1, 

A1 (0) = a and A2 (0) = ½(e 2 + 0). In nz:-coordinates we have A0 (0) = (-1, -1), 

A1 (0) = (0. 289, 2 .489) and A2 (O) = (O. 103, -1. 854). It c·an easily b·e v~rifiied 

that A(O) is positive and regular with respect to the associated minj·1111.1,11 1. 



TABLE 7.2. (All figures rounded to 3 decimal places) • 

• 

a 
s I t 

I j applicable is 

I o 
a:: I 

.bb I l 
] I 

l 2 
I 

0.792 

1. 957 

2.200 

I 
I 
I 
I 
I 
I 

I I 

0 

l 

2 

1 

e 

!e + !02 
2 2 

I (-I , -1 ) I 
I I 
I ( 0.289, 2.489) l 
I I 
l < 0.103, -1.854) I 

112 I I 3 1 I I 

1 e11r1·r1a 7 • 5 (b= l ) 

I I I I ( 1 ) = ½ ( e 2 + 30) 
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---+-~------~-~~+---~-----~ -+ .... + X ---------- ----~ ---~~-~----- ----------------
2 0 1 ! I ( 2. 551 , 

I n l;-co- I 3 1 I . I 
1 -e + -e2 (-1 1 ) . 2 2 l ,- I 

1 t 2 I I I 2 2e + 2e I (-o. 263, 1 e11n,1a 7 • 5 (b=2) 

I I 2 2 I 4. 39, lenoua 7. 6 (b•S) 
" 

I I I -o. 161 , 1 e,111,,a 7.6 (b=2) 

s 1 1 o. 130 1 o 1 + 3a + e2 1 
I I I ( 0.551, -0.425) 7. 3(b): 

I l · 1 t Cl(e2 +3e)) -1+3e+e 2 

---+----~-~---~~+-------------~-~-+--------~-----~--+--~~ ____ x ____ _ 
I I I I 

We find that ( 1) = -r = } (e2 + 30) with N(-r) = 2, and that 
X 

(-r)x =El= 1 + 36 + e2 , a unit with N(E 1) = -1. From now on the chain is 
• d. d ,. · I 2 per10 1c an it contains , -r_, El, TEI, e 1 , • • • • • • 1 

To obtain a second"unit we have to construct they- or z-chain of 

the first element of the period of the x-chain, which is the point l. Let 

us take the z-chain <l>. Consider the base 1, -e, ½(e 2 +e), with the 
z 

minus sign before e because the heights, that is the z-coordinates 

(second conjugates), must be positive. In projection on the E;n-plane we 

get 1 = (-1, -1), -e = (2. 778, -0.289) and ¼ (e 2 +·_0) = (-5.249, 0.103), if we 

ro11nd to 3 deci ta1al places. However, the cofactors of this base are not all 

positive. Instead, we start with A(O) consisting of 

A
0 

(0) = 1, 

A1 (O) = -e - 1 , 

A2 < o) = i < e 2 + e) . 

" 
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TABLE 7.3. (All figures rounded to 3 decimal places) • 

I 
d I 

.. ,-1 

I bO 
QJ 

I .0 

I 

1 I 
I 

2 I 
I 

3 I 
I 

4 I 
I 

5 I 
I 
I 

0 

1 

2 

1 

2 

I 

0 

0 

a 
s 

4.121 

5.352 

3.067 

2.285 

0.782 

1.503 

3.339 

0.333 

I 

I 
I 
I 
I 
I 
I 
l 

I 
I 
I 
I 
I 
I 
I 
l 
I 
I 
I 

• 

t I 

0 1 I (-1 , -1 ) 
I 

1 -1- e I ( 3.778, 0.711) 
I • 

1 1 2 2 I (-5.249, o. 103) -e + -a 
' 2 2 

2 I 1 2 I (-1.471, 0.814) -1--e+-0 I 2 2 

1 3 l 2 I ( 2.307, 1. 525) -2- -e + -0 I 2 2 

2 -3- 26 + 92 I ( 0.836, 2.339) I 
I ' 

2 -2- 26 + 92 (-0. 164, 1. 339) I 
l 3 1 2 I ( 0.307, -0.475) - -0 + -a I 2 2 

I 

l applicable is 

I 
I 
I 
I 
l leI01aa 7.5 (b=l) 
I 
I 

I le1n11ia 7.5 (b=l) 
I 
I len1sr,a 7.5 (b=l) I 
I len1i11a 7.6 (b=l) I 
I le1r11na 7.6 (b=2) I 
I lem11,a 7. 3 (b): I 
I (1) = ½(e 2 -3e) 

... ---+------- +---------~------~-+ z -~~-------------+-----~-~~-- ~~~~-----
I I I ' I 

The z-coordinate of A1 (O) is -e•• - 1 = I. 489 > 0. It c.an now easily be verified 
• 

that A(O) is positive and regular with respect to 1. Its expansion is 

given in table 7.3. 

The z-successor of 1 appears to be e: 2 = ½ (8 2 - 36) with norm N(e:
2

) = -1. 

Since e: 2 clearly is the first eJernent of the 

we know from theorem 5. 14 that e: 1 = 1 + 36 + e2 

of ftmdamental 1mits. 

z-chain associated to El or L, 

and e: 2 = ½ (e 2 - 38) are a pair 

• 

• 

- • To find the successor of a given relative minim1.1111 ---------HISTORICAL 

Voronoi gave a technique where one has to choose that successor among at 

most five candidates. It can be found in geometric ter1:1is in DELONE & 

FADDEEV[l], §59, and in a version adapted to computer use in WILLIAMS& 

Z ~ [2]. It was used for the calculations in (a) and (c) of Voronoi's 

method by WILLIAMS & Z , ... ,..,...[2,3], who gave a table of the funda11,ental units 
' 

I 

of all fields of positive discrjminant with defining equation x 3 - px- q = O, 

[pl,lql ~ 15, and by ANGELL[2], .who compiled a unit table for all 4794 cubic 

fields :Q(e) with discriminant D(6) in the range O < D(6) < 105 • Using 

Voronoi' s method, STENDER[2] disproved the f1mda111entality of a pair of 

11nits which BERNSTEIN[ 15] and BERNSTEIN & HASSE[ l] obtained by means of the 
' 

Jacobi-Perron algorithm for fields defined by 
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• 

where d 1 , d 2 and d underly certain restrictions (notably d I (d 1 ,d2)). 

DAUS[2] had some success at finding units by his variation of the Jacobi-

Perron algorithm (section 3G). The theory of BER [1-5] is for a good part 

related to Voronoi' s method and work of MINKOWSKI[ 1], but seerris 

computationally less feasible. 

BERWICK[2] proved in 1932 that any two of the units e: 1,e2 ,e3 defined 

by 

le:il<l, I e: '' I < 1, E > 0 and minimal, 
1 1 • 

(7.26) I £ 2 I < 1, I E '' l 2 
< 1, £' > 0 

2 
and minimal, 

lE-31 < I, le:'I 3 
< 1, £'' > 0 

3 
and . . l m1.T1J ma 

for,n a fundamental pair. The question remains how to compute these units. 

The algorithm proposed by BILLEVICH[ l] (see STEINER & RUDMAN[ 1 ]) is 

efficient only if the units have small coefficients when expressed in 

ter111s of the lattice ba~e: When l, w1, w2 form such a base, he solves 

(for e: 1) the sir,,ultaneous inequalities 

Ip + qoo i + rw2 I < 1 

l p + qw'' + rw1
' I < 1 1 2 

' 

• 

in integers q,r for p=0,1,2, ••••• successively. We might also obtain e: 1 
in (7.26) as a best approximation to the x-axis with respect to a certain 

Euclidean radius function if we have an idea of the magnitude of lei/e1!: 

___ 1_._1_5_. Let; £ 1 be defined by (7. 26). Suppose for aiz. a. E 0(6) 'With 

a.! E(e) u {O} -we have IN(a) I ~ t. Al.so suppose there is a reai nwnber u 

such that; e:' 2 +u2e''2 < min (1,u2 ) and 
1 1 

(7.27) 
e' 1 < < l I ,, u - -
£1 • 

Then E.l i.s a beet approximation to -the x a~s for the Euc'lidean radius 

functi.on p(x,y,z) = ly'"'l.'+ u2z 2 • 

PROOF. Suppose there is a non-zero a e: 0(6) with a.< e: 1 and P (a.) < P (e: 1) • 

• 

• 

( 
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• 

Since 1 is a relative minimum, 

I < a< c: 1. Under the restriction 

a 1 
2 + u 2a 112 < e: j 2 + u2 e:11

12, an upper 

From (7.27) we find 

and ~ • 2 + u 2 e'' 2 < min ( 1 u2 ) we have 
~ 1 2 ' ' 

p (a) < _P (e: I), which yields 

bound for lcx'a''I is (e:i 2 + u 2 e: 1

1
12 )/2u. 

hence I a' a'' I < t I e: j e: i' I • With 

1 <a.< s 1 this gives IN(o.) I < t. Hence a is a unit, in contradiction with 

the minimality of e 1• □ 

• 

So given a suitable t and u, we can find e: 1 by the 2-djmensional best 

approximation algorithm. But usually one cannot know the magnitude of 

le:j/e:11 before e: 1 is known. (If an upper bound M for e: 1 is known, we have 

-1 
M < I e: j / e: '1' I < M) • 

' 

Another way to obtain units in cubic fields of positive discriminant 

was proposed in 1956 by GODWIN[l]. For e:e:E(e) define S(0)= 

(e:' -e:'') 2 + (e:''-e:) 2 + (e:-e:') 2 • Let e: 1 E E(e) \ {±1} be such tha~ S(e: 1) is 

minimal and let e: 2 e: E(e) \ {±e:~ I m E 1l} be such that S(e: 2 ) is minimal. 

Godwin conjectured that e: 1, e:2 form a f11n<lamental pair except perhaps for 
• 

finitely many exceptional cases. BRUNOTTE & HALTER-KOCH[ 1] proved that 

E 1 , e:2 generate a subgroup of E(e) of index at most 4. 

Finally we mention work of STEINER[ 1] and RUDMAN & STEINER[ 1]. They 

take e: 1 and e: 2 to be the first aut11morphisms of the x- and y-chain of the 

minimum l. Though independent, these units do not always make a 

fundam~ntal pair (STEINER[l]). 

The special case o~ a cyclic field (where a' and 8 1
' belong to ~{0), 

or equivalently, D(6) is a square) was studied by BASSE[l], GRAS

MONTOUCHET[ I], COHN & GORN[ 1] • 
• 

• 

• 



APPENDIX. ON COMPUTER IMPLfiliENTATION 

• 

The purpose of this appendix is to discuss some of the difficulties 

connected with computer implementation of multi-dimensional continued 

fraction algorithms. The principal problems are: 

- How to deal with round-off errors. 

- How to use multi-length arithmetic in the most efficient way. 

Writing an efficient computer program is mainly a question of balance, 

which involves technical aspects, like the nature of the multi-length 

package, the available storage and the r~lative speed of multiplication 

and addition. 
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The first step in writing a program for a subtractive multi

dimensional continued fraction algorithm is: to set up arrays which must 

carry the infor111.ation the algorithm needs. • 

The lattice base points A, (i). 
I l rl(: 

If we wish to compute approxjmations, we have to include an array 

containing the ~(i). Usually it is convenient to express these points 

integral coordinates ¾ (i) = (~0 (i), ••••• '~n (i)) with respect to the 

initial base A(O). As was pointed out in the example on p. 120-122, it is 

sufficient to compute only one coordinate, say ~ 0 (i), of each ~(i). If 

we do so, A
0

, ••••• ,A can be represented in a I-dimensional array of length 
n . 

n+l with initial values·(l, 0, •••• , O). Each step requires one addition 

in this array, that is 

(a. l) 
xt0 (i+l) = xt0 (i) + x 80(i) 

~o ( i + 1 ) = ~ 0 ( i) for k + t . 

Moreover, the initial values and each addition being exact, there will be 

no round-off errors at all. 
• 

The cofactors. 

The indispensable array (vector) a of cofactors will be loaded with 
to the true 

that 



• 
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(a.2) for k = 0 , •••• , n • 

• 

Each step requires one subtraction, that is 

(a.3) 
a Ci+ 1) = a Ci) - at(i) s s 

Since subtraction produces no round-off error, any error 

l~(i) -~(i)I is the consequence of the round-off errors in the initial 

values. We give two ways to estimate this error. 

1. Each cofactor ~(i) is a linear combination of a0 (0), ••••• ,an(O): 

From (a.2) we have 

(a.4) 
n 

2 
j=O 

• 

The computation of the ykj(i) requires an (n+I)x(n+l) array Y (initially 

Y = I) with n+ 1 subtractions y • (i+ 1) = y . (i) - yt. (i) in each step. 
SJ SJ J 

2. Instead of Y we define the cofactor error 

(a.5) 
o (i+l) = o (i) + ot(i) s s 

ok ( i + 1 ) = ok ( i) for k ,' s 

along with (a.3). By induction one shows that 

(a.6) 

• 

estimating array o, with 

and subject to the change 

The estimate (a.6) seems much cheaper in calculation than (a.4), since 

only one addition is required instead of n+l subtractions per step. However, 

the ok(i) become much larger than the ykj(i) (because of cancellation in 

the latter), hence a greater precision ma,y be required. Therefore it depends 
' 

on the problem at hand whether (a.6) or (a.4) is cheaper. 

' 



EXAMPLE. After the 249-th step in the example on p .. 127 the highest. 
n 

j=O J 
At that time the ok(i) had gone up to -12 about 10 • 

Using (a.4) or (a.6) the computer can prove a cofactor inequality 

af 2: ag by verifying that 

or 

' 
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respectively. However, we must stop the expansion as soon as the algorithm 
• 

requires us to compare two cofactors af 

prove neither af 2: ag nor ag 2 af in this 

and a for which the 
g 

computer can 

way. 

E LE • 
• es ti-c,,a. te 

In the example ·of p. 127 this occurred after 249 steps when the 

(a.4) was used, but after 181 steps already when (a.6) was used. 

To obtain the result of the example with (a.6), it would have been 

necessary to know the first seven non-trivial zeros of the zeta function 

correct to at least 32 decimal places. 

The proj_ec ted l_a,ttice points.· 
• 

For a vectorial algorithm -- such as the J.P.A. or Brun's algorithm 

the above is all we need. For most of the other algorithms discussed in 

this book we need infor11iation on the projections !a, ..... ,~ of the base 

{AO, • • .•• ,An}. 

In R, * we choose an orthonor,oal coordinate system with respect to 

which we write ~ (i) = (zkl (i), •• • •• , zkn (i)) • 

feed n+ 1 points ~ (0) = (zkl ~O), •••• • ,zkn (0)) 

-D 
as Sll.Dle that zkj ( 0) E 1 0 • 1l, and that 

(a.7) 
- -D 

lzkj(O)- zkj(O)I < 10 

To carry the projections 
..... 

into an (n+t)xn array A. 

we 

We 

f k O d · I n Each step requires us to don additions or = , •••• , n an J = , •••• , • 
• 
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.... 
in the array A, namely 

• 

(a.8) 
2 .• (i+I)=z .(i)+z .(i) 

tJ tJ SJ j = 1, •••• , n. 
zkj (i+l) = zkj (i) for k ;' t 

n 
If ¾. (i) = I ~ (i)A (0), then (a. 7) gives the estimate 

q=O q q 

(a.9) 
-D 

< 10 • 

• 

for the acc11mulated error in zkj (i) (note that the addition (a. 8) is 

exact and produces no round-off error) •. To apply (a. 9) it is not necessary 

to know all ~q(i). In fact, (a.9) may be replaced by 

(a. IO) < 10-D 
• 

so that we need only the value of xic0 (i), which we find in the array of 

first coordinates. Here e: is a s1,1all quantity, a precise esti11aate of which 
• 

depends on A(O) and l~(i)I. 

EXAMPLE. If A1(0), ••••• ,A
1 

... (0) are orthonorn,al in R.*, then 

• 

l!tt(i) I= 

= 

n 
l ~ (i)A (0) 

q=O q -q 
n . n 
1· ~ (i)A (O) - I 

q=O q --q q=O 
n (i) 

. ~o(i) 
~ ~q, ( J.) - a ( 0) a q' ( 0) 

0 

a (O)A (0) 
q -q 

A (0) 
-q 

for q' = 1 , •••• , n, so that we may take e: = n. I !tc ( i) I • 

From the error bounds ·(a. 9) or (a. 10) for the coordinates zkj (i) we 

can deduce estimates of the errors in various quantities related to these 
• • pr0Ject1.ons. 

I 

_E ___ LE_. Put e:k(i)= max lzkj(i)-zkj(i)I. Then we have for f,gE{O, ••• ,n}, 
l~j:Sn 

• 

' 



• • omitting the step index i 

(a. l 1) 

Proof: 

• ..... .... 
I Af •-gA - Af .A I ~ ln(ef I A I + e: I A I) + ne: E • 

-g -g g ····f f g 

• 
• -

• 
• -

and 

--

--

.... 
V =A -A. 

g -g --g 

• 
• -

• 
• -

Then 
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where the last inequality holds because the coordinate 

in~• was assumed orthonormal. 
system (z

1
, •••• ,zn) 

• 

The inne1:. products. 

• 

Several algorithms are formulated entirely in convenient tet:,as o.f the 

inner products Ac•Ag, such as the 2-dimensional b'est approxima.tion 

algorithm or the inner product algorithm itself. 

We present two ways to compute the inner products. 

1. The first way is to use the form~la 
• 

• 

n 
(a. 12) A£ (i) .A (i) == I zf. (i)z . (i) 

-g j=l J gJ 

.... .... 
to calculate after each step the n+l inner products At(i).~(i) • 

I 

.... (i).At(i) that have changed during the step. Since the inner products 

are only meant to be com.pared, this can be done in single precision from 

the first 10 or 12 significant digits of the zkj(i), ztj(i). Therefore 

this approach requires n 2 + n single precision multiplications in each step • 

2. The second way is to use 

Initially, its elements are 

(a. 13) 

• 

.... " an (n+l)x(n+l) array J for the inner products. 

n 
I 

j=l 
2£.(0)z .(o), 

J gJ 
f,g== o, .... ,n. 



-D 
Hcte that if.(O), i .. (0) e:: 10 • Z, 

J SJ 
so that 

,,.., -2D 
J f g ( 0) € IO • Z, and the 

entries of 

additions 

j require 2D decimal places. In each step we do the n+3 

jkt(i+l)•Jtk(i+l)=Jtk(i)+J8k(i) for all k,'t 

J (i+l)•J (i)+2J (i)+J (i) 
tt tt st ss 

J f ( i + 1 ) = J f ( i) if f r/: t and g ;: t • 
g g 

C.oabining (a.13) and (a.14} it is proved by induction that 

(a. 15) 
' . 

for all f,g,1.. 

By (a.15), the estimate (a.11) applies to the difference 

additions of multi-length n1Jcnbers with 2D decimal places. 

~:!!!~·!...•If the inner products are computed as in the second approach, 
,.. 

there is no need to carry the array A, unless one has a special interest 

in the coordinates zk.(i) (e.g. when computing inhomogeneous approximations 
. J 

a.s in section 6A, p. 122}. 

EXAMPLES. In the exa.111ple on p. 127 we had n= 6, D= 24. To see which 

approach is cheaper we must compare the cost of n+3 = 9 additions of 
A I 

n,,,1,,hers in J with 48 decimal places (second way) with the cost of n = 6 

additions of n1..11,1bers in A with 24 decimal places, plus n 2 + n = 42 single 

precision multiplications (first way). 

When computing the fundamental unit of :Q(f16.7) (see p. 111), we had 

n • 2 and D • 154. Therefore we have to compare the cost of n+3 = 5 additions 

of 308-digi t n11nibers with the cost of n 2 + n = 6 single precision 

multiplications and n = 2 additions of 154-digi t ntr,ribers. 

General remarks • . . 

• 

1. It is important that all the above computations can be done by means 

of addition and subtraction only. If we use multi-length arithmetic, this 

9eane that the word length can be twice that of ordinary multi-length 

packages (e.g. 1014 instead of 107 on an IBM-370 machine), since no 

1m11tiplication routine is needed. 
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2. If we do not use a subtractive algorithm, but allow b > 1, then we must 

be prepared to multiply multi-length n~unbers with the integer b (which will 

probably be single precision). However, in the practice of e.g. the inner 

product algorithm, it appears that the frequency of the event b = l 
increases with the dimension, so that one will often simply use the 

subtractive algorithm (cf. the example on p. 120-122). 

3. Of course the calculations (a.I), (a.3), (a.8) and (a.14) must be done 

in full precision. However, the computations needed only to detet·mine s 

and t (e.g. the check of the conditions (5.19)-(5.25)) may well be done in 

single precision, using say 12 significant digits. It is rather unlikely 

that we have to compare two quantities the first 12 significant digits of 

which agree, but if so we can always at that moment use multiple precision 

(if we can find no theoretical reason why the two quantities should be 

exactly equal). 

• 

4. Notwithstanding the preceding remark, an expansion should be terminated 

as soon as the error estimates do not allow the necessary verification of 

some inequality. This is certainly true for the cofactor inequalities. It 
• 

is also true for all inequalities that must be checked in the 2-dimensional 

best approxi111ation algorithm; otherwise it could not be claimed that the 

machine computed expansion is the expansion by this algorithm, and hence 

not that it contains all best approximations in a certain height range. 

However, for the inner product algorithm it is not fundamental that At.As 

indeed minimizes .A , ke: {O, •••• ,n}; therefore it is not necessary to ---c::s . 
verify (6.3) strictly by means of the error estimates. 

E,xa11ap le: t"p.e i:nner_ prod~c t algorithm.,. 

Suppose we wish to compute good simultaneous rational approxjmations 

to n given positive real n1Jmbers a , ••••• ,a
0 

by means of the inner product 

algorithm. In lR we take n = Z , R- 0 - 1, a 1, • • • •, an·• e e1.g · 

product given by the quadratic form 
• 

x2 + 
0 

n 
I 

j=l 
(xoa .. - x .. ) 2 

J J 

defines the Euclidean radius function 
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n 

I 
j=l 

! 
(x0a . - X • ) 2 • 

J J 

Moreover x ...... x are orthonorn1al 

• 

' l' ., n · -D 
Let a. 1' ...... , an E IO • 7Z be such k = 1 , • • • • , n. The 

computer prog:ram receives as input the arrays 

and 

A= (1, O, ••••. , 0), 

furthetmore 

.... .... ,,.., ..... -.... 
* -a -a. -a. -a -a -a • • • • • ••••• I 2 n 1 2 n 

0 
.... l 0 0 l 0 • • • • • -a. • • • • • I ,,.., .... 

0 J= .... 
0 I 0 A= 0 1 • • • • • or -a. • • • • • 2 • 

• • • • • • • • 
• • • • • • • 
• • • • • • • 
0 0 1 

.... 0 0 I -a. • • • • • • • • • • n 

. h 1 ..... 2 + .... 2 T.n.. th k . th Wl.t * • +a.] + • • • • • a.n • \'V11e er we wor Wl. A or with J depends on n 

and D, as explained before. 

Let us now see how large D must be if we wish to obtain an 

approximation B with p(B)<e: for some e:>O. Put m=- 101og e:. To have B 

correct to some significant digits, we need a little more than m correct 

decimal places at the 

height of B may be of 

end 

the 

of the expansion. Moreover, by theorem 
-n mn order e: = 10 • Applying (a.9) we see 

4.3 the 

that D 

has to be somewhat larger than m(n+l). Since it is always possible that 

cofactors are nearly equal, one is never certain in advance that such a 

value of Dis sufficient for the required precision in the cofactor 

computations. We may, though, expect it to be, on the following grounds. 

From 10 = a0 A0 + a 1 A1 + •••• + an An it follows that 

n 
I ¾:h(~) = h(t0 ) = 1. 

k=O 

Therefore, the cofactors will in the end be 

the heights are of order mn 
10 • Furthermore, 

to support that the ykj(i) in (a.4) will be 

l -mn of the order -.10 , 
n 

• since 

there are reasonable arg1111.1ents 
m of the order 10 • From (a.4) 



163 

we see that, again, D has to be a little larger than m(n+l). 

EXAMPLE. In the exaritple on p. 127 we had E = 0.001, so that m== 3. According 

to the discussion above we would need a little more than m(n+l)=21 

decimal places; in fact we used 24. The heights went up to 1019 = 10. lOt•m:i, 

the cofactors down was 1807, 

a little larger than lOm= 1000, 

EXAMPLE. Our discussion of the required ntmber of decimal places applies 

to the 2-dimensional best approximation algorithm also. Suppose we wish to 

has to be slightly larger than m(n+1)=48x3= 144. In fact D= 154 was used. 

Algebraic methods. 

In the last example we could guess at the required value.of D 

because a unit of order 6.1095 was known, so that EO would be no larger 

than that. Nor11,a l ly, however, one has no idea of the size of e:0 before it 

is found, and thus it is impossible to tell how large D must be. The 
• 

following implementation of the 2-dimensional best approx:\mation algorithm. 

may solve this problem. 

Let 1, e
0

, w
0 

be a base of the first or second kind for the integer 

lattice n
0 

= n(e) in our cubic field :Jl(6) <?f negative discrirojuant b.. Fix 

the maximal number D of digits we wish to work with; a good choice of D 

depends on a, among other things. We break up the expansion into parts: 
' 

Define lattices n. with base {1, e., w.} (i= 1,2, •••• ) as follows: 
l. 1 1 

l. Apply the best approximation algorithm to {l, e. 1 , w. 1 } for some 
1- 1-

time (depending on D). Suppose as a result we 

where we may as s1 nne that 1 a ! I s: I a ! I ~ I Y ! I • 

have the base {a., e., 
]. 1 

V 1 1 1. 

2. Perform the aZ.gebPaic, hence exact, divisions 

J e . = a . I a . = u . o + u. I e o + u. 2wo, 
1 1 1. 1 1 l. . 

1 l. 1 l. 1. l. . 

u . . € 
1.J 

V • • € :Q. 
l.J 

the projections of 3. The 

e., 
l. 

coefficients u .• 
1.J 

w. from those of 
]. 

and v .. are used to compute 
1.J 

e and w • Then take i := i+l and return 
0 0 

to 1. 

Note that the e. and w. are not necessarily algebraic integers: The 
1. 1 

I 

'Y.}, 
1 
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