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CHAPTER 1

GENERAL INTRODUCTION

In this introductory chapter first (section 1) an informal description is
given of the Markov decision processes and Markov games that will be stu-
died. Next (section 2) we consider the optimality equations, also called
the functional equations of dynamic programming. The optimality equations
are the central point in practically each analysis of these decision
problems. In section 3 a brief overview is given of the existing algorithms
for the determination or approximation of the optimal value of the decision
process. Section 4 indicates aims and results of this monograph while
summarizing the contents of the following chapters. Then (section 5) we
formally introduce the Markov decision process to be studied (the formal
model description of the Markov game will be given later). We define the
various strategies that will be distinguished, and introduce the criterion
of total expected rewards and the criterion of average rewards per unit
time. Finally, in section 6 some notations are introduced.

1.1. INFORMAL DESCRIPTION OF THE MODELS

This monograph deals with Markov decision processes and two-person zero-sum
Markov (also called stochastic) games. Markov decision processes (MDP's)
and Markov games (MG's) are mathematical models for the description of
situations where one or more decision makers are controlling a dynamical
system, e.g. in production planning, machine replacement or economics. In
these models it is assumed that the Markov property holds. I.e., given the
present state of the system, all information concerning the past of the
system is irrelevant for its future behaviour.
Informally, an MDP can be described as follows:
Informal description of the MDP model

There is a dynamical system and a set of possible states it can occupy, called the state space, denoted by S. Here we only consider the case that S is finite or countably infinite.

Further, there is a set of actions, called the action space, denoted by A. At discrete points in time, \( t = 0, 1, \ldots \), say, the system is observed by a controller or decision maker. At each decision epoch, the decision maker - having observed the present state of the system - has to choose an action from the set A. As a joint result of the state \( i \in S \) and the action \( a \in A \) taken in state \( i \), the decision maker earns a (possibly negative) reward \( r(i, a) \), and the system moves to state \( j \) with probability \( p(i, a, j), j \in S \), with \( \sum_{j \in S} p(i, a, j) = 1 \).

The situation in the two-person zero-sum game is very similar. Only, now there are two decision makers instead of one - usually called players - and two action sets, A for player I and B for player II. In the cases we consider, A and B are assumed to be finite. At each decision epoch, the players each choose - independently of the other - an action. As a result of the actions \( a \) of player I and \( b \) of player II in state \( i \), player I receives a (possibly negative) payoff \( r(i, a, b) \) from player II (which makes the game zero-sum), and the system moves to state \( j \) with probability \( p(i, a, b, j), j \in S \), with \( \sum_{j \in S} p(i, a, b, j) = 1 \).

The aim of the decision maker(s) is to control the system in such a way as to optimize some criterion function. Here two criteria will be considered, viz. the criterion of total expected rewards (including total expected discounted rewards), and the criterion of average rewards per unit time.
1.2. THE FUNCTIONAL EQUATIONS

Starting point in practically each analysis of MDP's and Markov games are the functional equations of dynamic programming.

Let us denote the optimal-value function for the total-reward MDP by $v^*$, i.e. $v^*(i)$ is the optimal value of the total-reward MDP for initial state $i$, $i \in S$. Then $v^*$ is a solution of the optimality equation

$$v(i) = (UV)(i) := \max_{a \in A} \{r(i,a) + \sum_{j \in S} p(i,a,j)v(j)\}, \quad i \in S.$$  

Or in functional notation

$$v = Uv.$$  

A similar functional equation arises in the total-reward Markov game. In that case $(UV)(i)$ is the game-theoretical value of the matrix game with entries

$$r(i,a,b) + \sum_{j \in S} p(i,a,b,j)v(j), \quad a \in A, \quad b \in B.$$  

In many publications on MDP's and MG's the operator $U$ is a contraction. For example, in Shapley [1953], where the first formulation of a Markov game is given, there is an absorbing state, $*$ say, where no more returns are obtained, with $p(i,a,b,*) > 0$ for all $i$, $a$ and $b$. Since $S$, $A$ and $B$ are in Shapley's case finite, this implies that the game will end up in $*$, and that $U$ is a contraction and hence has a unique fixed point. Shapley used this to prove that this fixed point is the value of the game and that there exist optimal stationary strategies for both players.

In many of the later publications the line of reasoning is similar to that in Shapley's paper.

In the average reward MDP the optimal-value function, $g^*$ say, usually called the gain of the MDP, is part of a solution of a pair of functional
equations in $g$ and $v$:

$$g(i) = \max_{a \in A} \sum_{j \in S} p(i,a,j)g(j),$$  

$$v(i) + g(i) = \max_{a \in A(i)} \{r(i,a) + \sum_{j \in S} p(i,a,j)v(j)\},$$  

where $A(i)$ denotes the set of maximizers in (1.3).
In the first paper on MDP's, BELLMAN [1957] considered the average-reward MDP with finite state and action spaces. Under an additional condition, guaranteeing that \( g^* \) is a constant function (i.e. the gain of the MDP is independent of the initial state), Bellman studied the functional equations (1.3) and (1.4) and the dynamic programming recursion

\[
v_{n+1} = Uv_n, \quad n = 0, 1, \ldots
\]

where \( U \) is defined as in (1.1).

He proved that \( v_n - ng^* \) is bounded, i.e., the optimal n-stage reward minus \( n \) times the optimal average reward is bounded. Later BROWN [1965] proved that \( v_n - ng^* \) is bounded for every MDP, and only around 1978 a relatively complete treatment of the behaviour of \( v_n - ng^* \) has been given by SCHWEITZER and FEDERGRUEN [1978], [1979].

The situation in the average-reward Markov game is more complicated. In 1957, GILLETTE [1957] made a first study of the finite state and action average-reward MG. Under a rather restrictive condition, which implies the existence of a solution to a pair of functional equations similar to (1.3) and (1.4) with \( g \) a constant function, he proved that the game has a value and that stationary optimal strategies for both players exist. He also described a game for which the pair of functional equations has no solution. BLACKWELL and FERGUSON [1968] showed that this game does have a value; only recently it has been shown by MONASH [1979] and, independently, by MERTENS and NEYMAN [1980] that every average-reward MG with finite state and action spaces has a value.

1.3. REVIEW OF THE EXISTING ALGORITHMS

An important issue in the theory of MDP's and MG's is the determination, usually approximation, of \( v^* \) (in the average-reward case \( g^* \)) and the determination of (nearly-) optimal, preferably stationary, strategies. This also is the main topic in this study.

Since in the total-reward case, for the MDP as well as for the MG, \( v^* \) is a solution of an optimality equation of the form \( v = Uv \), one can try to approximate \( v^* \) by the standard successive approximation scheme
\( v_{n+1} = U v_n, \quad n = 0, 1, \ldots \)

If \( U \) is a contraction, as in Shapley's case, then \( v_n \) will converge to \( v^* \). Further, the contractive properties of \( U \) enable us to obtain bounds on \( v^* \) and nearly optimal stationary strategies; see for the MDP a.o. MAC QUEEN [1966], PORTEUS [1971], [1975] and Van NUNEN [1976a], and for the MG a.o. CHARNES and SCHROEDER [1967], KUSCHNER and CHAMBERLAIN [1969] and Van der WAL [1977a].

For this contracting case various other successive approximation schemes have been proposed. Viz., for the MDP the Gauss-Seidel method by HASTINGS [1968] and an overrelaxation algorithm by REFTZ [1973], and for the MG the Gauss-Seidel method by KUSCHNER and CHAMBERLAIN [1969]. As has been shown by WESSELS [1977a], Van NUNEN and WESSELS [1976], Van NUNEN [1976a], Van NUNEN and STIDHAM [1978] and Van der WAL [1977a], these algorithms can be described and studied very well in terms of the go-ahead functions by which they may be generated.

The so-called value-oriented methods, first mentioned by PORTEUS [1971], and extensively studied by Van NUNEN [1976a], [1976c], are another type of algorithms. In the value-oriented approach each optimization step is followed by a kind of extrapolation step. Howard's classic policy iteration algorithm [HOWARD, 1960] can be seen as an extreme element of this set of methods, since in this algorithm each optimization step is followed by an extrapolation in which the value of the maximizing policy is determined.

The finite contracting MDP can also be solved by a linear programming approach, see d'EPENOUX [1960]. Actually, the policy iteration method is equivalent to a linear program where it is allowed to change more than one basic variable at a time, cf. WESSELS and Van NUNEN [1975].

If \( U \) is not a contraction, then the situation becomes more complicated. For example, \( v_n \) need no longer converge to \( v^* \). And even if \( v_n \) converges to \( v^* \), it is in general not possible to decide whether \( v_n \) is already close to \( v^* \) and to detect nearly-optimal (stationary) strategies from the successive approximations scheme.

For the average reward MDP there exists by now, as mentioned before, a relatively complete treatment of the method of standard successive approximations, see SCHWEITZER and FEDERGRUEN [1978], [1979].
Alternatively, one can use Howard's policy iteration method [HOWARD, 1960], which, in a slightly modified form, always converges, see BLACKWELL [1962]. Furthermore, several authors have studied the relation between the average-reward MDP and the discounted MDP with discount factor tending to one, see e.g. HOWARD [1960], BLACKWELL [1962], VEINOTT [1966], MILLER and VEINOTT [1969] and SLADKY [1974]. This has resulted for example in Veinott's extended version of the policy iteration method which yields strategies that are stronger than merely average optimal.

Another algorithm that is based on the relation between the discounted and the average-reward MDP, is the unstationary successive approximations method of BATHER [1973] and HORDIJK and TIJMS [1975]. In this algorithm the average-reward MDP is approximated by a sequence of discounted MDP's with discount factor tending to one.

Also, there is the method of value-oriented successive approximations, which has been proposed for the average-reward case, albeit without convergence proof, by MORTON [1971].


The situation is essentially different for the average-reward MG. In general, no nearly-optimal Markov strategies exist, which implies that nearly-optimal strategies cannot be obtained with the usual dynamic programming methods. Only in special cases the methods described above will be of use, see e.g. GILLETTE [1957], HOFFMAN and KARP [1966], FEDERGUEN [1977], and Van der WAL [1980].

1.4. SUMMARY OF THE FOLLOWING CHAPTERS

Roughly speaking one may say that this monograph deals mainly with various dynamic programming methods for the approximation of the value and the determination of nearly-optimal stationary strategies in MDP's and MG's. We study the more general use of several dynamic programming methods, which were previously used only in more specific models (e.g. the contracting MDP). This way we fill a number of gaps in the theory of dynamic programming for MDP's and MG's.
Our intentions and results are described in some more detail in the following summary of the various chapters.

The contents of this book can be divided into three parts. Part 1, chapters 2-5, considers the total-reward MDP, part 2, chapters 6-9, deals with the average-reward MDP, and in part 3, chapters 10-13, some two-person zero-sum MG's are treated.

In chapter 2 we study the total-reward MDP with countable state space and general action space. First it is shown that it is possible to restrict the considerations to randomized Markov strategies. Next some properties are given of the various dynamic programming operators. Then the finite-stage MDP and the optimality equation are considered. These results are used to prove that one can restrict oneself even to pure Markov strategies (in this general setting this result is due to Van HEE [1978a]).

This chapter will be concluded with a number of results on the existence or nonexistence of nearly-optimal strategies with certain special properties, e.g. stationarity. Some of the counterexamples may be new, and it seems that also theorem 2.22 is new.

In chapter 3 the various successive approximation methods are introduced for the MDP model of chapter 2. First a review is given of several results for the method of standard successive approximations. Then, in this general setting, the set of successive approximation algorithms is formulated in terms of go-ahead functions, introduced and studied for the contracting MDP by WESSELS [1977a], Van NUNEN and WESSELS [1976], Van NUNEN [1976a], and Van NUNEN and STIDHAM [1978]. Finally, the method of value-oriented successive approximations is introduced. This method was first mentioned for the contracting MDP by PORTEUS [1971], and studied by Van NUNEN [1976c].

In general, these methods do not converge.

Chapter 4 deals with the so-called strongly convergent MDP (cf. Van HEE and Van der WAL [1977] and Van HEE, HORDIJK and Van der WAL [1977]). In this model it is assumed that the sum of all absolute rewards is finite, and moreover that the sum of the absolute values of the rewards from time $n$ onwards tends to zero if $n$ tends to infinity, uniformly in all strategies. It is shown that this condition guarantees the convergence of the successive approximation methods generated by nonzero go-ahead functions, i.e., the convergence of $v_n$ to $v$. Further, we study under this condition the value-oriented method and it is shown that the monotonic variant, and therefore also the policy iteration method, always converges.
In chapter 5 the contracting MDP is considered. We establish the (essential) equivalence of four different models for the contracting MDP, and we review some results on bounds for $v^*$ and on nearly-optimal strategies.

Further, for the discounted MDP with finite state and action spaces, some Laurent series expansions are given (for example for the total expected discounted reward of a stationary strategy) and the more sensitive optimality criteria are formulated (cf. MILLER and VEINOTT [1969]). The results of this chapter are needed in chapters 6-8 and 11.

In chapter 6 the average-reward MDP with finite state and action spaces is introduced. This chapter serves as an introduction to chapters 7-9, and for the sake of self-containedness we review several results on the existence of optimal stationary strategies, the policy iteration method and the method of standard successive approximations.

Chapter 7 deals with the more sensitive optimality criteria in the discounted and the average-reward MDP and re-establishes the equivalence of $k$-discount optimality and $(k+1)$-order average optimality. This equivalence was first shown by LIPPMAN [1968] (for a special case) and by SLADKY [1974]. We reprove this result using an unstationary successive approximation algorithm. As a bonus of this analysis a more general convergence proof is obtained for the algorithm given by BATHER [1973] and some of the algorithms given by NORDIJK and TIJMNS [1975].

In chapter 8 it is shown that in the policy iteration algorithm the improvement step can be replaced by a maximization step formulated in terms of go-ahead functions (cf. WESSELS [1977a] and Van NUNEN and WESSELS [1976]). In the convergence proof we use the equivalence of average and discounted optimality criteria that has been established in chapter 7. A special case of the policy iteration methods obtained in this way is Hastings' Gauss-Seidel variant, cf. HASTINGS [1968].

Chapter 9 considers the method of value-oriented successive approximations, which for the average-reward MDP has been first formulated, without convergence proof, by MORTON [1971]. Under two conditions: a strong aperiodicity assumption (which is no real restriction) and a condition guaranteeing that the gain is independent of the initial state, it is shown that the method yields arbitrary close bounds on $v^*$, and nearly-optimal stationary strategies.

Chapter 10 gives an introduction to the two-person zero-sum Markov game. It will be shown that the finite-stage problem can be 'solved' by a
dynamic programming approach, so that we can restrict ourselves again to (randomized) Markov strategies. We also show that the restriction to Markov strategies in the nonzero-sum game may be rather unrealistic.

In chapter 11 the contracting MG is studied. For the successive approximation methods generated by nonzero go-ahead functions we obtain bounds on \( v^* \) and nearly-optimal stationary strategies. These results are very similar to the ones in the contracting MDP (chapter 5). Further, for this model the method of value-oriented successive approximations is studied, which contains the method of HOFFMAN and KARP [1966] as a special case.

Chapter 12 deals with the so-called positive MG. In this game it is assumed that \( r(i,a,b) \geq c > 0 \) for all \( i, a \) and \( b \) and some constant \( c \), thus the second player looses at least an amount \( c \) in each step. However, he can restrict his losses by terminating the game at certain costs (modeled as a transition to an extra absorbing state in which no more payoffs are obtained). We show that in this model the method of standard successive approximations provides bounds on \( v^* \) and nearly-optimal stationary strategies for both players.

Finally, in chapter 13, the method of standard successive approximations is studied for the average-reward Markov game with finite state (and action) space(s). Under two restrictive conditions, which imply that the value of the game is independent of the initial state, it is shown that the method yields good bounds on the value of the game, and nearly-optimal stationary strategies for both players.

1.5. FORMAL DESCRIPTION OF THE MDP MODEL

In this section a formal characterization is given of the MDP. The formal model of the Markov game will be given in chapter 10.

Formally, an MDP is characterized by the following objects.

\( S: \) a nonempty finite or countably infinite set \( S \), called the state space, together with the \( \sigma \)-field \( \Sigma \) of all its subsets.

\( A: \) an arbitrary nonempty set \( A \), called the action space, with a \( \sigma \)-field \( \mathcal{A} \) containing all one-point sets.

\( p: \) a transition probability function \( p: S \times A \times S \rightarrow [0,1] \), called the transition law. I.e., \( p(i,a,\cdot) \) induces for all \( (i,a) \in S \times A \) a proba-
bility measure on \((S,S)\) and \(p(i, \cdot, j)\) is \(A\)-measurable for all \(i, j \in S\). 

At discrete points in time, \(t = 0, 1, \ldots\) say, a decision maker, having observed the state of the MDP, chooses an action, as a result of which he earns some immediate reward according to the function \(r\) and the MDP reaches a new state according to the transition law \(p\).

In the sequel also state-dependent action sets, notation \(A(i), i \in S\), will be encountered. This can be modeled in a similar way. We shall not pursue this here.

Also it is assumed that \(p(i,a,\cdot)\) is, for all \(i\) and \(a\), a probability measure, whereas MDP's are often formulated in terms of defective probabilities. Clearly, these models can be fitted in our framework by the addition of an extra absorbing state.

In order to control the system the decision maker may choose a decision rule from a set of control functions satisfying certain measurability conditions. To describe this set, define

\[
H_0 := S, \quad H_n := (S \times A)^n \times S, \quad n = 1, 2, \ldots
\]

So, \(H_n\) is the set of possible histories of the system starting at time 0 up to time \(n\), i.e., the sequence of preceding states of the system, the actions taken previously and the present state of the system. We assume that this information is available to the decision maker at time \(n\).

On \(H_n\) we introduce the product \(\sigma\)-field \(H_n\) generated by \(S\) and \(A\).

Then a decision rule \(\pi\) the decision maker is allowed to use, further called strategy, is any sequence \(\pi_0, \pi_1, \ldots\) such that the function \(\pi_n\), which prescribes the action to be taken at time \(n\), is a transition probability from \(H_n\) into \(A\). So, let \(\pi_n(C|h_n)\) denote for all sets \(C \in A\) and for all histories \(h_n \in H_n\) the probability that at time \(n\) given the history \(h_n\), an action from the set \(C\) will be chosen, then \(\pi_n(C|\cdot)\) is \(H_n\)-measurable for all \(C \in A\) and \(\pi_n(\cdot|h_n)\) is a probability measure on \((A, A)\) for all \(h_n \in H_n\). Notation: \(\pi = (\pi_0, \pi_1, \ldots)\). Thus we allow for randomized and history-dependent strategies. The set of all strategies will be denoted by \(\Pi\).

A subset of \(\Pi\) is the set \(\Pi_M\) of the so-called randomized Markov strategies.

A strategy \(\pi \in \Pi\) belongs to \(\Pi_M\) if for all \(n = 1, 2, \ldots\), for all
\( h_n = (i_0; a_0^1, \ldots, i_n) \in H_n \) and for all \( C \in \mathcal{A} \), the probability \( \pi_n(C|h_n) \) depends on \( h_n \) only through the present state \( i_n \).

The set \( M \) of all pure Markov strategies, or shortly Markov strategies, is the set of all \( \pi \in RM \) for which there exists a sequence \( f_0, f_1, \ldots \) of mappings from \( S \) into \( A \) such that for all \( n = 0, 1, \ldots \) and for all \( (i_0; a_0^1, \ldots, i_n) \in H_n \) we have

\[
\pi_n \left( \{ f_n(i_n) \} \mid (i_0; a_0^1, \ldots, i_n) \right) = 1.
\]

Usually a Markov strategy will be denoted by the functions \( f_0, f_1, \ldots \) characterizing it: \( \pi = (f_0, f_1, \ldots) \).

A mapping \( f \) from \( S \) into \( A \) is called a policy. The set of all policies is denoted by \( F \).

A stationary strategy is any strategy \( \pi = (f_0, f_1, f_2, \ldots) \in M \) with \( f_n = f \)

for all \( n = 1, 2, \ldots \); notation \( \pi = f^{(n)} \). When it is clear from the context that a stationary strategy is meant, we usually write \( f \) instead of \( f^{(n)} \).

Note that since it has been assumed that \( \mathcal{A} \) contains all one-point sets, any sequence \( f_0, f_1, \ldots \) of policies actually gives a strategy \( \pi \in M \).

Each strategy \( \pi = (\pi_0, \pi_1, \ldots) \in \Pi \) generates a sequence of transition probabilities \( \rho_n \) from \( H_n \) into \( A \times S \) as follows: For all \( C \in \mathcal{A} \) and \( D \in S \)

\[
\rho_0(C \times D \mid i_0) = \int C \pi_0(da \mid i_0) \sum_{j \in D} p(i_0, a, j), \quad i \in S
\]

and for \( n = 1, 2, \ldots \)

\[
\rho_n(C \times D \mid (i_0; a_0^1, \ldots, i_n)) = \int C \pi_n(da \mid (i_0; a_0^1, \ldots, i_n)) \sum_{j \in D} p(i_n, a, j), \quad (i_0; a_0^1, \ldots, i_n) \in H_n.
\]

Endow \( \mathcal{N} := (S \times \mathcal{A})^\omega \), the set of possible realizations of the process, with the product \( \sigma \)-field generated by \( S \) and \( \mathcal{A} \). Then for each \( \pi \in \Pi \), the sequence of transition probabilities \( \rho_n \) defines for each initial state \( i \in S \) a probability measure \( \mathcal{F}_{i, \pi} \) on \( \mathcal{N} \) and a stochastic process \( \{(X_n, A_n), n = 0, 1, \ldots\} \),

where \( X_n \) denotes the state of the system at time \( n \) and \( A_n \) the action chosen at time \( n \).

The expectation operator with respect to the probability measure \( \mathcal{F}_{i, \pi} \) will be denoted by \( \mathcal{E}_{i, \pi} \).
Now we can define the total expected reward, when the process starts in state \( i \in S \) and strategy \( \pi \in \Pi \) is used:

\[
(1.6) \quad v(i, \pi) := \mathbb{E}_{i, \pi}^\infty \sum_{n=0}^{\infty} r(x_n, a_n),
\]

whenever the expectation at the right hand side is well-defined.

In order to guarantee this, we assume the following condition to be fulfilled throughout chapters 2-5, where the total-reward MDP is considered.

**CONDITION 1.1.** For all \( i \in S \) and \( \pi \in \Pi \)

\[
(1.7) \quad u(i, \pi) := \mathbb{E}_{i, \pi}^\infty \sum_{n=0}^{\infty} r^+(x_n, a_n) < \infty,
\]

where

\[
r^+(i, a) := \max \{ 0, r(i, a) \}, \quad i \in S, \ a \in A.
\]

Condition 1.1 allows us to interchange expectation and summation in (1.6), and implies

\[
(1.8) \quad \lim_{n \to \infty} v_n(i, \pi) = v(i, \pi),
\]

where

\[
(1.9) \quad v_n(i, \pi) := \mathbb{E}_{i, \pi} \sum_{k=0}^{n-1} r(x_n, a_k).
\]

The value of the total-reward MDP is defined by

\[
(1.10) \quad v(i) := \sup_{\pi \in \Pi} v(i, \pi), \quad i \in S.
\]

**REMARK 1.2.** An alternative criterion is that of total expected discounted rewards, where it is assumed that a unit reward earned at time \( n \) is worth only \( \beta^n \) at time 0, with \( 0 < \beta < 1 \), the discount factor.

The total expected \( \beta \)-discounted reward when the process starts in state \( i \in S \) and strategy \( \pi \in \Pi \) is used, is defined by

\[
(1.11) \quad v_\beta(i, \pi) := \mathbb{E}_{i, \pi}^\infty \sum_{n=0}^{\infty} \beta^n r(x_n, a_n),
\]

whenever the expectation is well-defined.
The discounted MDP can be fitted into the framework of total expected rewards by incorporating the discount factor into the transition probabilities and adding an extra absorbing state, * say, as follows:

Let the discounted MDP be characterized by the objects $S, A, p, r$ and $\beta$, then define a transformed MDP characterized by $\tilde{S}, \tilde{A}, \tilde{p}, \tilde{r}$ with $\tilde{S} = S \cup \{*, \}$, $\tilde{A} = A$, $\tilde{r}(i,a) = r(i,a)$, $\tilde{p}(*,a) = 0$, $\tilde{p}(i,a,j) = \beta p(i,a,j)$, $\tilde{p}(i,*,*) = 1 - \beta$ and $\tilde{p}(*,*,*) = 1$ for all $i,j \in S$ and $a \in A$.

Then, clearly, for all $i \in S$ and $\pi \in \Pi$ the total expected reward in the transformed MDP is equal to the total expected $\beta$-discounted reward in the original problem.

Therefore we shall not consider the discounted MDP explicitly, except for those cases where we want to study the relation between the average reward MDP and the $\beta$-discounted MDP with $\beta$ tending to one.

The second criterion that is considered is the criterion of average reward per unit time.

The average reward per unit time for initial state $i \in S$ and strategy $\pi \in \Pi$ is defined by (cf. (1.9))

$$g(i, \pi) := \liminf_{n \to \infty} \frac{1}{n} \sum_{t=0}^{n-1} r(i, \pi) .$$

Since this criterion is considered only for MDP's with finite state and action spaces, $g(i, \pi)$ is always well-defined.

The value of the average-reward MDP is defined by

$$\bar{g}(i) := \sup_{\pi \in \Pi} g(i, \pi) , \ i \in S .$$

1.6. NOTATIONS

This introductory chapter will be concluded with a number of notations and conventions.

$\mathbb{R}$ := the set of real numbers,
$\overline{\mathbb{R}} := \mathbb{R} \cup \{-\infty\}$.

For any $x \in \overline{\mathbb{R}}$ we define
\[ x^+ := \max \{x,0\}, \]
\[ x^- := \min \{x,0\}. \]

So,
\[ x = x^+ + x^- \quad \text{and} \quad |x| = x^+ - x^- . \]

The set of all real-valued functions on \( S \) is denoted by \( V \):
\[ (1.14) \quad V := \{v; S \to \mathbb{R}\} \]
and \( \bar{V} \) denotes the set
\[ (1.15) \quad \bar{V} := \{v; S \to \bar{\mathbb{R}}\} . \]

For any \( v \) and \( w \in \bar{V} \) we write
\[ v < 0 \quad \text{if} \quad v(i) < 0 \quad \text{for all} \quad i \in S , \]
and
\[ v < w \quad \text{if} \quad v(i) < w(i) \quad \text{for all} \quad i \in S . \]
Similarly, if \(<\) is replaced by \(<=\), \( =\), \( >=\) or \( >\).

For a function \( v \) from \( S \) into \( \mathbb{R} \cup \{+\} \) we write
\[ v < = \quad \text{if} \quad v(i) \leq m \quad \text{for all} \quad i \in S , \]
so if \( v \in \bar{V} \).

For any \( v \in \bar{V} \) define the elements \( v^+ \) and \( v^- \) in \( \bar{V} \) by
\[ (1.16) \quad v^+(i) := (v(i))^+ , \quad i \in S \]
and
\[ (1.17) \quad v^-(i) := (v(i))^+ , \quad i \in S . \]

For any \( v \in \bar{V} \) the function \(|v| \in \bar{V} \) is defined by
\[ (1.18) \quad |v|(i) := |v(i)| , \quad i \in S . \]

The unit function on \( S \) is denoted by \( e \):
\[ (1.19) \quad e(i) = 1 \quad \text{for all} \quad i \in S , \]

If, in an expression defined for all \( i \in S \), the subscript or argument corresponding to the state \( i \) is omitted, then the corresponding function on \( S \) is meant. For example, \( v(\pi) \), \( u(\pi) \) and \( g(\pi) \) are the elements in \( \bar{V} \) with \( i \)-th component \( v(i,\pi) \), \( u(i,\pi) \) and \( g(i,\pi) \), respectively. Similarly, if in \( \bar{M}_{i,\pi}(\cdot) \) or \( \bar{E}_{i,\pi}(\cdot) \) the subscript \( i \) is omitted, then we mean the corresponding function on \( S \).
Let \( \mu \in V \) satisfy \( \mu \geq 0 \), then the mapping \( \| \cdot \|_\mu \) from \( V \) into \( \mathbb{R} \cup \{+\infty\} \) is defined by

\[
(1.20) \quad \|v\|_\mu := \inf \{ c \in \mathbb{R} \mid |v| \leq c \mu \}, \quad v \in V,
\]

where, by convention, the infimum of the empty set is equal to \(+\infty\).

The subspaces \( V^\mu \) of \( V \) and \( V^+_\mu \) of \( \bar{V} \) are defined by

\[
(1.21) \quad V^\mu := \{ v \in V \mid \|v\|_\mu < \infty \}
\]

and

\[
(1.22) \quad V^+_\mu := \{ v \in \bar{V} \mid v^+ \in V^\mu \}.
\]

The space \( V^\mu \) with norm \( \|v\|_\mu \) is a Banach space.

In the analysis of the MDP a very important role will be played by the Markov strategies and therefore by the policies. For that reason the following notations are very useful. For any \( f \in F \) let the real-valued function \( r(f) \) on \( S \) and the mapping \( P(f) \) from \( S \times S \) into \([0,1]\) be defined by

\[
(1.23) \quad (r(f))(i) := r(i, f(i)), \quad i \in S
\]

and

\[
(1.24) \quad (P(f))(i, j) := p(i, f(i), j), \quad i, j \in S.
\]

Further we define, for all \( v \in \bar{V} \) for which the expression at the right hand side is well defined,

\[
(1.25) \quad (P(f)v)(i) := \sum_{j \in S} p(i, f(i), j)v(j), \quad i \in S, \quad f \in F,
\]

\[
(1.26) \quad \bar{U}v := \sup_{f \in F} P(f)v,
\]

\[
(1.27) \quad L(f)v := r(f) + P(f)v, \quad f \in F,
\]

\[
(1.28) \quad Uv := \sup_{f \in F} L(f)v,
\]

\[
(1.29) \quad L^+(f)v := (r(f))^+ + P(f)v, \quad f \in F,
\]

\[
(1.30) \quad U^+v := \sup_{f \in F} L^+(f)v,
\]

\[
(1.31) \quad L^{abs}(f)v := |r(f)| + P(f)v, \quad f \in F,
\]

\[
(1.32) \quad U^{abs}v := \sup_{f \in F} L^{abs}(f)v,
\]
where the suprema are defined componentwise.

Finally, we define the following functions on $S$:

\[ u^*(i) := \sup_{\pi \in \Pi} u(i, \pi), \quad i \in S, \]

\[ z(i, \pi) := E_{i, \pi} \sum_{n=0}^{\infty} |x(n) \cdot A_n|, \quad i \in S, \quad \pi \in \Pi, \]

\[ z^*(i) := \sup_{\pi \in \Pi} z(i, \pi), \quad i \in S, \]

\[ w(i, \pi) := E_{i, \pi} \sum_{n=0}^{\infty} x(n) \cdot A_n, \quad i \in S, \quad \pi \in \Pi, \]

\[ w^*(i) := \sup_{\pi \in \Pi} w(i, \pi), \quad i \in S. \]
CHAPTER 2

THE GENERAL TOTAL-REWARD MDP

2.1. INTRODUCTION

In this chapter we will perform a first analysis on the general total-reward MDP model formulated in section 1.5.
Throughout this chapter we assume condition 1.1:

(2.1) \( u(\pi) < \infty \) for all \( \pi \in \Pi \).

A major issue in this chapter is the proof of the following result due (in this general setting) to Van HEE [1978a]:

(2.2) \( \sup_{\pi \in \Pi} v(i, \pi) = v^*(i), \ i \in S \).

I.e., when optimizing \( v(i, \pi) \) one needs to consider only Markov strategies.
The proof given here is essentially Van Hee's, but the steps are somewhat more elementary.
While establishing (2.2) we will obtain a number of results of independent interest.

First (in section 2) an extension of a theorem of Derman and Strauch [1966] given by Hordijk [1974] is used to prove that for a fixed initial state \( i \) any strategy \( \pi \in \Pi \) can be replaced by a strategy \( \pi' \in \Pi \) which yields the same marginal distributions for the process \( \{X_n, A_n\}, n = 0, 1, \ldots \). This implies that in the optimization of \( v(i, \pi) \), \( u(i, \pi) \), etc., one needs to consider only randomized Markov strategies. Hordijk's result is even stronger and also implies that \( u^* < \infty \).

Further it is shown in this preliminary section that the mappings \( P(f), \bar{U}, \bar{L}(f), U, L^*(f) \) and \( U^* \) defined in (1.25)–(1.30), are in fact operators on \( v_{u^*} \), i.e. they map \( v_{u^*} \) into itself. These operators will play an important role in our further analysis, particularly in the study of successive
approximation methods.

A first use of these operators is made in section 3, where it is shown that the finite-horizon MDP can be treated by a dynamic programming approach. This implies that in the finite-horizon MDP one needs to consider only Markov strategies.

The results for the finite-horizon case imply that also \( u(i, \pi) \) is optimized within the set of Markov strategies:

\[
(2.3) \quad \sup_{\pi \in \mathcal{M}} u(i, \pi) = u^*(i), \ i \in S.
\]

Next, in section 4, we consider the optimality equation

\[
(2.4) \quad v = uv,
\]

and we show that \( v^* \) is a (in general not unique) solution of this equation. In section 5 it is shown that, if \( v^* \not\leq 0 \), the fact that \( v^* \) satisfies (2.4) implies the existence of a nearly-optimal Markov strategy uniformly in the initial state. I.e., there exists a Markov strategy \( \pi \) such that

\[
(2.5) \quad v(\pi) > v^* - \varepsilon \phi.
\]

In section 6 we prove (2.2) using the fact that in finite-stage MDP's one may restrict oneself to Markov strategies and using the existence of a uniformly nearly-optimal Markov strategy in \( \infty \)-stage MDP's with a nonpositive value.

Finally, in section 7, we present a number of results on nearly-optimal strategies. One of our main results is: if \( \lambda \) is finite, then for each initial state \( i \in S \) there exists a nearly-optimal stationary strategy.

2.2. SOME PRELIMINARY RESULTS

In this section we first want to prove that we can restrict ourselves to randomized Markov strategies and that condition 1.1 implies that \( u^* \not\leq \infty \).

To this end we use the following generalization of a result of Derman and Strauch [1966], given by HORDIJK [1974, theorem 13.2].

**Lemma 2.1.** Let \( \pi^{(1)}, \pi^{(2)}, \ldots \) be an arbitrary sequence of strategies and let \( c_1, c_2, \ldots \) be a sequence of nonnegative real numbers with \( \sum_{k=1}^{\infty} c_k = 1 \).
Then there exists for each $i \in S$ a strategy $\pi \in \mathcal{R}_M$ such that

$$P_{i,\pi}(X_n = j, A_n \in C) = \sum_{k=1}^{\infty} c_k P_{i,\pi}(k)(X_n = j, A_n \in C),$$

for all $j \in S$, all $C \in A$ and all $n = 0, 1, \ldots$.

**Proof.** Let $(\pi_0, \pi_1, \ldots) \in \mathcal{R}_M$ be defined by

$$\pi_n(C|j) = \frac{\sum_{k=1}^{\infty} c_k P_{i,\pi}(k)(X_n = j, A_n \in C)}{\sum_{k=1}^{\infty} c_k P_{i,\pi}(k)(X_n = j)}$$

for all $j \in S$, for all $n = 0, 1, \ldots$ and all $C \in A$, whenever the denominator is nonzero. Otherwise, let $\pi_n(\cdot|j)$ be an arbitrary probability measure on $(A,A)$. Then one can prove by induction that $\pi = (\pi_0, \pi_1, \ldots)$ satisfies (2.6) for all $j \in S$, all $C \in A$ and all $n = 0, 1, \ldots$. For details, see Hordijk [1974].

The special case of this lemma with $c_i = 1$, $c_n = 0$, $n = 0, 1, \ldots$, shows that any strategy $\pi (1) \in \Pi$ can be replaced by a strategy $\pi \in \mathcal{R}_M$ having the same marginal distributions for the process $\{(X_n, A_n), n = 0, 1, \ldots\}$. This leads to the following result:

**Corollary 2.2.** For each initial state $i \in S$ and each $\pi \in \Pi$ there exists a strategy $\bar{\pi} \in \mathcal{R}_M$ such that

$$v(i, \pi) = v(i, \bar{\pi}).$$

Therefore

$$\sup_{\pi \in \Pi} v(i, \pi) = \sup_{\pi \in \mathcal{R}_M} v(i, \pi).$$

Similarly, if $v$ is replaced by $v_n$, $u$ or $z$.

Since for corollary 2.2 to hold with $v$ replaced by $u$, condition 1.1 is not needed, it follows from this corollary that condition 1.1 is equivalent to:

$$u(\pi) < \infty \text{ for all } \pi \in \mathcal{R}_M.$$
Another way in which one can use lemma 2.1 is the following. Suppose that in order to control the process we want to use one strategy out of a countable set \( \{ \pi^{(1)}, \pi^{(2)}, \ldots \} \). In order to decide which strategy to play, we start with a random experiment which selects strategy \( \pi^{(k)} \) with probability \( c_k \). Then formally this compound decision rule is not a strategy in the sense of section 1.5 (as the prescribed actions do not depend on the history of the process only, but also on the outcome of the random experiment). Lemma 2.1 now states that, although this decision rule is not a strategy, there exists a strategy \( \pi \in \mathcal{RM} \) which produces the same marginal distributions for the process as the compound strategy described above. Using lemma 2.1 in this way, we can prove the following theorem.

**Theorem 2.3.** For all \( i \in S \),

\[
u^*(i) < \infty.
\]

**Proof.** Suppose that for some \( i \in S \) we have \( \nu^*(i) = \infty \). Then there exists a sequence \( \pi^{(1)}, \pi^{(2)}, \ldots \) of strategies with \( u(i, \pi^{(k)}) \geq \frac{1}{2^k} \). Now, applying lemma 2.1 with \( c_k = 2^{-k} \), \( k = 1, 2, \ldots \), we find a strategy \( \pi \in \mathcal{RM} \) satisfying (2.6). For this strategy \( \pi \) we then have

\[
u(i, \pi) = \sum_{k=1}^{\infty} c_k u(i, \pi^{(k)}) \geq \sum_{k=1}^{\infty} 2^{-k} 2^k = \infty.
\]

But this would contradict condition 1.1. Hence \( \nu^*(i) < \infty \) for all \( i \in S \). □

Since, clearly, \( \nu(\pi) \leq \nu(\pi) \) for all \( \pi \in \Pi \), theorem 2.3 immediately yields

**Corollary 2.4.** For all \( i \in S \),

\[
u^*(i) < \infty.
\]

In the second part of this section we study the mappings \( P(f), L(f) \), etc. It will be shown that these mappings are in fact operators on the space \( V_{\nu^*} \). First we prove

**Lemma 2.5.** For all \( f \in F \),

\[L^+(f)u^* \leq u^* .\]
PROOF. Choose \( f \in F \) and \( \epsilon > 0 \) arbitrarily. As we shall show at the end of the proof, there exists a strategy \( \pi \in \Pi \) satisfying \( u(\pi) \geq u^* - \epsilon e \). Further, the decision rule: "use policy \( f \) at time 0 and continue with strategy \( \pi \) at time 1 (pretending the process to restart at time 1)" is also an element of \( \Pi \). Thus, denoting this strategy by \( f \ast \pi \), we have

\[
L^+(f)u^* \leq (r(f))^+ + P(f)(u(\pi) + \epsilon e)
= (r(f))^+ + P(f)u(\pi) + \epsilon e = u(f \ast \pi) + \epsilon e \leq u^* + \epsilon e.
\]

Since \( \epsilon > 0 \) and \( f \in F \) are chosen arbitrarily, the assertion follows.

It remains to be shown that for all \( \epsilon > 0 \) there exists a strategy \( \pi \in \Pi \) satisfying \( u(\pi) \geq u^* - \epsilon e \).

Certainly, there exists for all \( i \in S \) a strategy \( \pi_i^+ \in \Pi \) which satisfies \( u(i, \pi_i^+) \geq u^*(i) - \epsilon \). But then the strategy \( \pi \in \Pi \), with

\[
\pi(C | (i_0, \ldots, i_n)) = \pi_i^0(C | (i_0, \ldots, i_n))
\]

for all \( C \in A \), all \( n = 0, 1, \ldots \) and all \( (i_0, \ldots, i_n) \in H_n \), satisfies

\[
u(\pi) \geq u^* - \epsilon e.
\]

From this lemma we obtain

THEOREM 2.6. \( P(f), \tilde{U}, L(f), U, L^+(f) \) and \( U^+ \) are (for all \( f \in F \)) operators on \( V^+_u \), i.e., they are properly defined on \( V^+_u \) and they map \( V^+_u \) into itself.

PROOF. Since for all \( v \in V^+_u \) (and all \( f \in F \))

\[
U^+v = \max \{P(f)v, \tilde{U}v, L(f)v, Uv, L^+(f)v, U^+v\},
\]

it is sufficient to prove the theorem for \( U^+ \).

That \( U^+ \) is properly defined on \( V^+_u \), and maps \( V^+_u \) into itself follows from lemma 2.5, since for all \( v \in V^+_u \),

\[
u^+v \leq U^+v \leq U^+\|v\|u^* \leq U^+ \max \{1, \|v\|u^*\}u^* \leq \max \{1, \|v\|u^*\}u^*.
\]

Similarly, one may prove
THEOREM 2.7. If \( z^* < \infty \), then \( P(f), \bar{U}, L(f), U, L_+^+ (f), U_+^+ (f), L_{abs}^+ (f) \) and \( \bar{v}_{abs} \) are operators on \( V_{z^*} \).

2.3. THE FINITE-STAGE MDP

In this section we study the finite-stage MDP. It is shown that the value of this MDP as well as a nearly-optimal Markov strategy can be determined by a dynamic programming approach.

We consider an MDP in which the system is controlled at the times \( t = 0, 1, \ldots, n-1 \) only, and if - as a result of the actions taken - the system reaches state \( j \) at time \( n \), then there is a terminal payoff \( v(j) \), \( j \in S \). This MDP will be called the \( n \)-stage MDP with terminal payoff \( v \) \((v \in V)\).

By \( v_n(i, \pi, v) \) we denote the total expected reward in the \( n \)-stage MDP with initial state \( i \) and terminal payoff \( v \) when strategy \( \pi \in \Pi \) is used,

\[
(2.7) \quad v_n(i, \pi, v) := \mathbb{E}_{i, \pi, v} \left[ \sum_{k=0}^{n-1} r(X_k, A_k) + v(X_n) \right],
\]

provided the expression is properly defined. To ensure that this is the case some condition on \( v \) is needed. We make the following assumption which will hold throughout this section.

CONDITION 2.8.

\[
\sup_{\pi \in \Pi} \mathbb{E}_{\pi} v^+_n(X_0) < \infty, \quad n = 1, 2, \ldots.
\]

Note that it follows from lemma 2.1 that condition 2.8 is equivalent to

\[
\mathbb{E}_{\pi} v^+_n(X_0) < \infty, \quad n = 1, 2, \ldots \text{ for all } \pi \in \Pi_M.
\]

Now let us consider the following dynamic programming scheme

\[
(2.8) \quad \begin{cases} v_0 := v \\ v_{n+1} := Uv_n, \quad n = 0, 1, \ldots. \end{cases}
\]

We will show that \( v_n \) is just the value of the \( n \)-stage MDP with terminal payoff \( v \) and that this scheme also yields a uniformly \( \varepsilon \)-optimal Markov
strategy. In order to do this we first prove by induction formulae (2.9)-(2.11).

(2.9) \( L^+(f) v^+_{n-1} < = \text{ for all } f \in F \) and \( n = 1, 2, \ldots \).

(2.10) \( v^+_n < = , n = 1, 2, \ldots \).

(2.11) For all \( \epsilon > 0 \) there exist policies \( f_0, f_1, \ldots \) such that

\[
L(f^n_{n-1}) \ldots L(f^n_0) v^+ \geq v^+_n - \epsilon (1 - 2^{-n}) e.
\]

That (2.9)-(2.11) hold for \( n = 1 \) can be shown along exactly the same lines as the proof of the induction step and is therefore omitted.

Let us continue with the induction proof. Assuming that (2.9)-(2.11) hold for \( n = t \), we prove them to hold for \( n = t + 1 \).

Let \( f \in F \) be arbitrary and \( f_t, f_{t-1}, \ldots, f_0 \) be a sequence of policies satisfying (2.11) for \( n = t \). Denote by \( \pi \) the \( (t+1) \)-stage strategy \( \pi = (f_t, f_{t-1}, f_{t-2}, \ldots, f_0) \) (we specify \( \pi \) only for the first \( t+1 \) stages).

Then

\[
L^+(f) v^+_t \leq L^+(f) [L(f_{t-1}) \ldots L(f_0) v^+ + \epsilon (1 - 2^{-t}) e]^+ \\
\leq L^+(f) [L^+(f_{t-1}) \ldots L^+(f_0) v^+ + \epsilon (1 - 2^{-t}) e] \\
= L^+(f) L^+(f_{t-1}) \ldots L^+(f_0) v^+ + \epsilon (1 - 2^{-t}) e \\
= \mathbb{E}_{\pi} \left[ \sum_{k=0}^{t} r^+_k (X_k, \pi_k) + \epsilon (1 - 2^{-t}) e \right].
\]

So, by condition 1.1 and condition 2.8 formula (2.9) holds for \( n = t + 1 \).

And also

\[
v^+_{t+1} = U v^+_t \leq U v^+_t \\
\leq \sup_{\pi \in \Pi} \mathbb{E}_{\pi} \sum_{k=0}^{t} r^+_k (X_k, \pi_k) + \sup_{\pi \in \Pi} \mathbb{E}_{\pi} v^+_t (X_{t+1}) + \epsilon (1 - 2^{-t}) e < = ,
\]

by theorem 2.3 and condition 2.8. Thus (2.10) also holds for \( n = t + 1 \). But \( v^+_{t+1} < = \) implies the existence of a policy \( f_t \) such that

\[
L(f^+_t) v^+_t \geq v^+_{t+1} - \epsilon (1 - 2^{-t}) e.
\]

So,
\[ L(\tau_0) L(\tau_{t-1}) \ldots L(\tau_1) v \geq L(\tau_0) (v_t - \varepsilon (1 - 2^{-t}) e) \]
\[ \geq L(\tau_0) v_t - \varepsilon (1 - 2^{-t}) e \geq v_{t+1} - \varepsilon (1 - 2^{-t-1}) e . \]

Which proves (2.11) for \( n = t + 1 \).

This completes the proof of the induction step, thus (2.9)–(2.11) hold for all \( n \).

In particular we see that for all \( n = 1, \ldots, t \) a Markov strategy
\[ \pi(n) = (\tau_{n-1}, \tau_{n-2}, \ldots, \tau_0) \]
exists such that

\[ v_n(\pi(n), v) \geq v_n - \varepsilon e . \]

Hence, as \( \varepsilon > 0 \) is arbitrary,

\[ \sup_{\pi \in M} v_n(\pi, v) \geq v_n . \]

So, what remains to be shown is that

\[ v_n(\pi, v) \leq v_n \quad \text{for all } \pi \in \Pi . \]

Using lemma 2.1 one easily shows that it is sufficient to prove (2.14) for all \( \pi \in RM \) (take \( c_1 = 1, c_n = 0, n = 1, \ldots, t \)).

Let \( \pi = (\pi_n, \pi_{t+1}, \ldots) \in RM \) be arbitrary, and let \( \pi^{*k} \) denote the strategy
\[ (\pi_k, \pi_{k+1}, \ldots) . \]

Then we have for all \( k = 0, 1, \ldots, n-1 \) and all \( i \in S \)
\[ v_n(\pi, v) = \int \tau_k(da|a)[r(i,a) + \sum_j p(i,a,j)v_{n-k-1}(j, \pi^{*k+1}, v)] \]
\[ \leq \sup_{a \in A} \{ r(i,a) + \sum_j p(i,a,j)v_{n-k-1}(j, \pi^{*k+1}, v) \} . \]

Hence,
\[ v_n(\pi^{*k}, v) \leq Uv_{n-k-1}(\pi^{*k+1}, v) , \]

and by the monotonicity of \( U \) and \( v_0(\pi^{*n}, v) = v_0 \) we have
\[ v_n(\pi, v) \leq Uv_{n-1}(\pi^{*1}, v) \leq \ldots \leq U^n v_0(\pi^{*n}, v) = U^n v_0 = v_n . \]

As \( \pi \in RM \) was arbitrary, this proves (2.14) for all \( \pi \in RM \) and thus, as we argued before, (2.14) holds for all \( \pi \in \Pi \).
Summarizing the results of this section we see that we have proved

**Theorem 2.9.** If $v \in V$ satisfies condition 2.8, then for all $n = 1, 2, \ldots$

1. $\sup_{\pi \in \Pi} v_n(\pi, v) = \sup_{\pi \in \Pi} v_n^* = u^N v$;
2. for all $\epsilon > 0$ there exists a strategy $\hat{\pi} \in \hat{\Pi}$ satisfying

$$v_n(\hat{\pi}, v) \geq u^N v - \epsilon .$$

Note that the $n$-stage MDP with terminal payoff $v$ is properly defined and can be treated by the dynamic programming scheme (2.8) under conditions less strong than conditions 1.1 and 2.8.

It is sufficient that

$$\sum_{k=0}^{n-1} \mathbb{E}_{\pi} r^+(X_k, A_k) < \infty \text{ for all } \pi \in \Pi \text{ (} \pi \in \text{ RM)}$$

and that

$$\mathbb{E}_{\pi} v^+(X_k) < \infty, \quad k = 1, 2, \ldots, n, \quad \text{for all } \pi \in \Pi \text{ (} \pi \in \text{ RM)} .$$

So, for example, theorem 2.9 also applies when $r$ and $v$ are bounded but $u^* = \infty$.

From these results for the finite-stage MDP we immediately obtain the following result for the $\infty$-stage MDP.

**Theorem 2.10.** For all $i \in S$

$$u^*(i) = \sup_{\pi \in \hat{\Pi}} u(i, \pi) .$$

**Proof.** For all $\epsilon > 0$ there exists a strategy $\hat{\pi} \in \hat{\Pi}$ such that

$$u(i, \hat{\pi}) \geq u^*(i) - \epsilon / 2.$$ Then there also exists a number $n$ such that

$$u_n(i, \hat{\pi}) \geq u^*(i) - \epsilon ,$$

where $u_n(i, \pi)$ is defined by

$$u_n(i, \pi) := \sum_{k=0}^{n-1} \mathbb{E}_{i, \pi} r^+(X_k, A_k) .$$

Now we can apply theorem 2.9 (1) to the $n$-stage MDP with terminal payoff
$v = 0$ and rewards $r^*$ instead of $r$ to obtain
\[
\sup_{\pi \in \Pi} u^*_n(i, \pi) \geq u^*_n(i, \hat{\pi}) \geq u^*_n(i) - \epsilon.
\]
Thus, with $u(i, \pi) \geq u^*_n(i, \pi)$ for all $\pi \in \Pi$, also
\[
\sup_{\pi \in \Pi} u(i, \pi) \geq u^*_n(i) - \epsilon.
\]
As this holds for all $\epsilon > 0$, the assertion follows.

2.4. THE OPTIMALITY EQUATION

As we already remarked in chapter 1, the functional equation
\[(2.16) \quad v = uv \]
plays an important role in the analysis of the MDP. Equation (2.16) is also called the optimality equation. Note that in general $uv$ is not properly defined for every $v \in V$.

**Theorem 2.11.** $v^*$ is a solution of (2.16).

**Proof.** First observe that by theorem 2.6 $uv^*$ is properly defined as $v^* \leq u^*$. In order to prove the theorem we follow the line of reasoning in Ross [1970, theorem 6.1]. The proof consists of two parts: first we prove $v^* \geq uv^*$ and then $v^* \leq uv^*$.

Let $\epsilon > 0$ and let $\pi \in \Pi$ be a uniformly $\epsilon$-optimal strategy, i.e.,
\[v(\pi) \geq v^* - \epsilon \epsilon.\]
That such a strategy exists can be shown along the same lines as in the proof of theorem 2.5. Let $f$ be an arbitrary policy. Then the decision rule: "use policy $f$ at time 0 and continue with strategy $\pi$ at time 1, pretending the process started at time 1" is again a strategy. We denote it by $f^* \pi$.

So we have
\[v^* \geq v(f^* \pi) = L(f)v(\pi) \geq L(f)v^* - \epsilon \epsilon .\]
As $f \in F$ and $\epsilon > 0$ are arbitrary, also
\[v^* \geq uv^* .\]

In order to prove $v^* \leq uv^*$, let $\pi = (\pi_0 , \pi_1 , \ldots)$ be an arbitrary randomized
Markov strategy and let $\pi^* \in \mathcal{RM}$ be the strategy $(\pi_1, \pi_2, \ldots)$. Then we have

$$v(i, \pi) = \int_{\mathcal{A}} \pi_0(\text{da}|i)[r(i, a) + \sum_{j} p(i, a, j)v(j, \pi_{-1})]$$
$$\leq \int_{\mathcal{A}} \pi_0(\text{da}|i)[r(i, a) + \sum_{j} p(i, a, j)v^*(j)]$$
$$\leq \int_{\mathcal{A}} \pi_0(\text{da}|i)(Uv^*)(i) = (Uv^*)(i).$$

Taking the supremum with respect to $\pi \in \mathcal{RM}$ we obtain, with corollary 2.2, $v^* \leq Uv^*$, which completes the proof.

In general, the solution of (2.16) is not unique. For example, if $r(i, a) = 0$ for all $i \in S$, $a \in A$, then $v^* = 0$, and any constant vector solves (2.16).

In chapters 4 and 5 we will see that, under certain conditions, $v^*$ is the unique solution of (2.16) within a Banach space. This fact has important consequences for the method of successive approximations.

From theorem 2.11 we immediately have

**Theorem 2.12 (cf. Blackwell [1967, theorem 2]).** If $v \geq 0$, $v$ satisfies condition 2.8 and $v \geq Uv$, then $v \geq v^*$.

**Proof.** By theorem 2.9 (ii) and the monotonicity of $U$ we have for all $\pi \in \Pi$ and all $n = 1, 2, \ldots$

$$v_n(\pi) \leq U^0 v \leq U^1 v \leq U^2 v \leq \ldots \leq v.$$

So,

$$v(\pi) = \lim_{n \to \infty} v_n(\pi) \leq v.$$

Hence

$$v^* = \sup_{\pi \in \Pi} v(\pi) \leq v.$$

Note that in the conditions of the theorem we can replace "$v$ satisfies condition 2.8" by "$Uv^+ \leq \pi$", because $v \geq Uv$ and $Uv^+ \leq \pi$ already imply that the scheme (2.8) is properly defined.
For the case $v^* \geq 0$ we obtain from theorem 2.12 the following characterization of $v^*$.

**COROLLARY 2.13.** If $v^* \geq 0$, then $v^*$ is the smallest nonnegative solution of the optimality equation.

### 2.5. THE NEGATIVE CASE

In this section we will see that the fact that $v^*$ solves the optimality equation implies the existence of uniformly nearly-optimal Markov strategies, if $v^* \leq 0$ or if $v^*$ satisfies the weaker asymptotic condition (2.18) below.

From $v^* = Uv^*$ we have the existence of a sequence of policies $f_0, f_1, \ldots$ satisfying

$$(2.17) \quad L(f_n)v^* \geq v^* - \varepsilon 2^{-n-1} e, \quad n = 0, 1, \ldots$$

Then we have

**THEOREM 2.14.** Let $\pi_\varepsilon = (f_0, f_1, \ldots)$ be a Markov strategy with $f_n$ satisfying (2.17) for all $n = 0, 1, \ldots$. If

$$(2.18) \quad \limsup_{n \to \infty} E_\pi_n v^*(X_n) \leq 0,$$

then $\pi_\varepsilon$ is uniformly $\varepsilon$-optimal, i.e., $v(\pi) \geq v^* - \varepsilon e$.

**PROOF.** $v^* \leq u^*$. So, by theorem 2.6, $\tilde{v}^* \leq V^+$, and, by induction, $U^\pi v^* \leq V^+$, hence $U^\pi v^* \leq 0$ for all $n = 1, 2, \ldots$. So, $v_n(\pi_\varepsilon, v^*)$ is properly defined for all $n$, and we have

$$v(\pi_\varepsilon) = \lim_{n \to \infty} v_n(\pi_\varepsilon) \geq \limsup_{n \to \infty} v_n(\pi_\varepsilon, v^*)$$

$$= \limsup_{n \to \infty} L(f_0) \ldots L(f_{n-1}) v^*$$

$$\geq \limsup_{n \to \infty} \left( L(f_0) \ldots L(f_{n-2}) v^* - \varepsilon 2^{-n} e \right) \geq \ldots \geq$$

$$\geq \limsup_{n \to \infty} \left( v^* - \varepsilon (2^{-1} + 2^{-2} + \ldots + 2^{-n}) e \right) = v^* - \varepsilon e. \quad \square$$
An important consequence of this theorem is the following corollary which is used in the next section to prove that in the optimization of \(v(i,s)\) we can restrict ourselves to Markov strategies.

**COROLLARY 2.15.** If \(v^* \leq 0\), then there exists a uniformly \(\varepsilon\)-optimal Markov strategy. In particular, there exists for all \(\varepsilon > 0\) a strategy \(\pi \in \mathcal{M}\) satisfying

\[
w(\pi) \geq w^* - \varepsilon e.
\]

(For the definition of \(w(\pi)\) and \(w^*\), see (1.36) and (1.37)).

As a special case of theorem 2.14 we have

**THEOREM 2.16 (cf. HORDIJK [1974, theorem 6.3.c]).** If \(f\) is a policy satisfying

\[
L(f)v^* = v^*
\]

and

\[
\limsup_{n \to \infty} \mathbb{E}_f v^*(X_n) \leq 0,
\]

then \(f\) is uniformly optimal: \(v(f) = v^*\).

As a corollary to this theorem we have

**COROLLARY 2.17 (cf. STRAUH [1966, theorem 9.1]).** If \(A\) is finite and for all \(f \in F\)

\[
\limsup_{n \to \infty} \mathbb{E}_f v^*(X_n) \leq 0,
\]

then there exists a uniformly optimal stationary strategy.

**PROOF.** By the finiteness of \(A\) and theorem 2.11 there exists a policy \(f\) satisfying \(L(f)v^* = v^*\); then the assertion follows with theorem 2.16.

We conclude this section with the following analogue of theorem 2.12 and corollary 2.13:

**THEOREM 2.18.**

(i) If \(v \leq 0\) and \(v \leq Uv\) then \(v \leq v^*\).

(ii) If \(v^* \leq 0\) then \(v^*\) is the largest nonpositive solution of (2.18).
PROOF.

(i) As \( v \leq 0 \), \( v \) clearly satisfies condition 2.8. And as \( v \leq Uv \) we can find policies \( f_n, n = 0, 1, \ldots \), satisfying
\[
L(f_n) v \geq v - \varepsilon 2^{-n-1} e ,
\]
where \( \varepsilon > 0 \) can be chosen arbitrarily small.
Then, analogous to the proof of theorem 2.14 we have for \( \pi = (f_0, f_1, \ldots) \)
\[
v(\pi) = \lim_{n \to \infty} v_n(\pi) \geq \lim_{n \to \infty} \sup_{\pi(n)} v_n(\pi, v) \geq v - \varepsilon e .
\]
So also \( v^* \geq v - \varepsilon e \) and, as \( \varepsilon \) is arbitrary, \( v^* \geq v \).

(ii) Immediately from (i).

\[\square\]

2.6. THE RESTRICTION TO MARKOV STRATEGIES

In this section we use the results of the previous sections, particularly corollary 2.2, theorem 2.9 and corollary 2.15, to prove that we can restrict ourselves to Markov strategies in the optimization of \( v(i, \pi) \).

THEOREM 2.19 (Van Hee [1978a]). For all \( i \in S \)
\[
\sup_{\pi \in M} v(i, \pi) = v^*(i) .
\]

PROOF. The proof proceeds as follows. First observe that there exists a randomized Markov strategy \( \tilde{\pi} \) which is nearly optimal for initial state \( i \) (corollary 2.2). Then there is a number \( n \) such that practically all positive rewards (for initial state \( i \) and strategy \( \tilde{\pi} \)) are obtained before time \( n \). From time \( n \) onwards we consider the negative rewards only. For this "negative problem" there exists (by corollary 2.15) a uniformly nearly optimal Markov strategy \( \tilde{\pi} \). Finally, consider the \( n \)-stage MDP with terminal payoff \( w(\tilde{\pi}) \). For this problem there exists (by theorem 2.9) a nearly optimal Markov strategy \( \tilde{\pi}(n) \).

Then the Markov strategy: "use \( \tilde{\pi}(n) \) until time \( n \) and \( \tilde{\pi} \) afterwards, pretending the process restarts at time \( n \)" is nearly optimal in the \( n \)-stage MDP. So, fix state \( i \in S \) and choose \( \varepsilon > 0 \). Let \( \hat{\pi} \in RM \) be \( \varepsilon \)-optimal for initial state \( i \): \( v(i, \hat{\pi}) \geq v^*(i) - \varepsilon \). Now split up \( v(i, \hat{\pi}) \) into three terms, as follows:
\[(2.19) \quad v(i, \bar{\pi}) = v_n(i, \bar{\pi}) + \mathbb{E}_{1, \bar{\pi}} \sum_{k=n}^{\infty} r_+^+(X_k, \lambda_k) = \mathbb{E}_{1, \bar{\pi}} \sum_{k=n}^{\infty} r_+^+(X_k, \lambda_k) \]

with \(n\) so large that

\[(2.20) \quad \mathbb{E}_{1, \bar{\pi}} \sum_{k=n}^{\infty} r_+^+(X_k, \lambda_k) \leq \varepsilon.\]

Next, let \(\bar{\omega} = (\bar{\pi}_0, \bar{\pi}_1, \ldots) \in \mathcal{M}\) satisfy (cf. corollary 2.15)

\[(2.21) \quad w(\bar{\pi}) \geq w^* - \varepsilon e.\]

If we now replace \(\hat{\pi}\) by \(\bar{\omega}\) from time \(n\) onwards, i.e., replace \(\hat{\pi}_t\) by \(\bar{\omega}_t\),
\(t = n, n+1, \ldots\), and ignore the positive rewards from time \(n\) onwards, then we obtain an \(n\)-stage MDP with terminal payoff \(w(\bar{\pi})\) in which we use strategy \(\hat{\pi}\).

For this \(n\)-stage problem, by theorem 2.9 there exists a Markov strategy
\(\tilde{\pi} = (\tilde{\pi}_0, \tilde{\pi}_1, \ldots)\) which is \(\varepsilon\)-optimal for initial state \(i\). Hence

\[v_n(i, \tilde{\pi}, w(\tilde{\pi})) \geq v_n(i, \hat{\pi}, w(\bar{\pi})) - \varepsilon.\]

Finally, consider the Markov strategy \(\pi^* = (\pi_0, \pi_1, \ldots, \pi_{n-1}, \hat{\pi}_0, \hat{\pi}_1, \ldots)\), the strategy which plays \(\bar{\omega}\) up to time \(n-1\) and then switches to \(\hat{\pi}\). For this strategy we have

\[(2.22) \quad v(i, \pi^*) = v_n(i, \pi^*, w(\pi^*)) + \mathbb{E}_{1, \pi^*} \sum_{k=n}^{\infty} r_+^+(X_k, \lambda_k) \geq v_n(i, \pi^*, w(\pi^*)) \geq v_n(i, \hat{\pi}, w(\bar{\pi})) - \varepsilon.\]

Since \(\hat{\pi}^{n:} := (\hat{\pi}_n^{\pi}, \hat{\pi}_{n+1}^{\pi}, \ldots)\) is again a strategy,

\[w(\tilde{\pi}) \geq w^* - \varepsilon e \geq w(\hat{\pi}^{n:}) - \varepsilon e.\]

So

\[(2.23) \quad v_n(i, \tilde{\pi}, w(\bar{\pi})) \geq v_n(i, \tilde{\pi}, w(\hat{\pi}^{n:})) - \varepsilon.\]

With (2.20) it follows that

\[(2.24) \quad v_n(i, \tilde{\pi}, w(\hat{\pi}^{n:})) = v_n(i, \hat{\pi}) + \mathbb{E}_{1, \hat{\pi}} \sum_{k=n}^{\infty} r_-(X_k, \lambda_k) \geq v(i, \hat{\pi}) - \varepsilon.\]

Hence, from (2.22)-(2.24) and \(v(i, \hat{\pi}) \geq v^*(i) - \varepsilon,\)
\[ v(1, \pi^*) \geq v^*(1) - 4\epsilon. \]

As \( \epsilon > 0 \) is arbitrary, the proof is complete. 

So, for each initial state there exists a nearly-optimal Markov strategy. If \( v^* \leq 0 \), then even a uniformly \( \epsilon \)-optimal Markov strategy exists. (Note that this uniformity was essential in order to obtain (2.23).) In the next section (example 2.26) we will see that in general a uniformly nearly-optimal Markov strategy does not exist.

2.7. NEARLY OPTIMAL STRATEGIES

In this section we derive (and review) a number of results on nearly-optimal strategies. In the previous sections we already obtained some results on the existence of nearly optimal strategies (theorems 2.14, 2.16 and 2.19, and corollaries 2.15 and 2.17).

One of the most interesting (and as far as we know new) results in given in theorem 2.22: if \( A \) is finite, then for each state \( i \) there exists an \( \epsilon \)-optimal stationary strategy. If \( S \) is also finite, then there even exists a uniformly optimal stationary strategy.

Further some examples are given showing that in general uniformly nearly-optimal Markov, or randomized Markov, strategies do not exist.

The first question we address concerns the existence of nearly-optimal stationary strategies.

In general, \( \epsilon \)-optimal stationary strategies do not exist, as is shown by the following example.

**EXAMPLE 2.20.** \( S = \{1\}, A = \{0,1\}, r(i,a) = -a, p(1,a,1) = 1, a \in A. \)

Clearly, \( v^* = 0 \). But for all \( f \in F \) we have \( v(f) = -\infty \).

In this example the nonfiniteness of \( A \) is essential.

If \( A \) is finite, then we have the following two theorems which we believe to be new in the setting considered here.

**THEOREM 2.21.** If \( S \) and \( A \) are finite, then there exists a uniformly optimal stationary strategy.

The proof of this theorem is postponed until chapter 5, section 5.
Using theorem 2.21 we prove

**THEOREM 2.22.** If \( A \) is finite, then for each \( \epsilon > 0 \) and for each initial state \( i \in S \) there exists an \( \epsilon \)-optimal stationary strategy.

**PROOF.** The proof is rather involved. Roughly, it goes like this. First let \( \pi \) be an \( \epsilon \)-optimal Markov strategy for initial state \( i \). Then we construct a finite set \( B \) such that, if the process starts in state \( i \) and strategy \( \pi \) is used, nearly all positive rewards are obtained before the system leaves \( B \).

From that moment on we consider only the negative rewards. For this negative problem by corollary 2.17 there exists a uniformly optimal stationary strategy \( h_1; \, w(h_1) = w^* \).

Next we consider the finite state MDP with state space \( B \), where as soon as the system leaves \( B \) and reaches a state \( j \notin B \) we obtain a terminal reward \( w^*(j) \). For this MDP by theorem 2.21 there exists an optimal stationary strategy \( h_2 \).

Finally we prove that the stationary strategy \( f \) with \( f(i) = h_2(i) \) for \( i \in B \) and \( f(i) = h_1(i) \) if \( i \notin B \) is nearly optimal for initial state \( i \).

So, fix \( i \in S \) and choose \( \epsilon > 0 \). Then there exists (by theorem 2.19) an \( \epsilon \)-optimal Markov strategy \( \pi \) for initial state \( i \); \( v(i, \pi) \geq v^*(i) - \epsilon \).

Next we construct a finite set \( B \in S \), with \( i \in B \), such that practically all positive rewards (for initial state \( i \) and strategy \( \pi \)) are obtained before the system first leaves \( B \).

Let \( n_0 \) be such that (cf. (2.15)) \( u(i, \pi) - u_{n_0}(i, \pi) \leq \epsilon \) and define for \( n = 0, 1, \ldots, n_0 - 1 \)

\[
u^{(n)}(\pi) := \sum_{k=n}^{n_0-1} x^+(X_k, A_k).
\]

With \( \pi = (f_0, f_1, \ldots) \) this implies

\[
u^{(n)}(\pi) = x^+(f_n) + P(f_n)u^{(n+1)}(\pi).
\]

Clearly, for all \( j \in S \) and \( n = 0, 1, \ldots, n_0 - 2 \), there exists a finite set \( F_{n+1}(j) \) such that only a fraction \( \epsilon_0 \) (to be specified below) is lost:

\[
x^+(j, f_n(j)) + \sum_{k \in F_{n+1}(j)} P(j, f_n(j), k)u^{(n+1)}(k, \pi) \geq (1 - \epsilon_0)u^{(n)}(j, \pi).
\]

Define
\[ B_0 := \{i\} \text{ and } B_{n+1} := B_n \cup \bigcup_{j \in B_n} B_{n+1}(j), \quad n = 0, 1, \ldots, n_0 - 2, \]

and

\[ B := B_{n_0 - 1}. \]

Now we will show that indeed nearly all positive rewards are obtained before \( B \) is left (if \( \varepsilon_0 \) is chosen sufficiently small).

Let \( \tau \) be the first-exit time from the set \( B \):

\[ \tau(i_0, i_1, \ldots) = \inf\{n \mid i_n \notin B\}, \]

for all \( i_0 \in B \) and \( i_1, i_2, \ldots \in S \).

Then for the sum of all positive rewards until the first exit from \( B \) we have, with \( u^{(n_0)}(\pi) = 0 \),

\[ \mathbb{E}_{i, \pi} \sum_{n=0}^{\tau} r^+(X_n, A_n) \geq \mathbb{E}_{i, \pi} \sum_{n=0}^{\tau} r^+(X_n, A_n) \]

\[ = \sum_{n=0}^{n_0 - 1} \sum_{j \in B} \mathbb{P}_{i, \pi}(X_n = j, \tau > n) r^+(j, \pi_n(j)) \]

\[ \geq \sum_{n=0}^{n_0 - 1} \sum_{j \in B} \mathbb{P}_{i, \pi}(X_n = j, \tau > n) [(1 - \varepsilon_0) u^{(n)}(j, \pi) + \]

\[ - \sum_{k \in B} p(j, \pi_n(j), k) u^{(n+1)}(k, \pi)] \]

\[ = (1 - \varepsilon_0) \sum_{n=0}^{n_0 - 1} \sum_{j \in B} \mathbb{P}_{i, \pi}(X_n = j, \tau > n) u^{(n)}(j, \pi) \]

\[- \sum_{n=1}^{n_0 - 1} \sum_{k \in B} \mathbb{P}_{i, \pi}(X_n = k, \tau > n) u^{(n)}(k, \pi) \]

\[ = u^0_{n_0}(i, \pi) - \varepsilon_0 \sum_{n=0}^{n_0 - 1} \sum_{j \in B} \mathbb{P}_{i, \pi}(X_n = j, \tau > n) u^{(n)}(j, \pi) \]

\[ \geq u^0_{n_0}(i, \pi) - \varepsilon_0 \sum_{n=0}^{n_0 - 1} \sum_{j \in B} \mathbb{P}_{i, \pi}(X_n = j) u^{(n)}(j, \pi) \]

\[ \geq u^0_{n_0}(i, \pi) - \varepsilon_0 \sum_{n=0}^{n_0 - 1} \mathbb{P}_{i, \pi} u^{(n)}(X_n, \pi) \geq \]
\[ u_{n_0}^{(i,\pi)} \geq u_{n_0}^{(i,\pi)} - \varepsilon_0 n_0 u_{n_0}^{(i,\pi)}, \]

as clearly

\[ u_{n_0}^{(i,\pi)} \geq \mathbb{E}_{i,\pi} u_{n_0}^{(n)}(X_n^{(n)}, \pi), \quad n = 1, 2, \ldots, n_0 - 1. \]

So, choosing \( \varepsilon_0 = \varepsilon / n_0 u_{n_0}^{(i,\pi)} \), we have

\[ \mathbb{E}_{i,\pi} \sum_{n=0}^{n-1} r(X_n, A_n) \geq u_{n_0}^{(i,\pi)} - \varepsilon \geq u(i,\pi) - 2\varepsilon. \]

Next consider the MDP where, once the process has left \( B \), we continue with a stationary strategy \( h_1^* \), satisfying \( w(h_1^*) = w^* \) (which exists by corollary 2.17), counting the negative rewards only. This MDP is essentially equivalent to an MDP with finite state space \( \hat{S} := B \cup \{ \ast \} \) (* \( \notin \mathbb{V} \), action space \( \hat{A} = A \), rewards \( \hat{r}(i,a) \) and transition probabilities \( \hat{p}(i,a,j) \), defined by

\[
\begin{align*}
\hat{r}(i,a) &:= r(i,a) + \sum_{j \notin B} p(i,a,j) w^*(j), \quad i \in B, \\
\hat{r}(*,a) &:= 0, \\
\hat{p}(i,a,j) &:= p(i,a,j), \quad i,j \in B, \\
\hat{p}(i,a,*) &:= \sum_{j \notin B} p(i,a,j), \quad i \in B, \\
\hat{p}(*,a,*) &:= 1, \quad \text{for all } a \in A.
\end{align*}
\]

So, as soon as the system leaves \( B \) it is absorbed in state \( \ast \) and we therefore adapt the immediate rewards.

For this finite-state MDP there exists by theorem 2.21 an optimal stationary strategy \( h_2^* \).

Now we want to show that the stationary strategy \( f \) defined by

\[
\begin{align*}
\{ f(j) = h_2^*(j) \}, \quad j \in B, \\
\{ f(j) = h_1^*(j) \}, \quad j \notin B,
\end{align*}
\]

is nearly optimal for initial state \( i \).

Before we do this, we have to derive some important inequalities for the MDP defined by (2.26).

Denote the total expected reward for initial state \( j \in B \) and strategy \( \hat{\pi} \in \mathbb{P} \) by \( \Theta(j, \hat{\pi}) \) (formally we should say \( \hat{\pi} \in \mathbb{P} \), but there is a clear correspondence
between strategies in \( \Pi \) and in \( \hat{\Pi} \). Then for all \( j \in B \) and \( \bar{\pi} \in \Pi \)
\[
\psi(j, h_2) \geq \psi(j, \bar{\pi}) .
\]

Particularly,
\[
(2.27) \quad \psi(j, h_2) \geq \psi(j, h_1) \geq \psi^*(j) ,
\]
where the second inequality follows from
\[
\psi(j, h_1) = \mathbb{E}_{j, h_1} \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + w^*(X_\tau) \right]
\geq \mathbb{E}_{j, h_1} \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + \nu(X_\tau, h_1) \right] = \psi(j, h_1) = \psi^*(j) .
\]

And
\[
(2.28) \quad \psi(i, h_2) \geq \psi(i, \pi) = \mathbb{E}_{i, \pi} \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + w^*(X_\tau) \right]
\geq \mathbb{E}_{i, \pi} \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + \sum_{n=\tau}^{\infty} r(X_n, A_n) \right]
= \mathbb{E}_{i, \pi} \sum_{n=0}^{\infty} r(X_n, A_n) - \mathbb{E}_{i, \pi} \sum_{n=\tau}^{\infty} r(X_n, A_n)
\geq \nu(i, \pi) - 2\varepsilon \geq \nu^*(i) - 3\varepsilon .
\]

Finally, we can prove that \( f \) is \( 3\varepsilon \)-optimal for initial state \( i \) in the original MDP.

We will prove that \( \nu(i, f) \geq \psi(i, h_2) \), which by (2.28) is sufficient.

To this end we define the stopping times \( \tau_1, \tau_2, \ldots \), where \( \tau_n \) is the time of the \( n \)-th switch from \( B \) to \( S \setminus B \) or vice versa. I.e., for any \( \zeta = (i_0, i_1, \ldots) \) and \( n \geq 1 \)
\[
\tau_n(\zeta) = \inf \{ k > \tau_{n-1}(\zeta) \mid \text{if } i_{\tau_{n-1}(\zeta)} \in B \text{ then } i_k \notin B \text{ else } i_k \in B \},
\]
with \( \tau_0(\zeta) = 0 \).

Clearly \( \tau_n \geq n \). So
\[
\nu(i, f) = \lim_{n \to \infty} \mathbb{E}_{i, f} \sum_{k=0}^{\tau_{n-1}} r(X_k, A_k) .
\]
Thus, since $w^* \leq 0$,

$$
(2.29) \quad \Sigma(i,f) \geq \limsup_{n \to \infty} \mathbb{E}_{i,f}[\sum_{k=0}^{\tau_n-1} r(X_k, A_k) + w^*(X_{\tau_n})].
$$

Further, we have for all $j \in B$, using (2.27) and $f = h_2$ on $B$,

$$
(2.30) \quad \mathbb{E}_{j,f} \left[ \sum_{k=0}^{\tau_1-1} r(X_k, A_k) + w^*(X_{\tau_1}) \right] = \mathbb{E}_{j,h_2} \left[ \sum_{k=0}^{\tau_1-1} r(X_k, A_k) + w^*(X_{\tau_1}) \right] = \Phi(j, h_2) \geq w^*(j).
$$

And for all $j \notin B$,

$$
(2.31) \quad \mathbb{E}_{j,f} \left[ \sum_{k=0}^{\tau_1-1} r(X_k, A_k) + w^*(X_{\tau_1}) \right] \geq \mathbb{E}_{j,h_1} \left[ \sum_{k=0}^{\tau_1-1} r(X_k, A_k) + w(X_{\tau_1}, h_1) \right] = w(j, h_1) = w^*(j).
$$

Also, for $\zeta = (i_0, i_1, \ldots)$,\n
$$
\tau_n(\zeta) = \tau_{n-1}(\zeta) + \tau_1(i_{n-1}, i_{n-1}(\zeta), \ldots, \tau_{n-1}(\zeta) + 1, \ldots).
$$

Thus, for $n = 1, 2, \ldots$, we get from (2.30) and (2.31),

$$
(2.32) \quad \mathbb{E}_{j,f} \left[ \sum_{k=0}^{\tau_{n-1}} r(X_k, A_k) + w^*(X_{\tau_{n-1}}) \right] = \mathbb{E}_{j,f} \left[ \sum_{k=0}^{\tau_{n-1}} r(X_k, A_k) + \mathbb{E}_{X_{\tau_{n-1}}, f} \left[ \sum_{k=0}^{\tau_{1}} r(X_k, A_k) + w^*(X_{\tau_{1}}) \right] \right] \geq \mathbb{E}_{j,f} \left[ \sum_{k=0}^{\tau_{n-1}} r(X_k, A_k) + w^*(X_{\tau_{n-1}}) \right],
$$

where we write $(X_k, A_k)$ and $(\tilde{X}_k, \tilde{A}_k)$ in order to distinguish between the process starting at time 0 and the process starting at time $\tau_{n-1}$.

Repeatedly applying (2.32) we obtain
\[
\nu(i,f) \geq \lim_{n \to \infty} \sup \mathbb{E}_{i,f} \left[ \sum_{k=0}^{\tau_n-1} r(X_k, A_k) + w^*(X_{\tau_n}) \right] 
\]

\[
\geq \mathbb{E}_{i,f} \left[ \sum_{k=0}^{\tau_1-1} r(X_k, A_k) + w^*(X_{\tau_1}) \right] = \varphi(i, h_2),
\]
as \(\tau_1 = \tau\) for initial state \(i\).

So, with (2.28),
\[
\nu(i,f) \geq \nu^*(i) - 3\varepsilon,
\]
which, as \(\varepsilon > 0\) is arbitrary, completes the proof.

As we remarked before, there does not necessarily exist a uniformly nearly optimal stationary (or even a Markov or randomized Markov) strategy. This will be shown in the examples 2.24-2.26.

However, if all rewards are nonnegative, the so-called positive dynamic programming case, we have the following theorem due to Ornstein [1969].

**Theorem 2.23.** If \(r(i,a) \geq 0\) for all \(i \in S, a \in A\), then for every \(\varepsilon > 0\) a stationary strategy \(f\) exists, satisfying

\[
(2.33) \quad \nu(f) \geq (1-\varepsilon)\nu^*.
\]

**Proof.** For the very ingenious proof see Ornstein [1969].

Note, that in theorem 2.23 the action space \(A\) need not be finite.

So, in the positive dynamic programming case there does exist a stationary strategy that is uniformly \(\varepsilon\)-optimal in the multiplicative sense of (2.33).

Clearly, if \(\nu^*\) is bounded, then theorem 2.23 also implies (for the positive case) the existence of a stationary strategy \(f\) which is uniformly \(\varepsilon\)-optimal in the additive sense:

\[
(2.34) \quad \nu(f) \geq \nu^* - \varepsilon a.
\]

In general, however, even if \(A\) is finite, a stationary strategy satisfying (2.34) need not exist.

This is shown by the following example given by Blackwell [1967].
EXAMPLE 2.24. \( S := \{0, 1, 2, \ldots\} \), \( A = \{1, 2\} \). State 0 is absorbing: \( r(0,a) = 0 \), \( p(0,a,0) = 1 \). In state 1, \( i = 1, 2, \ldots \), we have \( r(i,1) = 0 \), \( p(i,1,i+1) = p(i,1,0) = \frac{1}{2} \) and \( r(i,2) = 2^i - 1 \), \( p(i,2,0) = 1 \). So, in state \( i \) you either receive \( 2^i - 1 \) and the system moves to state 0, or you receive nothing and the system moves to states 0 and \( i+1 \), each with probability \( \frac{1}{2} \).

Clearly, \( v^*(0) = 0 \) and \( v^*(1) = 2^i \), \( i = 1, 2, \ldots \). Now let \( f \) be a stationary strategy. Then either \( f(i) = 1 \) for all \( i = 1, 2, \ldots \), thus \( v(f) = 0 \), or \( f(i) = 2 \) for at least one \( i, i_0 \) say. But then \( v(i_0,f) = v^*(i_0) - 1 \).

Hence no stationary strategy can be \( \epsilon \)-optimal in the sense of (2.34) for \( 0 \leq \epsilon < 1 \).

However, if we consider also 'randomized' stationary strategies, then a stationary strategy that is uniformly \( \epsilon \)-optimal in the sense of (2.34) does exist, at least in this example.

We call a strategy \( \pi \in \Pi \), \( \pi = (\pi_0, \pi_1, \ldots) \) randomized stationary if \( \pi_n = \pi_0, n = 1, 2, \ldots \). In this example \( \pi \) is completely characterized by the probability \( p_1 \) by which action 1 is chosen in state \( i, i \in S \). If \( p_1 = p \) for all \( i \in S \), then we have

\[
v(i,\pi) = (1-p)(2^i-1) + p\cdot\frac{1}{2}(1-p)(2^{i+1}-1) + p\cdot\frac{1}{2}p\cdot\frac{1}{2}(1-p)(2^{i+2}-1) + \ldots
\]

\[= 2^i - (1-p)(1-\frac{1}{2}p)^{-1}.
\]

Thus, if \( 0 < \epsilon < 1 \) and \( p > 1 - \frac{1}{2} \epsilon \) (then \( (1-p)(1-\frac{1}{2}p)^{-1} < \epsilon \)), then we have

\[v(\pi) \geq v^* - \epsilon \epsilon.
\]

This example demonstrates that it may happen that there exists no 'pure' stationary strategy that is \( \epsilon \)-optimal in the sense of (2.34), whereas a randomized stationary strategy having this property does exist.

The following example which is only a slight modification of example 2.24 shows that in general also a randomized stationary strategy satisfying (2.34) need not exist.
EXAMPLE 2.25. All data are identical to those in example 2.24, except for the following: \( r(i,2) = 2^i \) and \( p(i,1,i+1) = a_i = b_i/2b_{i+1} \), with \( b_i = 1 - i^{-1} \), \( p(i,1,0) = 1 - a_i \), \( i = 1, 2, \ldots \). Thus, for \( i = 1, 2, \ldots \),

\[
v^*(i) = \sup \{ 2^i, a_i 2^{i+1}, a_i a_i a_i 2^{i+2}, \ldots \}
\]

\[
= 2^i \sup \{ 1, b_i/b_{i+1}, b_i/b_{i+2}, \ldots \} = 2^i b_i = 2^i (1 + i^{-1}) ,
\]

as \( b_i \downarrow 1 \) for \( i \rightarrow \infty \).

Let \( \pi \) be any randomized stationary strategy, then \( \pi \) is again completely characterized by the probabilities \( p_i \) by which action 1 is chosen in state \( i, i = 1, 2, \ldots \).

In order that \( v(\pi) \geq v^* - \varepsilon \), it is certainly necessary that for all \( i = 1, 2, \ldots \)

\[
(1 - p_i) 2^i + p_i a_i v^*(i + 1) \geq v^*(i) - 1 ,
\]

or, after some algebra,

\[
1 - p_i \leq 2^{-i} .
\]

Since otherwise,

\[
v(i, \pi) = (1 - p_i) 2^i + p_i a_i v(i+1, \pi) \leq (1 - p_i) 2^i + p_i a_i v^*(i + 1) < v^*(i) - 1 .
\]

But then, using \( a_i \leq 2/3 \), \( p_i \leq 1 \) and \( 1 - p_i \leq 2^{-i} \), \( i = 1, 2, \ldots \), we get

\[
v(i, \pi) = (1 - p_i) 2^i + p_i a_i (1 - p_i + 1) 2^{i+1} + p_i a_i p_i a_{i+1} (1 - p_i + 2) 2^{i+2} + \ldots
\]

\[
\leq i + \left( \frac{2}{3} \right) (i + 1) + \left( \frac{2}{3} \right)^2 (i + 2) + \ldots = 3i + 6 .
\]

So, for \( i \geq 4 \),

\[
v(i, \pi) < v^*(i) - 1 .
\]

Hence, no randomized stationary strategy \( \pi \) can satisfy

\[
v(\pi) \geq v^* - \varepsilon .
\]
Extending this example, one may show that there need not even exist a randomized Markov strategy \( \pi \) satisfying \( v(\pi) \geq v^* - \epsilon \). Recall that the possibility of restriction to randomized Markov strategies (corollary 2.2) holds only componentwise.

**Example 2.26.** \( S := \{0\} \cup \{(k,i) \mid k,i = 1,2,\ldots, k \leq i\} \), \( A = \{1,2\} \).

\[
\begin{array}{c}
\begin{array}{c}
1,1
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
2,2
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
3,3
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
1,1
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
2,1
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
2,2
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
3,3
\end{array}
\end{array}
\begin{array}{c}
\vdots
\end{array}
\begin{array}{c}
\begin{array}{c}
1,1
\end{array}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
1,2
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
2,3
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
1,3
\end{array}
\end{array}
\begin{array}{c}
\vdots
\end{array}
\begin{array}{c}
\begin{array}{c}
1,1
\end{array}
\end{array}
\end{array}
\]

All rewards and transition probabilities are zero except for the following:

\[ r((i,i),2) = 2^i \]

\[ p((k,i),a,(k+1,i)) = a_k \]

\[ p((i,i),1,0) = 1 - a_1 \]

\[ p((i,i),2,0) = 1, \quad p(0,a,0) = 1 \]

\( i = 1,2,\ldots, k < i \), and \( a \in A \). Here \( a_k \) is defined as in example 2.25. The states \((i,i)\) play the same role as in the states \(i\) in example 2.25.

Clearly,

\[ v^* ((k,i)) = 2^k (1 + i^{-1}) \]

\( k \leq i, \quad i = 1,2,\ldots \)

Let us fix \( i \) and look for a randomized Markov strategy \( \pi \) that is 1-optimal for all states \((i,i),(i,i+1),(i,i+2),\ldots\), simultaneously.

The relevant actions for state \((i,i+t)\) are the actions at time \( t \) in state \((i+t,i+t)\) for \( t \geq i \).

Denote by \( p_{i,i+t} \) the probability that in state \((i+i,i+t)\) action 1 is taken at time \( t \). Then one easily verifies that again we need to have

\[ 1 - p_t \leq t2^{-t}, \quad t = i,i+1,\ldots \]

But this again implies \( v((i,i),\pi) \leq 3i + 6 \), contradicting for \( i \geq 4 \) the 1-optimality of \( \pi \) for initial state \((i,i)\).

Hence, there does not exist a uniformly \( \epsilon \)-optimal strategy \( \pi \in RM \) in the additive sense of (2.34).

In Van HEEM, OORDIJK and Van der WAL [1977] an example is given with both positive and negative rewards and finite action space in which neither in the additive nor in the multiplicative sense a uniformly \( \epsilon \)-optimal strategy exists.
CHAPTER 3

SUCCESSIVE APPROXIMATIONS FOR THE TOTAL-REWARD MDP

3.1. INTRODUCTION

Our main interest when studying the total reward MDP (or any other decision process) is to determine the value of the MDP and to determine a (nearly) optimal strategy.

In this chapter some methods are studied by which the first part of this problem, the approximation of $v^*$, might be solved. We know that $v^*$ is a solution of the optimality equation

$$ (3.1) \quad Uv = v $$

(theorem 2.11). So we can try to approximate a solution of this equation (hoping it to be the right one), for example by the so-called method of standard successive approximations

$$ (3.2) \quad v_{n+1} = Uv_n, \quad n = 0,1,\ldots. $$

This method will be studied in section 2. Further some (partly known) conditions are given which guarantee that $v_n$ converges to $v^*$. In general, as is shown in example 3.2, the method of standard successive approximation need not converge.

There are several other iterative methods by which a solution of an equation like (3.1) might be approximated. See, for example, Varga [1962, chapter 3] for a description of the Jacobi, the Gauss-Seidel and the overrelaxation methods for the solution of a simple matrix equation. The latter three methods, Jacobi iteration, Gauss-Seidel iteration (see Hastings [1968]) and overrelaxation (see Reetz [1973]) have also been studied for contracting MDP's.

It is possible to describe all these successive approximation methods in terms of go-ahead functions. This has the advantage that one can study the
convergence of these methods simultaneously. The go-ahead function approach has been introduced for the contracting case by WESSELS [1977a], Van NUNEN and WESSELS [1976], Van NUNEN [1976a] and Van NUNEN and STIDHAM [1978]. In section 3 we introduce the go-ahead function technique for the general total reward MDP model of section 1.5. The corresponding dynamic programming operators are studied in section 4, where it is shown that $v^*$ is indeed a fixed point of each of these operators.

In section 5 a subset is considered of the set of all go-ahead functions which still contains all those go-ahead functions, by which the algorithms we are interested in can be described. It is shown that for this set of go-ahead functions one needs to consider in the optimization step only Markov strategies.

A second set of algorithms for the approximation of $v^*$ is the set of value-oriented successive approximation methods. These methods have been first mentioned for the contracting MDP by PORTEUS [1971] and have been extensively studied and shown to converge by Van NUNEN [1976a]. In the value-oriented approach each optimization step is followed by some kind of extrapolation. We will consider these methods in section 6.

3.2. STANDARD SUCCESSIVE APPROXIMATIONS

In this section we first study the method of standard successive approximations for the solution of the optimality equation (3.1) hoping to obtain an approximation of $v^*$.

**Standard successive approximations.**

\[
\begin{align*}
& \text{Choose } v_0 < v^*_n \quad (v_0 \text{ is often called the scrapvalue)} \\
& \text{Determine for } n = 0,1,\ldots \\
& \quad v_{n+1} = Uv_n.
\end{align*}
\]

From theorem 2.6 it follows that this scheme is properly defined.

Another way of looking at the method of standard successive approximations is to consider it as an approximation of the $\infty$-horizon MDP by finite-stage MDP's. Then the question is: can we approximate the $\infty$-horizon MDP by a sequence of finite-stage MDP's (with terminal payoff $v_0$), i.e. does $v_n$ converge to $v^*$.
We will say that the method of standard successive approximations for scrap-value \( v_0 \) converges if \( \lim_{n \to \infty} U^n v_0 \) exists and is equal to \( v^* \).

Define \( v_\infty \) by

\[
(3.3) \quad v_\infty := \liminf_{n \to \infty} U^n 0,
\]

where the liminf is taken componentwise.

Then we have the following well-known result.

**Lemma 3.1 (SCHAL [1975, formula (2.5)]).**

\[
v_\infty \geq v^*.
\]

**Proof.** For all \( \pi \in \Pi \) we have \( v_n(\pi) \leq U^n 0 \), so also \( v(\pi) \leq v_\infty \) (from \( v_n(\pi) = v(\pi) \) if \( n = \infty \)). Hence, \( v^* = \sup_{\pi \in \Pi} v(\pi) \leq v_\infty \).

In general, \( v_\infty \) may be larger than \( v^* \) as the following simple example shows.

**Example 3.2 (Van HEE, HORDIJK and Van der WAL [1977]).** \( S := \{1,2,3\} \),

\[
\begin{array}{ccc}
1 & \rightarrow & 2 \\
\rightarrow & & \rightarrow \\
2 & \rightarrow & 3 \\
\end{array}
\]

\( A = \{1,2\}, \quad r(1,1) = r(3,3) = 0, \quad r(1,2) = 2, \quad r(2,3) = -1, \quad p(1,1,1) = \frac{1}{3}, \quad p(1,2,2) = p(2,3,3) = p(3,3,3) = 1, \quad a \in A. \)

Clearly, \( v^*(1) = 1 \), but \( (U^n 0)(1) = 2 \) for all \( n \geq 1 \). So \( v^*(1) < v_\infty(1) \).

The problem in this example is that we can postpone negative rewards, which in the \( \infty \)-horizon MDP are unavoidable. This leads us to the following theorem.

**Theorem 3.3 (Van HEE, HORDIJK and Van der WAL [1977, theorem 3.5]).**

If

\[
\liminf_{n \to \infty} \inf_{\pi \in \Pi} v^*(X_n) \geq 0
\]

then

\[
v_\infty = v^*.
\]

**Proof.** By lemma 3.1 it is sufficient to prove that \( \limsup_{n \to \infty} U^n 0 \leq v^* \).

We have
\[ \mathcal{U}^0 \leq \mathcal{U}^v - \inf_{n \in \mathcal{M}} \mathcal{V}^*(X_n) = v^* - \inf_{n \in \mathcal{M}} \mathcal{V}^*(X_n). \]

So,

\[ \limsup_{n \to \infty} \mathcal{U}^0 \leq v^* - \liminf_{n \to \infty} \inf_{n \in \mathcal{M}} \mathcal{V}^*(X_n) \leq v^*. \]

\[ \square \]

**Corollary 3.4** (cf. Blackwell [1967, theorem 3]). If for all \( i \in S \) and \( a \in A \) we have \( r(i,a) \geq 0 \) (the positive dynamic programming case), then the method of standard successive approximations with sampling \( 0 \) converges.

As we have seen in example 3.2, finiteness of \( A \) is in general not sufficient for the convergence of \( \mathcal{U}^0 \) to \( v^* \). In case all \( r(i,a) \leq 0 \), however, one has the following result.

**Theorem 3.5** (Strauß [1966, theorem 9.1]). If \( A \) is finite and \( r(i,a) \leq 0 \) for all \( i \in S \) and \( a \in A \), then the method of standard successive approximations with sampling \( 0 \) converges.

**Proof.** By lemma 3.1 and theorem 2.18 it is sufficient to prove \( \mathcal{U}_v \geq v_v \) (clearly \( v_v \leq \mathcal{U}_v \)). Therefore choose some arbitrary state \( i \in S \). Then, by the finiteness of \( A \), there exist an action \( a \) and a subsequence \( \{\mathcal{U}_{nk+1}\} \) of \( \{\mathcal{U}^0\} \), such that

\[ r(i, a) + \sum_{j} p(i, a, j)(\mathcal{U}_{nk+1})(j) = (\mathcal{U}_{nk+1})(i), \quad k = 0, 1, \ldots. \]

As the sequence \( v_v \) is monotonically nonincreasing \( (\mathcal{U}_0 \leq 0) \), so by the monotonicity of \( \mathcal{U} \) also \( \mathcal{U}_{nk+1} \leq \mathcal{U}_0 \), we have

\[ \sum_{j} p(i, a, j)(\mathcal{U}_{nk+1})(j) + \sum_{j} p(i, a, j)v_v(j) \quad (k \to \infty). \]

Hence,

\[ (\mathcal{U}_v)(i) \geq r(i, a) + \sum_{j} p(i, a, j)v_v(j) \]

\[ = \lim_{k \to \infty} \{ r(i, a) + \sum_{j} p(i, a, j)(\mathcal{U}_{nk})(j) \} = v_v(i). \]

As \( i \) has been chosen arbitrarily, the proof is complete. \[ \square \]
Clearly, theorem 3.5 also holds if the action set in state \( i \) varies with \( i \) but is still finite for all \( i \in S \).

If \( A \) is not finite, however, then the method of standard successive approximations (with \( v_0 = 0 \) and \( r(i,a) \leq 0 \)) need not converge, as is shown by the following example.

**Example 3.6 (Strauch [1966, example 6.1]).** \( S := \{0,1,2,\ldots\}, A = \{2,3,4,\ldots\} \). For all \( a \in A \): \( r(1,a) = 0 \), \( i \neq 2 \), \( r(2,a) = -1 \), \( p(1,a,1) = 1 = p(1+1,a,1) \), \( i \geq 1 \), and \( p(0,a,a) = 1 \).

Clearly \((u^n(0))(0) = 0\) for all \( n \), but \( v^*(0) = -1 \). So \( v_n(0) > v^*(0) \).

A nice result, from which lemma 3.1 and corollary 3.4 follow immediately, is the following. (Recall the definition of \( w^* \) in (3.37).)

**Theorem 3.7.** The method of standard successive approximations converges for all supervalues \( v_0 \) with \( w^* \leq v_0 \leq v^* \). I.e., for all these supervalues we have

\[
\lim_{n \to \infty} u_n v_0 \text{ exists and is equal to } v^*.
\]

**Proof.** By the monotonicity of \( U \) we have for all \( w^* \leq v_0 \leq v^* \)

\[
u_n w^* \leq u_n v_0 \leq u_n v^* = v^* , \quad n = 1,2,\ldots ,
\]

hence

\[
limsup_{n \to \infty} u_n w^* \leq \limsup_{n \to \infty} u_n v_0 \leq v^*.
\]

So it is sufficient to prove

\[
\liminf_{n \to \infty} u_n w^* \geq v^* .
\]

Let \( \pi = (f_0', f_1', \ldots) \in M \) be an arbitrary strategy. Then for all \( n \)

\[
v(\pi) = \mathbb{E}_\pi \left[ \sum_{k=0}^{n-1} r(X_k, A_k) + \sum_{k=n}^{\infty} r^+(X_k, A_k) + \sum_{k=n}^{\infty} r^-(X_k, A_k) \right].
\]

Further we have, with \( \pi^{+n} = (f_n', f_{n+1}', \ldots) \),
\[ \mathbb{E}_\pi \sum_{k=n}^{\infty} r^-(X_k, A_k) = \mathbb{E}_\pi w(X_n, \pi^n) \leq \mathbb{E}_\pi w^*(X_n) \, . \]

So for all \( n = 1, 2, \ldots \)

\[ U^w_n \geq \mathbb{E}_\pi \left[ \sum_{k=0}^{n-1} r(X_k, A_k) + \sum_{k=n}^{\infty} r^-(X_k, A_k) \right] \]

\[ \geq \mathbb{E}_\pi \left[ \sum_{k=0}^{n-1} r(X_k, A_k) + \sum_{k=n}^{\infty} r^-(X_k, A_k) \right] = v(\pi) - \mathbb{E}_\pi \sum_{k=n}^{\infty} r^-(X_k, A_k) \, . \]

By condition 1.1 we have

\[ \mathbb{E}_\pi \sum_{k=n}^{\infty} r^+(A_k, X_k) = 0 \quad (n \to \infty) \, , \]

hence

\[ \liminf_{n \to \infty} U^w_n \geq v(\pi) \quad (\text{componentwise}). \]

Taking the (pointwise) supremum with respect to \( \pi \in \Pi \), we obtain

\[ \liminf_{n \to \infty} U^w_n \geq v^* \, . \]

So, for all \( w^* \leq v_0 \leq v^* \),

\[ \lim_{n \to \infty} U^w_n = \lim_{n \to \infty} U^w_0 = v^* \, . \]

In the next chapter we consider a fairly general condition, which implies that

\[ \limsup_{n \to \infty} \sup_{\pi \in \Pi} \mathbb{E}_\pi \left| v^+(X_n) \right| = 0 \, , \]

and thus, by theorem 3.3, implies the convergence of the method of standard successive approximations for scrapvalue 0. This condition excludes the possibility of postponing negative rewards which is essential in the counterexamples 3.2 and 3.6.
3.3. SUCCESSIVE APPROXIMATION METHODS AND GO-AHEAD FUNCTIONS

Besides the method of standard successive approximations considered in the previous section, there are several other successive approximation techniques one could try to use to determine (approximate) the value of an MDP. Three well-known variants of the method of standard successive approximations are the following.

**Jacobi or total step iteration.**

Choose \( v_0 \).

Determine for \( n = 0, 1, \ldots \)

\[
v_{n+1}(i) = \sup_{a \in A} \left\{ r(i,a) + \sum_{j \neq i} p(i,a,j)v_n(j) + p(i,a,1)v_{n+1}(1) \right\}.
\]

**Gauss-Seidel iteration.**

Choose \( v_0 \).

Determine for \( n = 0, 1, \ldots \)

\[
v_{n+1}(i) = \sup_{a \in A} \left\{ r(i,a) + \sum_{j > i} p(i,a,j)v_n(j) + \sum_{j < i} p(i,a,j)v_{n+1}(j) \right\}.
\]

**Successive overrelaxation method.**

Choose \( v_0 \).

Determine for \( n = 0, 1, \ldots \)

\[
v_{n+1}(i) = (1 - \alpha)v_n(i) + \alpha \sup_{a \in A} \left\{ r(i,a) + \sum_{j > i} p(i,a,j)v_n(j) + \sum_{j < i} p(i,a,j)v_{n+1}(j) + cv_{n+1}(1) + [p(i,a,1) - c]v_n(1) \right\},
\]

with \( 0 \leq \alpha \leq 1 \) and \( 0 \leq c \leq \inf_{i,a} p(i,a,1). \)

These methods are known from numerical analysis. For example, they can be used for the iterative solution of systems of linear equations, see VARGA [1962, chapter 3].

In the context of MDP's the Gauss-Seidel method has been introduced by HASTINGS [1968] and the method of successive overrelaxation by REETZ [1973] (the special case \( \alpha = 1 \)).

For each of these algorithms, one wants to investigate whether \( v_n \) converges to \( v^* \). In order to avoid the necessity of treating these algorithms one
after another, we would like to have a unifying notation which enables us to study these algorithms simultaneously.

Such a unifying notation is the description of successive approximation methods by go-ahead functions as introduced by WESSELS [1977a] and further elaborated by Van NUNEN and WESSELS [1976], Van NUNEN [1976a] and Van NUNEN and STIDHAM [1978]. In order to see that the go-ahead function approach is very natural, consider for example the improvement step in the Gauss-Seidel iteration. In words, we could describe this step as follows.

"In order to obtain \( v_{n+1}(i) \) take action \( a \) in state \( i \); if the next state is a state \( j > i \), then you stop and receive a terminal reward \( v_n(j) \), if the next state is a state \( j \leq i \), then you go ahead to obtain \( v_{n+1}(j) \)."

We see that Jacobi iteration, Gauss-Seidel iteration and standard successive approximations are algorithms which can be described by a (go-ahead) function \( \delta \) from \( S^2 \) into \( \{0,1\} \); if for a pair of states \( i,j \) you have \( \delta(i,j) = 1 \), then you go ahead after a transition from \( i \) to \( j \), and if \( \delta(i,j) = 0 \), then you stop.

In the successive overrelaxation algorithm, however, the situation is different. First, it has to be decided whether the iteration process will start, which happens with probability \( a \), and then: if in state \( i \) action \( a \) has been taken and the system makes a transition from state \( i \) to \( i \), then we go ahead with probability \( c/p(i,a,i) \) and we stop with probability \( (p(i,a,i) - c)/p(i,a,i) \).

So in this case the choice between going ahead and stopping has to be made by a random experiment, which at time 1 (and thereafter) also depends on the action \( a \).

Thus the overrelaxation algorithm can be described by a (go-ahead) function \( \delta \) from \( S \cup S \times A \times S \) into \( [0,1] \), with \( \delta(i) = a \), \( \delta(i,a,j) = 1 \) if \( j < i \), \( \delta(i,a,j) = 0 \) if \( j > i \) and \( \delta(i,a,i) = c/p(i,a,i) \), \( i \in S \), \( a \in A \).

**DEFINITION 3.8.** A go-ahead function \( \delta \) is a map from

\[
S \cup \bigcup_{n=1}^{\infty} (S \times A)^n \cup \bigcup_{n=1}^{\infty} (S \times A)^n \times S
\]

into \( [0,1] \) which is measurable with respect to the \( \sigma \)-field generated by \( S \) and \( A \).
The interpretation is as follows:

Let \((i_0, a_0, i_1, \ldots)\) be a realization of the process, then the observation of the process (and its earnings) is stopped at time \(n\) before action \(a_n\) is chosen with probability \(1 - \delta(i_0, a_0, \ldots, i_n)\) (provided the observations have not been stopped before) and it is stopped after action \(a_n\) is chosen - but before it is executed - with probability \(1 - \delta(i_0, a_0, \ldots, i_n, a_n)\) (if the observations did not terminate before).

We define the go-ahead function also on \((S \times A)^\infty\) since this can be used to restore the equal row-sum property in the case of (essentially) sub-stochastic transition matrices (arising e.g. from semi-Markov decision problems with discounting), see Van NUNEN and STIDHAM [1978].

In order to be able to cope with the fact that a go-ahead function not only takes the values 0 and 1, we have to incorporate this random aspect of the go-ahead device in the probability space. Therefore we extend the space \(\Omega = (S \times A)^\infty\) to a space \(\Omega_0 = (S \times E \times A \times E)^\infty\), where \(E = \{0, 1\}\). On \(E\) we consider the \(\sigma\)-field \(F\) of all subsets, and on \((S \times E \times A \times E)^\infty\) the \(\sigma\)-field generated by \(S, A\) and \(E\).

As in section 1.5 we can now generate for all \(\pi = (\pi_0, \pi_1, \ldots) \in \Pi\), transition probabilities \(p_{\pi_0}^\delta\) from \(S\) into \(E \times A \times E \times S\) and \(p_{\pi_0}^\delta\) from \(S \times (E \times A \times E \times S)^\infty\) into \(E \times A \times E \times S\), \(n = 1, 2, \ldots\), by e.g.

\[
p_{\pi_0}^\delta((1) \times C \times (0) \times D \mid i_0) = \delta(i_0) \int_C p_0(da \mid i_0) (1 - \delta(i, a)) \sum_{j \in D} p(i, a, j),
\]

and for \(n = 1, 2, \ldots\)

\[
p_{\pi_0}^\delta(1 \times C \times (0) \times D \mid i_0, a_0, i_1, \ldots, i_n, i_{n+1}) = \delta(i_0, a_0, \ldots, i_n) \int_C p_0(da \mid i_0, a_0, \ldots, i_{n+1}) (1 - \delta(i_0, \ldots, i_{n+1})) \sum_{j \in D} p(i_{n+1}, a, j),
\]

for all \(C \in A\) and \(D \in S\). Here \(y_n = 0\) if the observation of the process stops immediately after \(i_n\) has been observed (if it did not stop before) and \(y_n = 1\) if we go ahead. And \(z_n = 0\) if the observations terminate after action \(a_n\) is selected but before it is executed, \(z_n = 1\) if the observations continue.

Further we endow \(\Omega_0\) with the product \(\sigma\)-field generated by \(S, A\) and \(E\). Then for each \(\pi \in \Pi\) the sequence of transition probabilities \(\{p_{\pi_0}^\delta, n = 0, 1, \ldots\}\) defines for each initial state \(i \in S\) a probability measure \(P_{i, \pi}^\delta\) on \(\Omega_0\) and
a stochastic process \((X_n, Y_n, A_n, Z_n), n = 0, 1, \ldots\), where \(Y_n\) and \(Z_n\) are the outcomes of the random experiments immediately after state \(X_n\) has been observed and \(A_n\) has been chosen.

We denote by \(\mathbb{E}_{i, \pi}^\delta\) the expectation operator with respect to \(\mathbb{P}_{i, \pi}^\delta\).

Next, define the function \(\tau\) on \(\mathcal{A}_0\) by

\[
\tau(i_0, y_0, a, z_0, i_1, y_1, \ldots) = \inf \{ n \mid y_n z_n = 0 \}.
\]

So \(\tau\) is a stopping time which denotes the time upon which the observation of the process is stopped.

For any \(\pi \in \Pi\) and go-ahead function \(\delta\), we define the operator \(L_\delta(\pi)\) for all \(v \in \mathcal{V}\) for which the expectation is properly defined by

\[
(3.4) \quad (L_\delta(\pi)v)(i) := \mathbb{E}_{i, \pi}^\delta \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + v(X_\tau) \right], \quad i \in S,
\]

where \(v(X_\tau)\) is defined 0 if \(\tau = \infty\).

We will see later that \(L_\delta(\pi)v\) is properly defined for all \(v \in \mathcal{V}^+_u\) (or \(v \in \mathcal{V}^+_u\) if \(z^u < \infty\)).

Further we define \(U_\delta v\) by

\[
(3.5) \quad U_\delta v := \sup_{\pi \in \Pi} L_\delta(\pi)v.
\]

Note that the improvement step of the algorithms described at the beginning of this section, can now be formulated as

\[v_{n+1} = U_\delta v_n,\]

with \(\delta\) the corresponding go-ahead function.

Further, define the operators \(L_\delta^+(\pi), L_\delta^{abs}(\pi), U_\delta^+\) and \(U_\delta^{abs}\) by

\[
L_\delta^+(\pi)v := \mathbb{E}_{\pi}^\delta \left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + v(X_\tau) \right],
\]

\[
U_\delta^+ v := \sup_{\pi \in \Pi} L_\delta^+(\pi)v,
\]

\[
L_\delta^{abs}(\pi)v := \mathbb{E}_{\pi}^\delta \left[ \sum_{n=0}^{\tau-1} |r(X_n, A_n)| + v(X_\tau) \right],
\]

\[
U_\delta^{abs} v := \sup_{\pi \in \Pi} L_\delta^{abs}(\pi)v.
\]
\[ u_{\delta}^{\text{abs}} v := \sup_{\pi \in \Pi} I_{\delta}^{\text{abs}}(\pi) v, \]

for all \( v \in V \) for which the expectations are properly defined.

### 3.4. The Operators \( L_{\delta}(\pi) \) and \( u_{\delta} \)

In this section it will be proved that \( L_{\delta}(\pi) \) and \( u_{\delta} \) are for all go-ahead functions \( \delta \) operators on \( V_{u}^{+} \) and if \( z^{+} < w \) also operators on \( V_{z}^{+} \).

The main result of this section is that for all go-ahead functions \( \delta \)

\[ u_{\delta} v^{*} = v^{*}. \]

In order to prove this we need the following basic inequality.

For all \( \pi^{(1)} \) and \( \pi^{(2)} \in \Pi \) and for all go-ahead functions \( \delta \)

\[ L_{\delta}(\pi^{(1)}) v(\pi^{(2)}) \leq v^{*}. \]

This result is intuitively clear. Playing strategy \( \pi^{(1)} \) until time \( \tau \) and then switching over to \( \pi^{(2)} \) can never yield more than \( v^{*} \). However, this decision rule is in general (if \( \delta \) does not take on only the values 0 and 1) not a strategy in the sense of section 1.5. This is caused by the measurability problems which arise from fitting \( \pi^{(1)} \) and \( \pi^{(2)} \) together at a time, that is determined by the outcomes of a series of random experiments upon which a strategy may not depend. So (3.6) still needs a proof.

The line of reasoning we follow is simple. It only has to be shown that the decisionmaker cannot benefit from knowledge about the outcomes of these random experiments, or any other data that are independent of the future behaviour of the process.

Therefore, let \((S, A, P, r)\) characterize our original MDP and let \((\hat{S}, \hat{A}, \hat{P}, \hat{r})\) be another MDP with \( \hat{S} = S, \hat{A} = A \times B, \) where \( B \) is some arbitrary space, \( \hat{r}(i, (a, b)) = r(i, a) \) and \( \hat{P}(i, (a, b), j) = p(i, a, j) \) for all \( i, j \in S \) and \( (a, b) \in A \times B. \) Let further \( \hat{B} \) be the \( \sigma \)-field containing all subsets of \( B \) and \( \hat{\sigma} \), the \( \sigma \)-field on \( \hat{A} \), be the product \( \sigma \)-field generated by \( \hat{A} \) and \( \hat{B} \).

So the transition probabilities and the immediate rewards depend on \( (a, b) \in A \times B \) only through the first coordinate. (In order to prove (3.6) we will let \( B \) contain the outcomes of the random experiments.) To see that the
two MDP's are essentially equivalent, observe the following. Any (randomized) Markov strategy in \((S, A, p, \pi)\) induces a (randomized) Markov strategy in \((S, \bar{A}, p, \bar{\pi})\) and conversely, each (randomized) Markov strategy in \((S, A, p, \pi)\) yields a whole set of (randomized) Markov strategies in \((S, \bar{A}, p, \bar{\pi})\), where these corresponding strategies have the same value.

Marking all objects corresponding to the MDP \((S, \bar{A}, p, \bar{\pi})\) by a \(\bar{\cdot}\) we obtain the following important lemma.

**Lemma 3.9.**

\[ \hat{u}^* = u^*, \quad \hat{v}^* = v^* \text{ and } \hat{z}^* = z^*. \]

**Proof.** By corollary 2.2 we can restrict ourselves to the consideration of randomized Markov strategies. So the result is immediate from the observed relation between randomized Markov strategies in the two problems. \(\square\)

**Theorem 3.10.** For all \(\pi^{(1)}\) and \(\pi^{(2)} \in \Gamma\) and for all go-ahead functions \(\delta\)

(i) \[ L_0(\pi^{(1)}) v(\pi^{(2)}) \leq v^*; \]

(ii) \[ L_0^+(\pi^{(1)}) u(\pi^{(2)}) \leq u^*; \]

(iii) \[ L_0^+(\pi^{(1)}) z(\pi^{(2)}) \leq z^*. \]

**Proof.** We will apply lemma 3.9 with \(B = \{0, 1\}\). The triple \(\pi^{(1)}, \delta, \pi^{(2)}\) yields a strategy in \((S, \bar{A}, p, \bar{\pi})\), namely the strategy \(\hat{\pi}\) defined as follows.

If \(b_0 = b_1 = \ldots = b_{n-1} = 0\), then

\[ \hat{\pi}_n(C \times \{1\} \mid i_0, i_0', \ldots, i_n, \pi^{(1)}_{i_n}(i_{0}', a_0, \ldots, i_n, a)_{i_n}) = \delta(i_0, a_0, \ldots, i_n, a)_{i_n}^{(1)} \int_{a \in \mathcal{C}} (da \mid i_0, a_0, \ldots, i_n) \]

and

\[ \hat{\pi}(C \times \{0\} \mid i_0, \ldots, i_n) = [1 - \delta(i_0, \ldots, i_n)] \pi^{(2)}_{i_n}(C \mid i_n) + \]

\[ + \delta(i_0, \ldots, i_n) \int_{a \in \mathcal{A}} [1 - \delta(i_0, \ldots, i_n, a)] \pi^{(1)}_{i_n}(da \mid i_0, \ldots, i_n) \pi^{(2)}_{i_n}(C \mid i_n). \]

And if \(b_0 = b_1 = \ldots = b_{n-1} = 1\), \(b_n = 0\), \(t \leq n-1\), then
\[ \hat{\pi}(C \times \{0\} \mid i_0, \ldots, i_n) = \tau^{(2)}_{n-\zeta}(C \mid i_{\zeta}, a_{\zeta}, \ldots, i_n), \]

and
\[ \hat{\pi}(C \times \{1\} \mid i_0, \ldots, i_n) = 0. \]

So \( \inf \{n \mid b_n = 0\} \) corresponds with the stopping time \( \tau \) in the original MDP upon which we switch from strategy \( \pi^{(1)} \) to \( \pi^{(2)} \). Hence, clearly
\[ L_0(\pi^{(1)})v(\pi^{(2)}) = \hat{\nu}(\hat{\pi}) \leq \nu^* = \nu^* \] (by lemma 3.9).

Similarly, one obtains (ii) and (iii).

COROLLARY 3.11. For all \( \pi \in \Pi \) and all go-ahead functions \( \delta \):

1. \( L_0(\pi), L_0^+(\pi), U_0^+ \) and \( U_0^+ \) are operators on \( V_{u^+} \).

2. If \( z^* < \infty \), then \( L_0(\pi), L_0^+(\pi), L_0^{abs}(\pi), U_0^+ \) and \( U_0^{abs} \) are operators on \( V_{z^*} \).

PROOF.

(i) One may easily verify that it follows from the monotonicity of \( L_0^+(\pi) \)
and \( U_0^+ \) and from \( L_0(\pi)v \leq L_0^+(\pi)v \), that it is sufficient to prove
\[ L_0^+(\pi)u^* \leq u^* \] for all \( \pi \in \Pi \).

Let \( \pi^{(2)} \) be a strategy with \( u(\pi^{(2)}) \geq u^* - \epsilon \), then we have for all \( \pi \in \Pi \)
\[ L_0^+(\pi)u^* \leq L_0^+(\pi)u(\pi^{(2)}) + \epsilon e \leq L_0^+(\pi)u(\pi^{(2)}) + \epsilon e \leq u^* + \epsilon e \] (by theorem 3.10(ii)).

As \( \epsilon > 0 \) can be chosen arbitrarily, we also have (3.7).

(ii) It is sufficient to prove \( L_0^{abs}(\pi)z^* \leq z^* \) for all \( \pi \in \Pi \), the proof of which is identical to the proof of (3.7).

Similarly we can prove

COROLLARY 3.12. For all \( \pi \in \Pi \) and all go-ahead functions \( \delta \) we have
\[ L_0(\pi)v^* \leq v^* , \]
hence

$$U_0 \nu^* \leq \nu^*.$$ 

In order to prove $$U_0 \nu^* \geq \nu^*$$, which together with corollary 3.12 would yield $$U_0 \nu^* = \nu^*$$, we need the following lemma.

**Lemma 3.13.** For all $$\pi \in \Pi$$ and for all go-ahead functions $$\delta$$ we have

$$E_{\pi}^\delta \nu^* (X_t) \geq E_{\pi}^\delta \sum_{n=1}^m r(X_n, A_n).$$

**Proof.** Let for any $$n \geq 0$$ and $$(i_0, a_0, i_1, \ldots, a_n)$$ the strategy $$\pi^{(i_0, a_0, i_1, \ldots, a_n)}$$

be defined by

$$\pi_0^{(i_0, a_0, i_1, \ldots, a_n)}(\{i_n\} | i_n) = 1,$$

and for $$k = 1, 2, \ldots$$

$$\pi_k^{(i_0, a_0, i_1, \ldots, a_n)}(C | i_n, a_n, i_{n+1}, \ldots, i_{n+k}) =$$

$$= \pi_{n+k}(C | i_0, a_0, i_1, \ldots, i_n, a_n, \ldots, i_{n+k}), \ C \in A.$$

Then

$$E_{\pi}^\delta \sum_{n=1}^m r(X_n, A_n) \geq E_{\pi}^\delta \nu(X_t, \pi^{(X_0, A_0, \ldots, X_t, A_t)}) \leq E_{\pi}^\delta \nu^* (X_t),$$

since, clearly, for all $$n \geq 0$$ and all $$i_0, a_0, \ldots, i_n, a_n$$

$$\nu^{(i_0, a_0, \ldots, a_n)}(i_n, \pi) \leq \nu^*(i_n). \quad \Box$$

From this lemma one immediately has

**Corollary 3.14.** For all $$\pi \in \Pi$$ and all go-ahead functions $$\delta$$ we have

$$L_0(\pi) \nu^* \geq \nu(\pi),$$

whence also

$$U_0 \nu^* \geq \sup_{\pi \in \Pi} \nu(\pi) = \nu^*.$$
PROOF. For all \( \pi \in \Pi \) and \( \delta \),

\[
L_\delta(\pi)v^* = \mathbb{E}_\pi\left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + v^*(X_\tau) \right] \\
\geq \mathbb{E}_\pi\left[ \sum_{n=0}^{\tau-1} r(X_n, A_n) + \sum_{n=\tau}^m r(X_n, A_n) \right] = v(\pi) .
\]

And finally we obtain from corollaries 3.12 and 3.14,

THEOREM 3.15. For all go-ahead functions \( \delta \),

\[
U_\delta v^* = v^* , \quad U_\delta u^* = u^* \quad \text{and} \quad U_\delta \text{abs} z = z^* .
\]

So it makes sense to study the following successive approximation procedures

\[
\begin{cases}
\text{Choose } v_0 (\text{in } U_\delta v^* \text{ or, if } z^* < \infty, \text{ in } V_\delta). \\
\text{Determine for } n = 0, 1, \ldots \\
\quad v_{n+1} = U_\delta v_n .
\end{cases}
\]

Clearly, in order to have \( v_n \) converge to \( \nu^* \) one needs conditions on \( v_0 \) and the MDP (the reward structure for example). But we do also need a condition on \( \delta \). For example, if in the successive overrelaxation algorithm of section 3.3 we have \( \alpha = 0 \), then \( U_\delta v_0 = v_0 \) for any \( v_0 \in V \), so the method will never converge to \( \nu^* \) if \( v_0 \neq v^* \).

Therefore it seems natural to consider go-ahead functions satisfying the following definition.

DEFINITION 3.16. A go-ahead function \( \delta \) is called nonzero if

\[
\alpha_\delta := \inf_{i \in \mathbb{S}} \inf_{a \in \mathbb{A}} \delta(i, a) > 0 .
\]

Note that for the go-ahead function \( \delta \) which corresponds to the overrelaxation algorithm with \( \alpha = 0 \) we have \( \alpha_\delta = 0 \).
3.5. THE RESTRICTION TO MARKOV STRATEGIES IN $U_0^\pi$

In general it will not be possible to consider only Markov strategies in the optimization of $L_0^\pi v$, since $\delta$ may be history dependent.

An interesting question is now for which go-ahead functions $\delta$ can we restrict ourselves to the consideration of Markov strategies, i.e., for which $\delta$ do we have

$$U_0^\pi v = \sup_{\pi \in M} L_0^\pi v,$$

where the supremum is taken componentwise.

In this section we show that for a certain class of go-ahead functions (3.8) does hold.

WESSELS [1977a] and VAN NUNEN [1976a] have shown for action-independent go-ahead functions that in the contracting case one can restrict the attention to stationary strategies in the maximization of $U_0^\pi$ if $\delta(i_0,\ldots,i_{n+1}) = \delta(i_{n'},i_{n'+1})$ for all $n = 1,2,\ldots$. Go-ahead functions having this property they called "transition memoryless". VAN NUNEN and STIDHAM [1978] remarked that this result can be extended to action-dependent go-ahead functions for which $\delta(i_0^{\prime},\ldots,a_n) = \delta(i_n,a_n')$ and $\delta(i_0^{\prime},\ldots,a_n',i_{n+1}') = \delta(i_n,a_n',i_{n+1}')$ for all $n = 1,2,\ldots$.

**Definition 3.17.** A go-ahead function $\delta$ is called Markov, if for all $n = 0,1,\ldots$ and all $i_0, a_n, i_1, \ldots$, the probabilities $\delta(i_0, a_0, \ldots, a_n)$ and $\delta(i_0', a_0', \ldots, a_n', i_{n+1}')$ only depend on the last two or three coordinates, respectively, and on $n$, i.e., there exist functions $\delta_0, \delta_1, \ldots$ from $S \times A \cup S \times A \times S$ into $[0,1]$ such that $\delta(i_0, \ldots, i_n, a_n) = \delta_n(i_n, a_n)$ and $\delta(i_0', \ldots, i_n', a_n', i_{n+1}') = \delta_n(i_n', a_n', i_{n+1}')$ for all $n = 0,1,\ldots$.

There is some similarity between the effects of the go-ahead function and the transition law. And as a stochastic process on $S$ is an (inhomogenous) Markov process if the probabilities $\mathbb{P}(X_{n+1} = j \mid X_0 = i_0, \ldots, X_n = i_n)$ depend on $i_n$, $j$ and $n$ only, it seems natural to use the term Markov for the go-ahead functions of definition 3.17.

In the terminology of Wessels and Van Nunen one might use the term "time dependent transition memoryless".

Using the similarity between go-ahead functions and transition laws, we prove the following result.
THEOREM 3.18. If $\delta$ is a Markov go-ahead function and $v \in \mathcal{V}_u^+$ (or, if $z^* = \infty$, $v \in \mathcal{V}_z^+$), then for all $i \in S$

$$\sup_{\pi \in \mathcal{M}} (L_\delta(\pi)v)(i) = (U_\delta v)(i).$$

PROOF. The line of proof is essentially the same as in the proofs by WESSEL [1977a] and VAN NUNEN [1976a] for the result that, for transition memoryless go-ahead functions, one can restrict the attention to stationary strategies in the contracting case.

Incorporating the effects of the go-ahead function in the rewards and transition probabilities, we construct an MDP characterized by $(\hat{S}, \hat{A}, \hat{P}, \hat{F})$ which corresponds in a natural way to the problem of optimizing $L_\delta(\pi)$.

Define $\hat{S} := \{ (i, t) \mid i \in S, t = 0, 1, \ldots \} \cup \{ \ast \}$ and $\hat{A} := A$. Assuming (without loss of generality) that $\delta(i) = 1$ for all $i \in S$, we define for $t = 0, 1, \ldots$, $i \in S$ and $a \in A$

$$\hat{P}(i, t, a) = \left[ 1 - \delta(t)(i, a) \right] v(i) +$$

$$\delta(t)(i, a) \left[ r(i, a) + \sum_j \gamma \delta(t+1)(i, a, j) v(j) \right],$$

$$\hat{P}(i, t, a, (j, t+1)) = \delta(t)(i, a) \gamma \delta(t+1)(i, a, j), \quad j \in S,$$

$$\hat{P}(i, t, a, \ast) = 1 - \sum_j \delta(t)(i, a) \gamma \delta(t+1)(i, a, j),$$

$$\hat{P}(\ast, a) = 0 \text{ and } \hat{P}(\ast, a, \ast) = 1.$$

As for $v \in \mathcal{V}_u^+$ we have $L_\delta(\pi)v^+ < \infty$ for all $\pi \in \Pi$, one easily observes that also the MDP $(\hat{S}, \hat{A}, \hat{P}, \hat{F})$ satisfies condition 1.1. Further, any strategy $\pi$ for the problem of optimizing $L_\delta(\cdot)v$ yields a strategy $\hat{\pi}$ for the initial states $(i, 0)$ in $(\hat{S}, \hat{A}, \hat{P}, \hat{F})$, with $(L_\delta(\pi)v)(i) = \hat{V}(i, 0, \hat{\pi})$, and any strategy $\hat{\pi}$ for the MDP $(\hat{S}, \hat{A}, \hat{P}, \hat{F})$ induces a strategy $\pi$ with $\hat{V}(i, 0, \hat{\pi}) = (L_\delta(\pi)v)(i)$. And as Markov strategies in $(\hat{S}, \hat{A}, \hat{P}, \hat{F})$ are also Markov strategies in the original MDP, we have for all $i \in S$

$$(U_\delta v)(i) = \sup_{\pi \in \Pi} \hat{V}(i, 0, \hat{\pi}) = \sup_{\pi \in \Pi} \hat{V}(i, 0, \hat{\pi}) = \sup_{\pi \in \Pi} (L_\delta(\pi)v)(i).$$

Observe that the three algorithms presented in section 3.3 all correspond to Markov go-ahead functions. In fact, the corresponding go-ahead functions belong to an even more restricted class: the set of stationary go-ahead functions.
DEFINITION 3.19. A go-ahead function $\delta$ is called stationary if for all $n = 1, 2, \ldots$ we have $\delta(i_0, a_0, \ldots, i_n, a_n) = \delta(i_n, a_n)$ and $\delta(i_0, a_0, \ldots, i_n, a_n, i_{n+1}) = \delta(i_n, a_n, i_{n+1})$.

Wessels and Van Nunen use the term transition memoryless for these go-ahead functions. For the same reason as mentioned before (the similarity between go-ahead functions and transition laws) we prefer the term stationary.

If $\delta$ is stationary, then one can construct an MDP characterized by $(\bar{S}, \bar{A}, \bar{P}, \bar{F})$ which corresponds to the problem of finding $U_\delta v$, which is considerably simpler than the MDP in the proof of theorem 3.18. Namely (assuming again without loss of generality $\delta(i) = 1$ for all $i \in S$), the MDP $(\bar{S}, \bar{A}, \bar{P}, \bar{F})$ with for all $i \in S$ and $a \in A$,

$$\bar{S} := S \cup \{*\}, \quad \bar{A} := A,$$

$$\bar{F}(i, a) := \left[ 1 - \delta(i, a) \right] v(i) +$$

$$\quad + \delta(i, a) \left[ r(i, a) + \sum_{j \in \bar{S}} \bar{P}(i, a, j) [1 - \delta(i, a, j)] v(j) \right],$$

$$\bar{P}(i, a, j) := \delta(i, a) p(i, a, j) \delta(i, a, j), \quad j \in S,$$

$$\bar{P}(i, a, *) := 1 - \sum_{j \in \bar{S}} \delta(i, a) p(i, a, j) \delta(i, a, j),$$

$$\bar{F}(*, a) := 0 \quad \text{and} \quad \bar{P}(*, a, *) = 1.$$

We see that there is a one-to-one correspondence between strategies in the original MDP and the part of the strategies for $(\bar{S}, \bar{A}, \bar{P}, \bar{F})$ on $S$. So, if in the MDP $(\bar{S}, \bar{A}, \bar{P}, \bar{F})$ we can restrict ourselves to stationary strategies, then also

$$\sup_{f \in F} L_\delta(f)v = U_\delta v, \quad \text{componentwise.}$$

For example, we have

THEOREM 3.20. Let $\delta$ be a stationary go-ahead function, then either of the following two conditions guarantees that

$$\sup_{f \in F} (L_\delta(f)v)(i) = (U_\delta v)(i) \quad \text{for all} \ i \in S.$$
PROOF. Immediate from theorems 2.22 and 2.23.

If the action set in state $i$, $A(i)$, depends on $i$, then we may replace in theorem 3.20(i) the condition $A$ is finite by $A(i)$ is finite for all $i \in S$.

In chapter 4 we consider another condition which guarantees (3.10) to hold.

3.6. VALUE-ORIENTED SUCCESSIVE APPROXIMATIONS

Another variant of the method of standard successive approximations is the method of value-oriented (standard) successive approximations.

In all successive approximation methods considered in the previous sections, the algorithm consisted of a sequence of optimization steps. In the value-oriented methods, each optimization step is followed by some kind of extrapolation.

Value-oriented standard successive approximations

Choose $v_0 \in V_{\lambda}^\pi$, $\lambda \in \{1,2,\ldots\}$ and a sequence $\{d_n, n = 0,1,\ldots\}$ of strictly positive real-valued functions on $S$ ($d_n(i) > 0$ for all $i \in S$) with $d_n \to 0$ ($n \to \infty$).

Determine for $n = 0,1,\ldots$ a policy $f_{n+1}$ such that

\begin{equation}
L(f_{n+1})v_n \geq Uv_n - d_n
\end{equation}

and define

\begin{equation}
v_{n+1} = L_\lambda(f_{n+1})v_n.
\end{equation}

The reason why we consider arbitrary functions $d_n$ and not just functions $\varepsilon_n$ will become clear in section 4.8.

So, after each optimization step we determine a policy $f_{n+1}$, then $v_{n+1}$ is obtained by using $f_{n+1}$ during $\lambda$ periods of time in the $\lambda$-stage MDP with terminal pay-off $v_n$. This can be seen as a kind of extrapolation.

Note that if $A$ is finite, we do not need the functions $d_n$ and (3.11) can be replaced by $L(f_{n+1})v_n = Uv_n$.

For the contracting MDP this method has been first mentioned (without convergence proof) by PORTEUS [1971]. Van NUNEN [1976a, 1976c] has proved that in the contracting case the value-oriented method converges, i.e., $v_n$
converges to $v^*$ for suitably chosen scrap-values $v_0$.

The value-oriented variant can also be formulated for the successive approximations methods generated by a go-ahead function $\delta$. In that case (3.11) and (3.12) are replaced by $L_\delta^0(n+1)v_n \geq U_\delta^0v_n - d_n$ and $v_{n+1} = L_\delta^\lambda(n+1)v_n$, respectively.

For the contracting MDP the combination of go-ahead functions and value-oriented methods has been studied by Van NUNEN [1976a] and Van NUNEN and WESSELS [1977b].

Here we only consider the value-oriented variant of the method of standard successive approximations.

It is clear that the value-oriented method will not converge in general, since for $v_0 = 0$ the method of standard successive approximations not even needs to converge. But even if the method of standard successive approximations does converge, then the value-oriented method may not converge.

**Example 3.21.** $S = \{0\} \cup \{(i,k) \mid i \in \{1,2,\ldots\}, k \in \{1,2\}\}, A = \{1,2\},$

- $r((i,1),1) = 2^{-i+2}, r((i,1),2) = 2^{-i+1}, p((i,1),1,(i,2)) = p((i,1),2,(i+1,1)) = 1,$
- $r((i,2),a) = -1 - 2^{-i+2}, p((i,2),a,0) = p(0,a,0) = 1,$
- $r(0,a) = 0, a \in A.$

Consider the case $v_0 = 0$, $\lambda = 2$, $d_n = 0$, $n = 0, 1, \ldots$. Clearly the method of standard successive approximations converges as $U_0 = v^*$. However, as one may verify, the sequence $v_n$ obtained for the value-oriented variant converges to a vector $\hat{v}$ with $\hat{v}((i,1)) = v^*((i,1)) - 1$.

Conversely, the method of value-oriented successive approximations may converge in cases where the method of standard successive approximations does not converge. For example, consider the MDP of example 3.2. With $v_0 = 0$ the method of standard successive approximations does not converge whereas the value-oriented method converges for all $\lambda > 1$.

The question of convergence is somewhat more transparent in the following monotonic version of the value-oriented method.
Monotone value-oriented standard successive approximations

Choose some \( v_0 \in V^+ \) for which there exists a policy \( f \) such that
\[ L(f)v_0 \geq v_0, \] choose \( \lambda \in \{1, 2, \ldots \} \) and a sequence of real-valued functions \( \{d_n, n = 0, 1, \ldots \} \) on \( S \) with \( d_n > 0 \) for all \( n = 0, 1, \ldots \)
and \( \lim_{n \to \infty} d_n = 0. \)

Determine for \( n = 0, 1, \ldots \) a policy \( f_{n+1} \) such that
\[
(3.13) \quad L(f_{n+1})v_n \geq \max \{v_n, Uv_n - d_n\}
\]
and define
\[
v_{n+1} = L_\lambda(f_{n+1})v_n.
\]

Since \( L(f_n)v_n \geq v_n \) for all \( n = 0, 1, \ldots \) (as one may easily show by induction) there exists for all \( n \) a policy \( f_{n+1} \) satisfying (3.13). It is also clear (from \( v_0 \in V^+ \)) that \( Uv_n \) is properly defined for all \( n \).

As \( v_{n+1} \geq v_n \) for all \( n \), the sequence \( \{v_n\} \) converges to a limit, \( \hat{v} \) say. And also \( \hat{v} \in V^+ \).

The question remains, when do we have \( \hat{v} = v^* \). In chapter 4, section 8, we consider a rather general condition, which guarantees that the monotone variant converges for all \( v_0 \in V^+ \) for which there exists a policy \( f \) such that \( L(f)v_0 \geq v_0 \).

Here we only prove the following result (cf. theorem 3.7).

THEOREM 3.22. For all \( v_0 \in V \) with \( w^* \leq v_0 \leq v^* \) for which there exists a policy \( f \) with \( L(f)v_0 \geq v_0 \), the monotone value-oriented standard successive approximations method converges.

PROOF. Let \( \{v_n, n = 0, 1, \ldots \} \) be the sequence generated by the method and \( \hat{v} = \lim_{n \to \infty} v_n \). As \( v_0 \leq v^* \), we have by induction \( v_n \leq v^* \) for all \( n = 1, 2, \ldots \).

Namely, suppose \( v_n \leq v^* \), then \( v_{n+1} = L_\lambda(f_{n+1})v_n \leq U_\lambda v_n \leq U_\lambda v^* = v^* \). Thus also \( \hat{v} \leq v^* \).

But from (3.13) and the monotonicity of \( L(f_{n+1}) \) we also have
\[
v_{n+1} = L_\lambda(f_{n+1})v_n \geq L(f_{n+1})v_n \geq Uv_n - d_n.
\]

Letting \( n \) tend to infinity, we get with the monotonicity of \( v_n \) and \( d_n \to 0 \)
\( (n \to \infty) \).
$\tilde{v} \geq u^\Xi$.

Hence also

$$\tilde{v} \geq \lim_{n \to \infty} u^\Xi_n \geq \lim_{n \to \infty} u^\Xi_n w^* = v^* \quad \text{(by theorem 3.7)}.$$  

So $\tilde{v} = v^*$, which completes the proof.

**Corollary 3.23.** If for all $i \in S$ and $a \in A$ we have $r(i,a) \geq 0$, then the monotone value-oriented method converges for scrap value $v_0 = 0$.  

CHAPTER 4

THE STRONGLY CONVERGENT MDP

4.1. INTRODUCTION

In chapters 2 and 3 we analysed the general total-reward MDP. We have seen that in general the method of (standard) successive approximations does not converge, and that in general nearly-optimal stationary strategies do not exist.

In this chapter we study the total-reward MDP under some additional assumptions concerning the absolute values of the income streams. Mostly we have assumptions at least as strong as

CONDITION 4.1.

\[(4.1)\quad (i) \quad z^* = \sup_{\pi \in \Pi} \mathbb{E}_\pi \sum_{n=0}^{\infty} |r(X_{n}, A_{n})| < \infty,\]

and

\[(4.2)\quad (ii) \limsup_{n \to \infty} \mathbb{E}_\pi \sum_{k=n}^{\infty} |r(X_{k}, A_{k})| = 0.\]

Condition 4.1(ii) is also called the uniform tail condition.

It will be clear that (4.2) implies that the \(\epsilon\)-horizon MDP can be approximated by finite-stage MDP's, so that the method of standard successive approximations with scrapvalue 0 will converge.

A main point in this introductory section is to show that condition 4.1 is equivalent to a so-called strong convergence condition, and implies

\[(4.3)\quad \limsup_{n \to \infty} \mathbb{E}_\pi z^*(X_n) = 0.\]

From this in sections 2, 3 and 4 we obtain the equivalence of conservingness and optimality, the convergence of the method of standard successive
approximations for any scrapvalue $v_0 \in V_{z^*}$ and the convergence of the policy iteration method. In section 5 it is shown how the strong convergence condition relates to the concept of Liapunov functions as introduced in the context of MDP's by HORDIJK [1974]. In section 6 the convergence is studied of the successive approximations methods, generated in section 3.3 by means of go-ahead functions. In section 7 it is shown that for stationary go-ahead functions one needs to consider only stationary strategies in the optimization of $L_0(\cdot)v$. Finally, in section 8, we consider the method of value-oriented successive approximations.

The results of sections 1, 3, 4, 5 and part of section 2 can also be found in Van HEE, HORDIJK and Van der WAL [1977] and/or Van HEE and Van der WAL [1977]. Related results can be found in SCHAL [1975] and STIDHAM [1978].

Stidham also compares the conditions in Van HEE, HORDIJK and Van der WAL [1977], SCHAL [1975] and STIDHAM [1978].

In the remainder of this introductory section we establish the equivalence of condition 4.1 to the strong convergence condition (condition 4.2).

To formulate this condition define $\Phi$ as the set of all sequences $\varphi = (\varphi_0, \varphi_1, \ldots)$ with $\varphi_n \in V$ for all $n = 0, 1, \ldots$, with $\varphi_0 \geq e$, $\varphi_{n+1} \geq \varphi_n$ for all $n = 0, 1, \ldots$, and with $\lim_{n \to \infty} \varphi_n = \infty$ (pointwise). (So, $\varphi_0(1) \geq 1$ and $\varphi_n(1) \to \infty$ as $n \to \infty$ for all $i \in S$.)

For all $\varphi \in \Phi$ we define

$$z_{\varphi}^*(i, \tau) := \mathbb{E}_{i, \tau} \sum_{n=0}^{\infty} \varphi_n(i) R(X_n, A_n) \; , \quad i \in S, \; \tau \in \Pi$$

$$z_{\varphi}^*(i) := \sup_{\tau \in \Pi} z_{\varphi}^*(i, \tau) \; .$$

**CONDITION 4.2** (Strong-convergence condition). There exists a $\varphi \in \Phi$ for which

$$z_{\varphi}^* < \infty \; .$$

An MDP which satisfies the strong convergence condition is called strongly convergent.

In order to show that condition 4.2 is equivalent to condition 4.1, we first derive the following lemma from which we see that condition 4.2 implies condition 4.1:
**Lemma 4.3.** For all $\varphi = (\varphi_0, \varphi_1, \ldots) \in \Phi$ and all $n = 0, 1, \ldots$ we have

(i) \[ E_{i,\pi} \sum_{k=n}^{\infty} \left| r(X_k, A_k) \right| \leq (\varphi_n(i))^{-1} z_{\varphi}(i, \pi), \quad i \in S, \quad \pi \in M, \]

and thus

(ii) \[ \sup_{\pi \in M} E_{i,\pi} \sum_{k=n}^{\infty} \left| r(X_k, A_k) \right| \leq (\varphi_n(i))^{-1} z^*_{\varphi}(i), \quad i \in S. \]

**Proof.** It is sufficient to prove (i) since (ii) follows from (i) immediately.

For all $i \in S$ and all $\pi \in M$,

\[ E_{i,\pi} \sum_{k=n}^{\infty} \left| r(X_k, A_k) \right| \leq E_{i,\pi} \sum_{k=n}^{\infty} (\varphi_n(i))^{-1} \varphi_k(i) \left| r(X_k, A_k) \right| \]

\[ \leq (\varphi_n(i))^{-1} E_{i,\pi} \sum_{k=0}^{\infty} \varphi_k(i) \left| r(X_k, A_k) \right| = (\varphi_n(i))^{-1} z_{\varphi}(i, \pi). \]

So we see that, if $z^*_{\varphi} < \infty$ for some $\varphi \in \Phi$, then condition 4.1 is satisfied.

**Theorem 4.4.** An MDP is strongly convergent if and only if condition 4.1 holds.

**Proof.** As we already remarked, the "only if" part follows immediately from Lemma 4.3.

In order to prove the "if" part we construct a sequence $\varphi$ for which $z^*_{\varphi} < \infty$. First define

\[ b_n(i) := \sup_{\pi \in M} \sum_{k=n}^{\infty} E_{i,\pi} \left| r(X_k, A_k) \right|, \quad i \in S, \; n = 0, 1, \ldots. \]

Clearly, $b_n \geq b_{n+1}$. Next, for $i \in S$ define

\[ N_0(i) := 0 \]

and

\[ N_{k+1}(i) := \max \{ \min \{ n \mid b_n(i) \leq 2^{-k-1}, N_k(i) + 1 \} \}, \; k = 0, 1, \ldots. \]

And finally define $\varphi$ by

\[ \varphi_n(i) := k + 1 \text{ if } N_k(i) \leq n < N_{k+1}(i), \quad i \in S, \; n = 0, 1, \ldots. \]
Then

$$\sup_{\pi \in \mathcal{M}} \sum_{k=0}^{N_{1}(i)-1} q_{k}(i) \mathbb{E}_{\pi, i} \left| r(X_{k}, \Delta_{k}) \right| \leq (k + 1) 2^{-k}, \quad k = 1, 2, \ldots.$$ 

Consequently, for all $i \in S$,

$$z_{i}^{*}(i) \leq \sup_{\pi \in \mathcal{M}} \sum_{k=0}^{N_{1}(i)-1} \mathbb{E}_{\pi, i} \left| r(X_{k}, \Delta_{k}) \right| + \sum_{k=1}^{\infty} (k + 1) 2^{-k} \leq z_{i}^{*}(i) + 3 < \infty,$$

which completes the proof.

Next we show that condition 4.1 (or condition 4.2) implies (4.3). To prove this we need the following lemma.

**Lemma 4.5.** For all $n = 0, 1, \ldots$

$$\sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi, n} z_{n}^{*}(X_{n}) = \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi, n} \sum_{k=n}^{\infty} \left| r(X_{k}, \Delta_{k}) \right|.$$ 

**Proof.** Let $\pi = (f_{0}, f_{1}, \ldots) \in \mathcal{M}$ be arbitrary, then conditioning on $X_{n}$ yields

$$\mathbb{E}_{\pi, n} \sum_{k=n}^{\infty} \left| r(X_{k}, \Delta_{k}) \right| = \mathbb{E}_{\pi} z(X_{n}, \pi^{n}) \leq \mathbb{E}_{\pi} z^{*}(X_{n}),$$

where $\pi^{n} = (f_{0}, f_{n+1}, \ldots)$.

So, it is sufficient to show that

$$\sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi, n} \sum_{k=n}^{\infty} \left| r(X_{k}, \Delta_{k}) \right| \geq \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi} z^{*}(X_{n}).$$

Let $\epsilon > 0$ be arbitrary, then by theorem 2.23 a stationary strategy $f$ exists with

$$z(f) \geq z^{*}(1 - \epsilon).$$

Then, with $\pi = (f_{0}, f_{1}, \ldots, f_{n-1}, f, f, \ldots)$,

$$\mathbb{E}_{\pi, n} \sum_{k=n}^{\infty} \left| r(X_{k}, \Delta_{k}) \right| = \mathbb{E}_{\pi} z(X_{n}, f) = \mathbb{E}_{\pi} z(X_{n}, f) \geq (1 - \epsilon) \mathbb{E}_{\pi} z^{*}(X_{n}).$$

Hence also
\[ \sup_{\pi \in M} \sum_{k=n}^{\infty} |r(X_k, A_k)| \geq (1 - \varepsilon) \sup_{\pi \in M} \mathbb{E}^{\pi} z^*(X_n). \]

As \( \varepsilon > 0 \) is arbitrary, the proof is complete. \( \square \)

**THEOREM 4.6.** If condition 4.1 or condition 4.2 holds, then

1. \( \lim_{n \to \infty} \sup_{\pi \in M} \mathbb{E}^{\pi} z^*(X_n) = 0 \);
2. \( \lim_{n \to \infty} \tilde{\mathbb{U}}^n v = 0 \) for all \( v \in V_{z^*} \) (for the definition of \( \tilde{\mathbb{U}} \) see (1.27)).

**PROOF.** (1) follows immediately from lemmas 4.5 and 4.3(ii), and (2) follows from (1), with \( \tilde{\mathbb{U}}^n v = \sup_{\pi \in M} \mathbb{E}^{\pi} v(X_n) \) and \( |v| \leq c z^* \) for some \( c \in \mathbb{R} \). \( \square \)

An important consequence of theorem 4.6 is

**THEOREM 4.7.** If condition 4.1 or 4.2 holds, then \( v^* \) is the unique solution of the optimality equation \( Uv = v \) within \( V_{z^*} \).

**PROOF.** Clearly \( v^* \in V_{z^*} \), and by theorem 2.11 \( v^* \) solves the optimality equation. So it remains to prove the uniqueness.

From theorem 2.7 we know that \( U \) and \( \tilde{\mathbb{U}} \) map \( V_{z^*} \) into itself. Let \( \tilde{v} \) be a solution of \( Uv = v \), with \( \tilde{v} \in V_{z^*} \), and therefore \( |\tilde{v} - v^*| \in V_{z^*} \) as well. Then

\[ |\tilde{v} - v^*| = |\tilde{U}\tilde{v} - \tilde{U}v| \leq \tilde{\mathbb{U}}|\tilde{v} - v^*|. \]

The inequality in (4.6) holds for any two functions \( v \) and \( w \) in \( V_{z^*} \), as follows from

\[ Uv - Uw = \sup_{f \in F} [L(f)v - L(f)w] \leq \sup_{f \in F} [L(f)v - L(f)w] \]

\[ = \tilde{U}(v - w) \leq \tilde{\mathbb{U}}|v - w|. \]

Iterating (4.6) yields

\[ |\tilde{v} - v^*| \leq \tilde{\mathbb{U}}^n|\tilde{v} - v^*|. \]

So, letting \( n \) tend to infinity, and using theorem 4.6(ii), we obtain

\[ |\tilde{v} - v^*| = 0, \]

which proves the uniqueness within \( V_{z^*} \). \( \square \)
4.2. CONSERVINGNESS AND OPTIMALITY

In this section it is investigated whether the concepts (nearly-) conserving and (nearly-) optimal coincide if the MDP is strongly convergent (i.e., if condition 4.1 or 4.2 is satisfied).

A policy $f$ is called conserving if

$$L(f)v^* = v^*,$$

and called $\varepsilon$-conserving if

$$L(f)v^* \geq v^* - \varepsilon e, \quad \varepsilon > 0.$$

So, conserving policies preserve the possibility of ultimately obtaining $v^*$. However, as we see from example 3.2, a conserving policy need not yield an optimal stationary strategy. Namely, let $f$ be a policy with $f(1) = 1$, then $L(f)v^* = v^*$ but $v(1,f) = 0 < v^*(1) = 1$.

For a conserving policy $f$ to yield an optimal stationary strategy, it is necessary that $f$ is also equalizing, i.e. that

$$E_f v^*(X_n) \to 0 \quad (n \to \infty),$$

and this condition is not satisfied in example 3.2.

From theorem 4.6(1) and the fact that $|v^*| \leq z^*$ it follows that for a strongly convergent MDP all strategies are equalizing, so in this case conservingness and optimality coincide.

The case of $\varepsilon$-conservingness is somewhat more complicated.

The notions conserving and equalizing were introduced by DUBINS and SAVAGE [1965], and have been used in the context of MDP's by HORDIJK [1974] and GROENEWEGEN [1978] to characterize optimal strategies.

**Theorem 4.8**. If the MDP is strongly convergent, then we have:

(i) if $f$ is conserving, then $v(f) = v^*$,

(ii) for all $\varepsilon > 0$ there exists a Markov strategy $\pi$ satisfying

$$v(\pi) \geq v^* - \varepsilon e.$$

**Proof.**

(1) Iterating (4.7) yields

$$v_n(f) = L^n(f)0 = L^n(f)v^* - E_f v^*(X_n) = v^* - E_f v^*(X_n).$$
Letting \( n \) tend to infinity the result now follows with \( |v^*| \leq z^* \) from theorem 4.6 (see also theorem 2.16).

(ii) Construct \( \pi = (f_0, f_1, \ldots) \in \Pi \) along the lines of (2.17). Then use theorem 2.14, since (2.18) follows from theorem 4.6(i) with \( |v^*| \leq z^* \).

The strong-convergence condition implies that one needs to consider only stationary strategies in the optimization of \( v(i, \pi) \) for a fixed initial state.

**Theorem 4.9.** If the MDP is strongly convergent, then for any \( \epsilon > 0 \) and any initial state \( i \in S \) a stationary strategy \( \pi \) exists satisfying

\[
v(i, \pi) \geq v^*(i) - \epsilon.
\]

**Proof.** Let \( \psi \in \Phi \) be such that

\[
z^*_\psi < \epsilon.
\]

Let \( n \) be so large that

\[
(q_n(i))^{-1} z^*_\psi(i) < \frac{\epsilon}{3},
\]

and let \( f \) be \( \frac{\epsilon}{3n} \)-conserving, i.e.

\[
L(f) v^* \geq v^* - \frac{\epsilon}{3n} \epsilon.
\]

Then

\[
v(i, f) \geq v_n(i, f) = E_{i, f} \sum_{k=n}^{\infty} |x(k, A_k)|
\]

\[
\geq (L^n(f)0)(i) - \frac{\epsilon}{3} = (L^n(f) v^*)(i) - E_{i, f} v^*(x_n) - \frac{\epsilon}{3}
\]

\[
\geq v^*(i) - n \frac{\epsilon}{3n} - \frac{\epsilon}{3} = v^*(i) - \epsilon.
\]

In theorems 4.10 and 4.11 some results on the existence of uniformly nearly-optimal strategies for the strongly convergent MDP are given.

**Theorem 4.10.** If for some \( \psi \in \Phi \) we have \( z^*_\psi < \epsilon \) and \( (q_n(i))^{-1} z^*_\psi(i) \) converges to zero uniformly on \( S \), then for every \( \epsilon > 0 \) a stationary strategy \( \pi \) exists satisfying \( v(\pi) \geq v^* - \epsilon \).
PROOF. The proof is almost identical to the proof of theorem 4.9.

THEOREM 4.11. Let $\psi \in \Phi$. If $q_n \to$ uniformly on $S$, and if $z^*_q < \infty$, then for every $\epsilon > 0$ a stationary strategy $f$ exists satisfying

$$v(f) \geq v^* - \epsilon z^*_q.$$ 

PROOF. Fix $\epsilon > 0$. Choose $n$ such that

$$q_n \geq \frac{3\epsilon}{\epsilon^2},$$

and a policy $f$ satisfying

$$L(f)v^* \geq v^* - \frac{\epsilon}{3n} z^*.$$ 

Then

$$v(f) = L^n(f)0 + \mathbb{E}_f v(X_n,f) = L^n(f)v^* + \mathbb{E}_f [v(X_n,f) - v^*(X_n)]$$

$$\geq v^* - \frac{\epsilon}{3n} \sum_{k=0}^{n-1} p_k^* f(z^*) - 2 \mathbb{E}_f z^*(X_n)$$

$$\geq v^* - \frac{\epsilon}{3} z^* - 2 \frac{\epsilon}{3} z^*_q \geq v^* - z^*_q,$$

where we used

$$p_k^* f(z^*) \leq z^* \leq z^*_q,$$

and lemmas 4.5 and 4.3(ii).

Note the following. If state $j$ can be reached from state $i$, i.e., for some $n \geq 0$ and some $\pi \in M$ we have

$$\mathbb{P}_{i,\pi}(X_n = j) > 0,$$

then clearly

$$\sum_{k=0}^{\infty} q_{k+n}(i) \mathbb{P}_{j,\pi} |\pi(X_k, A_k)| \leq q_n \text{ for all } \pi \in M.$$

So, certainly (as $q_{k+n} \leq q_k$)
\[ \sum_{k=0}^{m} \phi_k(i) E_{j,k} |r(X_k, A_k)| < \infty \quad \text{for all } \pi^* < N. \]

Hence, if the MDP is strongly convergent, and if there exists a state \( i \in S \) from which all states can be reached, then there also exists a \( \varphi \in \phi \) with \( q_\pi \rightarrow \infty \) uniformly on \( S \), for which \( z_\varphi^* < \infty \).

In chapter 5, where the contracting MDP is studied, theorem 4.11 will be applied. Theorem 4.10 can be used in the discounted MDP with bounded rewards.

### 4.3. Standard Successive Approximations

Consider the standard successive approximations scheme

\[
\begin{aligned}
\text{Choose } v_0 & \in V_{z^*}. \\
\text{Determine for } n = 0, 1, \ldots \\
v_{n+1} &= Uv_n.
\end{aligned}
\]

By theorem 2.7 this scheme is properly defined for all \( v_0 \in V_{z^*} \). If the MDP is strongly convergent, then we see from theorem 4.6(i) that the condition in theorem 3.3 holds, hence the method of standard successive approximations with scrapvalue 0 converges.

The following theorem states: if the MDP is strongly convergent, then the scheme (4.9) converges for all \( v_0 \in V_{z^*} \).

**THEOREM 4.12.** If the MDP is strongly convergent then for all \( v_0 \in V_{z^*} \)

\[
\lim_{n \to \infty} v_n = v^*.
\]

**PROOF.** The proof is similar to the proof of theorem 4.7.

Let \( v_0 \in V_{z^*} \) then

\[ |v_{n+1} - v^*| = |Uv_n - Uv^*| < \bar{C} |v_n - v^*| < \ldots < \bar{C}^n |v_0 - v^*|. \]

Since \( v_0 - v^* \in V_{z^*} \) we have by theorem 4.6(ii)

\[ \bar{C}^n |v_0 - v^*| \to 0 \quad (n \to \infty). \]
Hence
\[ \lim_{n \to \infty} v^n = v^*. \]

4.4. THE POLICY ITERATION METHOD

Another technique, which can be used for approximating \( v^* \) is the policy iteration method introduced by HOWARD [1960] for the discounted MDP with finite state and action spaces.

**Policy iteration method**

Choose some initial policy \( f_0 \) and a sequence of constants 
\( \{\epsilon_n, n = 0, 1, \ldots\} \) with \( \epsilon_n > 0 \) and \( \lim_{n \to \infty} \epsilon_n = 0. \)
Define \( v_0 := v(f_0) \).
Determine for \( n = 0, 1, \ldots \) a policy \( f_{n+1} \) satisfying

\[ L(f_{n+1})v_n \geq \max \{v_n, v_n - \epsilon_n \}, \]

and define
\[ v_{n+1} = v(f_{n+1}). \]

In this section it will be shown that, if the MDP is strongly convergent, the policy iteration method converges, i.e.,

\[ \lim_{n \to \infty} v_n = v^* \text{ (pointwise).} \]

In the remainder of this section we assume that MDP under consideration to be strongly convergent.

In order to prove (4.11) we first show that the sequence \( v_n \) converges monotonically to a limit, \( \hat{v} \) say, with \( \hat{v} \in V^*_+ \) and \( \hat{v} \leq v^* \).

**Lemma 4.13.** If for some \( v \in V^*_+ \) and some \( f \in F \) we have \( L(f)v \geq v \), then \( v(f) \geq L(f)v \).

**Proof.** Iterating \( L(f)v \geq v \) we get by the monotonicity of \( L(f) \)
\[ v(f) = \lim_{n \to \infty} [L^n](f)v \geq L(f)v \geq \limsup_{n \to \infty} P^n(f)v. \]
From theorem 4.6(ii) it follows that $F^n(f)v \to 0$ ($n \to \infty$). Hence

$$v(f) \geq L(f)v .$$

Using (4.10), we immediately obtain from lemma 4.13:

**Corollary 4.14.** Let $f_0$ be an arbitrary policy, and let $\{v_n\}$ be a sequence obtained by the policy iteration method with initial policy $f_0$, then

$$\lim_{n \to \infty} v_n$$

exists. Further it is clear that

$$\lim_{n \to \infty} v_n \leq v^* \quad \text{and} \quad \lim_{n \to \infty} |v_n| \leq z^* .$$

**Lemma 4.15.** Let $\{v_n\}$ be a sequence as in corollary 4.14 and let $\hat{v}$ be defined by $\hat{v} := \lim_{n \to \infty} v_n$, then

$$\hat{v} \leq v^* .$$

**Proof.** By (4.10) and lemma 4.13 we have

$$v_{n+1} \geq L(f_{n+1})v_n \geq v_n - \epsilon_n e .$$

So, with the monotonicity of $v_n$, we obtain letting $n \to \infty$,

$$\hat{v} \geq v^* .$$

Now we can prove

**Theorem 4.16.** Let $\{v_n\}$ be as in lemma 4.15. Then

$$\lim_{n \to \infty} v_n = v^* .$$

**Proof.** By corollary 4.14 the limit $\hat{v}$ of the sequence $v_n$ satisfies $\hat{v} \leq v^*$. It remains to be shown that $\hat{v} \geq v^*$. Since $\hat{v} \in \nu_\infty$ (corollary 4.14) it follows from lemma 4.15, the monotonicity of $\hat{v}$ and theorem 4.12, that

$$v^* = \lim_{n \to \infty} u^0 \hat{v} \leq \hat{v} .$$

Hence $\hat{v} = v^*$. [□]
4.5. STRONG CONVERGENCE AND LIAPUNOV FUNCTIONS

Consider a sequence of functions $\ell_1, \ell_2, \ldots$ from $S$ into $[0, \infty]$ satisfying for all $f \in F$

\[
\begin{align*}
\ell_1 & \geq \rho(f) + P(f) \ell_1, \\
\ell_{n+1} & \geq \ell_n + P(f) \ell_n + 1, \quad n = 0, 1, \ldots.
\end{align*}
\]

A set of finite functions $\ell_1, \ell_2, \ldots, \ell_m$ satisfying (4.12) up to $n = m$, is called a system of Liapunov functions of order $m$ for the MDP.

In the context of MDP’s Liapunov functions are first studied by HORDIJK [1974, chapters 4 and 5] and [1976]. The relation between the existence of a system of Liapunov functions for the MDP and the method of standard successive approximations has been studied by Van HEE, HORDIJK and Van der WAL [1977]. It is shown for example, that the existence of a system of Liapunov functions of order 2 implies the convergence of the standard successive approximations to $v^*$, for all scrapvalues in $V_{\phi}^*$.

In this section we consider the relation between the existence of Liapunov functions of order $m$ and special sequences $\phi \in \Phi$ for which $z^\phi$ is finite.

First define the sequence $\{y_n\}$

\[
\begin{align*}
y_1 & := z^* \\
y_n+1 & := \sup_{\pi \in \pi_n} \sum_{k=0}^{\omega} y_n(X_k), \quad n = 0, 1, \ldots.
\end{align*}
\]

So, $y_n$ may be equal to $\omega$.

Then we have the following result.

**Theorem 4.17.** Let $\ell_1, \ell_2, \ldots, \ell_m$ be a system of Liapunov functions of order $m$ for the MDP. Then for the functions $y_1, \ldots, y_n$ defined in (4.13) we have

\[y_n \leq \ell_n, \quad n = 1, 2, \ldots, m.\]

**Proof.** The proof proceeds for fixed $m$ by induction on $n$. First we examine the case $n = 1$. From

\[\ell_1 \geq |\rho(f)| + P(f) \ell_1 = L^{\text{abs}}(f) \ell_1 \quad \text{for all } f \in F,\]

...
we have for any \( \pi = (f_0, f_1, \ldots) \in \mathcal{M} \) and all \( k = 0, 1, \ldots \)

\[
(4.14) \quad z_k(\pi) := L_{\text{abs}}(f_0) \cdots L_{\text{abs}}(f_{k-1}) 0 \leq L_{\text{abs}}(f_0) \cdots L_{\text{abs}}(f_{k-1}) \ell_1
\]

\[
\leq L_{\text{abs}}(f_0) \cdots L_{\text{abs}}(f_{k-2}) \ell_1 \leq \cdots \leq \ell_1.
\]

Hence also

\[
z^* = \sup_{\pi \in \mathcal{M}} \lim_{k \to \infty} z_k(\pi) \leq \ell_1,
\]

which completes the proof for \( n = 1 \). Note that this is a special case of theorem 2.12.

Now assume \( y_n \leq \ell_n \) for some \( n < m \). Then one easily shows along the lines of (4.14) that

\[
\ell_{n+1} \geq \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi} \sum_{k=0}^{m} \ell_{n}(X_k).
\]

Hence

\[
\ell_{n+1} \geq \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi} \sum_{k=0}^{m} \ell_{n}(X_k) \geq \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi} \sum_{k=0}^{m} y_n(X_k) - y_{n+1}.
\]

So \( \ell_n \geq y_n \) for all \( n = 1, 2, \ldots, m \). \( \square \)

We see that the existence of a system of Liapunov functions of order \( m \) implies that \( y_m \) is finite. The following theorem relates the finiteness of \( y_m \) to a special sequence \( \eta \in \Phi \) for which \( z^* \eta \) is still finite.

**THEOREM 4.16.** For all \( m = 1, 2, \ldots \)

\[
(4.15) \quad y_m \geq \sup_{\pi \in \mathcal{M}} \mathbb{E}_{\pi} \sum_{k=0}^{m} (m+k-1) |x(X_k, A_k)|.
\]

**PROOF.** The proof proceeds by induction on \( m \). For \( m = 1 \) formula (4.15) holds by definition (with equality). Assume (4.15) holds for \( m = n \). Then for all \( \pi = (f_0, f_1, \ldots) \in \mathcal{M} \)

\[
y_{n+1} \geq \sum_{k=0}^{m} P(f_0) \cdots P(f_{k-1}) y_n,
\]

where \( P(f_0)P(f_{-1}) \) is defined to be the identity operator. So
\[ y_{n+1} = \sum_{k=0}^{\infty} \sum_{t=0}^{\infty} \left( \frac{n+t-1}{t} P(f_0) \cdots P(f_{k+t-1}) \right) |r(f_k+t)| \]

Here we used

\[ \sum_{t=0}^{\infty} \left( \frac{n+t-1}{t} \right) = \frac{n+s}{s} \cdot \]

Taking the supremum with respect to \( \pi \in M \) we obtain (4.15) for \( m = n+1 \).

Hence (4.15) holds for all \( m = 1, 2, \ldots \). \( \square \)

So the existence of a system of Liapunov functions of order \( m \) implies that \( z_\pi^* \) is finite for the sequence \( \varphi = (\varphi_0, \varphi_1, \ldots) \) with

\[ \varphi_k = \left( \sum_{k=0}^{m+k-1} \right) e_k, \quad k = 0, 1, \ldots. \]

Specifically, if there exists a system of Liapunov functions of order 2, then \( y_2 < \infty \) implies by (4.15) that the MDP is strongly convergent.

One might ask whether \( y_m \) is finite if and only if

\[ \sup_{\pi \in M} \sum_{k=0}^{m} \left( \sum_{k=0}^{m+k-1} \right) |r(X_k, A_k)| < \infty. \]

The following example shows that this is not the case.

**Example 4.19.** \( S = \{0, 1, 2, \ldots\} \), \( A = \{1, 2\} \). State 0 is absorbing with

\[ r(0, a) = 0, \quad a = 1, 2. \]

In state \( i \geq 1 \), we have \( r(i, 1) = 0, \quad p(i, 1, i+1) = 1, \)

\[ r(i, 2) = 1^{-1}, \quad p(i, 2, 0) = 1. \]

So with \( \varphi_n = n + 1 \) (the case \( m = 2 \)) we have for
all \( \pi \in \mathcal{M} \)

\[
\mathbb{E}_\pi \sum_{n=0}^{m} (n+1) |r(X_n, A_n)| \leq e.
\]

However, 

\[ y_1(i) = i^{-1}, \quad i = 1, 2, \ldots \]

so for strategy \( \mathbf{f} \) with \( f(i) = 1 \) for all \( i \in S \), we have 

\[
\sum_{n=0}^{\infty} y_1(X_n) = i^{-1} + (i+1)^{-1} + \ldots = \infty.
\]

Hence \( z_q^* < \infty \) for the sequence \( q = (q_0, q_1, \ldots) \) with \( q_n = (n+1) e \) does not imply \( y_2 < \infty \).

A slightly stronger condition than (4.16), however, implies that \( y_m \) is finite.

**Theorem 4.20.** Let \( q \in \Phi \) be a sequence with \( q_n = \frac{b_n^{m-1}}{b_n} e \), \( n = 0, 1, \ldots \) (so 
\[ b_0 \geq 1 \text{ and } b_{n+1} \geq b_n, \]

satisfying 

\[ b := \sum_{n=0}^{\infty} b_n^{-1} < \infty \quad \text{and} \quad z_q^* < \infty, \]

then the functions \( y_1, \ldots, y_m \) are finite.

**Proof.** By induction on \( k \) it will be shown that 

\[
(4.17) \quad \sup_{\pi \in \mathcal{M}} \mathbb{E}_\pi y_k(X_n) \leq z_q^* b^{k-1} b_n^{k-m}, \quad k = 1, 2, \ldots, m-1, \quad n = 0, 1, \ldots.
\]

Once we have (4.17) for \( k = m - 1 \) and for all \( n = 0, 1, \ldots \), we immediately obtain 

\[
(4.18) \quad y_m = \sup_{\pi \in \mathcal{M}} \mathbb{E}_\pi \sum_{n=0}^{m-1} y_{m-1}(X_n) \leq \sum_{n=0}^{m-1} z_q^* b_n^{m-2} b_n^{m-1} = z_q^* b^{m-1} < \infty.
\]

So indeed, it is sufficient to prove (4.17).

First consider the case \( k = 1 \). As \( y_1 = z_q^* \), we have by lemmas 4.5 and 4.3(ii)

\[
\sup_{\pi \in \mathcal{M}} \mathbb{E}_\pi y_1(X_n) = \sup_{\pi \in \mathcal{M}} \mathbb{E}_\pi \sum_{n=0}^{\infty} |r(X_n, A_n)| \leq z_q^* b_n^{1-m}, \quad n = 0, 1, \ldots.
\]
So, (4.17) holds for \( k = 1 \) and all \( n = 0, 1, \ldots \). Now assume that (4.17) holds for \( k = k_0 < m - 1 \) and all \( n = 0, 1, \ldots \). Then

\[
\sup_{\pi \in M} \mathbb{E}_{\pi} \sum_{t=n}^{m} v_{k_0, t} \leq \sup_{\pi \in M} \mathbb{E}_{\pi} \sum_{t=n}^{m} v_{k_0, t} 
\leq \sum_{t=n}^{m} \mathbb{E}_{\pi} v_{k_0, t} 
\leq \sum_{t=n}^{m} z_{\pi}^{k_0-1} b_{k_0-m} \leq z_{\pi}^{k_0} b_{k_0+1-m}.
\]

Hence, (4.17) also holds for \( k = k_0 + 1 \) and thus by induction for \( k = m - 1 \) and all \( n = 0, 1, \ldots \). Then (4.18) completes the proof.

4.6. THE CONVERGENCE OF \( U^M_\delta \) TO \( \nu^* \)

In this section we consider the set of algorithms introduced in chapter 3, sections 3-5, by means of go-ahead functions.

The main result of this section is, that if the MDP is strongly convergent, we have

\[
\lim_{n \to \infty} U^M_\delta v = \nu^* \quad \text{for all } v \in V^{*}_2,
\]

for any nonzero go-ahead function \( \delta \).

Define the operators \( \tilde{L}_\delta(\pi) \) and \( \tilde{U}_\delta \) on \( V^{*}_2 \), analogously to \( \tilde{L}(\pi) \) and \( \tilde{U} \) by

\[
\tilde{L}_\delta(\pi)v = \mathbb{E}_{\pi} \delta v(X_t),
\]

\[
\tilde{U}_\delta v = \sup_{\pi \in \Pi} \tilde{L}_\delta(\pi)v, \quad v \in V^{*}_2.
\]

Then for all \( v \in V^{*}_2 \),

\[
|U^M_\delta v - v^*| = |U^M_\delta v - U^M_\delta v^*| \leq \tilde{U}_\delta |v - v^*|,
\]

since for all \( v, w \in V^{*}_2 \)

\[
U^M_\delta v - U^M_\delta w = \sup_{\pi \in \Pi} [L^M_\delta(\pi)v - L^M_\delta(\pi)w] \leq |U^M_\delta v - U^M_\delta w| \leq \tilde{U}_\delta |v - v^*|,
\]
\[ \leq \sup_{\pi \in \Pi} [L_\delta(\pi)v - L_\delta(\pi)w] = \sup_{\pi \in \Pi} \bar{L}_\delta(\pi)(v-w) \leq \bar{U}_\delta|v-w| . \]

Iterating (4.19) yields for all \( n = 1,2, \ldots \)

\[ |u_\delta^n v - v^*| \leq \bar{U}_\delta^n|v-v^*| . \]

So, we see that if \( v \in V_{g*} \) (thus also \( |v-v^*| \in V_{g*} \)), then a sufficient condition for the convergence of \( u_\delta^n v \) to \( v^* \) is the convergence of \( \bar{U}_\delta^n v^* \) to zero.

In order to prove that if the MDP is strongly convergent, then \( \bar{U}_\delta^n v^* \) converges to zero for any nonzero go-ahead function \( \delta \), we first have to derive two lemmas.

**Lemma 4.21.** If \( \nu \geq 0 \) and \( \bar{u}_\delta \nu \leq \nu \), then we have

(4.20) \[ \bar{u}_\delta \nu \leq \nu \]

for all go-ahead functions \( \delta \).

**Proof.** In order to prove this lemma we construct an optimal stopping problem which has value \( \nu \) from which we will conclude that \( \bar{u}_\delta \nu \leq \nu \) for all \( \delta \).

Define the MDP characterized by \((\bar{S}, \bar{A}, \bar{E}, \bar{F})\), with

\[ \bar{S} := S \cup \{\ast\} \quad (\ast \notin S) , \quad \bar{A} := A \cup \{\ast\} \quad (\ast \notin A) , \]

\[ \bar{E}(i,a) = 0 , \quad \bar{p}(i,a,j) = p(i,a,j) , \quad a \in A , \quad i,j \in S , \]

\[ \bar{E}(i,+ = v(i) , \quad \bar{p}(i,\ast) = 0 , \quad \bar{p}(i,+ = \bar{p}(i,\ast) = 1 , \quad \ast \in \bar{A} . \]

In this newly defined MDP the action denoted by the character + corresponds to stopping and transfers the system to the absorbing state \( \ast \). Denote all objects in this MDP by a \( \bar{\cdot} \), and define \( \bar{v} \) by \( \bar{v}(i) = v(i) , i \in S \), and \( \bar{v}(\ast) = 0 \). Then clearly

\[ \bar{L}(f)\bar{v} \leq \bar{v} \quad \text{for all} \quad f \in \bar{F} \quad \text{and} \quad \bar{L}(f^+)\bar{v} = \bar{v} , \]

where \( f^+ \) is a policy with \( f^+(i) = + \) for all \( i \in S \).

Hence, with theorem 2.12

\[ \bar{v}^* = \bar{v} \]

Since any \( \pi \in \Pi \) (extended with the behaviour in \( \ast \)) is a strategy in the stopping problem (without ever stopping) we have (by theorem 3.15)

\[ \bar{L}_\delta(\pi)v \leq v . \]
Further, we have on $S$

$$\hat{L}_\delta(\pi)\nu = \hat{L}_\delta(\pi)\nu.$$ 

Hence

$$\hat{U}_\delta\nu = \sup_{\pi \in \Pi} \hat{L}_\delta(\pi)\nu \leq \nu.$$ 

Note that lemma 4.21 not only holds for nonzero go-ahead functions. For nonzero go-ahead functions a somewhat stronger result then (4.20) holds.

**Lemma 4.22.** If $\nu \geq 0$ and $\hat{U}\nu \leq \nu$, then we have

$$\hat{U}_\delta\nu \leq (1 - a_0)\nu + a_0\hat{U}\nu$$

for any go-ahead function $\delta$. (For the definition of $a_0$ see Definition 3.18.)

**Proof.** Intuitively (4.21) follows straightforwardly from the optimal stopping problem constructed in (4.20). Namely from $\hat{U}\nu \leq \nu$ it follows that the sooner you stop the better. Since $a_0$ is a lower bound for the probability that you stop after time $0$, $(1 - a_0)\nu + a_0\hat{U}\nu$ is an upper bound on $\hat{U}_\delta\nu$.

Formally (4.21) can be proved as follows by conditioning on $X_0, A_0$ and $X_1$. Define for all $i \in S$ and $a \in A$ by $\delta(i,a)$ the go-ahead function with for all $n, i_0, a_0, \ldots, i_n$:

$$\delta(i,a)(i_0, a_0, \ldots, i_n) = \delta(i, a, i_0, a_0, \ldots, i_n)$$

and

$$\delta(i,a)(i_0, \ldots, i_n) = \delta(i, a, i_0, \ldots, i_n).$$

And define by $\pi(i,a)$ the strategy with for all $n$, all $i_0, a_0, i_1, \ldots$ and all $C \in A$

$$\pi_n(i,a)(C, i_0, \ldots, i_n) = \pi(i,a)(n+1, i, a, i_0, \ldots, i_n).$$

Then we have for all $i \in S$ and $\pi \in \Pi$

$$\hat{L}_\delta(\pi)\nu(i) = \sum_{\pi_n(i,a)} \left[ \mu_0(da \mid i) \left[ (1 - \delta(i,a))\nu(i) + \delta(i,a) \sum_j p(i,a,j) \cdot \hat{U}(i,a)\nu(j) \right] + \sum_{\pi_n(i,a)} \right].$$
By lemma 4.21

\[(4.23) \quad \tilde{L}^*_{\delta}(i,a)(\pi^{(1,a)})v \leq v \text{ for all } i \in S, \ a \in A.\]

Further,

\[(4.24) \quad \sum_j p(i,a,j)v(j) \leq (\tilde{U}v)(i) \text{ for all } i \in S, \ a \in A,\]

and

\[(4.25) \quad [1 - \delta(i)\delta(i,a)]v(i) + \delta(i)\delta(i,a)(\tilde{U}v)(i)
\quad = (1 - \alpha_\delta)v(i) + \alpha_\delta(\tilde{U}v)(i) + \delta(i)\delta(i,a)[\tilde{U}v - v](i)
\quad \leq (1 - \alpha_\delta)v(i) + \alpha_\delta(\tilde{U}v)(i).\]

Substituting subsequently (4.23), (4.24) and (4.25) into (4.22) yields

\[(\tilde{L}^*_{\delta}(\pi)v)(i) \leq \int \sum_{i \in A} (1 - \alpha_\delta)v(i) + \alpha_\delta(\tilde{U}v)(i) \]
\[= (1 - \alpha_\delta)v(i) + \alpha_\delta(\tilde{U}v)(i).\]

Taking the supremum with respect to \(\pi \in \Pi\) finally yields (4.21).

Now we can prove our main result.

**Theorem 4.23.** If the MDP is strongly convergent, then

\[\lim_{n \to \infty} U^*_{\delta}v = v^* \text{ for all } v \in V_{z^*}\]

for any nonzero go-ahead function \(\delta\).

**Proof.** As has been remarked before, it is sufficient to prove

\[\tilde{U}^mz^* \to 0 \ (n \to \infty).\]

Clearly for all \(m = 0,1,\ldots\)

\[\tilde{U}^mz^* \geq 0.\]

Further it follows from \(\tilde{U}z^* \leq z^*\) with the monotonicity of \(\tilde{U}\) that

\[\tilde{U}(\tilde{U}^mz^*) \leq \tilde{U}^mz^* .\]

So we can apply lemma 4.22 to obtain
\( \tilde{U}_\delta^{m+1} z^* \leq (1 - a_\delta) \tilde{U}_\delta^m z^* + a_\delta \tilde{U}_\delta^m + 1 z^* \), \( m = 0, 1, \ldots \).

Hence,
\[
\tilde{U}_\delta^n z^* \leq \tilde{U}_\delta^{n-1} [(1 - a_\delta) z^* + a_\delta \tilde{U}_\delta z^*] \leq (1 - a_\delta) \tilde{U}_\delta^{n-1} z^* + a_\delta \tilde{U}_\delta^{n-1} \tilde{U}_\delta z^* \leq \ldots \leq \sum_{k=0}^{n-1} \binom{n}{k} (1 - a_\delta)^{n-k} a_\delta^k \tilde{U}_\delta^{n-k} z^* .
\]

Since \( a_\delta > 0 \) for a nonzero go-ahead function \( \delta \) and since \( \tilde{U}_\delta^n z^* \to 0 \) \((n \to \infty)\), we also have \( \tilde{U}_\delta^n z^* \to 0 \) \((n \to \infty)\).

For the case of nonrandomized go-ahead functions theorem 4.23 (with \( v = 0 \)) has already been given by Van HEE [1978b]. Recall that this is the case in which there are no measurability problems when fitting two strategies together at time \( \tau \).

In general the method of successive approximations need not converge for a nonzero go-ahead function \( \delta \).

The following lemma states that, if in the optimization of \( v(\pi) \) one needs to consider only stationary strategies, then
\[
\liminf_{n \to \infty} U_{\delta}^n \geq v^* .
\]

This will enable us to show that in two special cases:

(i) the positive dynamic programming case;

(ii) the case that \( A \) is finite and \( v^* \geq 0 \),

we have
\[
\lim_{n \to \infty} U_{\delta}^n = v^* ,
\]
for any nonzero go-ahead function \( \delta \).

**Lemma 4.24.** If for initial state \( i \in S \) we have
\[
\sup_{x \in \pi} v(i, x) = v^*(i) ,
\]
then for any nonzero go-ahead function \( \delta \)
\[
\liminf_{n \to \infty} U_{\delta}^n (i) \geq v^*(i) .
\]
PROOF. It is sufficient to prove
\[
\lim_{n \to \infty} (L^N_\delta(f)0)(i) = v(i,f) \quad \text{for all } f \in F \text{ with } v(i,f) > -\infty,
\]
since this implies
\[
\liminf_{n \to \infty} \sup_{f \in F} \lim_{n \to \infty} (L^N_\delta(f)0)(i) = \sup_{f \in F} v(i,f) = v^*(i).
\]
Assume $v^*(i) > -\infty$, otherwise the result is trivial. And let $f$ be any policy with $v(i,f) > -\infty$. Now consider the MDP in which in each state $j \in S$ all actions except $f(j)$ are eliminated, i.e. the MDP $(S, \bar{A}, \bar{P}, \bar{r})$ with for all $i, j \in S$
\[
\bar{A} = \{i\}, \quad \bar{P}(i,j) = r(i,f(i)) \quad \text{and} \quad \bar{P}(i,i,j) = p(i,f(i),j).
\]
If $v(f) < -\infty$, then clearly this MDP is strongly convergent. So for this problem the method of successive approximations with scrapvalue 0 converges for any nonzero go-ahead function $\delta$. Thus
\[
L^N_\delta(f)0 \to v(f) \quad (n \to \infty).
\]
If $v(j,f) = -\infty$ for some $j$, then we can restrict $S$ to the set of states $k$ for which $v(k,f) > -\infty$, since $v(j,f) = -\infty$ implies
\[
\mathbb{P}_{i,f}(X_n = j) = 0 \quad \text{for all } n,
\]
and follow the same reasoning. Hence
\[
(L^N_\delta(f)0)(i) \to v(i,f) \quad (n \to \infty)
\]
for all $f$ with $v(i,f) > -\infty$, and the proof is complete. \qed

THEOREM 4.25. For each of the following two conditions we have
\[
\lim_{n \to \infty} U^N_\delta v = v^* \quad \text{for all } v \text{ with } 0 \leq v \leq v^*,
\]
for any nonzero go-ahead function $\delta$:
(i) $r(i,a) \geq 0$ for all $i \in S$, $a \in A$;
(ii) $A$ is finite and $v^* \geq 0$.

PROOF. By the monotonicity of $U^N_\delta$ we have for each of the two conditions
for all \( v \) with \( 0 \leq v \leq v^* \) and all \( n = 0,1,\ldots \).
So it is sufficient to show that
\[
\liminf_{n \to \infty} U^n_\delta v \geq v^*.
\]
Hence (i) follows immediately from theorem 2.23 and lemma 4.24 and (ii)
follows from theorem 2.22 and lemma 4.24.

We conjecture that for all nonzero \( \delta \) we have
\[
\lim_{n \to \infty} U^n_\delta v = v^* \quad \text{for all } v \text{ with } w^* \leq v \leq v^*,
\]
compare theorem 3.7.

4.7. STATIONARY GO-AHEAD FUNCTIONS AND STRONG CONVERGENCE

In section 3.5 the question has been raised whether
\[
(4.26) \quad \sup_{f \in F} (I_\delta(f)v)(i) = (U_\delta v)(i) \quad \text{for all } i \in S,
\]
if \( \delta \) is a stationary go-ahead function.
And it has been shown that if, for the transformed MDP \((\tilde{S}, \tilde{A}, \tilde{\delta}, \tilde{F})\) defined in
(3.9), we have
\[
(4.27) \quad \sup_{f \in F} \bar{v}(i,f) = \bar{v}^*(i) \quad \text{for all } i \in S,
\]
then (4.26) holds (see also theorem 3.20).
In this section the following result will be shown.

**Theorem 4.26.** If the MDP is strongly convergent and \( \delta \) is a stationary go-

ahead function, then
\[
\sup_{f \in F} (I_\delta(f)v)(i) = (U_\delta v)(i) \quad \text{for all } i \in S \text{ and all } v \in V_{z^*}.
\]

**Proof.** We will show that the MDP defined in (3.9) is strongly convergent.
By theorem 4.9 this implies that (4.27) holds, which - as has been argued
in section 3.5 - proves the theorem. From (3.9) it follows that it suffices
to consider the case \( v = z^* \).
We use the indicator function notation on $\Omega_0 \equiv (S \times E \times A \times E)^\omega$. I.e., for any subset $B$ of $\Omega_0$ we consider the function $I_B$ on $\Omega_0$, defined by $I_B(\omega) = 1$ if $\omega \in B$ and 0 elsewhere, $\omega \in \Omega_0$. All objects concerning the transformed MDP will be marked by a hat. Let $\hat{\pi}$ be an arbitrary strategy in $\hat{M}$ and $\pi$ the corresponding strategy in $M$, then we have for the case $v = z^*$,

\begin{equation}
\hat{E}_n \left[ \hat{f}(X_k, \hat{A}_k) \right] = \mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) \left( 1 - \delta(X_k, \hat{A}_k) \right) z^*(X_k) + \\
+ \delta(X_k, \hat{A}_k) \left[ r(X_k, \hat{A}_k) + \sum_j p(X_k, \hat{A}_k, j) (1 - \delta(X_k, \hat{A}_k)) z^*(j) \right] \\
\leq \mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) \left( 1 - \delta(X_k, \hat{A}_k) \right) z^*(X_k) + \delta(X_k, \hat{A}_k) \\
\cdot \left[ r(X_k, \hat{A}_k) + \sum_j p(X_k, \hat{A}_k, j) z^*(j) \right] + \\
- \delta(X_k, \hat{A}_k) \sum_j p(X_k, \hat{A}_k, j) \delta(X_k, \hat{A}_k, j) z^*(j). \tag{4.28}
\end{equation}

Further, since $u_{abs}z^* \leq z^*$,

\begin{equation}
|r(i,a)| + \sum_j p(i,a,j) z^*(j) \leq z^*(i) \quad \text{for all } i \in S \text{ and } a \in A, \tag{4.29}
\end{equation}

and

\begin{equation}
\mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) \delta(X_k, \hat{A}_k) \sum_j p(X_k, \hat{A}_k, j) \delta(X_k, \hat{A}_k, j) z^*(j) \\
= \mathbb{E}_n^\delta I_{\{\tau \geq k+1\}}(X_0, Y_0, A_0, \ldots) z^*(X_{k+1}). \tag{4.30}
\end{equation}

Substituting (4.29) and (4.30) in (4.28) yields

\begin{equation}
\hat{E}_n \left[ \hat{f}(X_k, \hat{A}_k) \right] \leq \mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) z^*(X_k) + \\
\cdot \mathbb{E}_n^\delta I_{\{\tau \geq k+1\}}(X_0, Y_0, A_0, \ldots) z^*(X_{k+1}). \tag{4.31}
\end{equation}

Hence

\begin{equation}
\hat{E}_n \sum_{k=n}^{\infty} \left[ \hat{f}(X_k, \hat{A}_k) \right] \leq \mathbb{E}_n^\delta I_{\{\tau \geq n\}}(X_0, Y_0, A_0, \ldots) z^*(X_n) + \\
\cdot \liminf_{k \to \infty} \mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) z^*(X_k). \tag{4.31}
\end{equation}

Also

\begin{equation}
\mathbb{E}_n^\delta I_{\{\tau \geq k\}}(X_0, Y_0, A_0, \ldots) z^*(X_k) \leq \mathbb{E}_n^\delta z^*(X_k) \\
= \mathbb{E}_n^\delta z^*(X_k) \leq u_{abs}z^* \to 0 \quad (k \to \infty) \quad \text{(theorem 4.6)}. \tag{4.32}
\end{equation}
Finally, substitution of (4.32) in (4.31) yields
\[ \sup_{\pi \in \mathcal{M}} \sum_{k=n}^{m} |\hat{\pi}(\pi, A_k)| \leq \bar{U}_n^+ . \]

So condition 4.1 holds and the transformed MDP is strongly convergent by theorem 4.4, which completes the proof.

4.8. VALUE-ORIENTED SUCCESSIVE APPROXIMATIONS

In this section the convergence is studied of the method of value-oriented successive approximations, which was introduced in section 3.6, for the strongly convergent MDP. It will be shown that the monotone value-oriented method converges for all \( v_0 \in V_{z^*} \) for which there exists a policy \( \pi \) satisfying \( L(f)v_0 \geq v_0 \).

Further, two conditions will be given, each of which guarantees that the nonmonotonic version converges.

**Theorem 4.27.** If the MDP is strongly convergent, then the monotone value-oriented method defined in section 3.6 converges for all \( v_0 \in V_{z^*} \) for which there exists an \( \pi \in \Pi \) satisfying \( L(f)v_0 \geq v_0 \).

**Proof.** Note that if the MDP is strongly convergent, then the policy iteration method of section 4.4 is just the monotone value-oriented method with \( \lambda = \infty \). Namely, for the strongly convergent MDP we have
\[ \lim_{\lambda \to \infty} L^\lambda(f)v = v(f) \quad \text{for all } f \in F \text{ and all } v \in V_{z^*} . \]

To prove the theorem we follow the line of reasoning of section 4.4.

As remarked in section 3.6,
\[ \lim_{n \to \infty} v_n \text{ exists.} \]

Further,
\[ v_n = L^\lambda(f_n) \cdots L^\lambda(f_1)v_0 = L^\lambda(f_n) \cdots L^\lambda(f_1)v^* + P^\lambda(f_n) \cdots P^\lambda(f_1)(v_0 - v^*) \leq v^* + \bar{U}_n^+(v_0 - v^*) . \]

Hence, with theorem 4.6,
\[ \varphi := \lim_{n \to \infty} v_n \leq v^*. \]

Also \( \varphi \in V_z^* \) and, by lemma 4.15, \( UV \leq \varphi \), from which one proves (as in theorem 4.16) that \( \varphi = v^* \).

Now let us consider the nonmonotonic value-oriented method. Let \( \{f_n\} \) and \( \{v_n\} \) be sequences of policies and value functions obtained from the method of value-oriented standard successive approximations. So

\[ (4.33) \quad L(f_{n+1})v_n \geq Uv_n - d_{n}, \quad n = 0, 1, \ldots \]

where \( \{d_n\} \) is the sequence of strictly positive real-valued functions on \( S \) with \( d_n \to 0 \) (\( n \to \infty \)).

And

\[ (4.34) \quad v_{n+1} = L^1(f_{n+1})v_n, \quad n = 0, 1, \ldots. \]

In order to investigate whether \( v_n \) converges to \( v^* \), we follow the line of reasoning in the proofs by Van NUNEN [1976a] and ROTHBLUM [1979].

Clearly

\[ \limsup_{n \to \infty} v_n \leq \lim_{n \to \infty} U^k v_D = v^*. \]

Further,

\[ U^k v_n = U^{k-1} U v_n \leq U^{k-1} v_{n+1} + U^{k-1} (Uv_n - v_{n+1}) \]

\[ \leq U^{k-2} v_{n+2} + U^{k-2} (Uv_{n+1} - v_{n+2}) + U^{k-1} (Uv_n - v_{n+1}) \leq \ldots \]

\[ \leq v_{n+k} + \sum_{m=0}^{k-1} U^m (Uv_{n+m} - v_{n+m+1}) \]

as follows from

\[ UV \leq Uw + \tilde{U}(v - w) \quad \text{for all} \quad v, w \in V_z^*. \]

So, since

\[ \lim_{n \to \infty} U^k v_n = v^*, \]

it is sufficient for the convergence of \( v_n \) to \( v^* \) that
\begin{align}
\limsup_{n \to \infty} \limsup_{k \to \infty} \sum_{m=0}^{k-1} u_k^{n+m-1} (u_{n+m} - v_{n+m+1}) & \leq 0.
\end{align}

**Theorem 4.28.** Each of the following two conditions guarantees that the method of value-oriented successive approximations converges:

\begin{enumerate}
\item \( \sum_{n=0}^{\infty} \infty u_n^* z_n^* = 0 \) and \( d_n \leq e_n z_n^* \), with \( e_{n+1} \leq e_n \), \( n = 0, 1, \ldots \) and \( \sum_{n=0}^{\infty} e_n < \infty \).
\item \( \sum_{n=0}^{\infty} (n+1) u_n^* z_n^* = 0 \) and \( d_n \leq e_n z_n^* \), with \( e_{n+1} \leq e_n \), \( n = 0, 1, \ldots \) and \( e_n \to 0 \) \( (n \to \infty) \).
\end{enumerate}

**Proof.** We will show that each of the conditions (i) and (ii) implies (4.35), which, as has been argued before, is sufficient. Therefore we first derive some inequalities for \( u_{n+m} - v_{n+m+1} \).

From (4.33) and (4.34) follows for all \( n = 0, 1, \ldots \)

\begin{align}
v_{n+1} = L(f_{n+1}) v_n - \sum_{k=1}^{\lambda-1} \left( L(f_{n+1}) v_n - L(f_{n+1}) v_n \right) + L(f_{n+1}) v_n
\end{align}

\begin{align}
= \sum_{k=0}^{\lambda-2} p_k^2 f_{n+1} L(f_{n+1}) v_n - L(f_{n+1}) v_n + L(f_{n+1}) v_n
\end{align}

\begin{align}
\geq \sum_{k=0}^{\lambda-2} p_k^2 (f_{n+1}) (u_{n+m} - v_{n+m} - d_n) + u_{n+m} - d_n.
\end{align}

And

\begin{align}
U_{n+1} - v_{n+1} \geq L(f_{n+1}) v_{n+1} - v_{n+1} = p^3(f_{n+1}) (L(f) v_n - v_n)
\end{align}

\begin{align}
\geq p^3(f_{n+1}) (u_{n+m} - v_{n+m} - d_n).
\end{align}

Repeated application of (4.37) yields

\begin{align}
U_{n+m} - v_{n+m} \geq \left[ p^3(f_{n+m}) d_{n+m-1} + p^3(f_{n+m}) d_{n+m-1}^{-1} d_{n+m-2} + \right.
\end{align}

\begin{align}
+ \ldots + p^3(f_{n+m}) \ldots p^3(f_{n+m}) (u_{n+m} - v_{n+m}).
\end{align}

And from (4.36) and (4.38) we obtain
(4.39) \[ Uv_{n+m} - v_{n+m+1} \leq d_{n+m} - \sum_{k=0}^{\lambda-2} p^k(f_{n+m+1}) (Uv_{n+m} - v_{n+m} - d_{n+m}) \]
\[ \leq d_{n+m} + \sum_{k=0}^{\lambda-2} p^k(f_{n+m+1}) [d_{n+m} + p^1(f_{n+m}) d_{n+m-1} + \ldots + \]
\[ + p^1(f_{n+m}) \ldots p^1(f_{m+1}) d_{m} + p^1(f_{n+m}) \ldots p^1(f_{m+1}) (v_m - Uv_m) \].

Let K \geq 2 be such that |v_0| \leq \frac{1}{2} Kz^*, then |v_k - Uv_k| \leq Kz^* for all k = 0, 1, \ldots (since v_0 \in V_{z^*} such a K exists). Then substitution in (4.39) of
\[ v_m - Uv_m \leq Kz^* \]
\[ d_k \leq \epsilon_k z^* \quad k = 0, 1, \ldots \]
\[ P(f)v \leq \tilde{v} \quad \text{for all } v \in V_{z^*} \text{ and } f \in F \]
\[ \epsilon_m \leq \epsilon_m \quad \text{for all } m, k = 0, 1, \ldots \]
and
\[ \tilde{u}(v + w) \leq \tilde{u}v + \tilde{u}w \quad \text{for all } v, w \in V_{z^*} \]
gives
\[ Uv_{n+m} - v_{n+m+1} \leq \epsilon_{n+m} z^* + \sum_{k=0}^{\lambda-2} U^k [\epsilon_{n+m} z^* + \epsilon_{n+m-1} z^* + \ldots + \epsilon_{n} z^* + U^{\lambda}(k)z^*] \]
\[ \leq \epsilon_{n+m} z^* + \sum_{k=0}^{\lambda-2} U^k \epsilon_{n+m} z^* + \sum_{k=0}^{\lambda-2} U^k \epsilon_{n+m-1} z^* + \ldots + \sum_{k=0}^{\lambda-2} U^k \epsilon_{n} z^* + U^{\lambda}(Kz^*) \]
\[ \leq \epsilon_{n} z^* + \sum_{k=0}^{\lambda-2} U^k \epsilon_{n} z^* + \sum_{k=0}^{\lambda-2} U^k \epsilon_{n-1} z^* + \ldots + \sum_{k=0}^{\lambda-2} U^k \epsilon_{0} z^* + U^{\lambda}(Kz^*) \]

With \( U^k z^* \leq z^* \) for all k this simplifies to
\[ Uv_{n+m} - v_{n+m+1} \leq \lambda [\epsilon_{n} z^* + U^{\lambda} \epsilon_{n-1} z^* + \ldots + U^{(n-1)} \epsilon_{1} z^* + U^{\lambda}(\epsilon_0 + K)z^*] \]

So,
\[ \sum_{m=0}^{k-1} U^{k-m-1} (Uv_{n+m} - v_{n+m+1}) \leq \sum_{m=0}^{k-1} U^{k-m-1} [\epsilon_{n} z^* + U^{\lambda} \epsilon_{n-1} z^* + \ldots + U^{(n-1)} \epsilon_{1} z^* + U^{\lambda}(\epsilon_0 + K)z^*] \]
\[ \leq \lambda \left[ \sum_{m=0}^{\infty} U^m \epsilon_n z^* + U^m \epsilon_{n-1} z^* + \ldots + U^m \epsilon_0 z^* + U^m \epsilon_0 z^* \right]. \]
Or, with
\[ c_k := \sum_{m=k}^{\infty} U_m z^* , \]
\[(4.40) \sum_{m=0}^{k-1} U_{n+m-1} (U_{n+m} - v_{n+m+1}) \leq \lambda [c_0 \varepsilon_0 + c_1 \varepsilon_1 + \ldots + c_{n+1} \varepsilon_{n+1} + c_{n+K}] . \]

Finally, we have to show that each of the conditions (i) and (ii) guarantees that the right-hand side in (4.40) tends to zero if \( n \) tends to infinity.

(i) Fix some state \( i \in S \) and some \( \varepsilon > 0 \). From
\[ \sum_{n=0}^{\infty} U_n z^* < \infty \]
it follows that \( c_n (i) \to 0 \) (n \( \to \infty \)). So, we can choose integers \( k_0 \) and \( n_0 \geq k_0 \) such that
\[ c_{k_0+1}(i) \sum_{n=0}^{k_0} \varepsilon_n \leq \frac{\varepsilon}{3} , \]
and
\[ \varepsilon_{n_0-k_0} c_{k_0}(i) \leq \frac{\varepsilon}{3} . \]

Then for \( n > n_0 \) with \( \varepsilon_{k+1} \leq \varepsilon_k \) and \( c_{k+1} \leq c_k \) for all \( k = 0, 1, \ldots \)
\[ \sum_{k=0}^{n} c_k (i) \varepsilon_{n-k} + c_n (i) K = \sum_{k=0}^{k_0} c_k (i) \varepsilon_{n-k} + \sum_{k=k_0+1}^{n} c_k (i) \varepsilon_{n-k} + c_n (i) K \]
\[ \leq \varepsilon_{n-k_0} + \sum_{k=0}^{k_0} c_k (i) \varepsilon_k + c_n (i) K \leq \varepsilon . \]

So, since \( i \) and \( \varepsilon > 0 \) can be chosen arbitrarily, the right-hand side in (4.40) tends to zero if \( n \) tends to infinity and thus (4.35) holds. Hence \( \nu_n \rightarrow \nu^* \) (n \( \to \infty \)).

(ii) \[ \sum_{k=0}^{n} c_k \leq \sum_{k=0}^{n} \sum_{n=k}^{\infty} U_n z^* = \sum_{n=0}^{n} \sum_{k=0}^{n} U_n z^* = \sum_{n=0}^{n} (n+1) U_n z^* < \infty . \]

So the proof can be given in exactly the same way as in (i) with the roles of \( \varepsilon_k \) and \( c_k (i) \) reversed. \( \square \)
CHAPTER 5

THE CONTRACTING MDP

5.1. INTRODUCTION

The most intensively studied MDP's, at least with respect to computational procedures, are the contracting models. Of these the most common model is the discounted MDP with bounded reward structure [cf. SHAPLEY [1953], HOWARD [1960] and BLACKWELL [1962, 1965]. In the case of a countable state space the reward structure is typically unbounded. For example, in inventory control models and queuing models part of the costs will tend to infinity if the stock or the number of customers in the queue increases.

In order to be able to deal with unbounded rewards, we assume the existence of a nonnegative function \( \mu \) on \( S \), called a bounding function. It is assumed that all rewards are bounded with respect to this function, i.e., \( r(f) \leq V^\mu \) for all \( f \in F \) (or bounded from above: \( r(f) \leq V^\mu \)). Further it is assumed that the transition matrices are contractions with respect to the \( \mu \)-norm: \( P(f)\mu \leq \rho \mu \) for some \( \rho < 1 \) and all \( f \in F \).

The use of bounding functions in this way has been introduced by WESSELS [1977b]. Bounding functions used as strongly excessive functions also appear in VEINOTT [1969], in a lemma due to Hoffman, and in WIJNGAARD [1975]. Another idea for coping with the unbounded reward structure has been introduced by HARRISON [1972]. He considers the discounted MDP and assumes (in essence) the existence of a function \( b \) such that \( r(f) - b \) is bounded for all \( f \in F \) and that for some \( \rho < 1 \) also \( P(f)b - \rho b \) is bounded.

These two ideas are combined in the contracting MDP model of Van NUNEN [1976a] and the slightly extended model of Van NUNEN and WESSELS [1977a]. In this chapter we first consider four different models for a contracting MDP. It will be shown that these models are equivalent with respect to the important features in the \( \infty \)-horizon problem (section 2). Next we relate the contraction model to the strongly convergent MDP of chapter 4 (section 3).
In section 4 some results are reviewed with respect to bounds on \( \nu^* \) and nearly-optimal stationary strategies for the successive approximation algorithms generated by nonzero go-ahead functions. In chapter 11 very similar results will be obtained for the contracting Markov game. The discounted MDP with finite state and action spaces is studied in some detail in section 5. We derive Laurent series expansions for \( \nu_\beta(f) \) and \( r(h) + Bp(h)\nu_\beta(f) \) in \( 1 - \delta \) when \( \delta \) tends to 1 (cf. MILLER and VEINOTT [1969]). In section 6 various more sensitive optimality criteria are formulated for the case that \( \delta \) tends to 1 (cf. BLACKWELL [1962] and VEINOTT [1966]). The results of the latter two sections will be used extensively in chapters 6-8.

5.2. THE VARIOUS CONTRACTIVE MDP MODELS

In this section subsequently four different models for the contracting MDP will be studied. It will be shown that these models are equivalent with respect to the \( \infty \)-horizon behaviour.

The first, and most general, model is the following.

**Model 1**
Define \( \bar{r}(i) := \sup_{a \in A} r(i,a), i \in S. \) (Then \( \bar{r} < \infty \) by condition 1.1.) There exists a nonnegative real-valued function \( u \) on \( S \) (\( u \in V \)) such that:

(i) For some constants \( \rho_1 \) and \( M_1 \), with \( 0 \leq \rho_1 < 1 \) and \( M_1 \geq 0 \),

\[
(5.1) \quad P(f)\bar{r} - \rho_1 \bar{r} \leq M_1 u \quad \text{for all } f \in F.
\]

(ii) For some constant \( \rho_2 \), with \( 0 \leq \rho_2 < 1 \),

\[
(5.2) \quad P(f)u \leq \rho_2 u \quad \text{for all } f \in F.
\]

(iii) There exists a policy \( h \in F \) and constants \( M_2,M_3 \geq 0 \), such that

\[
(5.3) \quad \rho_1 \bar{r} - P(h)\bar{r} \leq M_2 u \quad \text{and} \quad \bar{r} - r(h) \leq M_3 u.
\]

This model is somewhat more general than the model studied in VAN NUNEN and WESSELS [1977a], where it is assumed that \( \bar{r} - r(h) \leq M_3 u \) for all \( h \in F \), and than the model of VAN NUNEN [1976a], who assumes that (5.3) holds for all \( h \in F \).
First the model I assumptions will be analyzed, from which we see that we can a priori eliminate in each state a number of suboptimal actions. After this elimination the MDP (with now state-dependent action sets) fits into the contracting model of Van NUNEN [1976a]. Further two data transformations will be considered. The first one transforms Van Nunen's model into the model of WESSELS [1977b] and the second one transforms Wessels' model into the 'standard' discounted model.

Now let us consider model I.

From (5.1)-(5.3) one can already obtain some bounds on $v^*$. By the definition of $\bar{\tau}$ we have for all $\pi = (\pi_0, \pi_1, \ldots) \in M$,

$$v_n(\pi) = r(\pi_0) + P(\pi_0) r(\pi_1) + \ldots + P(\pi_0) \ldots P(\pi_{n-2}) r(\pi_{n-1}) \leq \bar{\tau} + P(\pi_0) \bar{\tau} + \ldots + P(\pi_0) \ldots P(\pi_{n-2}) \bar{\tau}.$$

Define $\rho^* := \max \{\rho_1, \rho_2\}$, then we have the following lemma.

**Lemma 5.1** (cf. Van NUNEN [1976a, lemma 3.1.2]). For all $\pi_0, \ldots, \pi_k \in \mathcal{P}$ we have (within Model I)

$$P(\pi_0) \ldots P(\pi_k) \bar{\tau} \leq \rho_1^{k+1} \bar{\tau} + (k+1) \rho_1^k \rho^*_k \mu \quad k = 1, 2, \ldots.$$

**Proof.** From (5.1), (5.2) and the definition of $\rho^*$,

$$P(\pi_0) \ldots P(\pi_k) \bar{\tau} \leq P(\pi_0) \ldots P(\pi_{k-1}) (\rho_1 \bar{\tau} + M \mu) \leq \rho_1 P(\pi_0) \ldots P(\pi_{k-1}) \bar{\tau} + \rho_2^k \mu \leq \ldots \leq \rho_1^{k+1} \bar{\tau} + \rho_2^k \mu.$$ 

Substitution of (5.5) into (5.4) yields for all $\pi \in M$,

$$v_n(\pi) \leq \sum_{k=0}^{n-1} \rho_1^k \bar{\tau} + \sum_{k=0}^{n-2} (k+1) \rho_1^k \rho^*_k \mu.$$ 

On the other hand, we have for any policy $\pi \in \mathcal{P}$ satisfying (5.3),
\( (5.7) \quad \nu_n(h) = r(h) - \bar{r} + P(h)(r(h) - \bar{r}) + \cdots + P^{n-1}(h)(r(h) - \bar{r}) + \\
+ \bar{r} + P(h)\bar{r} + \cdots + P^{n-1}(h)\bar{r} \\
\geq (I + P(h) + \cdots + P^{n-1}(h))(-M_3)u + (I + P(h) + \cdots + P^{n-1}(h))\bar{r} \\
\geq -\sum_{k=0}^{n-1} \rho_2^k M_3 u + \sum_{k=0}^{n-1} P^k(h)\bar{r}. \)

Further, the following analogon of lemma 5.1 holds.

**Lemma 5.2** (cf. Van Nunen [1976a, lemma 3.1.2]). For any policy \( h \in \mathcal{F} \) satisfying (5.3) we have

\( (5.8) \quad P^k(h)\bar{r} \geq \rho_1^k \bar{r} - k \rho_2^k M_2 u, \quad k = 1, 2, \ldots . \)

**Proof.** Similar to the proof of lemma 5.1.

So, from (5.7), (5.8) and (5.2), also

\( (5.9) \quad \nu_n(h) \geq \sum_{k=0}^{n-1} \rho_1^k \bar{r} - \sum_{k=0}^{n-1} \rho_2^k M_3 u - \sum_{k=0}^{n-2} (k+1) \rho_2^k M_2 u. \)

Letting \( n \) tend to infinity in formulae (5.6) and (5.9) yields, since by theorem 2.19 one has to consider only Markov strategies,

**Theorem 5.3.** For an MDP satisfying the assumptions of model I we have

\[-(1-\rho_2)^{-1} M_3 u - (1-\rho_1)^{-2} M_2 u \leq \nu^* - (1-\rho_2)^{-1} \bar{r} \leq (1-\rho_1)^{-2} M_1 u. \]

The second inequality in theorem 5.3 implies, with lemma 5.1 and (5.2), also that

\( (5.10) \quad \limsup_{n \to \infty} E_n v^*(X_n) \leq 0 \quad \text{for all } \pi \in \mathcal{M}. \)

Hence, by theorem 2.14, a uniformly \( \epsilon \)-optimal Markov strategy (in the additive sense) exists.

(5.10) can also be used to prove the following result for stationary strategies.

**Theorem 5.4.** For an MDP satisfying the assumptions of model I, there exists for all \( \epsilon > 0 \) a policy \( f \in \mathcal{F} \) satisfying \( v(f) \geq v^* - \epsilon u. \)
PROOF. Since \( v^* \) satisfies the optimality equation, there exists for all \( \epsilon > 0 \) a policy \( f \) for which

\[
L(f)v^* \geq v^* - \epsilon(1 - \rho_2)u
\]

Then, for all \( n \),

\[
(5.11) \quad L^n(f)v^* \geq L^{n-1}(f)[v^* - \epsilon(1 - \rho_2)u] = L^{n-1}(f)v^* - \epsilon(1 - \rho_2)p^{n-1}(f)u
\]

\[
\geq L^{n-1}(f)v^* - \epsilon(1 - \rho_2)\rho_2^{n-1}u \geq \ldots \geq
\]

\[
\geq v^* - \epsilon(1 - \rho_2)(1 + \rho_2 + \ldots + \rho_2^{n-1})u \geq v^* - \epsilon u
\]

Further,

\[
v(f) = \lim_{n \to \infty} L^n(f)0 = \lim_{n \to \infty} L^n(f)v^* - p^n(f)v^*.
\]

So, with (5.10) and (5.11),

\[
v(f) \geq \liminf_{n \to \infty} L^n(f)v^* - \limsup_{n \to \infty} p^n(f)v^* \geq v^* - \epsilon u
\]

This result enables us to eliminate some of the suboptimal actions from the MDP, so that after the action elimination procedure all policies will satisfy (5.3) (with different constants \( M_2 \) and \( M_3 \)).

From theorem 5.4 it follows that, if in each state \( i \in S \) all actions \( a \in A \) satisfying

\[
(5.12) \quad r(i,a) + \sum_{j \in S} p(i,a,j)v^*(j) < v^*(i) - K\mu(i)
\]

are eliminated (\( K > 0 \) is some arbitrary constant), then the value of the MDP will remain unchanged. However, the set of actions in state \( i \) may now be different for each \( i \). Moreover, there will still exist for all \( \epsilon > 0 \) a stationary "\( \epsilon \)-optimal" strategy.

Using this idea we introduce the following elimination procedure.

A priori action elimination procedure

Eliminate in each state \( i \in S \) those actions for which

\[
(5.13) \quad r(i,a) + \sum_{j \in S} p(i,a,j)[(1 - \rho_1)^{-1} r(j) + (1 - \rho_2)^{-2} M_1\mu(j)] <
\]

\[
< (1 - \rho_1)^{-1} r(i) - (1 - \rho_2)^{-2} M_3\mu(i) - (1 - \rho_2)^{-2} M_2\mu(i) - \mu(i)
\]
One may easily verify that it follows from theorem 5.3 that all actions satisfying (5.13) also satisfy (5.12) with \( K = 1 \). So, using the action elimination procedure we obtain an MDP which, with respect to the value and (nearly-) optimal stationary strategies, is equivalent to the original model I MDP.

For the remaining actions in state \( i \) we have

\[
r(i,a) - \bar{r}(i) + (1 - \rho_1)^{-1} \left[ \sum_{j \in S} p(i,a,j) \bar{r}(j) - \rho_2 \bar{r}(i) \right] \geq -M_4 \mu(i)
\]

with

\[
M_4 = (1 - \rho_2)^{-2} \rho_2 M_4 + (1 - \rho_1)^{-2} M_2 + (1 - \rho_2)^{-1} M_3 + 1
\]

So, clearly

\[
(5.14) \quad r(i,a) - \bar{r}(i) \geq - [(1 - \rho_1)^{-1} M_4 + M_4] \mu(i)
\]

and

\[
(5.15) \quad \sum_{j \in S} p(i,a,j) \bar{r}(j) - \rho_2 \bar{r}(i) \geq - (1 - \rho_2) M_4 \mu(i)
\]

Thus after the a priori action elimination procedure we obtain an MDP (with state dependent action sets \( A(i) \)), which satisfies the following conditions.

**Model II**

Define \( \bar{r}(i) := \sup_{a \in A(i)} r(i,a) \).

There exists a nonnegative real-valued function \( \mu \) on \( S \) such that:

(i) For some constant \( M_4 \geq 0 \),

\[
(5.16) \quad \bar{r} - r(f) \leq M_4 \mu \quad \text{for all } f \in F.
\]

(ii) For some constants \( \rho_1 \) and \( M_2 \), with \( 0 \leq \rho_1 < 1 \) and \( M_2 > 0 \),

\[
(5.17) \quad \left| P(f) \bar{r} - \rho_1 \bar{r} \right| \leq M_2 \mu \quad \text{for all } f \in F.
\]

(iii) For some constant \( \rho_2 \), with \( 0 \leq \rho_2 < 1 \),

\[
(5.18) \quad P(f) \mu \leq \rho_2 \mu \quad \text{for all } f \in F.
\]

This is precisely the model studied by Van Nunen [1976a].
For the model II MDP we have the following result.

**Theorem 5.5.** For an MDP satisfying the assumptions of model II, we have for all $\pi \in \Pi$ and all $n = 1, 2, \ldots$

(i) $- \sum_{k=0}^{n-1} \rho_2^k M_1 \mu - \sum_{k=0}^{n-2} (k+1) \rho_2^k M_2 \mu \leq v_n(\pi) - \sum_{k=0}^{n-1} \rho_1^k \bar{r} \leq \sum_{k=0}^{n-2} (k+1) \rho_2^k M_2 \mu ;$

(ii) $(1-\rho_2)^{-1} M_1 \mu - (1-\rho_2)^{-2} M_2 \mu \leq \bar{v}(\pi) - (1-\rho_1)^{-1} \bar{r} \leq (1-\rho_2)^{-2} M_2 \mu$,

with again $\rho_2 = \max \{\rho_1, \rho_2\}$.

**Proof.**

(i) For all $\pi \in \mathcal{M}$ (i) follows analogously to (5.4) and (5.7). Since in the maximization of $v_n(\pi)$ and (here) also in the minimization one may restrict oneself to Markov strategies, (i) holds for all $\pi \in \Pi$.

(ii) is obtained from (i) by letting $n$ tend to infinity. \qed

So, all strategies in model II have an $\infty$-horizon reward of $(1-\rho_1)^{-1} \bar{r}$ plus some term which is bounded in $\nu$-norm.

Using the following transformation of the immediate rewards, which is due to Porteus [1975], we obtain from the model II MDP a new MDP that fits into the framework of the model studied by Wessels [1977b]. See also Van Nunen and Wessels [1977a].

(5.19) $\tilde{r}(i,a) = r(i,a) - (1-\rho_1)^{-1}(\tilde{r}(i) - \sum_{j \in S} p(i,a,j) \tilde{r}(j))$.

Then it follows immediately from (5.16) and (5.17) that

$\tilde{r}(f) \in V_\mu$ for all $f \in F$.

Combined with (5.18), this implies that the newly obtained MDP satisfies the conditions of Wessels [1977b].

Further, let $\tilde{v}_n(\pi)$ and $\tilde{v}(\pi)$ denote the $n$-period and $\infty$-horizon total expected rewards in the MDP with $\tilde{r}$ instead of $r$. Then for all $\pi = (f_0, f_1, \ldots) \in \mathcal{M}$,

(5.20) $\tilde{v}_n(\pi) = \tilde{r}(f_0) + \tilde{r}(f_1) + \ldots - P(f_0) \cdots P(f_{n-2}) \tilde{r}(f_{n-1})$

$= r(f_0) - (1-\rho_1)^{-1}(\tilde{r} - P(f_0) \tilde{r}) +$

$+ P(f_0)[r(f_1) - (1-\rho_1)^{-1}(\tilde{r} - P(f_1) \tilde{r}) + \ldots + P(f_0)[r(f_{n-1}) - (1-\rho_1)^{-1}(\tilde{r} - P(f_{n-1}) \tilde{r}) + \ldots$
+ \ldots + P(f_0) \cdots P(f_{n-1}) [r(f_{n-1}) - (1 - \rho_1)^{-1} (\bar{r} - P(f_{n-1}) \bar{r})] = \\
= r(f_0) + P(f_0) r(f_1) + \ldots + P(f_0) \cdots P(f_{n-2}) r(f_{n-1}) + \\
- (1 - \rho_1)^{-1} [\bar{r} - P(f_0) \bar{r} + P(f_0) \bar{r} + \ldots - P(f_0) \cdots P(f_{n-1}) \bar{r}] \\
= v_n(\pi) - (1 - \rho_1)^{-1} (\bar{r} - P(f_0) \cdots P(f_{n-1}) \bar{r}) .

Since \( P(f_0) \cdots P(f_{n-1}) \bar{r} \) tends to zero if \( n \) tends to infinity (cf. lemmas 5.1 and 5.2), we obtain from (5.20)

**Theorem 5.6.** For all \( \pi \in \Pi \),

\[
\tilde{v}(\pi) = v(\pi) - (1 - \rho_1)^{-1} \bar{r}.
\]

**Proof.** For \( \pi \in \mathcal{M} \) the result follows from (5.20) with \( n \to \infty \). For arbitrary \( \pi \in \Pi \) the result can be obtained in an analogous way, see Van NUNEN and WESSELS [1977a].

So, the model II MDP and the transformed problem obtained from it via (5.19) are equivalent with respect to the \( \infty \)-horizon behaviour, since the total expected rewards differ only by a strategy-independent amount \( (1 - \rho_1)^{-1} \bar{r} \).

The successive approximations, however, may differ as we see from (5.20), since the term \( P(f_0) \cdots P(f_{n-1}) \bar{r} \) is not independent of the strategy.

Therefore, if we are not interested in the finite-horizon behaviour, we can just as well perform transformation (5.19) which leads to a third and somewhat simpler model.

**Model III**

A nonnegative real-valued function \( \mu \) on \( S \) exists such that:

(i) For some constant \( M \geq 0 \)

\[
| r(f) | \leq M \mu \quad \text{for all } f \in F.
\]

(ii) For some constant \( \rho \), with \( 0 \leq \rho < 1 \),

\[
P(f) \mu \leq \rho \mu \quad \text{for all } f \in F.
\]

As remarked before, this is the contracting model considered in WESSELS [1977b].
With a second data transformation an MDP of the model III type can be transformed into the 'standard' discounted model with bounded rewards. This so-called similarity transformation is due to VEINOTT [1969], and applied to this model it can be found in VAN NUNEN and WESSELS [1977a]. Let $\Lambda$ be the diagonal matrix defined by

$$\Lambda(i,i) := \mu(i),$$

and let $\Lambda^{-}$ be the diagonal matrix with

$$\Lambda^{-}(i,i) := \begin{cases} \mu(i)^{-1} & \text{if } \mu(i) > 0, \\ 0 & \text{elsewhere.} \end{cases}$$

Now consider the following transformation

\begin{equation}
\begin{aligned}
\hat{r}(i,a) &:= \Lambda^{-}(i,i)r(i,a), \quad i \in S, \ a \in A, \\
\hat{p}(i,a,j) &:= \Lambda^{-}(i,i)p(i,a,j)\Lambda(j,j), \quad i,j \in S, \ a \in A.
\end{aligned}
\end{equation}

So for policies,

$$\hat{\pi}(i) = \Lambda^{-}r(i)$$

and

$$\hat{\pi}(f) = \Lambda^{-}P(f)\Lambda.$$

Then for all $f \in F$,

\begin{equation}
\|\hat{\pi}(f)\| = \Lambda^{-}\|r(f)\| \leq M\Lambda^{-}\mu \leq M\mu,
\end{equation}

and

\begin{equation}
\hat{\pi}(f)e = \Lambda^{-}P(f)\Lambda e = \Lambda^{-}P(f)\mu \leq \rho\Lambda^{-}\mu \leq \rho e.
\end{equation}

Further, let $\hat{\phi}(n)$ and $\hat{\phi}(\pi)$ denote the $n$-period and $\pi$-horizon total expected rewards, respectively, in the MDP obtained from a model III MDP via transformation (5.21). Then we have

\begin{equation}
\begin{aligned}
\hat{\phi}(n) &= \hat{\phi}(f) + \hat{\phi}(f_0)\hat{\phi}(f_1) + \cdots + \hat{\phi}(f_0)\cdots\hat{\phi}(f_{n-2})r(f_{n-1}) \\
&= \Lambda^{-}r(f_0) + \Lambda^{-}P(f_0)\Lambda\Lambda^{-}r(f_1) + \cdots \\
&\quad + \Lambda^{-}P(f_0)\Lambda\cdots\Lambda^{-}P(f_{n-2})\Lambda\Lambda^{-}r(f_{n-1}).
\end{aligned}
\end{equation}

If $\mu(i) > 0$, then $\Lambda\Lambda^{-}(i,i) = 1$ and if $\mu(i) = 0$, then $\Lambda\Lambda^{-}(i,i) = 0$, so for
all \( v \in V_{\mu} \),

\[ \Lambda^{-1} v = v \]

(if \( v \in V_{\mu} \) and \( \mu(i) = 0 \) then also \( v(i) = 0 \). Thus

\[ \Lambda^{-1} r(f) = r(f) \quad \text{and} \quad \Lambda^{-1} P(f)v = P(f)v \quad \text{for all} \ f \in \mathcal{F} \text{ and} \ v \in V_{\mu}. \]

Substitution of this into (5.24) yields

\[ \hat{\varphi}_n(\tau) = \Lambda^{-1} \varphi_n(\tau). \]

And, with \( n \to \infty \), also

\[ \hat{\varphi}(\tau) = \Lambda^{-1} \varphi(\tau). \]

So this second data transformation leads to a completely equivalent model: essentially the same \( n \)-period rewards and thus the same successive approximations, and the same \( \infty \)-horizon rewards.

Only, note that (5.23) states that the matrices \( \hat{P}(f) \) are no longer stochastic. This can be simply repaired by the addition of an extra absorbing state, but we will not do this explicitly here.

Thus from a model III MDP we obtain by transformation (5.21) the equivalent

**Model IV**

(i) There exists a constant \( M \geq 0 \) such that

\[ |r(f)| \leq Me \quad \text{for all} \ f \in \mathcal{F}. \]

(ii) There exists a constant \( \rho \), with \( 0 \leq \rho < 1 \), such that

\[ P(f)e \leq \rho e \quad \text{for all} \ f \in \mathcal{F}. \]

An example of a model IV MDP is obtained if in the finite state discounted MDP the discount factor is incorporated in the transition probabilities, but the additional state is not introduced.

Model IV is slightly simpler to deal with than model III. However, for two reasons we prefer not to transform a model III MDP into a model IV MDP:

(i) the reward structure in a countable state MDP is typically unbounded;

(ii) the 'transition probabilities' in a model IV MDP obtained via (5.21) no longer have this physical interpretation with respect to the original MDP.

Whenever in the following two sections we speak of a contracting MDP we will mean an MDP of the model III type.
5.3. CONTRACTION AND STRONG CONVERGENCE

This section deals with the relation between the contraction assumption (model III) and the strong-convergence condition.

For a model III contracting MDP we have for all \( \pi = (f_0, f_1, \ldots) \in \mathcal{M} \),

\[
\mathbb{E}_\pi |r(x_n, a_n)| = P(f_0) \cdots P(f_{n-1}) |r(f_n)| \\
\leq P(f_0) \cdots P(f_{n-1}) M \rho \leq \rho^n M \rho , \quad n = 1, 2, \ldots ,
\]

which yields the following result.

**Theorem 5.7** (cf. Van Hee, Hordijk and Van der Wal [1977]). An MDP that is contracting in the sense of model III satisfies the strong convergence condition for a sequence \( \pi = (\pi_0, \pi_1, \ldots) \in \mathcal{M} \) with \( \pi_n = \lambda^n \pi_0 \), \( n = 0, 1, \ldots \), where \( \lambda \) is any constant satisfying \( 1 < \lambda < \rho^{-1} \).

**Proof.**

\[
\pi^*_{\mathcal{F}} = \sup \limits_{\pi \in \mathcal{M}} \sum \limits_{n=0}^{\infty} \lambda^n |r(x_n, a_n)| \leq M (1 - \lambda \rho)^{-1} \nu < \infty .
\]

Further we have

**Theorem 5.8.** If \( S \) is finite, then the following two conditions are equivalent:

(i) The MDP is contracting (in the sense of model III).

(ii) The MDP is strongly convergent.

**Proof.** By theorem 5.7 it only remains to be shown that (ii) implies (i). By the strong convergence and the finiteness of \( S \) a constant \( m \), \( 0 \leq m < 1 \), and an integer \( n_0 \) exist such that

\[
\sup \limits_{\pi \in \mathcal{M}} \mathbb{E}_\pi z^* (x_{n_0}) \leq m^{n_0} z^* .
\]

Now, following Walter [1976], we define

\[
v := z^* + \alpha^{-1} u z^* + \alpha^{-2} u^2 z^* + \ldots + \alpha^{-n_0+1} u^{n_0-1} z^* .
\]

Then for all \( f \in \mathcal{F} \)
Further, \(|r(f)| \leq z^* \leq v\) for all \(f \in F\). Hence the MDP satisfies the assumptions of model III with \(\mu = v\), \(M = 1\) and \(\rho = a\). 

If \(S\) is countable, then strong convergence need not imply contraction, as we see in the following example.

**Example 5.9.** \(S = \{1, 2, \ldots\}, A = \{1\}, p(i, i+1) = 1\) and \(r(i, 1) = i^{-2}\). This MDP is clearly strongly convergent; take for example \(\mu_n(i) = \sqrt{i + n}\). In order that this MDP is contracting with bounding function \(\mu\), the function \(\mu\) has to satisfy for all \(i \in S\)

\[ r(i, 1) \leq M\mu(i) \quad \text{or} \quad \mu(i) \geq M^{-1}i^{-2}, \]

but also

\[(\rho^{i-1}\mu)(1) = \rho^{i-1}\mu(1) \leq 1.\]

This is impossible, so this MDP is not contractive in the sense of model III. One may verify that also in the sense of model II this example is not contracting.

For some further discussion on the relation between contraction, bounding functions and the spectral radius of the MDP, see Van HEE and WESSELS [1978] and ZIJM [1978].

### 5.4. **Contraction and Successive Approximations**

In this section we will consider in some detail the various successive approximation methods for the model III MDP. First the set of algorithms generated by means of (nonzero stationary) go-ahead functions is considered. The use of these go-ahead functions in the case of contraction has been extensively studied by WESSELS [1977a], Van NUNEN and WESSELS [1976, 1977b], Van NUNEN [1977a] and Van NUNEN and STIDHAM [1978]. All results presented here can be found in one of these papers. We review these results here for the sake of completeness and for later reference in chapter 11.
From theorems 5.7 and 4.12 it follows that the method of standard successive approximations converges. Further we have from lemma 4.22

**Theorem 5.10.** For any go-ahead function $\delta$, for all $\pi \in \Pi$ and for all $v, w \in \mathcal{V}_\mu$

(i) \[ \| L_\delta (\pi) v - L_\delta (\pi) w \|_\mu \leq (1 - \alpha_\delta + \alpha_\delta \rho) \| v - w \|_\mu ; \]

(ii) \[ \| U_\delta v - U_\delta w \| \leq (1 - \alpha_\delta + \alpha_\delta \rho) \| v - w \|_\mu . \]

**Proof.** We only prove (i) since the proof of (ii) is very similar.

\[ L_\delta (\pi) v - L_\delta (\pi) w = \tilde{L}_\delta (\pi) (v - w) \leq \| v - w \|_\mu \tilde{L}_\delta (\pi) \mu \leq \| v - w \|_\mu \tilde{U}_\delta \mu . \]

With $\tilde{U}_\mu \leq \rho \mu$, it follows from lemma 4.22 that

\[ \tilde{U}_\delta \mu \leq (1 - \alpha_\delta + \alpha_\delta \rho) \mu . \]

So

\[ L_\delta (\pi) v - L_\delta (\pi) w \leq (1 - \alpha_\delta + \alpha_\delta \rho) \| v - w \|_\mu \mu . \]

Reversing the roles of $v$ and $w$ yields

\[ | L_\delta (\pi) v - L_\delta (\pi) w | \leq (1 - \alpha_\delta + \alpha_\delta \rho) \| v - w \|_\mu \mu , \]

from which the proof is immediate. \[ \square \]

Since the space $\mathcal{V}_\mu$ is a Banach space we have

**Corollary 5.11.** If $\alpha_\delta > 0$, then $L_\delta (\pi)$ and $U_\delta$ are contractions on $\mathcal{V}_\mu$ with radius less than or equal to $(1 - \alpha_\delta + \alpha_\delta \rho)$, and thus have unique fixed points (within $\mathcal{V}_\mu$).

The fixed point of $L_\delta (\pi)$ is $v(\pi)$, the fixed point of $U_\delta$ is $v^*$.

Note that in general the fixed point of $L_\delta (\pi)$ will be unequal to $v(\pi)$.

A very important consequence of the contraction assumption is that it allows for extrapolations that yield bounds on $v^*$ and enable us to recognize nearly-optimal strategies.

In order to formulate the results, we use the following notations. Let $\delta$ be a nonzero stationary go-ahead function (if one is interested in convergence of successive approximations and stationary strategies it is reasonable to consider only these go-ahead functions). Define
\[ \|w\|_{\mu}^{\max} := \inf \{ c \in \mathbb{R} \mid w \leq cu \} \quad \text{for all } w \in V_{\mu}, \]
\[ \|w\|_{\mu}^{\min} := \sup \{ c \in \mathbb{R} \mid w \geq cu \} \quad \text{for all } w \in V_{\mu}, \]
\[ \rho_{\delta}^{\max}(f) := \|\tilde{L}_{\delta}(f)\|_{\mu}^{\max} \quad \text{for all } f \in F, \]
\[ \rho_{\delta}^{\min}(f) := \|\tilde{L}_{\delta}(f)\|_{\mu}^{\min} \quad \text{for all } f \in F, \]
\[ \rho_{\delta}^{\max} := \sup_{f \in F} \rho_{\delta}^{\max}(f), \]
\[ \rho_{\delta}^{\min} := \inf_{f \in F} \rho_{\delta}^{\min}(f). \]

Further, define for all \( v \in V_{\mu} \),
\[ \rho_{\delta,v}(f) := \begin{cases} 
\rho_{\delta}^{\max}(f) & \text{if } \|L_{\delta}(f)v-v\|_{\mu}^{\min} < 0 \\
\rho_{\delta}^{\min}(f) & \text{if } \|L_{\delta}(f)v-v\|_{\mu}^{\min} \geq 0 ,
\end{cases} \]

and
\[ \rho_{\delta,v}^{*} := \begin{cases} 
\rho_{\delta}^{\max} & \text{if } \|U_{\delta}v-v\|_{\mu}^{\max} > 0 \\
\rho_{\delta}^{\min} & \text{if } \|U_{\delta}v-v\|_{\mu}^{\max} \leq 0 .
\end{cases} \]

Then we have the following theorem.

**Theorem 5.12.** Let \( \delta \) be a nonzero stationary co-head function and let \( v \in V_{\mu} \) and \( f \in F \) be arbitrary. Then

(i) \[ v(f) \geq L_{\delta}(f)v + \rho_{\delta,v}(f)(1-\rho_{\delta,v}(f))(1-\rho_{\delta,v}(f))^{-1}\|L_{\delta}(f)v-v\|_{\mu}^{\min} , \]

(ii) \[ v^{*} \leq U_{\delta}v + \rho_{\delta,v}^{*}(1-\rho_{\delta,v}^{*})^{-1}\|U_{\delta}v-v\|_{\mu}^{\max} . \]

**Proof.**

(i) By corollary 5.11,
\[ v(f) = \lim_{n \to \infty} U_{\delta}^{n}(f)v , \]

Further, for all \( n \geq 1 \),
\[ L_\delta^n(f)v \geq L_\delta^{n-1}(f)(v + \|L_\delta(f)v - v\|_{\mu}^{\min}) \]

\[ \geq L_\delta^{n-1}(f)v + \rho_{\delta,v}^{n-1}(f)\|L_\delta(f)v - v\|_{\mu}^{\min} \]

\[ \geq \ldots \geq L_\delta(f)v + [\rho_{\delta,v}(f) + \ldots + \rho_{\delta,v}^{n-1}(f)]\|L_\delta(f)v - v\|_{\mu}^{\min}. \]

Hence (i) follows by letting \( n \) tend to infinity.

(ii) Having noted that \( v(\pi) \) is optimized by stationary strategies, (ii) follows in an analogous way. \[\Box\]

Now consider for a nonzero go-ahead function \( \delta \) the following successive approximation scheme:

\[
\begin{cases}
\text{Choose } v_0 \in \mathcal{V}_\mu, \\
\text{Determine for } n = 0,1,\ldots\\
v_{n+1} = U_\delta v_n.
\end{cases}
\]

(5.25)

Then it follows from theorem 5.10 that

\[ \|v_{n+1} - v_n\|_{\mu} \leq (1 - \alpha_\delta + \alpha_\delta \rho)^n\|v_0 - v_0\|_{\mu} \rightarrow 0 \quad (n \rightarrow \infty). \]

Further, for all \( v \in \mathcal{V}_\mu \) and all \( \epsilon > 0 \) a policy \( f \) exists satisfying

\[ L_\delta(f)v \geq U_\delta v - \epsilon \mathcal{V}_\mu. \]

That such a uniformly nearly-optimal policy indeed exists can be shown for example with theorems 5.7 and 4.11 and the proof of theorem 4.26, since for the sequence \( \phi \) mentioned in theorem 5.7 also \( z_\phi \in \mathcal{V}_\mu \).

Thus there also exists a policy \( f_n \) such that

\[ \|L_\delta(f_n)v_n - v_n\|_{\mu} \]

is small if \( n \) is large.

From this and theorem 5.12 it follows that we can obtain bounds on \( v^* \) and nearly-optimal stationary strategies from the successive approximation scheme (5.25).

A second type of algorithms is formed by the set of value-oriented methods.

These methods converge for any sequence \( d_n \leq \epsilon_n \mu \) with \( \epsilon_n \rightarrow 0 \), as follows from theorem 5.7 and a slightly changed variant of theorem 4.28(ii) (using
\( z^* \leq M(1 - \rho)^{-1} \mu \). Though, as has been shown by Van Nunen [1976a], the
mapping that generates \( v_{n+1} \) from \( v_n \) is neither necessarily monotone, nor
necessarily contracting, one may easily show that \( v_n \) converges to \( v^* \) expon-
entially fast (compare the proof of theorem 4.28(ii)).

Further, one can use theorem 5.12, for the \( \delta \) corresponding to the method of
standard successive approximations, to obtain bounds on \( v^* \) and nearly-optimal
stationary strategies.

5.5. THE DISCOUNTED MDP WITH FINITE STATE AND ACTION SPACES

In this section we study a special contracting MDP, namely the discounted
MDP with finite state space \( S = \{1, 2, \ldots, N\} \) and finite action space. Because
of the relation with the average-reward MDP (which will be studied in chaps-
ters 6, 9) we consider in particular the case that the discount factor ap-
proaches 1.

Moreover, we prove theorem 2.21, the proof of which we postponed.

The total expected \( \beta \)-discounted reward, when strategy \( \pi \) is used, is defined
by (see (1.11))

\[
\nu_\beta(\pi) := \mathbb{E}_{\pi} \sum_{n=0}^{\infty} \beta^n r(x_n, a_n), \quad \pi \in \Pi, \quad 0 \leq \beta < 1.
\]

Clearly, the expectation is properly defined for all \( 0 \leq \beta < 1 \), since

\[
\mathbb{E}_{\pi} \sum_{n=0}^{\infty} \beta^n r^+(x_n, a_n) \leq (1 - \beta)^{-1} \max_{i,a} r^+(i,a) e < \infty.
\]

Further, define

\[
\nu^*_\beta := \sup_{\pi \in \Pi} \nu_\beta(\pi).
\]

As already remarked in section 1.5 this discounted MDP can be fitted into
the general model by the addition of an absorbing state, * say. Defining the
function \( \mu \) on \( S \cup \{*\} \) by \( \mu(i) = 1, \ i \in S \) and \( \mu(*) = 0 \), one easily verifies
that this extended MDP is contracting in the sense of model III.

We will not incorporate the discount factor into the transition probabili-
ties, since we want to study the case of a varying discount factor, but we
do use the fact that the discounted MDP is contracting.
In order to study the $\beta$-discounted MDP, it is convenient to define the operators $L_{\beta}(f)$ and $U_{\beta}$ on $V$ by

$$(5.28) \quad L_{\beta}(f)v := r(f) + \beta P(f)v$$

and

$$(5.29) \quad U_{\beta}v := \max_{f \in F} L_{\beta}(f)v.$$ 

As $A$ is finite, there exists for each $\beta \in [0,1)$ a policy $f_{\beta}$ satisfying the optimality equation

$$(5.30) \quad L_{\beta}(f_{\beta})v_{\beta}^* = v_{\beta}^*.$$ 

Further, by corollary 5.11,

$$(5.31) \quad v_{\beta}(f) = \lim_{n \to \infty} L_{\beta}^n(f)v \quad \text{for all } v \in V.$$ 

Hence

$$(5.32) \quad v_{\beta}(f_{\beta}) = \lim_{n \to \infty} L_{\beta}^n(f_{\beta})v_{\beta}^* = v_{\beta}^*,$$

which is merely a special case of theorem 4.3(i). This leads to the following result which has already been proved by SHAPELY [1953].

**Theorem 5.13.** If $S$ and $A$ are finite, then there exists for all $\beta \in [0,1)$ an optimal stationary strategy for the $\beta$-discounted MDP, i.e., a policy $f_{\beta}$ satisfying

$$v_{\beta}(f_{\beta}) = v_{\beta}^*.$$ 

An important consequence of this result is, that it enables us to prove theorem 2.21, the proof of which has been postponed.

**Theorem 2.21.** If $S$ and $A$ are finite and condition 1.1 holds, then there exists a stationary strategy $f$, satisfying $v(f) = v^*$. 

**Proof.** Since $S$ and $A$ are finite, there are only finitely many policies. So, let $(\beta_n, n = 0,1,...)$ be a sequence of discount factors with $\beta_n$ tending to 1, then there exists a subsequence $(\beta_{n_k}, k = 0,1,...)$ and a policy $f^*$ such that

$$v_{\beta_{n_k}}(f^*) = v_{\beta_{n_k}}^* \quad \text{for } k = 0,1,...$$
Further, let \( \pi \) be an arbitrary strategy, then we have
\[
v(\pi) = \lim_{\beta \to 1} v_\beta(\pi) = \lim_{k \to \beta n_k} v_{\beta n_k}(\pi) \leq \lim_{k \to \beta n_k} v_{\beta n_k}(f^*) = v(f^*) .
\]
Thus for all \( \pi \in \Pi \)
\[
v(\pi) = \lim_{\beta \to 1} v_\beta(\pi) = \lim_{k \to \beta n_k} v_{\beta n_k}(\pi) \leq \lim_{k \to \beta n_k} v_{\beta n_k}(f^*) = v(f^*) .
\]
Hence,
\[
v(f^*) = v^* .
\]

In the remainder of this section the case that the discount factor tends to 1 will be studied. Our interest in this case is caused by the relationship that exists between the average-reward MDP and the discounted MDP with discount factor close to 1, see e.g. BLACKWELL [1962], VEINOTT [1966] and MILLER and VEINOTT [1969].

First let us derive a Laurent series expansion in powers of \( 1 - \beta \) for \( v_\beta(f) \), for \( \beta \) tending to 1. Miller and Veinott already derived the Laurent series expansion in \( \beta^{-1}(1 - \beta) \), but for our purpose (particularly chapter 8) it is more convenient to deal with the expansion in \( 1 - \beta \).

For any stationary strategy \( f \) we have
\[
(5.33) \quad v_\beta(f) = \sum_{n=0}^{\infty} \beta^n p^n(f)r(f) .
\]

Define
\[
(5.34) \quad p^*(f) := \lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} p^k(f)r(f) .
\]

Then
\[
(5.35) \quad p^*(f)r(f) = \lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} p^k(f)r(f) = \lim_{n \to \infty} n^{-1} v_n(f) = g(f) ,
\]

where \( g(f) \) is the average reward per unit time for strategy \( f \) (cf. (1.12)).

Hence, (5.33) can be rewritten as follows,
\[
v_\beta(f) = \sum_{n=0}^{\infty} \beta^n [p^n(f) - p^*(f) + p^*(f)]r(f) =
\]
\[
= (1 - \beta)^{-1} g(f) + \sum_{n=0}^{\infty} \beta^n [p^n(f) - p^*(f)]r(f) .
\]
Since
\[(5.36)\quad P(f)P^*(f) = P^*(f)P(f) = P^*(f),\]
also
\[p^n(f) - p^*(f) = [p(f) - p^*(f)]^n, \quad n = 1, 2, \ldots.\]
This gives
\[(5.37)\quad v^*_\beta(f) = (1 - \beta)^{-1} g(f) - g(f) + \sum_{n=1}^{\infty} \beta^n[p(f) - p^*(f)]^n r(f)\]
\[= (1 - \beta)^{-1} g(f) - g(f) + [I - \beta P(f) + \beta p^*(f)]^{-1} r(f).\]
That \(I - \beta P(f) + \beta p^*(f)\) is nonsingular for all \(\beta\), with \(0 \leq \beta \leq 1\) (1 included), can be seen as follows. Let \(x\) satisfy
\[(5.38)\quad [I - \beta P(f) + \beta p^*(f)]x = 0,
then premultiplication with \(P^*(f)\) yields, with (5.36),
\[P^*(f)x = 0.\]
Substituting this in (5.38) yields \(x = \delta P(f)x\), so for \(\beta < 1\) we have \(x = 0\).
If \(\beta = 1\), then iterating and averaging \(x = P(f)x\) yields
\[x = n^{-1} \sum_{k=0}^{n-1} P^k(f)x ,\]
so, with \(n + \infty, x = P^*(f)x = 0.\)
From the nonsingularity of \(I - P(f) + P^*(f)\) we obtain a Laurent series expansion for \(I - \beta P(f) + \beta p^*(f)\) in \(1 - \beta\), for \(\beta\) sufficiently close to 1, in the following way.
Writing \(Q\) for \(P(f) - p^*(f)\), we have
\[(5.39)\quad (1 - \beta Q)^{-1} = (I - Q + (1 - \beta)Q)^{-1} = (I + (1 - \beta)(I - Q)^{-1}Q)^{-1}(I - Q)^{-1}\]
\[= \sum_{k=0}^{\infty} (-1)^k(1 - \beta)^k[(I - Q)^{-1}Q]^k(I - Q)^{-1} .\]
So, for \(\beta\) sufficiently close to 1, we have the following expansion for \(v^*_\beta(f)\),
\[(5.40)\quad v^*_\beta(f) = \sum_{k=-1}^{\infty} (1 - \beta)^k c_k(f) ,\]
with
\[ c_{-1}(f) = g(f), \]
\[ c_0(f) = (I - Q)^{-1} r(f) - g(f), \]
\[ c_k(f) = (-1)^k [(I - Q)^{-1} Q^k (I - Q)^{-1} r(f)], \quad k = 1, 2, \ldots. \]

It is notationally convenient when comparing stationary strategies for discount factors close enough to 1 to use the following two partial orderings on \( F \):

\[
\begin{align*}
&\text{For all } i \in S \\
&\quad c_{-1}(i,f) \geq c_{-1}(i,h) \\
&\quad \text{and for all } k = 0, 1, \ldots \\
&\quad c_k(i,f) = c_k(i,h), \quad k = -1, \ldots, k-1 \Rightarrow c_k(i,f) \geq c_k(i,h),
\end{align*}
\]

\[
\begin{align*}
&\text{(5.41) } f \succ h \iff f \gg h \text{ and not } h \gg f.
\end{align*}
\]

Then we have

**Lemma 5.14.** For any two policies \( f \) and \( h \) there exists a constant \( \beta(f,h) \), with \( 0 \leq \beta(f,h) < 1 \), such that for all \( \beta \) with \( \beta(f,h) \leq \beta < 1 \)

\[ f \succ h \iff v_\beta(f) \geq v_\beta(h). \]

**Proof.** Immediately from

\[ v_\beta(f) - v_\beta(h) = \sum_{k=1}^\infty (1 - \beta)^k [c_k(f) - c_k(h)] \]

and the definition of \( f \succ h \).

An immediate consequence of this lemma is

**Theorem 5.15 (cf. Blackwell [1962]).** There exists a constant \( \beta_0 \), with \( 0 \leq \beta_0 < 1 \), such that for all \( f \) and \( h \) and all \( \beta \leq \beta_0 \leq \beta < 1 \)

\[ f \gg h \iff v_\beta(f) \geq v_\beta(h). \]

Moreover there exists a stationary strategy \( \hat{f}^* \) such that for all \( f \in F \) we have \( \hat{f}^* \gg f \).
**Proof.** The first assertion follows from lemma 5.14 and the fact that (since
S and A are finite) there are only finitely many policies. The second assertion
follows along the same lines as the proof of theorem 2.21 in this sec-
tion, namely, take $f^*$ such that $v_{\beta_n}^*(f^*) = v_{\beta_n}^*$ for some sequence $\beta_n \downarrow 1$. \(\Box\)

We conclude this section with some results concerning Laurent series expan-
sions for $L_{\beta}(f)v_{\beta}(h)$, in particular for $h = f^*$, where $f^*$ is a stationary
strategy that is optimal for all $\beta$ sufficiently close to 1.

For all $f$ and $h \in F$ we have
\[
L_{\beta}(f)v_{\beta}(h) = \tau(f) + \beta P(f)v_{\beta}(h)
\]
\[
= \tau(f) + [P(f) - (1 - \beta)P(f)] \sum_{k=-1}^{\infty} (1 - \beta)^k c_k(h).
\]

This yields the following expansion for $L_{\beta}(f)v_{\beta}(h)$:

\[ (5.43) \quad L_{\beta}(f)v_{\beta}(h) = \sum_{k=-1}^{\infty} (1 - \beta)^k d_k(f,h), \]

with

\[ (5.44) \quad d_{-1}(f,h) = P(f)c_{-1}(h), \]

\[ (5.45) \quad d_0(f,h) = \tau(f) + P(f)c_0(h) - P(f)c_{-1}(h), \]

\[ (5.46) \quad d_k(f,h) = P(f)c_k(h) - P(f)c_{k-1}(h), \quad k = 1,2,\ldots. \]

With $S = \{1,2,\ldots,N\}$ we can interpret $d(\cdot)$ and $c_k(\cdot)$ as column vectors in
$\mathbb{R}^N$ and $P(f)$ as an $(N \times N)$-matrix.

For all $f$ and $h \in F$ let us denote by $C(f)$ and $D(f,h)$ the $(N \times \infty)$-matrices
($N$ is the number of states in $S$) with columns $c_k(f)$ and $d_k(f,h)$,
$k = -1,0,1,\ldots$, respectively.

For equally sized matrices define the following two partial orderings:

\[ (5.47) \quad P \succ Q \iff \text{In each row of the matrix } P - Q \text{ the first nonzero element (if any) is positive.} \]

\[ (5.48) \quad P \succ Q \iff P \succ Q \text{ and not } Q \succ P. \]

So $f \succ h$ [$f \succ h$] is equivalent to $C(f) \succ C(h)$ [$C(f) \succ C(h)$].

Then we have the following theorem.
**Theorem 5.16**

(i) For all \( f \in F \)

\[ D(f, f) = C(f) . \]

(ii) For all \( f \) and \( h \in F \)

\[ D(f, h) \geq C(h) \Rightarrow f \geq h . \]

(iii) If \( f^* \) satisfies \( f^* \geq f \) for all \( f \in F \), then

\[ D(f, f^*) \leq C(f^*) \text{ for all } f \in F . \]

**Proof.**

(i) Follows immediately from

\[ L_\beta(f)v_\beta(f) = v_\beta(f) . \]

(ii) If \( D(f, h) \geq C(h) \), then for all \( \beta \) sufficiently close to 1

\[ L_\beta(f)v_\beta(h) \geq v_\beta(h) . \]

So, with the monotonicity of \( L_\beta(f) \) and (5.32), for all \( \beta \) sufficiently close to 1

\[ v_\beta(f) = \lim_{n \to \infty} L_\beta^n(f)v_\beta(h) \geq L_\beta(f)v_\beta(h) \geq v_\beta(h) . \]

Hence, by theorem 5.15, \( f \geq h \).

(iii) \( f^* \geq f \) for all \( f \in F \) implies \( v_\beta(f^*) = v_\beta^* \) for all \( \beta \) sufficiently close to 1. So

\[ U_\beta v_\beta(f^*) = v_\beta^*(f^*), \]

and for all \( f \in F \)

\[ L_\beta(f)v_\beta(f^*) \leq v_\beta(f^*), \]

for \( \beta \) close enough to 1. Hence

\[ D(f, f^*) \leq C(f^*) \text{ for all } f \in F . \]
5.6. SENSITIVE OPTIMALITY

In the literature various criteria of optimality have been introduced for the case that the discount factor tends to 1.

BLACKWELL [1962] studied this problem, and he introduced the following two concepts of optimality.

He called a strategy \( \pi \) nearly optimal if

\[
(5.49) \quad \nu_{\beta}^* - \nu_{\beta}(\pi) \to 0 \quad (\beta \to 1),
\]

and a strategy \( \pi \) optimal if

\[
(5.50) \quad \nu_{\beta}^* = \nu_{\beta}(\pi) \quad \text{for all } \beta \text{ close enough to 1}.
\]

(We shall use these concepts only in this section.)

VEINOTT [1969] introduced the following more sensitive optimality criteria.

A strategy \( \hat{\pi} \) is called \( k \)-discount optimal, \( k \in \{-1,0,1,\ldots\} \), if

\[
(5.51) \quad \liminf_{\beta \rightarrow 1} (1-\beta)^{-k} [\nu_{\beta}(\hat{\pi}) - \nu_{\beta}(\pi)] \geq 0 \quad \text{for all } \pi \in \Pi.
\]

Finally, a strategy is called \( \omega \)-discount optimal if it is \( k \)-discount optimal for all \( k = -1,0,1,\ldots \).

Clearly, a nearly optimal strategy in the sense of (5.49) is 0-discount optimal. Substituting for \( \pi \) in (5.51) a strategy \( f^* \) satisfying \( \nu_{\beta}(f^*) = \nu_{\beta}^* \) for \( \beta \) sufficiently close to 1, we see that a 0-discount optimal strategy is nearly optimal in the sense of (5.49). So these two concepts are equivalent. Further we see that optimality in the sense of (5.50) is equivalent to \( \omega \)-discount optimality.

In chapter 7 it will be shown that there is a close relationship between \( k \)-discount optimality and more sensitive optimality criteria in the average-reward case (cf. SLADKY [1974]).

The relation between the discounted MDP when the discount factor tends to 1 and the average-reward MDP, and in particular the policy iteration method for the average-reward case, has been studied in various publications.

BLACKWELL [1962] showed that Howard's policy iteration method for the average reward MDP [HOWARD, 1960] yields, under certain conditions, a nearly optimal policy. VEINOTT [1966] extended Howard's method in such a way that it always produces a nearly optimal stationary strategy. A further extension of the policy iteration method by MILLER and VEINOTT [1969] yields \( k \)-discount optimal policies for all \( k = -1,0,\ldots,\omega \).
In chapter 8 we use the concept of go-ahead functions to derive variants of the policy iteration method that also yield \( k \)-discount optimal stationary strategies.
CHAPTER 6

INTRODUCTION TO THE AVERAGE-REWARD MDP

In the chapters 6 – 9 we consider the average-reward MDP. Throughout these four chapters both the state space and the action space are assumed to be finite, and the states will be labeled 1, 2, ..., N, so $S = \{1, 2, ..., N\}$. Further, condition 1.1 no longer holds.

This chapter serves as an introduction to the average-reward MDP and reviews some results on these processes. In particular, results on the existence of optimal stationary strategies (section 1), on the policy iteration method (section 2), and on the method of standard successive approximations (section 3).

6.1. OPTIMAL STATIONARY STRATEGIES

In this section it will be shown that an optimal stationary strategy exists for the average reward per unit time criterion. Namely, a (the) strategy $f^*$ that satisfies $f^* \succeq f$ for all $f \in F$ (for the existence of such a policy $f^*$ see theorem 5.15). (For the average optimality of a policy $\pi$ the condition $\pi \succeq f$ for all $f$ is, however, not necessary.) Recall that the average reward per unit time $g$ for a strategy $\pi \in \Pi$ has been defined by (see (1.12))

\[(6.1) \quad g(\pi) = \liminf_{n \to \infty} n^{-1} v_n(\pi) = \liminf_{n \to \infty} n^{-1} \mathbb{E}_{\pi} \sum_{k=0}^{n-1} r(X_k, A_k). \]

For a stationary strategy $f \in F$ we have (cf. (5.35))

\[(6.2) \quad g(f) = r^*(f) r(f), \]

where (cf. (5.34))

\[(6.3) \quad r^*(f) = \lim_{n \to \infty} n^{-1} \sum_{k=0}^{n-1} r_k^*(f). \]
We want to show that

\[(6.4) \quad g^* := \sup_{\pi \in \Pi} g(\pi) = \max_{f \in F} g(f) .\]

In order to show that any policy $f^*$ satisfying $f^* \succcurlyeq f$ for all $f \in F$ (cf. (5.41) and theorem 5.15) is average optimal we need the following lemma.

**Lemma 6.1** (cf. BROWN [1965]). Let $f^*$ be a policy satisfying $f^* \succcurlyeq f$ for all $f \in F$, then for all sufficiently large $K \in \mathbb{R}$

\[(6.5) \quad L(f)[Kg(f^*) + c_0(f^*)] \leq L(f^*)[Kg(f^*) + c_0(f^*)]

\[= U[Kg(f^*) + c_0(f^*)] = (K+1)g(f^*) + c_0(f^*) .\]

**Proof.** Let $f$ be an arbitrary policy, then we have from theorem 5.16 and (5.44) and (5.45):

For all $i \in S$

\[(P(f)g(f^*))(l) \leq (P(f^*)g(f^*))(l) = g(i,f^*) \]

and if

\[(P(f)g(f^*))(l) = g(i,f^*) ,\]

then

\[r(i,f(l)) + (P(f)c_0(f^*))(l) - g(i,f^*) \]

\[\leq r(i,f^*(l)) + (P(f)c_0(f^*))(l) - g(i,f^*) = c_0(i,f^*).\]

So, for all $K$ sufficiently large,

\[L(f)[Kg(f^*) + c_0(f^*)] = KP(f)g(f^*) - r(f) + P(f)c_0(f^*) \]

\[\leq KP(f^*)g(f^*) + r(f^*) + P(f)c_0(f^*) \]

\[= L(f^*)[Kg(f^*) + c_0(f^*)] = (K+1)g(f^*) + c_0(f^*).\]

With this lemma we can prove the following well-known result.

**Theorem 6.2.** Let $f^*$ be a policy satisfying $f^* \succcurlyeq f$ for all $f \in F$ (such a policy exists by theorem 5.16). Then

\[g(f^*) = g^* (= \sup_{\pi \in \Pi} g(\pi)) .\]
PROOF. Let \( \pi \) be an arbitrary strategy, and let \( K_0 \) be a constant such that (6.5) holds for all \( K \geq K_0 \). Then

\[
(6.6) \quad g(\pi) = \liminf_{n \to \infty} n^{-1} v_n(\pi) \leq \liminf_{n \to \infty} n^{-1} U_n =
\]

\[
= \liminf_{n \to \infty} n^{-1} U_n [K_0 g(f^*) + c_0(f^*)]
\]

\[
= \liminf_{n \to \infty} n^{-1} [(K_0 + n)g(f^*) + c_0(f^*)] = g(x^*).
\]

Hence

\[
g^* = \sup_{\pi \in \Pi} g(\pi) \leq g(f^*).
\]

Clearly, \( g^* \geq g(f^*) \), so the proof is complete. \( \square \)

Note that (6.6) also holds if \( \liminf \) is replaced by \( \limsup \) (apart from the first equation). So \( x^* \) remains optimal if we use the maximality of

\[
\limsup_{n \to \infty} n^{-1} v_n(\pi)
\]

as a criterion.

So we see from theorem 6.2 that, when we are looking for an optimal or nearly-optimal strategy, we can restrict ourselves to stationary strategies. This is done in the policy iteration algorithm.

6.2. THE POLICY ITERATION METHOD

Before formulating the policy iteration method we give the following characterization of \( g(f) \) and \( c_0(f) \).

**Lemma 4.3** (Blackwell [1962]). The system of linear equations in \( g \) and \( v \), \( g, v \in V \),

\[
(1) \quad P(f)g = g
\]

(6.7) \( (ii) \quad L(f)v = v + g \)

(\( iii \)) \( P^*(f)v = 0 \)

has the unique solution \( g = g(f) \), \( v = c_0(f) \).
PROOF. First we show that \((g(f),c_0(f))\) solves (6.7). That \(g(f)\) and \(c_0(f)\) satisfy (i) and (ii) follows from (5.44) and (5.45) with \(f = h\) and by theorem 5.16(i).

To prove \(p^*(f)c_0(f) = 0\), premultiply \(v_f(f)\) with \(p^*(f)\), which yields

\[
p^*(f)v_f(f) = p^*(f) \sum_{k=0}^{\infty} \beta^k p_k(f) r(f) = \sum_{k=0}^{\infty} \beta^k p^*(f) p_k(f) r(f)
\]

\[
= \sum_{k=0}^{\infty} \beta^k p^*(f) r(f) = (1-\beta)^{-1} g(f) ,
\]

where we used (5.36). Also,

\[
p^*(f)v_f(f) = p^*(f) [(1-\beta)^{-1} g(f) + c_0(f) + o(1-\beta)]
\]

\[
= (1-\beta)^{-1} g(f) + p^*(f)c_0(f) + o(1-\beta) (\beta + 1) .
\]

So

\[
p^*(f)c_0(f) = 0 .
\]

To prove the uniqueness of the solution \((g(f),c_0(f))\), let us assume that \((g^0, v^0)\) and \((g^1, v^1)\) both solve (6.7). Iterating and averaging (i) we get

\[
p^*(f)g^0 = g^0 \quad \text{and} \quad p^*(f)g^1 = g^1 .
\]

And premultiplying (ii) by \(p^*(f)\) we obtain

\[
p^*(f)r(f) = p^*(f)g^0 = p^*(f)g^1 .
\]

So (with (6.2))

\[
g^0 = g^1 = g(f) .
\]

To prove \(v^0 = v^1\), subtract \(L(f)v^1 = v^1 + g(f)\) from \(L(f)v^0 = v^0 + g(f)\) to obtain

\[
p(f)(v^0 - v^1) = (v^0 - v^1) .
\]

Iterating and averaging this equality yields

\[
v^0 - v^1 = p^*(f)(v^0 - v^1) .
\]

But from (iii) we have

\[
p^*(f)v^0 = p^*(f)v^1 = 0 .
\]
Hence $v^0 = v^1$, which proves that the solution of (6.7) is unique. \[ \square \]

In the sequel we often write $v(f)$ instead of $c_0(f)$.

Now let us formulate Howard's policy iteration algorithm for the average reward case [HOWARD, 1960] with the modification due to BLACKWELL [1962] that guarantees convergence.

**Policy iteration algorithm**

Choose $f \in F$.

**Value determination step**

Determine the unique solution $(g(f), v(f))$ of (6.7).

**Policy improvement step**

Determine for each $i \in S$ the set

$$A(i, f) := \{ a \in A \mid \sum_{j \in S} p(i, a, j)g(j, f) = \max_{a_0 \in A} \sum_{j \in S} p(i, a_0, j)g(j, f) \}$$

and subsequently

$$B(i, f) := \{ a \in A(i, f) \mid x(i, a) + \sum_{j \in S} p(i, a, j)v(j, f) =$$

$$= \max_{a_0 \in A(i, f)} \{ r(i, a_0) + \sum_{j \in S} p(i, a_0, j)v(j, f) \} \}.$$

Replace policy $f$ by a policy $h$ with $h(i) \in B(i, f)$ and $h(i) = f(i)$ if $f(i) \in B(i, f)$ for all $i \in S$, and return to the value determination step. Repeat until the policy $f$ cannot be improved anymore, i.e., until $f(i) \in B(i, f)$ for all $i \in S$.

For the policy iteration method we have the following convergence result.

**Theorem 6.4** (see BLACKWELL [1962, theorem 4]). Let policy $h$ be an improvement of the policy $f$ obtained by the policy improvement step of the policy iteration algorithm, then

(i) if $h = f$, then $g(f) = g^*$,

(ii) if $h \neq f$, then $h \triangleright f$.

From (i) and (ii) it follows, as $F$ is finite by the finiteness of $S$ and $A$, that the policy iteration method converges, i.e., it yields an average optimal policy after finitely many iterations.
PROOF. For a proof see BLACKWELL [1962]. We don't give the proof here, since theorem 6.4 is merely a special case of theorem 8.7 which we prove in chapter 8.

VEINOTT [1966] and MILLER and VEINOTT [1969] have shown that the policy iteration method can be extended in such a way that the algorithm terminates with a policy which not only maximizes $g(f)$ but also some (or all) subsequent terms of the Laurent series expansion for $v_{\pi}(f)$.

HASTINGS [1968] introduced a modified version of the policy iteration for the case that all $P(f)$ are irreducible. ($P(f)$ is irreducible if for each pair $i,j \in S$ there exists a number $n$ such that $(P^n(f))(i,j) > 0$.) In that case $P^*(f)$ will have equal rows and $g(f)$ will be independent of the initial state, so $A(i,f) = A(i)$ for all $i \in S$.

Hastings showed that the standard successive approximation step in the definition of $B(i,f)$ can be replaced by a Gauss-Seidel step.

In chapter 8 the concept of go-ahead functions is used to study this and other variants of the (standard) policy iteration method, as well as several variants of the extended versions of this method as formulated by VEINOTT [1966] and MILLER and VEINOTT [1969]. It will also be shown that these algorithms converge (not only if $P(f)$ is irreducible), and that the extended versions again yield more sensitive optimal strategies.

Closely related to the policy iteration method are the linear programming formulations. After d'EPENOUX [1960] introduced linear programming for the discounted MDP, De GHELLINCK [1960] and MANNE [1960], independently, gave the linear programming formulation for the average-reward criterion in the unichain case. (The case that for each policy $f$ the underlying Markov chain has one recurrent subchain and possibly some transient states.) The multi-chain case has been attacked a.o. by DERNARDO and FOX [1968], DERNARDO [1970] and DERMAN [1970]. Recently their results have been improved considerably by HORDIJK and KALLENBERG [1979].
6.3. SUCCESSIVE APPROXIMATIONS

Another method to determine optimal or nearly-optimal policies, is the method of standard successive approximations:

\[
\begin{align*}
\text{Choose } v_0. \\
\text{Determine for } n = 0, 1, \ldots \\
v_{n+1} = uv_n.
\end{align*}
\]

From lemma 6.1 we immediately have the following result to to BROWN [1965].

**Theorem 6.5.** \( v_n - ng^* \) is bounded in \( n \) for all \( v_0 \in v \).

**Proof.** Let \( K_0 \) be so large that (6.5) holds for all \( K \geq K_0 \). Then using the finiteness of \( S \), we have for all \( n = 1, 2, \ldots \)

\[
\|v_n - ng^*\|_e \leq \|u^T K_0 g^* + c_0(f^*) - ng^*\|_e + \|u^T (v_0 - K_0 g^* - c_0(f^*))\|_e \\
\leq \|K_0 g^* - c_0(f^*)\|_e + \|v_0 - K_0 g^* - c_0(f^*)\|_e < \infty.
\]

In general, however, \( v_n - ng^* \) need not converge.

**Example 6.6.** \( S := \{1, 2\}, A = \{1\}, r(1,1) = 2, r(2,1) = 0, p(1,1,2) = 1, p(2,1,1) = 1. \)

For this MDP clearly \( g^* = (1)^T \), but \( u^{R0} - ng^* \) oscillates between \((1, -1)^T\) and 0.

Further, if \( v_n - ng^* \) does not converge, then it need not be that for sufficiently large \( n \) a policy \( f_n \) satisfying \( L(f_n)v_n = v_{n+1} \) is average optimal. This is shown by an example of LANERY [1967].

In case of convergence, however, we have the following result.

**Theorem 6.7.** Let \( v_n - ng^* \) converge. Then, if \( n \) is sufficiently large, a policy \( f_n \) satisfying \( L(f_n)v_n = v_n \) is average optimal.

**Proof.** Define

\[
\psi := \lim_{n \to \infty} [v_n - ng^*].
\]

Then
\[ L(f_n)\nu_n = L(f_n)[ng^* + \vartheta + o(1)] = \nu_{n+1} = (n+1)g^* + \vartheta + o(1) \quad (n \to \infty). \]

Hence, since \( p \) is finite, we have for \( n \) sufficiently large

\[ p(f_n)g^* = g^* \tag{6.8} \]

and

\[ L(f_n)\vartheta = \vartheta + g^*. \tag{6.9} \]

Iterating and averaging (6.8), we get \( p(f_n)g^* = g^*. \)

So, premultiplication of (6.9) by \( p(f_n) \) yields

\[ p(f_n)r(f_n) = g(f_n) = p(f_n)g^* = g^*. \]

WHITE [1963] has shown that \( \nu_n - ng^* \) converges if there exists a specific state \( i_0 \in S \) and an integer \( r \) such that

\[ p(f_1) \cdots p(f_r)(i_0, i_0) > 0, \tag{6.10} \]

for all policies \( f_1, \ldots, f_r \) and all \( i \in S \).

DENARDO [1973] proved convergence of \( \nu_n - ng^* \) under the weaker hypothesis that all \( P(f) \) are unichained (one recurrent class and possibly some transient states) and aperiodic. Note that the matrix in example 6.6 is periodic.

The general multichained case with periodicities has been studied by BROWN [1965] and LANERY [1967]. Finally, a relatively complete treatment has been given by SCHWEITZER and FEDERGRUN [1978, 1979]. The latter two authors established e.g. that \( \nu_n - ng^* \) converges if all \( P(f) \) are aperiodic (even under weaker conditions) and that there always exists an integer \( J \), the "essential period of the MDP", such that

\[ u^{nJ+m} v_0 - nJg^* \text{ converges for all } m = 0,1,\ldots, J-1. \]

The latter result (with incorrect proofs) was also given by Brown and by Lanery.

Periodicity, however, need not be a problem. SCHWEITZER [1971] has given a data transformation which transforms any MDP into an equivalent MDP that is aperiodic.
\textbf{Aperiodicity transformation}

Let the MDP be characterized by \( S, A, p \) and \( r \). Construct a new MDP with \( S, A, \hat{p} \) and \( \hat{f} \) as follows:

Choose \( \alpha \in (0,1) \) and define

\begin{align*}
\hat{f}(i,a) &= (1-\alpha)r(i,a), & i \in S, \ a \in A, \\
\hat{p}(i,a,i) &= \alpha + (1-\alpha)p(i,a,i), & i \in S, \ a \in A, \\
\hat{p}(i,a,j) &= (1-\alpha)p(i,a,j), & i,j \in S, \ j \neq i \text{ and } a \in A.
\end{align*}

(6.11)

We will show that the two MDP's are indeed equivalent. Denote all objects in the transformed MDP by a \( \hat{\cdot} \). Then for all \( f \in F \)

\( \hat{p}(f) = \alpha I + (1-\alpha)p(f) \),

so, clearly, \( \hat{p}(f) \) is aperiodic for all \( f \in F \), and

\( \hat{f}(f) = (1-\alpha)r(f) \).

One easily verifies that

(6.12) \( \hat{p}(f)g(f) = g(f) \)

and

(6.13) \( \hat{f}(f) + \hat{p}(f)v(f) = v(f) + (1-\alpha)g(f) \).

Further we have

\( \hat{p}(f)\hat{p}^*(f) = \alpha \hat{p}^*(f) + (1-\alpha)p(f)\hat{p}^*(f) = \hat{p}^*(f) \),

so also

\( \hat{p}^*(f)\hat{p}^*(f) = \hat{p}^*(f) \).

And

\( \hat{p}^*(f)\hat{p}(f) = \hat{p}^*(f)(1-\alpha)^{-1}\hat{p}(f) - \alpha I = \hat{p}^*(f) \),

hence

\( \hat{p}^*(f)\hat{p}^*(f) = \hat{p}^*(f) \).

This implies

\( \hat{p}^*(f) = p^*(f) \)

thus

(6.14) \( \hat{p}^*(f)v(f) = 0 \).
So it follows from (6.12)–(6.14) and lemma 4.3 that the transformed MDP is equivalent to the original \( \epsilon \)-horizon MDP, with

\[
(\hat{g}(f), \hat{v}(f)) = ((1-\epsilon)g(f), v(f))
\]

The finite horizon MDP's, however, are different.

So from now on it may be assumed that the MDP under consideration is aperiodic in the strong sense of (6.11), i.e., all \( p(i,a,i) \) are strictly positive. And thus that \( v_n - ng^* \) converges (which clearly implies \( v_{n+1} - v_n \to g^* \)). So theorem 6.7 applies. However, in order to obtain an appropriate algorithm, one has to be able to verify whether \( n \) is already so large that \( v_{n+1} - v_n \) is close to \( g^* \) and that \( f_n \) is nearly optimal.

If \( g^*(i) \) is independent of the initial state, which, for example, is the case if all \( P(f) \) are unichained, then the following lemma makes it possible to recognize near-optimality.

**Lemma 6.8 (cf. Hastings [1968] and Hordijk and Tijs [1975]).** Let \( v \in V \) be arbitrary and let \( \ell \) be a policy satisfying

\[
L(f)v = Uv
\]

Then

\[
\min_{i \in S} (Uv - v)(i)e \leq g(f) \leq g^* \leq \max_{i \in S} (Uv - v)(i)e
\]

**Proof:** For all \( h \in F \) we have

\[
(6.15) \quad P^*(h)(L(h)v - v) = P^*(h)r(h) = g(h)
\]

So, with \( h = f \),

\[
g(f) = P^*(f)(L(f)v - v) = P^*(f)(Uv - v)
\]

\[
\geq P^*(f) \min_{i \in S} (Uv - v)(i)e = \min_{i \in S} (Uv - v)(i)e
\]

Clearly, \( g(f) \leq g^* \), and applying (6.15) with \( h = f^* \) \( (g(f^*) = g^*) \) we obtain

\[
g^* = g(f^*) = P^*(f^*)(L(f^*)v - v) \leq P^*(f^*)(Uv - v)
\]

\[
\leq P^*(f) \max_{i \in S} (Uv - v)(i)e = \max_{i \in S} (Uv - v)(i)e
\]

If \( g^* \) is constant and \( v_n - ng^* \) converges, then \( Uv_n - v_n \) converges to \( g^* \), so
\[
\max_{i \in S} (U_n^i - v_n^i) - \min_{i \in S} (U_n^i - v_n^i) \to 0 \quad (n \to \infty).
\]

So in this case lemma 6.8 shows us that the method of standard successive approximations yields (arbitrarily close) bounds on \(g^*\) and nearly-optimal stationary strategies.

It is also clear that lemma 6.8 is not of much help if \(g^*\) is not constant.

One may also try to use the method of value-oriented successive approximations. For the average-reward case this method has been proposed by Morton [1971], who, however, does not give a convergence proof.

In chapter 9 we study the value-oriented method under the so-called strong aperiodicity assumption that \(P(f) \geq \alpha I\) for some \(\alpha > 0\) and all \(f\) (cf. (6.11)), and under various conditions concerning the chain structure of the MDP, all guaranteeing that \(g^*\) is constant.

Another variant of the method of standard successive approximations has been introduced by Bather [1973] and by Hordijk and Tiljma [1975]. This method approximates the average-reward MDP by a sequence of discounted MDP's with discount factor tending to 1.

Choose \(v_0 \in \mathcal{V}\).
Determine for \(n = 0, 1, \ldots\)

\[ v_{n+1} = \frac{U_n}{\beta_n} v_n, \]

where \(\{\beta_n\}\) is a sequence of discount factors tending to 1.

Hordijk and Tiljma proved, that if \(g^*\) is constant, \(v_{n+1} - v_n\) converges to \(g^*\) if the sequence \(\{\beta_n\}\) satisfies the following two conditions:

\[
\beta_n \to 0 \quad (n \to \infty),
\]

\[
\left| \sum_{j=1}^{n} \beta_j \right| \to 0 \quad (n \to \infty).
\]

A possible choice for \(\{\beta_n\}\) is \(\beta_n = 1 - n^{-b}\), \(0 < b \leq 1\), \(n = 1, 2, \ldots\). The convergence, however, is rather slow, namely of order \(n^{-b} \ln n\). Bather [1973] has considered the special case \(\beta_n = 1 - n^{-1}\).
In chapter 7 we introduce a nonstationary variant of the method of standard successive approximations to study the relation between the more sensitive optimality criteria in the average-reward case and the discounted case. This nonstationary method turns out to be equivalent to the method of Hordijk and Tijms for sequences $\beta_n = 1 - \frac{k}{n}$. From our analysis it will follow that for these sequences the method (6.16) also converges if $g^*(i)$ depends on the initial state.
CHAPTER 7

SENSITIVE OPTIMALITY

7.1. INTRODUCTION

In this chapter we consider some more sensitive optimality criteria for the
average-reward MDP with finite state space \( S = \{1,2,\ldots,N\} \) and finite action
space.

The criterion of average reward per unit time is often rather unsatisfactory,
since the criterion value depends only on the tail of the income stream, and
not on the rewards during the first, say 1003, periods.
In order to overcome this problem, one may consider more sensitive optimality
criteria.

One of these is the criterion of average overtaking optimality introduced by
VEINOTT [1966].

**DEFINITION 7.1.** A strategy \( \hat{\pi} \in \Pi \) is called average overtaking optimal, if
for all \( \pi \in \Pi \)

\[
\liminf_{n \to \infty} n^{-1} \sum_{m=1}^{n} [v_m(\hat{\pi}) - v_m(\pi)] \geq 0.
\]  

(7.1)

Veinott proved that an average overtaking optimal policy is nearly optimal
in the sense of Blackwell, formula (5.49), and therefore also 0-discount
optimal in the sense of (5.51). Veinott conjectured the reverse to be true
as well. This conjecture was proved to be correct by DENARDO and MILLER
[1968]. LIPPMAN [1968] proved that average overtaking optimality and 0-dis-
count optimality are equivalent (not only for stationary strategies).

A stronger criterion than (7.1) is the following, introduced by DENARDO and
ROTHBLUM [1979].
DEFINITION 7.2. A strategy \( \hat{\pi} \in \Pi \) is called overtaking optimal if for all \( \pi \in \Pi \)

\[
\liminf_{n \to \infty} [v_n(\hat{\pi}) - v_n(\pi)] \geq 0 .
\]

In general, there need not exist an overtaking optimal policy, since for two average overtaking optimal strategies \( \pi^{(1)} \) and \( \pi^{(2)} \), the difference \( v_n(\pi^{(1)}) - v_n(\pi^{(2)}) \) may oscillate around 0. BROWN [1965] gives an example where this oscillation is not caused by the periodicity of the transition matrices. Denardo and Rothblum proved that under certain conditions an overtaking optimal strategy does exist.

An extension of the concept of average overtaking optimality has been given by SLADKY [1974].

Define for \( n = 0, 1, \ldots \)

\[
\begin{align*}
&v_n^{(0)}(\pi) := v_n(\pi) , \\
&v_n^{(k)}(\pi) := \sum_{i=0}^{n-1} v_{\ell}^{(k-1)}(\pi), \quad k = 1, 2, \ldots .
\end{align*}
\]

Then

\[
v_n^{(k)}(\pi) = \sum_{k=0}^{n-1} \sum_{\ell=0}^{k-1} \sum_{\ell_1=0}^{\ell-1} \cdots \sum_{\ell_{k-1}=0}^{\ell_{k-2}-1} v_{n-k}^{(0)}(\pi) = \sum_{k=0}^{n-1} (n-1) v_{\ell}^{(0)}(\pi) .
\]

DEFINITION 7.3 (SLADKY [1974]). A strategy \( \hat{\pi} \in \Pi \) is called \( k \)-order average optimal, if for all \( \pi \in \Pi \)

\[
\liminf_{n \to \infty} n^{-1}[v_n^{(k)}(\hat{\pi}) - v_n^{(k)}(\pi)] \geq 0 .
\]

So, a 0-order average-optimal strategy is average optimal and a 1-order average-optimal strategy is average overtaking optimal. Sladky has shown that a strategy \( \pi \) is \( k \)-order average-optimal if and only if it is \((k-1)\)-discount optimal.

Here (in section 2) we will prove this result for stationary strategies following a somewhat different line of reasoning. The case of arbitrary strategies is notationally more complicated. As a byproduct of our approach we obtain a successive approximations algorithm yielding \( k \)-order average optimal policies; the problem to recognize these policies, however, remains.
In section 3 we obtain a relation between this algorithm and the algorithms by BATHER [1973] and HORDIJN and TIJMS [1975] as formulated in (6.16).

7.2. THE EQUIVALENCE OF k-ORDER AVERAGE OPTIMALITY AND (k - 1)-DISCOUNT OPTIMALITY

In this section we show that a policy is k-order average optimal if and only if it is (k - 1)-discount optimal. Part of the results in this section can be found in VAN DER WAL and ZIJN [1979].

In order to prove this we study the following dynamic programming scheme

\[
\begin{align*}
\nu_0^{(k)} &= 0, \\
\nu_{n+1}^{(k)} &= \max_{\xi \in \mathcal{F}} \left\{ \binom{n}{k} v_0^{(k)}(\xi) + P(\xi) \nu_n^{(k)} \right\}, \quad n = 0,1,\ldots,
\end{align*}
\]

(7.4)

where \( \binom{n}{k} := 0 \) if \( k > n \).

The reason why we study this scheme will become clear from the following analysis.

Let \( \pi = (\xi_0, \xi_1, \ldots) \) be an arbitrary Markov strategy, and let \( \nu_n^{(k)}(\pi) \) be defined as in (7.2). Then, by definition

\[
\nu_0^{(0)}(\pi) = 0,
\]

from which we obtain with (7.2) inductively,

\[
\nu_n^{(k)}(\pi) = 0 \quad \text{for all } n \leq k, \quad n,k = 0,1,\ldots.
\]

Further we have for all \( n \geq k \) the following recursion

\[
\begin{align*}
\nu_{n+1}^{(k)}(\pi) &= \sum_{\xi=0}^{n} v_0^{(k-1)}(\xi) \nu_{n}^{(k-1)}(\pi) + \nu_n^{(k-1)}(\pi) \\
&= \nu_n^{(k)}(\pi) + \nu_n^{(k-1)}(\pi).
\end{align*}
\]

(7.5)

From (7.5) we can obtain the following lemma, which gives a recursion similar to (7.4) for an arbitrary strategy.

**Lemma 7.4.** Let \( \pi = (\xi_0, \xi_1, \ldots) \) be an arbitrary Markov strategy, then for all \( n,k = 0,1,\ldots \)
(7.6) \[ v_{n+1}^{(k)}(\pi) = \binom{n}{k} r(\pi) + P(\pi) v_n^{(k)}(\pi^{-1}), \]

with \( \pi^{-1} = (\pi_1^0, \pi_2^0, \ldots) \).

**Proof.** With \( \binom{n}{m} = 0 \) for all \( k < m \), we see that (7.6) holds for all points \((n, k)\) with \( n < k \). Clearly, (7.6) also holds for \( k = 0 \), since in that case (7.6) reduces to

\[ v_{n+1}^{(k)}(\pi) = r(\pi) + P(\pi) v_n^{(k)}(\pi^{-1}). \]

We will prove that (7.6) holds for all \( n, k \geq 0 \) by induction on \( n \) and \( k \) simultaneously.

Assume that (7.6) holds for the pairs \((n_0, n_0 + 1)\) and \((n_0 - 1, n_0 - 1)\), then we have with (7.5)

\[ v_{n_0 + 1}^{(k_0)}(\pi) = \binom{n_0}{n_0 - 1} v_{n_0 - 1}^{(k_0)}(\pi) \]

\[ = \binom{n_0 - 1}{k_0} r(\pi) + P(\pi) v_{n_0 - 1}^{(k_0)}(\pi^{-1}) + \binom{n_0 - 1}{k_0 - 1} r(\pi) + P(\pi) v_{n_0 - 1}^{(k_0)}(\pi^{-1}). \]

Applying (7.5) with \( \pi = \pi^{-1} \) we obtain using

(7.7) \[ \binom{n}{m} = \binom{n-1}{m-1} + \binom{n-1}{m} \]

for all \( n, m = 1, 2, \ldots \) that

\[ v_{n_0 + 1}^{(k_0)}(\pi) = \binom{n_0}{k_0} r(\pi) + P(\pi) v_{n_0}^{(k_0)}(\pi^{-1}). \]

So, (7.6) holds for \((n_0, k_0)\). As (7.6) holds for all \( n < k \) and also for \( k = 0 \), it follows by induction that (7.6) holds for all \( n, k = 0, 1, \ldots \). \( \square \)

For a stationary strategy this yields

(7.8) \[ v_{n+1}^{(k)}(\pi) = \binom{n}{k} r(\pi) + P(\pi) v_n^{(k)}(\pi), \quad \pi \in \mathcal{F}. \]

The similarity with the scheme (7.4) is clear. Before we study this scheme, we first analyze the recursion (7.8) in somewhat more detail.

To this end define for all \( f \in \mathcal{F} \) (cf. (5.40))

(7.9) \[ D_n^{(k)}(f) := \binom{n}{k+1} g(f) + \binom{n-1}{k} c_0(f) + \ldots + \binom{n-k-1}{0} c_k(f) \text{ if } n > k \]

and
\[ D_n^{(k)}(f) := 0 \quad \text{if } n \leq k. \]

We will show that \( n_k f_n - n_k f_n \) is bounded if \( n \) tends to infinity (for fixed \( k \) and \( f \)). To prove this we need the following lemma.

**Lemma 7.5.** For all \( n \geq k \) and all \( f \in F \)

\[
\binom{n}{k} r(f) + P(f) D_n^{(k)}(f) = D_n^{(k)}(f). 
\]

**Proof.** For all \( n \geq k \) and all \( f \in F \) we have, with (7.7),

\[
\begin{align*}
\binom{n}{k} r(f) + P(f) D_n^{(k)}(f) &= \binom{n}{k+1} P(f) r(f) + \binom{n}{k} [c(f) + P(f) c_0(f)] + \\
&+ \binom{n-1}{k} P(f) c_1(f) - P(f) c_0(f) + \\
&+ \ldots + \binom{n-k+1}{1} P(f) c_{k-1}(f) - P(f) c_k(f) + \\
&+ \binom{n-k}{0} P(f) c_k(f) - P(f) c_{k-1}(f) + \\
&+ \binom{n-k-1}{0} P(f) c_{k-1}(f). 
\end{align*}
\]

Hence, with (5.44)-(5.46) for \( h = f \), theorem 5.16(1), and \( \binom{n-k-1}{0} \) - \( \binom{n-k}{0} = 0, \)

\[
\begin{align*}
\binom{n}{k} r(f) + P(f) D_n^{(k)}(f) &= \binom{n}{k+1} g(f) + \binom{n}{k} [g(f) + c_0(f)] + \\
&+ \binom{n-1}{k} c_1(f) + \ldots + \binom{n-k}{0} c_k(f) = D_n^{(k)}(f),
\end{align*}
\]

where we used (7.7) once more with \( (l,m) = (k+1,k+1) \). \[ \square \]

Now we can prove

**Theorem 7.6.** For all \( k = 0, 1, \ldots \) and \( f \in F \)

\[ (7.10) \quad v_n^{(k)}(f) = D_n^{(k)}(f) + o(1) \quad (n \to \infty). \]

**Proof.** For all \( n > k \) and all \( f \in F \),

\[
\begin{align*}
\binom{n+1}{k} v_n^{(k)}(f) - D_{n+1}^{(k)}(f) &= \binom{n}{k} r(f) + P(f) v_n^{(k)}(f) - \binom{n}{k} r(f) - P(f) D_n^{(k)}(f) \\
&= P(f) [v_n^{(k)}(f) - D_n^{(k)}(f)].
\end{align*}
\]
Hence

\[ v_n^{(k)}(f) - D_n^{(k)}(f) = P_{n-k-1}(f) [v_{n+1}^{(k)}(f) - D_{n+1}^{(k)}(f)] = O(1) \quad (n \to \infty). \]

Note, that if \( P(f) \) is aperiodic, then

\[ v_n^{(k)}(f) - D_n^{(k)}(f) \text{ converges for } n \to \infty. \]

Theorem 7.6 enables us to compare stationary strategies for \( k \)-order average optimality. In order to consider also nonstationary strategies (as we have to according to definition 7.3), we consider the dynamic programming scheme (7.4).

For this scheme one can easily prove inductively that

\[ v_n^{(k)}(\pi) \geq v_n^{(k)}(\pi) \quad \text{for all } \pi \in \Pi, \]

and along similar lines as in section 2.3 one can then show

\[ v_n^{(k)}(\pi) \geq v_n^{(k)}(\pi) \quad \text{for all } \pi \in \Pi. \]

To prove a similar asymptotic result as (7.10) for \( v_n^{(k)} \) we need the following lemma.

**Lemma 7.7.** For each \( k = 0, 1, \ldots \) there exists an integer \( n_0 > k \) such that for all \( n \geq n_0 \)

\[ \max_{f \in F} \left( \sum_{k} r(f) + P(f)D_n^{(k)}(f^*) \right) = D_n^{(k)}(f^*), \]

where \( f^* \) is a policy satisfying \( f^* \gg f \) for all \( f \in F \) (cf. theorem 5.16).

**Proof.** With (7.7) we get for \( f \in F \) and \( n > k \),

\[ \sum_{k} r(f) + P(f)D_n^{(k)}(f^*) = \sum_{k} P(f)\xi(f^*) + \sum_{k} r(f) + P(f)c_0(f^*) + \sum_{k} [P(f)c_1(f^*) - P(f)c_{k-1}(f^*)] + \]

\[ + \sum_{k} [P(f)c_k(f^*) - P(f)c_{k-1}(f^*)]. \]

Since \( \sum_{k} = \sum_{k+1} \sum_{k} \) and for all \( k \) and \( m \), \( \sum_{k} \frac{k}{m} \frac{k+1}{m+1} \), we see that the subsequent terms on the right hand side in (7.13) decrease by an order \( n \).
So, if \( n \) is sufficiently large, say \( n \geq n_0 \), then in order to maximize the left-hand side of (7.13) we can maximize separately the subsequence terms on the right-hand side. I.e., first maximize \( P(f)g(f^*) \), next \( \left( \sum_i^n r(f) + P(f)c_0(f^*) \right) \), etc. Then it follows with (5.44)-(5.46) for \( h = f^* \) and theorem 5.16(iii) and (i) that (7.13) is maximal for \( f = f^* \). Finally, (7.12) follows from lemma 7.5 with \( f = f^* \).

Now we can obtain the asymptotic behaviour of \( v_n^{(k)} \).

**Theorem 7.8.** For all \( k = 0, 1, \ldots \)

\[
v_n^{(k)} = D_n^{(k)} (f^*) + O(1) \quad (n \to \infty),
\]

where \( f^* \) is again a policy as mentioned in theorem 5.16.

**Proof.** From (7.11) and theorem 7.6 we have

\[
v_n^{(k)} \geq D_n^{(k)} (f^*) + O(1) \quad (n \to \infty).
\]

So it suffices to prove

\[
v_n^{(k)} \leq D_n^{(k)} (f^*) + O(1) \quad (n \to \infty).
\]

To prove this, define

\[
\Delta_n^{(k)} := v_n^{(k)} - D_n^{(k)} (f^*), \quad n > k.
\]

Then we have for all \( n \geq n_0 \) (the constant mentioned in lemma 7.7),

\[
v_n^{(k)} = \max_{f \in F} \left\{ \left( \sum_i^n r(f) + P(f)D_n^{(k)} (f^*) + P(f)\Delta_n^{(k)} \right) \right\}
\]

\[
\leq \max_{f \in F} \left\{ \left( \sum_i^n r(f) + P(f)D_n^{(k)} (f^*) \right) \right\} + \max_{f \in F} P(f)\Delta_n^{(k)}
\]

\[
= D_n^{(k)} (f^*) + \tilde{U}_n^{(k)}.
\]

So,

\[
\Delta_n^{(k)} \leq \tilde{U}_n^{(k)}.
\]

Hence,

\[
v_n^{(k)} - D_n^{(k)} (f^*) \leq \tilde{U}_n^{n-n_0} \Delta_n^{(k)} = O(1) \quad (n \to \infty),
\]

which completes the proof.
Finally, we can prove

**Theorem 7.9.** A policy \( f \) is \((k-1)\)-discount optimal if and only if \( f \) is \( k \)-order average optimal.

**Proof.**

(i) First we prove the 'if' part. Let \( f \) be \( k \)-order average optimal, then

\[
\liminf_{n \to \infty} n^{-1} \left[ v_n^{(k)}(f) - v_n^{(k)}(f^*) \right] \geq 0.
\]

So, with theorem 7.6,

\[
\liminf_{n \to \infty} n^{-1} \left[ D_n^{(k)}(f) - D_n^{(k)}(f^*) \right] \geq 0.
\]

Thus, in order that \( f \) is \( k \)-order optimal we certainly need \( c_k(f) = c_k(f^*) \), \( k = 1, \ldots, k-1 \) (cf. (7.6)). Hence a \( k \)-order average optimal policy is also \((k-1)\)-discount optimal.

(ii) To prove the 'only if' part, let \( f \) be a \((k-1)\)-discount optimal policy.

Then \( c_k(f) = c_k(f^*) \), \( k = 1, \ldots, k-1 \). So

\[
D_n^{(k)}(f) = D_n^{(k)}(f^*) + O(1) \quad (n \to \infty).
\]

Hence, for all \( \pi \in \Pi \),

\[
v_n^{(k)}(f) - v_n^{(k)}(\pi) \geq v_n^{(k)}(f) - v_n^{(k)}(f^*) = D_n^{(k)}(f) - D_n^{(k)}(f^*) + O(1) = O(1) \quad (n \to \infty).
\]

Dividing by \( n \) we see that \( f \) is indeed \( k \)-order average optimal.

As mentioned before, Sladky [1974] has proved that theorem 7.9 holds for arbitrary strategies.

More or less as a byproduct of our analysis we have obtained the dynamic programming scheme (7.4). We end this section with some remarks about this scheme. We obtained

\[
v_n^{(k)} = (n_{k+1})_q(f^*) + \binom{n-1}{k} c_0(f^*) + \ldots + \binom{n-k}{1} c_{k-1}(f^*) + O(1) \quad (n \to \infty)
\]

and one may even show that if e.g. all \( P(f) \) are aperiodic (cf. Schweitzer and Federgruen [1979]) the term \( O(1) \) can be replaced by \( w_k + O(n^p) \) for some \( w \) and some \( p < 1 \), i.e.,
\(v_n^{(k)} = (\sum_{k+1}^n) g(f^*) + \ldots + (n-k) c_{k-1}(f^*) + \omega_n + O(\eta^n) \quad (n \to \infty).

From (7.14) we have
\[
\frac{v_n^{(k)}}{\eta} = g(f^*) + O\left(\frac{1}{n}\right) \quad (n \to \infty).
\]

From (7.15), however, we can obtain
\[
k+1 \sum_{g=0}^k (-1)^g (k+1)_g v_n^{(k)} = g(f^*) + O(\eta^n) \quad (n \to \infty)
\]
and for example, if \(k > 0\),
\[
c_0(f^*) = \sum_{k=0}^k (-1)^k (k+1)_k v_n^{(k)} = (n-k) \sum_{k=0}^k (-1)^k (k+1)_k v_n^{(k)} + O(\eta^n) \quad (n \to \infty).
\]

Further, a policy \(f_n\) maximizing
\[
\min_{\eta} r(f) + P(f)v_n^{(k)}
\]
will be \((k-2)\)-discount optimal for \(n\) sufficiently large \((n \geq n_0)\). This follows from the fact that \((k \geq n_0)\) policy \(f_n\) satisfies
\[
\begin{align*}
\max_{f_n} g(f^*) &= g(f^*) \\
r(f_n) + P(f_n)c_0(f^*) &= c_0(f^*) + g(f^*) \\
P(f_n)c_{k-1}(f^*) &= (n-k) c_{k-1}(f^*) + O(\eta^n), \quad k = 1, \ldots, k-1,
\end{align*}
\]

and the fact that the solution \((g, c_0, c_1, \ldots, c_{k-2})\) of the system
\[
\begin{align*}
P(f_n) g &= g \\
r(f_n) + P(f_n)c_0 &= c_0 + g \\
P(f_n)c_k - P(f_n)c_{k-1} &= c_k, \quad k = 1, \ldots, k-1 \\
p_n f_n c_{k-2} &= 0
\end{align*}
\]
is unique and equal to \((g(f_n), c_0(f_n), \ldots, c_{k-2}(f_n))\). So \(g(f_n) = g(f^*)\) and \(c_k(f_n) = c_k(f^*)\) for \(k = 0, 1, \ldots, k-2\). If, moreover, \(v_n^{(k)} = O(k)(f^*)\) converges for \(n \to \infty\), then the stationary strategy \(f_n\) will be even \((k-1)\)-discount optimal if \(n\) is sufficiently large.
The argument is similar as in theorem 6.7. However, we cannot simply verify whether for a specific (large) \( n \) the policy \( \beta_n \) is already \( k \)-order average optimal (we encountered the same problem in the case of standard successive approximations if \( g^* \) is not constant).

### 7.3. EQUIVALENT SUCCESSIVE APPROXIMATIONS METHODS

In this section we want to show that the dynamic programming scheme (7.4) is equivalent with the successive approximations method of HORDIJK and TIJMS [1975] for a special choice of their sequence \( \{ \beta_n \} \).

In order to do so, define for fixed \( k \) and all \( n = k+1, k+2, \ldots \)

\[
\psi_n^{(k)}(\pi) := \psi_n^{(k)}(\pi) / \binom{n-1}{k}
\]

for all \( \pi \in \Pi \),

and

\[
\varphi_n^{(k)} := \psi_n^{(k)} / \binom{n-1}{k}.
\]

Then for all \( \pi = (f_0, f_1, \ldots) \in M \), with \( \pi^{+1} = (f_1, f_2, \ldots) \),

\[
\psi_n^{(k)}(\pi) = r(f_0) + P(f_0) \psi_n^{(k)}(\pi^{+1})
\]

\[
= r(f_0) + \binom{n-1}{k} P(f_0) \psi_n^{(k)}(\pi^{+1})
\]

\[
= r(f_0) + \beta_n^{(k)} P(f_0) \psi_n^{(k)}(\pi^{+1}),
\]

where

\[
\beta_n^{(k)} := \frac{\binom{n-1}{k}}{\binom{n}{k}} = 1 - \frac{k}{n}.
\]

Similarly, we obtain

\[
\psi_n^{(k)} = \max_{f \in F} \{ r(f) + \beta_n^{(k)} \varphi_n^{(k)} \}.
\]
So the dynamic programming scheme (7.4) is equivalent to the following algorithm:

\[
\begin{align*}
\text{Define } & w_n^{(k)} := 0. \\
\text{Determine for } & n = k, k+1, \ldots \\
\text{max } & \{ r(f) + \beta_n^{(k)} w_{n+1}^{(k)} \}, \quad f \in F \\
\beta_n^{(k)} & \text{ defined by (7.16).}
\end{align*}
\]

This is merely a special case of the set of algorithms introduced by HORDIJK and TIJMS [1975]. For \( k = 1 \), this is the method introduced by BATHER [1973]. Further we see from (7.14) that

\[
\begin{align*}
w_n^{(k)} &= \tilde{v}_n^{(k)} = \frac{\binom{n}{k+1} g^*(f^*) + \binom{n-1}{k} c_0(f^*) + \ldots + \binom{n-k}{1} c_{k-1}(f^*) + \tilde{0}(1)}{\binom{n-1}{k}} \\
&= \frac{n}{k+1} g^* + c_0(f^*) + \tilde{0}(\frac{1}{n}) \quad (n \to \infty).
\end{align*}
\]

So,

\[
\begin{align*}
w_{n+1}^{(k)} - w_n^{(k)} &= \frac{n+1}{k+1} g^* + c_0(f^*) - \frac{n}{k+1} g^* - c_0(f^*) + \tilde{0}(\frac{1}{n}) \\
&= \frac{1}{k+1} g^* + \tilde{0}(\frac{1}{n}) \quad (n \to \infty).
\end{align*}
\]

From the equivalence of the schemes (7.4) and (7.17) and the observations made in the preceding section, we see that a policy that maximizes

\[ r(f) + \beta_n^{(k)} w_n^{*}, \]

will not only be average optimal, but even \((k-1)\)-order average optimal, provided \( n \) is sufficiently large. For this to be true, \( g^* \) need not be independent of the initial state as has been assumed by Bather and by Nordijk and Tijms.
CHAPTER 8

POLICY ITERATION,
GO-AHEAD FUNCTIONS AND SENSITIVE OPTIMALITY

8.1. INTRODUCTION

This chapter deals with policy iteration algorithms for the determination of sensitive optimal policies for the average-reward MDP with finite state space $S := \{1, 2, \ldots, N\}$ and finite action space $A$.

There are two variants of Howard's policy iteration algorithm [HOWARD, 1960] (with the modification by BLACKWELL [1962]) which have been introduced by HASTINGS [1966] and MILLER and VEINOTT [1969]. Hastings replaced the policy improvement step by a Gauss-Seidel step, cf. section 3.3, and proved convergence for the case that all $P(f)$ are unichained. Miller and Veinott extended the improvement step in such a way that the algorithm can produce not only average-optimal but also $n$-order average optimal policies.

In this chapter we will formulate, in terms of certain stationary go-ahead functions, a set of policy iteration algorithms, which includes the methods of Hastings and Miller and Veinott. It will be shown that these methods all converge in finitely many steps, and yield $n$-order average-optimal policies, where $n$ will depend on the algorithm under consideration.

The line of reasoning is very similar to that in MILLER and VEINOTT [1969] and VEINOTT [1966].

We restrict ourselves to the consideration of stationary go-ahead functions, for which, as we have seen in sections 3.5 and 4.7, the restriction to policies is permitted under certain conditions. Further we require that $\delta(i) = \delta(i, a) = 1$ for all $a \in A$ and $i \in S$. Thus the go-ahead function is completely characterized by the function $\delta(i, a, j)$, and stopping only occurs immediately after a transition has been made.

From a practical point of view this is not a serious restriction, since in the policy iteration algorithm one is mostly not interested in extrapola-
tions, and thus not very interested in preserving the equal row sums. Recall that it was precisely for this reason that we wanted to have the possibility to choose \( \delta(i) \) and \( \delta(i,a) \) less than 1. The reason for the restriction to these stationary go-ahead functions is that it considerably simplifies the notations, which already will become rather complex. The extension to the case \( 0 < a_\delta < 1 \) (for stationary go-ahead functions) is, however, straightforward.

Further we have to require

\[
E^\delta_f \tau < \infty \quad \text{for all } f \in F.
\]

In the algorithms in section 3.3 the only situation in which \( E^\delta_f \tau \) may not be finite, is the case that for some \( i \in S \) and \( a \in A \) we have \( p(i,a,i) = \delta(i,a,i) = 1 \). If, in this case, one takes \( \delta(i,a,i) = 1 - \epsilon \), then (8.1) holds again.

In section 2 the policy iteration algorithm, with improvement step formulated in terms of a go-ahead function, is studied for a fixed discount factor \( \beta < 1 \). This analysis gives us an idea of how to construct the improvement step for the average-reward MDP, treating it again as the limiting case for \( \beta \) tending to 1. Next (in section 3) a Laurent series expansion is obtained for

\[
L_{\beta,\delta} \nu_f = E^\delta_h \left[ \sum_{k=0}^{\tau-1} \beta^k r(X_k, A_k) + \beta^\tau \nu(X_\tau, f) \right]
\]

in \((1-\beta)\) for \( \beta \) tending to 1. In section 4 we derive from this expansion the policy improvement step for the policy iteration algorithm. The convergence proof will be given in section 5.

### §.2. SOME NOTATIONS AND PRELIMINARIES

Define for all \( f \in F \) the operator \( L_{\beta,\delta}(f) \) on \( V = \mathbb{R}^N \) by

\[
L_{\beta,\delta}(f)v := E^\delta \left[ \sum_{k=0}^{\tau-1} \beta^k r(X_k, A_k) + \beta^\tau v(X_\tau) \right].
\]

We only consider policies, since for stationary go-ahead functions we can restrict ourselves to stationary strategies in the maximization of \( L_{\beta,\delta}(\cdot)v \).

Clearly, \( L_{\beta,\delta}(f) \) is monotone. Further \( L_{\beta,\delta}(f) \) is a contraction with a con-
traction radius of at most $\beta$ for go-ahead functions with $\delta(i) = \delta(i,a) = 1$
or $\tau \geq 1$. Namely, for all $v,w \in V$

\[
(8.3) \quad \|L_{\beta,\delta}(f)v - L_{\beta,\delta}(f)w\|_e = \|E^\beta_{\delta}(v-w)(K_v)\|_e
\]

\[
\leq \|E^\beta_{\delta}v\|_e - \|w\|_e \leq \beta \|v-w\|_e.
\]

Further it is obvious that

\[
L_{\beta,\delta}(f)v_\beta(f) = v_\beta(f).
\]

So

\[
(8.4) \quad \lim_{k \to \infty} L_{\beta,\delta}^k(f)v = v_\beta(f) \quad \text{for all } v \in V.
\]

And we also have:

\[
(8.5) \quad \text{if } L_{\beta,\delta}(f)v \geq v, \text{ then } v_\beta(f) \geq L_{\beta,\delta}(f)v.
\]

Namely,

\[
v_\beta(f) = \lim_{k \to \infty} L_{\beta,\delta}^k(f)v \geq \ldots \geq L_{\beta,\delta}(f)v.
\]

Now let us consider the policy iteration algorithm for a fixed $\beta < 1$ with
the improvement step formulated in terms of a go-ahead function.

**Policy iteration algorithm**

Let $f$ be the actual policy.

Determine

\[
(8.6) \quad \max_{h \in F} L_{\beta,\delta}(h)v_\beta(f)
\]

and replace $f$ by a maximizer of (8.6), until

\[
(8.7) \quad \max_{h \in F} L_{\beta,\delta}(h)v_\beta(f) = v_\beta(f).
\]

In order to formulate some results for this algorithm it is convenient to
define the partial ordering $\succ$ on $V$ by

\[
(8.8) \quad v \succ w \quad \text{if and only if} \quad v \geq w \text{ and } v \neq w.
\]

From (8.5) we see that if

\[
L_{\beta,\delta}(h)v_\beta(f) \succ v_\beta(f)
\]
then

$$v_\beta(h) \succ v_\beta(f).$$

So, since there are only finitely many policies, after finitely many replacements (8.7) will hold. Then we have

$$L_{\beta,\delta}(h)v_\beta(f) \leq v_\beta(f) \quad \text{for all } h \in F,$$

hence, analogously to (8.5),

$$v_\beta(h) \leq v_\beta(f) \quad \text{for all } h \in F,$$

or $f$ is optimal for discount factor $\beta$:

$$v_\beta(f) = v_\beta^*.$$

However, we are not interested in the case of a fixed discount factor $\beta$, but in the case that $\beta$ approaches 1 (cf. chapter 7).

The following two lemmas for the case $\beta \uparrow 1$ give us already an idea of the kind of policy improvement step, for the determination of an $n$-order average-optimal policy, we should look for.

**Lemma 8.1.** If for all $\delta$ sufficiently close to 1

$$L_{\beta,\delta}(h)v_\beta(f) \succ v_\beta(f),$$

then for all $\delta$ close enough to 1

$$v_\beta(h) \succ v_\beta(f),$$

hence also $h \succ f$.

**Lemma 8.2.** If

(8.9) \hspace{1cm} L_{\beta,\delta}(h)v_\beta(f) \leq v_\beta(f) + O((1 - \beta)^{n+1} \epsilon) \quad (\beta \uparrow 1),

then

(8.10) \hspace{1cm} v_\beta(h) \leq v_\beta(f) + O((1 - \beta)^n \epsilon) \quad (\beta \uparrow 1).

Hence, if (8.9) holds for all $h \in F$, then $f$ is $(n-1)$-discount optimal and $n$-order average optimal.

**Proof.** In order to prove that (8.9) implies (8.10), first observe that, similar to (8.3), we have for all $v, w \in V$,

$$L_{\beta,\delta}(h)v - L_{\beta,\delta}(h)w \leq \beta \|v - w\| \epsilon.$$
and thus

\[ \| (L_{\beta, \delta}(h)v - L_{\beta, \delta}(h)v) \|_{e} \leq \| (v - w) \|_{e} \, . \]

Hence,

\[ v_{\beta}(h) = \lim_{k \to \infty} L_{\beta, \delta}^{k}(h)v_{\beta}(f) \]

\[ = \lim_{k \to \infty} \sum_{\delta=0}^{k-1} [L_{\beta, \delta+1}(h)v_{\beta}(f) - L_{\beta, \delta}(h)v_{\beta}(f)] + v_{\beta}(f) \]

\[ \leq \lim_{k \to \infty} \sum_{\delta=0}^{k-1} \beta^{\delta} \| (L_{\beta, \delta}(h)v_{\beta}(f) - v_{\beta}(f)) \|_{e} + v_{\beta}(f) \]

\[ = (1 - \beta)^{-1} O((1 - \beta)^{n+1}e) + v_{\beta}(f) \]

\[ = v_{\beta}(f) + O((1 - \beta)^{n}e) \quad (\beta + 1) \, . \]

Lemma 8.1 and 8.2 suggest that we should try to find a policy iteration algorithm of the following form:

**Algorithm**

Let \( f \) be the actual policy

**Policy improvement step**

Find a policy \( h \), such that

(8.11) \( L_{\beta, \delta}(h)v_{\beta}(f) \geq v_{\beta}(f) \) for all \( \beta \) close enough to 1;

replace \( f \) by \( h \).

Repeat the policy improvement step until a policy \( f \) is found which satisfies

(8.12) \( L_{\beta, \delta}(h)v_{\beta}(f) \leq v_{\beta}(f) + O((1 - \beta)^{n+1}e) \) for all \( h \in F \).

In section 4 we will see that it is possible to check, in a relatively simple way, whether (8.12) holds.

Observe, that since there are only finitely many policies, one will have

\[ L_{\beta, \delta}(h)v_{\beta}(f) \leq v_{\beta}(f) \] for all \( h \in F \) and all \( \beta \) close to 1,

after only finitely many executions of the policy improvement step. So after finitely many improvement steps one obtains a policy \( f \) satisfying (8.12).
8.3. THE LAURENT SERIES EXPANSION OF $L_{\beta, \delta}(h) \nu_{\beta}(f)$

In order to find a policy $h$ which satisfies (8.11) or to check whether a policy $f$ satisfies (8.12), we will derive the Laurent series expansion of $L_{\beta, \delta}(h) \nu_{\beta}(f)$ in $1-\beta$ for $\beta + 1$. It will turn out that this Laurent series expansion has a relatively simple form because of the simple structure of the go-ahead functions: stationary, with $\delta(\cdot, \cdot, \cdot) = \delta(\cdot, \cdot) = 1$. To exploit this structure we split up the transition probabilities in two parts:

$$\tilde{p}_{\delta}(i, a, j) := p(i, a, j) \delta(i, a, j)$$

and

$$\tilde{p}_{\delta}(i, a, j) := p(i, a, j) (1 - \delta(i, a, j)) , \quad a \in A , \ i, j \in S .$$

So, with probability $\tilde{p}_{\delta}$ a transition is made after which one goes ahead, and with probability $\tilde{p}_{\delta}$ the transition is followed by stopping.

Further define the matrices $\tilde{P}_{\delta}(h)$ and $\tilde{P}_{\delta}(h)$ by

$$\tilde{P}_{\delta}(h)(i, j) := \tilde{p}_{\delta}(i, h(i), j) ,$$

$$\tilde{P}_{\delta}(h)(i, j) := \tilde{p}_{\delta}(i, h(i), j) , \quad i, j \in S , \ h \in F .$$

So,

$$P(f) = \tilde{P}_{\delta}(f) + \tilde{P}_{\delta}(f) .$$

From the analogy with the MDP defined in (3.9) it follows that for all $h \in F$ and $v \in V$

$$L_{\beta, \delta}(h)v = \tau(h) + \beta \tilde{P}_{\delta}(h)v + \beta \tilde{P}_{\delta}(h)L_{\beta, \delta}(h)v .$$

Hence,

$$L_{\beta, \delta}(h)v = [I - \beta \tilde{P}_{\delta}(h)]^{-1} [\tau(h) + \beta \tilde{P}_{\delta}(h)v] .$$

Further it has been assumed that

$$\mathbb{E}_{h} \tau = e + \tilde{P}_{\delta}(h)e + \tilde{P}_{\delta}^{2}(h)e + \ldots < \infty .$$

So $\tilde{P}_{\delta}^{n}(h) \to 0 (n \to \infty)$, hence $I - \tilde{P}_{\delta}(f)$ is nonsingular. Thus, with (5.39) we obtain the following expansion of $[I - \beta \tilde{P}_{\delta}(h)]^{-1}$ in powers on $1-\beta$ for $\beta + 1$

$$[I - \beta \tilde{P}_{\delta}(h)]^{-1} = \sum_{k=0}^{\infty} (1-\beta)^{k} [(-1)^{k} [I - \tilde{P}_{\delta}(h)]^{-1} \tilde{P}_{\delta}(h)]^{k} [I - \tilde{P}_{\delta}(h)]^{-1} .$$
And with the expansion (5.40) for \( v_\beta(f) \),

\[
L_{\delta}(h)v_\beta(f) = \sum_{k=0}^{\infty} \frac{(1-\beta)^k}{k!} \left( -1 \right)^k \left[ (I - \bar{P}_\delta(h))^{-1} \bar{P}_\delta(h) \right]^k \left[ (I - \bar{P}_\delta(h))^{-1} \right] \cdot 
\]

\[
\left[ r(h) + \left( 1 - (1-\beta)^\delta \right) \bar{P}_\delta(h) \sum_{k=1}^{\infty} \frac{(1-\beta)^k}{k!} c_k(f) \right] (\beta + 1) .
\]

To simplify this expression we define the following notations:

\( r_\delta(h) := \left[ (I - \bar{P}_\delta(h))^{-1} \right] r(h) \)

(the expected reward until time \( \tau \));

\( P_\delta(h) := \left[ (I - \bar{P}_\delta(h))^{-1} \right] P_\delta(h) \)

(\( P_\delta(h)(i,j) \) is the probability of stopping in state \( j \));

\( Q_\delta(h) := \left[ (I - \bar{P}_\delta(h))^{-1} \right] \)

(\( Q_\delta(h)(i,j) \) is the expected number of visits to state \( j \) before time \( \tau \));

\( R_\delta(h) := \left[ (I - \bar{P}_\delta(h))^{-1} \right] P_\delta(h) \)

(\( R_\delta(h)(i,j) \) is the expected number of visits to state \( j \) after time 0 and before time \( \tau \)).

Substituting this into (8.13) yields

\[
L_{\delta}(h)v_\beta(f) = \sum_{k=0}^{\infty} \frac{(1-\beta)^k}{k!} \left( -1 \right)^k R_\delta(h) \cdot 
\]

\[
\left[ r_\delta(h) + \left( 1 - (1-\beta)^\delta \right) P_\delta(h) \sum_{k=1}^{\infty} \frac{(1-\beta)^k}{k!} c_k(f) \right] .
\]

Or

\[
L_{\delta}(h)v_\beta(f) = \sum_{k=1}^{\infty} (1-\beta)^k d_\delta(h,f) ,
\]

with

\[
d_{-1}(h,f) := P_\delta(h)c_{-1}(f)
\]

and, for \( k = 0,1,\ldots \),
\[ d_k(h,f) := (-1)^k \sum_{l=0}^{k+1} (-1)^l R_\delta(h)p_\delta(h)c_{k-l}(f) + \]
\[ + \sum_{l=0}^{k} (-1)^l R_\delta(h)p_\delta(h)c_{k-l-1}(f), \]

where the dependence of \( d_k(h,f) \) on \( \delta \) has been suppressed.

The expression (8.15) can be simplified further to

\[ d_0(h,f) = r_\delta(h) + p_\delta(h)c_0(f) - q_\delta(h)p_\delta(h)c_{-1}(f) \]

and

\[ d_k(h,f) = -r_\delta(h)d_{k-1}(h,f) + p_\delta(h)(c_k(f) - c_{k-1}(f)), \quad k = 1, 2, \ldots. \]

So, if one wants to maximize \( L_{\beta,\delta}(\cdot, v_\delta(f)) \) for all \( \beta \) sufficiently close to 1, then one has to maximize first \( d_{-1}(\cdot, f) \), next one has to maximize \( d_{0}(\cdot, f) \) over those policies which maximize \( d_{-1}(\cdot, f) \), etc. In section 4 it will be shown that this can be done in a relatively simple way.

For later use we want to rewrite the equations (8.14), (8.16) and (8.17).

Therefore, define for all \( f \) and \( h \in F \)

\[ \psi_k(h,f) := d_k(h,f) - c_k(f), \quad k = -1, 0, \ldots. \]

\( (\psi_k(h,f) \) depends of course also on \( \delta \).

Clearly, since \( L_{\beta,\delta}(f, v_\delta(f)) = v_\delta(f) \), we have

\[ \psi_k(f, f) = 0, \quad k = -1, 0, \ldots. \]

Substituting (8.18) into (8.14), (8.16) and (8.17) yields

\[ p_\delta(h)c_{-1}(f) = c_{-1}(f) + \psi_{-1}(h,f), \]

\[ r_\delta(h) + p_\delta(h)c_0(f) - q_\delta(h)(c_{-1}(f) + \psi_{-1}(h,f)) = c_0(f) + \psi_0(h,f), \]

\[ -r_\delta(h)(c_{k-1}(f) + \psi_{k-1}(h,f)) + p_\delta(h)(c_k(f) - c_{k-1}(f)) = \]

\[ = c_k(f) + \psi_k(h,f). \]

Or, upon premultiplication with \( 1 - \overline{\delta}(h), \)

\[ \overline{\delta}(h)c_{-1}(f) + \overline{\delta}(h)(c_{-1}(f) + \psi_{-1}(h,f)) = c_{-1}(f) + \psi_{-1}(h,f), \]
(8.23) \[ r(h) + \tilde{\Psi}_\delta(h)c_0(f) - (c_{-1}(f) + \psi_{-1}(h,f)) + \bar{\Psi}_\delta(h)(c_0(f) + \psi_0(h,f)) = \]
\[ = c_0(f) + \psi_0(h,f) , \]

(8.24) \[ - \bar{\Psi}_\delta(h)(c_{k-1}(f) + \psi_{k-1}(h,f)) + \bar{\Psi}_\delta(h)(c_k(f) - c_{k-1}(f)) + \]
\[ + \bar{\Psi}_\delta(h)(c_k(f) - \psi_k(h,f)) = c_k(f) + \psi_k(h,f) . \]

In the next section we will see how to obtain from equations (8.22)-(8.24) a characterization of the set of policies which subsequently maximize \( d_{-1}(\cdot, f), d_0(\cdot, f), \ldots \text{ until } d_n(\cdot, f) \).

This section is concluded with a restatement of lemmas 8.1 and 8.2 in terms of the functions \( \psi_k(h, f) \).

Define the matrix \( \Psi_n(h, f) \) as the \((N \times (n+2))\)-matrix with columns \( \psi_{-1}(h, f), \ldots, \psi_n(h, f) \), and define the matrix \( \Psi_n(h, f) \) as the \((N \times N)\)-matrix with columns \( \psi_{-1}(h, f), \psi_0(h, f), \ldots \). Then lemmas 8.1 and 8.2 state that

if \( \Psi_n(h, f) \succ 0 \), then \( h \succ f \),
and

if \( \Psi_n(h, f) \preceq 0 \) for all \( h \in F \), then \( t \) is \( n \)-order average optimal.

**§.4. THE POLICY IMPROVEMENT STEP**

In this section a policy improvement step will be constructed which, given a policy \( f \in F \), either produces a policy \( h \in F \) satisfying \( \Psi_n(h, f) \succ 0 \), or signals that \( \Psi_n(h, f) \preceq 0 \) for all \( h \in F \).

In section 3 it has been shown that in order to maximize \( L_{\delta, \delta}(\cdot) \Psi_\delta(f) \) for all \( \delta \) sufficiently close to 1, one has to maximize subsequently the terms \( \psi_{-1}(\cdot, f), \psi_0(\cdot, f), \ldots \text{ or } d_{-1}(\cdot, f), d_0(\cdot, f), \ldots \). Since in the maximization of \( \psi_0(\cdot, f) \) only those policies need to be considered that maximize \( \psi_{-1}(\cdot, f) \), we first derive a characterization of the set of policies maximizing \( \psi_{-1}(\cdot, f) \).

Let \( h \) maximize \( \psi_{-1}(\cdot, f) \),

(8.25) \[ \psi_{-1}(h, f) = \max_{g \in F} \psi_{-1}(g, f) =: \psi_{-1}(f) . \]
The existence of such a uniformly maximizing policy follows from the fact that the MDP which is equivalent to the problem of maximizing $P_\delta(\cdot)c_{-1}(f)$ (constructed along the lines of (3.9)) is contracting. This follows from

$$P_\delta^n(\cdot) \to 0 \ (n \to \infty)$$

and the finiteness of $S$ and $A$.

For $h$ we have

$$P_\delta(h)c_{-1}(f) = c_{-1}(f) + \psi_{-1}(f)$$

and

$$P_\delta(h)c_{-1}(f) + P_\delta(h)(c_{-1}(f) + \psi_{-1}(f)) = c_{-1}(f) + \psi_{-1}(f) .$$

Now, define $\gamma_{-1}(i,a,f)$ for all $i \in S$ and $a \in A$ by

$$\sum_{j \in S} P_\delta(i,a,j)c_{-1}(j,f) + \sum_{j \in S} P_\delta(i,a,j)(c_{-1}(j,f) + \psi_{-1}(j,f))$$

$$= c_{-1}(i,f) + \psi_{-1}(i,f) + \gamma_{-1}(i,a,f) .$$

Then it follows from (8.27) that $\gamma_{-1}(i,h(i),f) = 0$ for all $i \in S$. Further, $\gamma_{-1}(i,a,f) \leq 0$ for all $i \in S$, $a \in A$. Namely, suppose $\gamma_{-1}(\cdot,\cdot,f) > 0$ for some pair $(i,a_i)$, then we have for the policy $\tilde{h}$ defined by $\tilde{h}(i) = a_i$ and $\tilde{h}(j) = h(j)$, $j \neq i$, with $\gamma_{-1}(h,f)(i) = \gamma_{-1}(i,h(i),f)$,

$$P_\delta(\tilde{h})c_{-1}(f) + P_\delta(\tilde{h})(c_{-1}(f) + \psi_{-1}(f)) = c_{-1}(f) + \psi_{-1}(f) + \gamma_{-1}(\tilde{h},f) .$$

So, after premultiplication with $[I - P_\delta(\tilde{h})]^{-1}$, and some reordering

$$P_\delta(\tilde{h})c_{-1}(f) = c_{-1}(f) + \psi_{-1}(f) + [I - P_\delta(\tilde{h})]^{-1} \gamma_{-1}(\tilde{h},f) .$$

Since $\gamma_{-1}(h,f) \geq 0$, also

$$[I - P_\delta(\tilde{h})]^{-1} \gamma_{-1}(\tilde{h},f) = \sum_{k=0}^{\infty} P_\delta^k(\tilde{h}) \gamma_{-1}(\tilde{h},f) \geq \gamma_{-1}(\tilde{h},f) \geq 0 .$$

But this would contradict the definition of $\psi_{-1}(f)$. So, $\gamma_{-1}(i,a,f) \leq 0$ for all $i \in S$ and $a \in A$.

Similarly, let $g$ be a policy with $\gamma_{-1}(g,f) < 0$, then

$$\psi_{-1}(g,f) = P_\delta(g)c_{-1}(f) + P_\delta(g)(c_{-1}(f) + \psi_{-1}(g,f)) - c_{-1}(f)$$

$$\leq P_\delta(g)c_{-1}(f) + P_\delta(g)(c_{-1}(f) + \psi_{-1}(f)) - c_{-1}(f)$$

$$= c_{-1}(f) + \psi_{-1}(f) + \gamma_{-1}(g,f) - c_{-1}(f) \leq \psi_{-1}(f) .$$
Hence the set of policies which maximize $\psi_{-1}(\cdot,f)$ can be characterized by the actions having $\gamma_{-1}(i,a,f) = 0$. I.e., a policy $g$ has $\psi_{-1}(g,f) = \psi_{-1}(f)$ if and only if $\gamma_{-1}(i,g(i),f) = 0$ for all $i \in S$.

This result can also be obtained from the observation that

$$\max_{g \in P} \left( \overline{\delta}(g)c_{-1}(f) + \overline{\overline{\delta}}(g)(c_{-1}(f) + \psi_{-1}(f)) \right) = c_{-1}(f) + \psi_{-1}(f)$$

is just the optimality equation for the MDP which is equivalent to the problem of maximizing $\overline{\delta}(\cdot)c_{-1}(f)$.

Now define for all $i \in S$

$$A_{-1}(i,f) := \{ a \in A \mid \gamma_{-1}(i,a,f) = 0 \}$$

and define the restricted policy set $P_{-1}(f)$ by

$$P_{-1}(f) := \{ g \in P \mid g(i) \in A_{-1}(i,f) \text{ for all } i \in S \}.$$ 

So $P_{-1}(f)$ is just the set of maximizing policies of $\psi_{-1}(\cdot,f)$. 

Next one has to maximize $\psi_0(\cdot,f)$ over all policies which maximize $\psi_{-1}(\cdot,f)$, i.e., over the policies in $P_{-1}(f)$.

From now on we are, strictly speaking, considering a restricted MDP with state-dependent action sets $A_{-1}(i,f)$, $i \in S$. Define

$$\psi_0(f) := \max_{g \in P_{-1}(f)} \psi_0(g,f),$$

and define $\gamma_0(i,a,f)$ for all $i \in S$ and $a \in A_{-1}(i,f)$ by

$$r(i,a) + \sum_{j \in S} \overline{\delta}(i,a,j)c_0(j,f) = c_{-1}(i,f) + \psi_{-1}(i,f) + \sum_{j \in S} \overline{\overline{\delta}}(i,a,j)(c_0(j,f) + \psi_0(j,f))$$

(compare (8.23)).

Further define

$$A_0(i,f) := \{ a \in A_{-1}(i,f) \mid \gamma_0(i,a,f) = 0 \}, \text{ } i \in S$$

and

$$P_0(f) := \{ g \in P \mid g(i) \in A_0(i,f) \text{ for all } i \in S \}. $$
Then similar reasoning as before shows that \( \gamma_0 (f) \) is just the set of maximizing policies of \( \psi_0 (\cdot, f) \) within \( \Gamma_{-1} (f) \).

Continuing in this way, define for \( k = 1, 2, \ldots \)

\[
\psi_k (f) := \max_{g \in \Gamma_{-1} (f)} \psi_k (g, f),
\]

and define \( \gamma_k (i, a, f) \) by (cf. (8.24))

\[
(8.30) \quad - \sum_{j \in S} \sum_{i, a, j} \bar{P}_\delta (i, a, j) \left( c_{k-1} (j, f) + \psi_{k-1} (j, f) \right) \]
\[
+ \sum_{j \in S} \sum_{i, a, j} \bar{P}_\delta (i, a, j) \left( c_k (j, f) - c_{k-1} (j, f) \right) + \]
\[
+ \sum_{j \in S} \sum_{i, a, j} \bar{P}_\delta (i, a, j) \left( c_k (j, f) + \psi_k (j, f) \right) =
\]
\[
c_k (i, f) + \psi_k (i, f) + \gamma_k (i, a, f).
\]

Further define

\[
A_k (i, f) := \{ a \in A_{k-1} (i, f) \mid \gamma_k (i, a, f) = 0 \}, \quad i \in S,
\]

and

\[
F_k (f) := \{ g \in F \mid g (i) \in A_k (i, f) \text{ for all } i \in S \}.
\]

Then \( F_k (f) \) is again the set of maximizers of \( \psi_k (\cdot, f) \) within \( F_{k-1} (f) \), i.e., if \( g \in F_{k-1} (f) \), then \( \psi_k (g, f) = \psi_k (f) \) if and only if \( g \in F_k (f) \).

Now the policy iteration algorithm for the determination of an \( n \)-order average-optimal policy can be formulated as follows.

**Policy iteration algorithm for an \( n \)-order average optimal policy**

Let \( f \) be the actual policy.

1. **Policy improvement step**
   Determine for all \( i \in S \) the set \( A_n (i, f) \), and replace \( f \) by a policy which satisfies for all \( i \in S \)

\[
h(i) \in A_n (i, f) \quad \text{and} \quad h(i) = f(i) \quad \text{if} \quad f(i) \in A_n (i, f).
\]

Repeat the policy improvement step until a policy \( f \) is found which satisfies

\[
f(i) \in A_n (i, f) \quad \text{for all} \quad i \in S.
\]
In the next section it will be shown that the policy \( h \), obtained from \( f \) by the policy improvement step, satisfies:

(i) if \( h \neq f \), i.e., \( f(i) \notin A_n(i,f) \) for some \( i \in S \), then \( V_n(h,f) > 0 \), so \( h \gg f \);

(ii) if \( h = f \), i.e., \( f(i) \in A_n(i,f) \) for all \( i \in S \), then \( f \) is \( n \)-order average optimal.

8.5. THE CONVERGENCE PROOF

In order to show that for a policy \( h \) obtained from \( f \) by the improvement step (8.31) one has

\[ V_n(h,f) > 0 \]

(and hence \( h \gg f \)), unless \( h = f \), we first need the following lemma.

**Lemma 8.3.** Let \( f \) be an arbitrary policy, then

(i) \( \psi_{-1}(f) \geq 0 \).

Moreover, if for some \( i \in S \) and \( k \in \{-1,0,\ldots\} \) we have \( \psi_{-1}(i,f) = \ldots = \psi_i(i,f) = 0 \), then

(ii) \( \psi_{-1}(i,f) = \ldots = \psi_{k}(i,f) = 0 \)

for all \( j \in S(i,f) := \{ i \in S \mid F_{\delta}(i,f(1),\delta) > 0 \} \),

(iii) \( f(i) \in A_{\delta}(i,f) \),

(iv) \( \psi_{k+1}(i,f) \geq 0 \).

**Proof.**

(i) From

\[ L_{\delta}(f) = V_{\delta}(f) \]

it follows that

\[ d_{-1}(f,f) = P_{\delta}(f)c_{-1}(f) = c_{-1}(f) . \]

Hence
\( \psi_{-1}(f) = \max_{g \in F} P_\delta(g)c_{-1}(f) - c_{-1}(f) = P_\delta(f)c_{-1}(f) - c_{-1}(f) = 0 \).

Next we prove (ii)-(iv) by induction.

First the case \( k = -1 \). Assume \( \psi_{-1}(i,f) = 0 \). Then subtraction of equation (8.22), with \( h = f \), for state \( i \) from equation (8.28) yields, with \( \psi_{-1}(f,f) = 0 \),

\[
\sum_{j \in S} P_\delta(i,f(i),j) \psi_{-1}(j,f) = \psi_{-1}(i,f) + \gamma_{-1}(i,f(i),f) .
\]

Hence, with \( \psi_{-1}(i,f) = 0 \), \( \psi_{-1}(f,f) = 0 \) and \( \gamma_{-1}(i,f(i),f) \leq 0 \),

\[
\gamma_{-1}(i,f(i),f) = 0 , \text{ so } f(i) \in A_{-1}(i,f)
\]

and

\[
(8.32) \sum_{j \in S} P_\delta(i,f(i),j) \psi_{-1}(j,f) = 0 , \text{ so } \psi_{-1}(j,f) = 0 \text{ for all } j \in S(i,f) .
\]

Now, let

\[
S_{-1}(f) := \{ j \in S \mid \psi_{-1}(j,f) = 0 \}
\]

then it follows from (8.32) that \( S_{-1}(f) \) is closed under \( F_\delta(f) \). Further \( f(j) \in A_{-1}(j,f) \) for all \( j \in S_{-1}(f) \). Next, let \( \tilde{f} \) be any policy with \( \tilde{f}(i) = f(i) \) for all \( j \in S_{-1}(f) \) and \( \tilde{f}(j) \in A_{-1}(j,f) \) elsewhere, then \( \tilde{f} \in S_{-1}(f) \). If the process starts in \( S_{-1}(f) \) and policy \( \tilde{f} \) is used, then the system will not leave \( S_{-1}(f) \) before time \( t \), therefore only actions from \( f \) will be used. Hence

\[
\psi_0(i,f) = \max_{g \in F_{-1}(f)} \psi_0(i,g(f)) \geq \psi_0(i,\tilde{f},f) = \psi_0(i,f,f) = 0 .
\]

This completes the proof for \( k = -1 \).

Now let us assume that (ii)-(iv) hold for \( k = m-1 \), and define the sets

\[
S_k(f) , k = 0, 1, \ldots ,
\]

\[
(8.33) \quad S_k(f) := \{ j \in S \mid \psi_{-1}(j,f) = \ldots = \psi_k(j,f) = 0 \}
\]

Then it follows from the induction assumption that \( f(j) \in A_{m-1}(j,f) \) for all \( j \in S_{m-1}(f) \), that \( \psi_{m-1}(j,f) = 0 \) for all \( j \) belonging to a set \( S(i,f) \) for some \( i \in S_{m-1}(f) \), and that \( \psi_{m}(j,f) \geq 0 \) for all \( j \in S_{m-1}(f) \).

We will prove (ii)-(iv) for \( k = m \), so assume \( \psi_{-1}(i,f) = \ldots = \psi_m(i,f) = 0 \).

The proof is almost identical to the proof of the case \( k = -1 \). Subtracting
(8.24), with \( h = \epsilon \), for state \( i \) from equation (8.30) yields, with

\[
\psi_{m-1}(j,\epsilon) = 0 \text{ for all } j \in S(i,\epsilon) \text{ and } \psi_{m-1}(\epsilon,\epsilon) = 0,
\]

(8.34)

\[
\gamma_m(i, f(i), \epsilon) = \sum_{j \in S} \delta(i, f(i), j) \psi_m(j, \epsilon).
\]

(For \( m = 0 \) one has to subtract (8.23), with \( h = \epsilon \), for state \( i \) from (8.29) which also yields (8.34).)

Since \( f(i) \in A_{m-1}(i, \epsilon) \), we have \( \gamma_m(i, f(i), \epsilon) \leq 0 \), and since \( \psi_{m-1}(j, \epsilon) = 0 \) for all \( j \in S(i, \epsilon) \) by the induction assumption, also \( \psi_m(j, \epsilon) \geq 0 \) for all \( j \in S(i, \epsilon) \).

This implies that both sides in (8.34) must be equal to zero.

So \( f(i) \in A_m(i, \epsilon) \) and \( \psi_m(j, \epsilon) = 0 \) for all \( j \in S(i, \epsilon) \). Hence \( S_m(f) \) is closed under \( \delta \) and the same reasoning as for \( k = -1 \) yields \( \psi_{m+1}(i, \epsilon) \geq 0 \).

This completes the proof of (ii)-(iv).

This lemma yields the following corollary.

**COROLLARY 8.4.**

(i) Denote by \( \Psi_m(f) \) the \((N \times m)\)-matrix with columns \( \psi_{-1}(f), \psi_0(f), \psi_1(f), \ldots \), then

\[ \Psi_m(f) \succeq 0. \]

(ii) Let \( h \) be the (a) policy obtained from \( f \) by the policy improvement step (8.31), then

\[ \psi_{-1}(i, f) = \ldots = \psi_n(i, f) = 0 \text{ only if } h(i) = f(i). \]

Finally, we can prove that each policy improvement step yields a better policy.

**THEOREM 8.5.** Let \( h \) be a policy obtained from \( f \) by the policy improvement step (8.31), then

\[ \Psi_m(h, f) \succeq 0, \]

and

\[ \Psi_m(h, f) = 0 \text{ only if } h = f. \]

**PROOF.** Let \( S_n(f) \) be defined as in (8.33). Then

(8.35)

\[ L_{\beta, \delta}(h)\nu_{\beta}(f)(j) > v_{\beta}(j, f) \]
for all \( j \not\in S_n(f) \) and for all \( \beta \) close enough to 1.

Further, \( h(i) = f(i) \) for all \( i \in S_n(f) \). So, for all \( i \in S_n(f) \),

\[
(L_{\beta,\delta} h) v_{\beta} (f)(i) = r(i,f(i)) + \beta \sum_{j \in S} \tilde{P}_\delta (i,f(i),j) L_{\beta,\delta} h v_{\beta} (f)(j) - v_{\beta} (i,f) .
\]

Also,

\[
r(i,f(i)) + \beta \sum_{j \in S} \tilde{P}_\delta (i,f(i),j) v_{\beta} (j,f) + \beta \sum_{j \in S} \tilde{P}_\delta (i,f(i),j) v_{\beta} (j,f) = v_{\beta} (i,f) .
\]

Together this yields

\[
(L_{\beta,\delta} h) v_{\beta} (f)(i) = 
\begin{align*}
\beta \sum_{j \in S} \tilde{P}_\delta (i,f(i),j) & \left( L_{\beta,\delta} h v_{\beta} (f)(j) - v_{\beta} (f)(j) \right) \\
\geq \beta \sum_{j \in S_n(f)} \tilde{P}_\delta (i,f(i),j) & \left( L_{\beta,\delta} h v_{\beta} (f)(j) - v_{\beta} (f)(j) \right)
\end{align*}
\]

for all \( \beta \) close enough to 1.

Iterating (8.36) (on \( S_n(f) \)) and letting the number of iterations tend to infinity yields

\[
(L_{\beta,\delta} h) v_{\beta} (f)(i) \geq 0
\]

for all \( i \in S_n(f) \) and all \( \beta \) sufficiently close to 1.

From (8.35) and (8.37) we obtain

\[
V_m (h,f) \geq 0 ,
\]

and from (8.35)

\[
V_m (h,f) = 0 \text{ only if } S_n(f) = S .
\]

But \( S_n(f) = S \) implies \( V_n (f) = 0 \), so, with lemma 8.3(iii), \( f(i) \in A_n (i,f) \) for all \( i \in S \), hence \( h = f \).

Since there are only finitely many policies and since \( V_m (h,f) \geq 0 \) implies \( h \geq f \), it follows from the transitivity of the relation \( \geq \) for policies, that the algorithm must terminate after finitely many policy improvements with a policy \( f \) satisfying \( f(i) \in A_n (i,f) \) for all \( i \in S \).
It remains to be shown that this policy $f$ is then $n$-order average optimal. By lemma 8.2 it suffices to prove that for all $g \in F$

$$L_{\beta, \delta}(g)v_{\beta}(f) \leq v_{\beta}(f) + O((1-\delta)^{n+1}e) \quad (8 + 1)$$

or

$$\Psi_n(g,f) \leq 0 \text{ for all } g \in F .$$

To prove this, consider the following analog of lemma 8.3.

**Lemma 8.6.** If $f \in F_n(f)$, so $\Psi_n(f) = 0$, then for all $g \in F$

(i) $\psi_n(g,f) \leq 0 ,$

and further, if for some $k < n$, some $i \in S$ and some $g \in F$ we have

$$\psi_n(i,g,f) = \ldots = \psi_k(i,g,f) = 0 ,$$

then

(ii) $\psi_n(j,g,f) = \ldots = \psi_k(j,g,f) = 0$ for all $j \in S(i,g) ,$

(iii) $g(i) \in A_k(i,f) ,$

(iv) $\psi_{k+1}(i,g,f) \leq 0 .$

**Proof.** The proof is similar to the proof of lemma 8.3.

(i) $\psi_n(g,f) \leq \max_{h \in F} \psi_n(h,f) = \psi_n(f) = 0 .$

The proof of (ii)-(iv) proceeds again by induction on $k$. First the case $k = -1$. So assume $\psi_n(i,g,f) = 0$. Subtracting (8.22), with $h = g$, for state $i$ from (8.28) we obtain with $\psi_n(i,g,f) = 0$ and $\psi_n(f) = 0$,}

$$\sum_{j \in S(i,g)} \delta(i,g,j) \psi_n(j,g,f) = \chi_n(i,g(i),f) . \tag{8.30}$$

The left-hand side in (8.30) is nonnegative and the right-hand side is nonpositive, so both sides must be equal to zero. Hence, $\psi_n(j,g,f) = 0$ for all $j \in S(i,g)$ and $g(i) \in A_{-1}(i,f)$.

Let $\check{g}$ be an arbitrary policy in $F_{-1}(f)$ with $\check{g}(j) = g(j)$ for all $j$ with $g(j) \in A_{-1}(i,f)$, then

$$\psi_0(i,g,f) = \psi_0(i,\check{g},f) \leq \max_{h \in F_{-1}(f)} \psi_0(i,h,f) = \psi_0(i,f) = 0 .$$

This completes the proof for $k = -1$. 
The case $k \geq 0$ is completely analogous to the case $k \geq 0$ in lemma 8.3, and is therefore omitted.

From lemma 8.6 we immediately have

**Theorem 8.7.** If $f \in P_n(f)$, then $\Phi_n(g,f) \leq 0$ for all $g \in P$, hence $f$ is $n$-order average optimal.

Theorems 8.5 and 8.7 together imply that the policy iteration algorithm for the determination of an $n$-order average-optimal policy, formulated in (8.31), terminates after finitely many policy improvements with an $n$-order average-optimal policy.

For the case $n = 0$, this generalizes the result of HASTINGS [1968] to the case of state-dependent gains. Further we see that the algorithm of MILLER and VEINOTT [1969] corresponds to the special case $\delta(i,a,j) = 0$ for all $i,j \in S$ and $a \in A$. 
CHAPTER 9

VALUE-ORIENTED SUCCESSIVE APPROXIMATIONS
FOR THE AVERAGE-REWARD MDP

9.1. INTRODUCTION

This chapter deals with the method of value-oriented standard successive approximations for the average-reward MDP with finite state space $S = \{1, 2, \ldots, N\}$ and finite action space $A$. As has been shown in chapters 3 and 4, value-oriented methods can be used for the approximation of the value of a total-reward MDP (theorems 3.22, 4.27 and 4.28). For the average-reward MDP the value-oriented method has been first mentioned by Morton [1971], however, without convergence proof. Here it will be shown that the value-oriented method converges under a strong aperiodicity assumption and various conditions on the chain structure of the MDP, which have in common that they all guarantee that the gain $g^*$ of the MDP is independent of the initial state.

The contents of this chapter (except for section 8) can be found in Van der Wal [1980a]. Let us first formulate the method.

Value-oriented standard successive approximations

Choose $v_0 \in V (= \mathbb{R}^N)$ and $\lambda \in \{1, 2, \ldots\}$.

Determine for $n = 0, 1, \ldots$ a policy $f_{n+1}$ such that

$$L(f_{n+1})v_n = Uv_n \quad (9.1)$$

and define

$$v_{n+1} = L^\lambda(f_{n+1})v_n \quad (9.2)$$
For $\lambda = 1$ this is just the method of standard successive approximations. As we have seen in the total-reward case the method of value-oriented standard successive approximations lays somewhere in between the method of standard successive approximations and the policy iteration method. At the end of this first section we will see that also in the average-reward case the value-oriented method becomes very similar to the policy iteration method if $\lambda$ is large.

In general, the sequences $\{f_n\}$ and $\{v_n\}$ are (given $v_0$ and $\lambda$) not unique. Let $\{f_{n}, v_{n}\}$ be an arbitrary sequence pair which can be obtained when using the value-oriented standard successive approximations method. Throughout this chapter this sequence will be held fixed. The results that will be obtained hold for all sequences which might result from applying the value-oriented method.

Except for section 8 we work under the following assumption.

**Strong aperiodicity assumption**

There exists a constant $\alpha > 0$ such that

\begin{equation}
P(f) \succeq \alpha I \quad \text{for all } f \in F,
\end{equation}

where $I$ denotes the identity matrix.

Recall that in section 6.3 it has been shown, that any average-reward MDP can be transformed into an equivalent MDP, which satisfies this strong aperiodicity assumption, by means of Schweitzer's aperiodicity transformation (see SCHWEITZER [1971]).

Moreover, we always use a condition which guarantees that $g^*$ is independent of the initial state: the irreducibility condition in section 3, the unichain condition in sections 4 and 5, and in sections 6 and 7 the conditions of communicatingness and simply connectedness, respectively.

Let us already consider the unichain case in somewhat more detail. An MDP is called unichained if for all $f \in F$ the matrix $P(f)$ is unichained, i.e., the Markov chain corresponding to $P(f)$ has only one recurrent subchain and possibly some transient states.

For an unichained MDP the gain $g(f)$ corresponding to a policy $f$ is independent of the initial state, since $g(f) = P^*(f)x(f)$ and, in this case, $P^*(f)$
is a matrix with equal rows. Hence (cf. theorem 6.2), also $g^*$ is independent of the initial state.

It will be convenient to denote for all $f \in F$ by $g_f$ the scalar with $g(f) = g_f e$, and to denote by $g_e$ the scalar with $g^* = g_e$.

As we already remarked, the value-oriented method becomes for large $\lambda$ very similar to the policy iteration method. For the unichain case this can be easily seen as follows. For all $n$

$$v_{n+1} = L^\lambda(f_{n+1})v_n = L^\lambda(f_{n+1})v(f_{n+1}^*) + P^\lambda(f_{n+1})(v_n - v(f_{n+1}^*))$$

$$= v(f_{n+1}^*) + \lambda g_f e + P^\lambda(f_{n+1}^*)(v_n - v(f_{n+1}^*)) .$$

If $\lambda$ tends to infinity, then, by the strong aperiodicity assumption, $P^\lambda(f_{n+1}^*)$ converges to the matrix with equal rows $P^* f_{n+1}$. Thus, $P^\lambda(f_{n+1}^*)(v_n - v(f_{n+1}^*))$ converges to a constant vector. So, if $\lambda$ is large, then also the difference between $v_{n+1}$ and $v(f_{n+1}^*)$ is nearly a constant vector. Hence, if $\lambda$ is sufficiently large, there will exist a policy $\hat{f}$ which maximizes both $L(f)v_{n+1}$ and $L(f)v(f_{n+1}^*)$. Further, we see that the policy improvement step of the policy iteration algorithm, formulated in section 6.2, reduces to the maximization of $L(f)v(f_{n+1}^*)$ if $g(f_{n+1}^*)$ is a constant vector, which happens to be the case if the MDP is unichained. So indeed in the unichain case the value-oriented method and the policy iteration method become very similar for large $\lambda$. Approximative algorithms based on this idea can be found in Morton [1971] and Van der Wal [1976].

In this chapter it will be shown that under various conditions the value-oriented method converges. So we have to show that the value-oriented method enables us to find for all $\epsilon > 0$ a so-called $\epsilon$-optimal policy, i.e. a policy $f$ which satisfies $g(f) \geq g^* - \epsilon e$.

First (in section 2) some preliminary inequalities are given. Next, the irreducible case (the unichain case without transient states) is dealt with (section 3). The unichain case is treated in section 4 and in section 5 it is shown that in the unichain case the value-oriented method converges ultimately exponentially fast. Sections 6 and 7 relax the unichain condition to communicatingness (cf. Bather [1973]) and simply connectedness (cf. Platzman [1977]). Finally, in section 8, an example of a unichained MDP is presented which shows that, if instead of strong aperiodicity we only
assume that all chains are aperiodic, then the value-oriented method may
cycle between suboptimal policies.

9.2. SOME PRELIMINARIES

Let \( \{f_n\} \) and \( \{v_n\} \) be the fixed sequences (section 9.1) obtained from the
value-oriented method.
Define \( \ell_n \) and \( u_n, n = 0,1,\ldots, \) by

\[
\ell_n := \min_{i \in S} \{Uv_n - v_n\}(i)
\]

and

\[
u_n := \max_{i \in S} \{Uv_n - v_n\}(i).
\]

Then lemma 6.8 states that

\[
\ell_n \leq g(f_{n+1}) \leq u_n e.
\]

So, what we would like to show is that \( u_n - \ell_n \) tends to zero if \( n \) tends to
infinity, so that both \( \ell_n \) and \( u_n \) converge to \( q_* \) (for which of course \( q_* \) has
to be independent of the initial state).

A first result in this direction is given by the following lemma.

**Lemma 9.1.** The sequence \( \{\ell_n, n = 0,1,\ldots\} \) is monotonically nondecreasing.

**Proof.** For all \( n \)

\[
Uv_n - v_n = L(f_n) v_{n+1} - v_n \geq L(f_n) v_n - v_n
\]

\[
= L^\lambda(f_n) v_{n-1} - L^\lambda(f_n) v_n = P^\lambda(f_n)(L(f_n) v_{n-1} - v_{n-1})
\]

\[
\geq P^\lambda(f_n) \ell_{n-1} e = \ell_{n-1} e.
\]

Hence also \( \ell_n \geq \ell_{n-1}. \)

In the special case of \( \lambda = 1 \), also the sequence \( \{u_n\} \) is monotone (actually
nonincreasing, see Odoni [1969]). This, however, need not be the case if
\( \lambda > 1. \)
EXAMPLE 9.2. $S = \{1,2\}$, $A(1) = \{1\}$, $A(2) = \{1,2\}$. Furthermore, $p(1,1,1) = 1$ and $r(1,1) = 100$. In state 2 action 1 has $r(2,1) = 0$ and $p(2,1,1) = 0.9$ and action 2 has $r(2,2) = 10$ and $p(2,2,1) = 0.1$. So action 1 has the higher probability of reaching state 1 but action 2 has the higher immediate reward.

Now take $v_0 = 0$ and $\lambda = 2$. Then $Uv_0 - v_0 = (100,10)^T$, so $u_0 = 100$ and we get $v_1 = (200,29)^T$. Next we compute $Uv_1 - v_1 = (100,153.9)^T$, thus $u_1 = 153.9 > u_0$.

Our approach in the following section will be as follows. First we examine the sequence $\{l_n\}$ for which it will be shown that $l_n \to g_*$. Next it will be shown that $u_n$ converges to $g_*$ as well. Hence $u_n - l_n$ tends to zero, which, by (9.6), implies that $f_n$ becomes nearly optimal in the long run.

9.3. THE IRREDUCIBLE CASE

This section deals with the irreducible MDP, i.e., the case that for all $f \in \mathcal{F}$ the matrix $P(f)$ is irreducible. The analysis of this case is considerably simpler than in the unichain case with transient states, which is to be considered in sections 4 and 5.

So, throughout this section, it is assumed that the matrices $P(f)$ all have one recurrent subchain and no transient states.

Define for $n = 0, 1, \ldots$ the vector $g_n \in \mathbb{R}^N$ by

$$g_n = Uv_n - v_n .$$

Then (compare the proof of lemma 9.1)

$$g_{n+1} \geq p^\lambda(f_{n+1})g_n .$$

And consequently, for all $k = 1, 2, \ldots$,

$$g_{n+k} \geq p^\lambda(f_{n+k}) \cdots p^\lambda(f_{n+1})g_n .$$

Define

$$\gamma := \min_{i,j \in S} \min_{h_1, \ldots, h_{N-1}} P(h_1)P(h_2) \cdots P(h_{N-1})(i,j) .$$

In lemma 9.4 it will be shown that the aperiodicity assumption and the
irreducibility assumption together imply that $\gamma > 0$. Then the following lemma implies that $f_n$ converges to $g^*$ exponentially fast.

**Lemma 9.3.** If $k \lambda \geq N - 1$, then for all $n$
\[ g_n - f_{n+k} \leq (1 - \gamma)(g_n - f_n) . \]

**Proof.** Let $j_0$ satisfy $g_n(j_0) = u_n$. Then for all $i \in S$ and all $h_1, \ldots, h_{N-1}$
\[ P(h_1) \cdots P(h_{N-1})q_n(i) = \sum_{j \in S} P(h_1) \cdots P(h_{N-1})(i, j)q_n(j) \]
\[ = \sum_{j \neq j_0} P(h_1) \cdots P(h_{N-1})(i, j)q_n(j) + P(h_1) \cdots P(h_{N-1})(i, j_0)u_n \]
\[ \geq \sum_{j \neq j_0} P(h_1) \cdots P(h_{N-1})(i, j)f_n + P(h_1) \cdots P(h_{N-1})(i, j_0)u_n \]
\[ \geq (1 - \gamma)f_n + \gamma u_n \geq (1 - \gamma)f_n + \gamma g^* . \]

So,
\[ P(h_1) \cdots P(h_{N-1})q_n \geq [(1 - \gamma)f_n + \gamma g^*]u_n . \]

Then also for all $m > N - 1$ and all $h_1, \ldots, h_m$
\[ P(h_1) \cdots P(h_m)q_n \geq [(1 - \gamma)f_n + \gamma g^*]u_n . \]

Hence, with (9.9), for all $k$ such that $k \lambda \geq N - 1$,
\[ g_{n+k} \geq \lambda^{f_{n+k}} \cdots \lambda^{f_{n+1}}q_n \geq [(1 - \gamma)f_n + \gamma g^*]u_n . \]

Thus
\[ f_{n+k} \geq (1 - \gamma)f_n + \gamma g^* \]
or
\[ g_n - f_{n+k} \leq (1 - \gamma)(g_n - f_n) . \]

**Lemma 9.4.** $\gamma > 0$.

**Proof.** Since $S$ and $F$ are finite, it is sufficient to prove that
\[ P(h_1) \cdots P(h_{N-1})(i, j) > 0 \]
for all $i, j \in S$ and all $h_1, h_2, \ldots, h_{N-1} \in F$. 
Let $h_1, h_2, \ldots, h_{N-1}$ be an arbitrary sequence of policies. For this sequence define for all $n = 0, 1, \ldots, N-1$ and all $i \in S$ the subsets $S(i, n)$ of $S$ by

\[ S(i, 0) := \{i\} \]

\[ S(i, n) := \{j \in S \mid P(h_1) \cdots P(h_n)(i, j) > 0\}, \quad n = 1, 2, \ldots, N-1. \]

Then it has to be shown that $S(i, N-1) = S$ for all $i \in S$.

Clearly, $S(i, n) \subset S(i, n+1)$, since (by definition) $j \in S(i, n)$ implies $P(h_1) \cdots P(h_n)(i, j) > 0$ and (9.3) implies $P(h_{n+1})(i, j) > 0$, hence

\[ P(h_1) \cdots P(h_n)(i, j) \geq P(h_1) \cdots P(h_n)(i, j) P(h_{n+1})(i, j) > 0. \]

It remains to be shown that the sets $S(i, n)$ are strictly increasing as long as $S(i, n) \neq S$.

Suppose $S(i, n+1) = S(i, n)$. Then we have for all $j \in S(i, n)$ and all $k \notin S(i, n)$ that $P(h_{n+1})(j, k) = 0$, otherwise $k \in S(i, n+1)$. So $S(i, n)$ is closed under $P(h_{n+1})$. Since $P(h_{n+1})$ is irreducible, this implies $S(i, n) = S$. Hence $S(i, n)$ is strictly increasing until $S(i, n) = S$, so ultimately for $n = N-1$ one will have $S(i, n) = S$.

So, by lemmas 9.3 and 9.4, we now know that $f_n$ converges to $g_\ast$ exponentially fast. Thus $f_n$ will be $\epsilon$-optimal for $n$ sufficiently large. The problem, however, is to recognize this. Therefore, we want that also $u_n$ converges to $g_\ast$. From (5.35) and (5.36)

\[ p^*(f_{n+1}) g_n = g_\ast e. \]

Define $\kappa$ by

\[ \kappa := \min_{i, j \in S} \min_{f \in F} P^*(f)(i, j). \]

Clearly, from the irreducibility assumption, one has $\kappa > 0$. Then we have the following lemma.

**Lemma 9.5.** For all $n = 0, 1, \ldots$

\[ u_n - \epsilon_n \leq \kappa^{-1}(g_\ast - f_n). \]

**Proof.** The assertion is immediate from

\[ g_\ast e \geq g_\ast e = p^*(f_{n+1}) g_n \geq (1-\kappa) f_n e + \kappa u_n e. \]
Summarizing the results for the irreducible MDP one has

**Theorem 9.6.**

(i) $l_n$ converges monotonically and exponentially fast to $q_*).

(ii) $u_n$ converges exponentially fast, though not necessarily monotonically, to $q_*).

So, in the irreducible case and under the strong aperiodicity assumption the value-oriented method converges exponentially fast.

9.4. THE GENERAL UNICHAIN CASE

In this section the irreducibility assumption of the previous section is replaced by the weaker unichain condition. For the unichained MDP lemma 9.4 no longer holds and the constant $\nu$, defined in (9.11), may be zero, so lemma 9.5 can no longer be used. Thus the approach will have to be different from the one in the preceding section.

First we will derive a similar lemma as lemma 9.4, which enables us to show that the span of $v_n$ is bounded (theorem 9.10), where the span of a vector $v$, notation $sp(v)$, is defined by

$$sp(v) := \max_{i \in S} v(i) - \min_{i \in S} v(i).$$

Next it is shown that the boundedness of $sp(v_n)$ implies that $l_n$ converges to $q_*$ and finally we show that there must exist a subsequence of $(u_n)$ which converges to $q_*).

So, throughout this section the MDP under consideration is assumed to be unichained.

Define

$$\eta := \min_{i, j \in S} \min_{h_1, \ldots, h_{N-1}} \sum_{k \in S} \min \{ P(h_1) \cdots P(h_{N-1})(i,k), P(h_1) \cdots P(h_{N-1})(j,k) \}. \tag{9.12}$$

Then the unichain condition and the strong aperiodicity assumption yield the following result.

**Lemma 9.7.** $\eta > 0.$
This lemma states that for all $h_1, \ldots, h_{N-1}$ are two states $i$ and $j$ have a common successor at time $N-1$. Conditions of the type $\eta > 0$ are called scrambling conditions (cf. e.g. Hajnal [1958], Morton and Wecker [1977] and Anthonisse and Tijms [1977]), and give contraction in the span-norm.

**Proof of Lemma 9.7.** The line of reasoning is similar to the one in the proof of lemma 9.4. Again, let $h_1, \ldots, h_{N-1}$ be an arbitrary sequence of policies and define $S(i,n), n = 0, 1, \ldots, N-1$, as in the proof of lemma 9.4. Then, clearly, $S(i,n) \subset S(i,n+1)$, and if $S(i,n) = S(i,n+1)$, then $S(i,n)$ is closed under $P(h_{n+1})$. Now it has to be shown that $S(i,N-1) \cap S(j,N-1)$ is nonempty for all pairs $i, j \in S$.

Suppose $S(i,N-1) \cap S(j,N-1)$ is empty. Then $S(i,N-1)$ and $S(j,N-1)$ are both proper subsets of $S$, so there must exist numbers $m$ and $n, m, n < N-1$, such that $S(i,m) = S(i,m+1)$ and $S(j,n) = S(j,n+1)$. But this implies that $S(i,m)$ is closed under $P(h_{m+1})$ and that $S(j,n)$ is closed under $P(h_{n+1})$, and since $S(i,N-1) \cap S(j,N-1)$ is empty, $S(i,m) \cap S(j,n)$ is also empty. So, let $f$ be a policy with $f(s) = h_{m+1}(s)$ for $s \in S(i,m)$ and $f(s) = h_{n+1}(s)$ for $s \in S(j,n)$, then $P(f)$ has at least two disjoint, nonempty closed subchains: $S(i,m)$ and $S(j,n)$, which contracts the unichain condition. Hence $S(i,N-1) \cap S(j,N-1)$ is nonempty, or

$$\sum_{k \in S} \min \{P(h_1) \cdots P(h_{N-1})(i,k), P(h_1) \cdots P(h_{N-1})(j,k)\} > 0.$$  

Since $S$ and $F$ are finite, also $\eta > 0$. 

Further we have

**Lemma 9.8.** For all $v \in \mathbb{R}^N$ and all $h_1, \ldots, h_{N-1} \in F$ we have

$$\text{sp}(P(h_1) \cdots P(h_{N-1})v) \leq (1 - \eta)\text{sp}(v).$$

**Proof.** Let $i$ and $j$ be a maximal and minimal component of $P(h_1) \cdots P(h_{N-1})v$, respectively. Then, writing $Q$ instead of $P(h_1) \cdots P(h_{N-1})$, we have

$$\text{sp}(Qv) = (Qv)(i) - (Qv)(j) = \sum_{k \in S} [Q(i,k) - Q(j,k)]v(k)$$

$$= \sum_{k \in S} [Q(i,k) - \min \{Q(i,k), Q(j,k)\}]v(k) +$$

$$- \sum_{k \in S} [Q(j,k) - \min \{Q(i,k), Q(j,k)\}]v(k) \leq$$
\[(1 - \eta) \max_{k \in S} v(k) - (1 - \eta) \min_{k \in S} v(k) = (1 - \eta) \text{sp}(v) .\]

Define \( K_0 \) by

\[K_0 := \max_{i,a} r(i,a) - \min_{i,a} r(i,a) ,\]

then one has the following lemma.

**Lemma 9.9.** For all \( v \in \mathbb{R}^N \) and all \( h_1, \ldots, h_{N-1} \in F \) we have

\[\text{sp}(L(h_1) \cdots L(h_{N-1}) v) \leq (N - 1)K_0 + (1 - \eta) \text{sp}(v) .\]

**Proof.** By definition of \( K_0 \) one has \( \text{sp}(r(f)) \leq K_0 \) for all \( f \in F \). Further, \( \text{sp}(P(f)v) \leq \text{sp}(v) \) for all \( v \in \mathbb{R}^N \) and \( f \in F \). So

\[\text{sp}(L(h_1) \cdots L(h_{N-1}) v) = \text{sp}(r(h_1) + P(h_1)r(h_2) + \ldots + P(h_1) \cdots P(h_{N-2})r(h_{N-1}) + P(h_1) \cdots P(h_{N-1}) v) \leq \text{sp}(r(h_1)) + \ldots + \text{sp}(P(h_1) \cdots P(h_{N-2})r(h_{N-1})) + \text{sp}(P(h_1) \cdots P(h_{N-1}) v) \leq (N - 1)K_0 + (1 - \eta) \text{sp}(v) .\]

In order to prove that \( \text{sp}(v) \) is bounded, we introduce the following notation

\[(9.14) \quad w_{k+1} = L^P(f_{k+1}) v_k , \quad k = 0,1, \ldots \text{ and } p = 0,1, \ldots, \lambda - 1 .\]

Then it follows from lemma 9.9 that for all \( k = 0,1, \ldots \) and all \( q = 0,1, \ldots, N-2 \),

\[\text{sp}(w_{k+1} + q) \leq (N - 1)K_0 + (1 - \eta) \text{sp}(w_{k+1} + (N-1)q) \leq \ldots \leq (N - 1)K_0 + (1 - \eta) (N - 1)K_0 + \ldots + (1 - \eta) \sum_{i=0}^{N-2} \text{sp}(w_{i+1}) .\]

Further, it follows from the proof of lemma 9.9 that

\[\text{sp}(w_q) = L^Q(f_1 v_0 \leq qK_0 + \text{sp}(v_0) \leq (N - 1)K_0 + \text{sp}(v_0) , \quad q = 0,1, \ldots, N-2 .\]
So, for all \( l = 0,1, \ldots \) and all \( q = 0,1, \ldots, N-2 \)

\[
\text{sp}(w_{\ell(N-1)+q}^l) \leq \eta^{-1}(N-1)K_0 + \text{sp}(v_0).
\]

Hence

\[
(9.15) \quad \text{sp}(w_m^l) \leq \eta^{-1}(N-1)K_0 + \text{sp}(v_0), \quad m = 0,1, \ldots.
\]

This yields

**THEOREM 9.10.** \( \text{sp}(v_n) \) is bounded.

**PROOF.** Immediately from \( v_n = w_n^0 \) and (9.15).

Before this can be used to prove that \( \delta_\ast := \lim_{n \to \infty} \delta_n \) is equal to \( g_\ast \), we have to derive a number of inequalities. For \( g_n \), defined by (9.7), one has (9.8) and (9.9) and also

\[
v_{n+1} - v_n = L^\lambda(f_{n+1})v_n - L^\lambda(f_n)v_n - L^{\lambda-1}(f_{n+1})v_n + \cdots + v_n = [p^\lambda(f_{n+1}) + \cdots + p(f_{n+1} + I)]g_n, \quad n = 0,1, \ldots.
\]

So,

\[
(9.16) \quad v_{n+k} - v_n = \sum_{t=n}^{n+k-1} [p^\lambda(f_{t+1}) + \cdots + p(f_{t+1} + I)]g_t,
\]

\( n = 0,1, \ldots, k = 1,2, \ldots. \)

Let us consider \( v_{m+q} - v_m' \), where \( m \) and \( q \) are arbitrary for the time being.

From (9.9) we obtain, with the strong aperiodicity assumption, that for all \( n \) and \( k \) (with \( \alpha \) as in (9.3))

\[
g_{n+k}(i) \geq \alpha \cdot g_n(i) + (1 - \alpha^k)I_n,
\]

and

\[
(9.17) \quad g_{n+p}(i) \geq \alpha^{k-p} \cdot \min_{j \in S} (p^\lambda f_{n+1})g_n(j) + (1 - \alpha^{k-p})I_n \geq \alpha^{k-p} \cdot \min_{j \in S} (p^\lambda f_{n+1})g_n(j) + (1 - \alpha^{k-p})I_n \geq \alpha^k \cdot \min_{j \in S} (p^\lambda f_{n+1})g_n(j) + (1 - \alpha^k)I_n, \quad p = 0,1, \ldots, \lambda-1.
\]

Now suppose that \( i_0 \in S \) satisfies
\[ g_{m+q}(i_0) = \ell_{m+q} (\leq \ell_*). \]

Then (9.17), with \( n + k = m + q \) and \( n = t \) \((m \leq t < m+q)\), yields

\[(9.18) \quad (p^t \ell_{t+1}) g_e(i_0) \leq a^{-\lambda (m+q-t)} [g_{m+q}(i_0) - (1 - a^{\lambda (m+q-t)}) \ell_{m}] \]
\[ \leq a^{-\lambda (m+q-t)} [g_{m+q}(i_0) - (1 - a^{\lambda (m+q-t)}) \ell_{m}] \]
\[ = \ell_m + a^{-\lambda (m+q-t)} [g_{m+q}(i_0) - \ell_m] \]
\[ \leq \ell_m + a^{-\lambda k} [\ell_* - \ell_m], \quad p = 0, 1, \ldots, \lambda - 1. \]

Hence, with (9.16) and (9.18),

\[(9.19) \quad (v_{m+q} - v_m)(i_0) \leq q \ell_m + q \lambda - \lambda \lambda (\ell_* - \ell_m). \]

On the other hand we have \( u_n \geq g_* \) for all \( n \). Hence there must exist a state \( j_0 \in S \) which has \( g_{m+k}(j_0) \geq g_* \) for at least \( N^{-1} q \) of the indices \( m + k \in \{m, m+1, \ldots, m+q-1\} \).

So, for this state \( j_0 \),

\[(9.20) \quad (v_{m+q} - v_m) \geq N^{-1} q g_* + (q \lambda - N^{-1} q) \ell_n \geq q \lambda \ell_m + N^{-1} q (g_* - \ell_*). \]

Then it follows from (9.19) and (9.20) that

\[(9.21) \quad sp(v_{m+q} - v_m) \geq N^{-1} q (g_* - \ell_*), \quad q \lambda a^{-\lambda \lambda} (\ell_* - \ell_m). \]

Now we are ready to prove

**Theorem 9.11.** \( \ell_* = g_* \).

**Proof.** Clearly \( \ell_* \leq g_* \). Assume \( \ell_* < g_* \). By theorem 9.10 there exists a constant \( K_1 \) such that

\[(9.22) \quad sp(v_n) \leq K_1 \quad \text{for all } n = 0, 1, \ldots. \]

Now choose \( q \) such that \( N^{-1} q (g_* - \ell_*) \geq 2 K_1 + K_2 \), where \( K_2 \) is some positive constant. Next, choose \( m \) such that \( q \lambda a^{-\lambda \lambda} (\ell_* - \ell_m) < K_2 \). Then, it follows from (9.21) that

\[ sp(v_{m+q} - v_m) > 2K_1 + K_2 - K_2 = 2K_1. \]

Hence, using (9.22) with \( n = m \),
\[ sp\{v_{m+q}\} \geq sp\{v_{m+q} - v_m\} - sp\{v_m\} > 2K_1 - K_1 = K_1, \]

which contradicts (9.22) for \( n = m + q \).

Therefore we must have \( f = g \). \( \square \)

So, we now know that \( f_n \) converges to \( g \), and, by (9.6), that \( f_n \) becomes nearly optimal if \( n \) becomes large. In order to be able to recognize that \( f_n \) is nearly optimal one needs (at least) the following result.

**Theorem 9.12.** \( g \) is a limitpoint of the sequence \( \{u_n\} \).

**Proof.** We know that \( u_n \geq g \). Further it follows from the boundedness of \( sp\{v_n\} \) (theorem 9.10) that also \( sp\{g\} \) or \( u_n - f \) is bounded. Hence also \( \{u_n\} \) is bounded. Now, suppose the smallest limitpoint of \( \{u_n\} \) to be strictly larger than \( g \). Then one may construct, using a similar reasoning as in (9.20) and in the proof of theorem 9.11, a violation of the boundedness of \( sp\{v_n\} \). Hence \( g \) is a limitpoint of \( \{u_n\} \). \( \square \)

So, if all \( P(f) \) are unichained and the strong aperiodicity assumption holds, then we see, from theorems 9.11 and 9.12 and from (9.6), that the method of value-oriented standard successive approximations converges. i.e., the method yields an approximation of the gain \( g \) of the MDP and nearly-optimal stationary strategies.

In the next section it will be shown that \( g \) is not only a limitpoint of \( \{u_n\} \), but that \( u_n \) converges to \( g \), exponentially fast.

### 9.5. GEOMETRIC CONVERGENCE FOR THE UNICHAIN CASE

For the irreducible case we have obtained that \( sp\{g_n\} \) converges to zero geometrically. For the general unichain case it has only been shown that there exists a subsequence of \( \{g_n\} \) for which \( sp\{g_n\} \) converges to zero. In this section it will be shown that also in the unichain case \( sp\{g_n\} \) converges to zero exponentially fast.

So, the MDP under consideration is again assumed to be unichained.

Since \( sp\{v_n\} \) is bounded, also \( v_n - v_N(e) \) is bounded. Further, \( g_n e \) is a limitpoint of \( \{g_n\} \). And since there are only finitely many policies, there
exists a subsequence of \( \{v_n\} \) (and \( \{q_n\} \)) with \( q_{n_k} \to g^* e \), \( f_{n_k+1} = f \) and \( v_{n_k} - v_{n_k} (N) e - v (k = \infty) \) for some \( f \in F \) and \( v \in \mathbb{R}^N \).

Then for all \( k \)

\[
\max_{h \in F} L(h) v_{n_k} - v_{n_k} = L(f_{n_k}) v_{n_k} - v_{n_k} = L(f) v_{n_k} - v_{n_k} = q_{n_k}.
\]

Letting \( k \) tend to infinity yields

\[
(9.23) \quad \max_{h \in F} L(h) v - v = L(f) v - v = g^* e,
\]

where it has been used that for all \( h \in F \),

\[
L(h) v_{n_k} - v_{n_k} = L(h) (v_{n_k} - v_{n_k} (N) e) - (v_{n_k} - v_{n_k} (N) e).
\]

Then we have the following lemma.

**Lemma 9.13.** Let \( \varepsilon > 0 \) be such that \( L(h) v - v \geq g^* e - \varepsilon e \) implies \( L(h) v - v = g^* e \) (clearly such an \( \varepsilon \) exists by the finiteness of \( F \)). Then

\[
\text{sp}(v_n - v) \leq \varepsilon \quad \text{and} \quad L(f_{n+1}) v = v + g^* e
\]

imply

\[
\text{sp}(v_{n+1} - v) \leq \varepsilon \quad \text{and} \quad L(f_{n+2}) v = v + g^* e.
\]

Before this lemma is proved, note the following. Since \( v_{n_k} - v_{n_k} (N) e - v \) tends to zero, there exists a number \( m \) such that \( \text{sp}(v_m - v) \leq \varepsilon \) and

\[
L(f_m) v = v + g^* e.
\]

Then, as a consequence of lemma 9.13,

\[
\text{sp}(v_n - v) \leq \varepsilon \quad \text{and} \quad L(f_n) v = v + g^* e \quad \text{for all} \quad n \geq m.
\]

But that implies for all \( q = 1, 2, \ldots \)

\[
(9.24) \quad v_{m+q} = L^1(f_{m+q}) \cdots L^1(f_{m+1}) v_m
\]

\[
= L^1(f_{m+q}) \cdots L^1(f_{m+1}) v + p^1(f_{m+q}) \cdots p^1(f_{m+1}) (v_m - v)
\]

\[
= v + q g^* e + p^1(f_{m+q}) \cdots p^1(f_{m+1}) (v_m - v).
\]

So, by lemma 9.6, \( \text{sp}(v_{m+q} - v) \) decreases in \( q \) exponentially fast to zero.

And also \( g_{m+q} \) converges to \( g^* e \) exponentially fast, since
\[ g_{m+q} = L(f_{m+q+1})^v_{m+q} - v_{m+q} \]
\[ = L(f_{m+q+1})^v_{m+q} - L(f_{n+q+1})v + \lambda g^e + P(f_{n+1})v - v_{m+q} \]
\[ = [P(f_{n+q+1}) - I](v_{n+q} - v) + g^e . \]

**Proof of Lemma 9.13.**

\[ v_{n+1} = L^\lambda(f_{n+1})v_n = L^\lambda(f_{n+1})v + P^\lambda(f_{n+1})(v_n - v) \]
\[ = v + \lambda g^e + P^\lambda(f_{n+1})(v_n - v) . \]

So,

\[ \text{sp}(v_{n+1} - v) = \text{sp}(P^\lambda(f_{n+1})(v_n - v)) \leq \text{sp}(v_n - v) \leq \varepsilon . \]

And

\[ L(f_{n+2})v - v = L(f_{n+2})v_{n+1} + P(f_{n+2})(v_{n+1} - v) \]
\[ \geq L(f)v_{n+1} + P(f)(v_{n+1} - v) \]
\[ = g^e + [P(f) - P(f_{n+2})](v_{n+1} - v) \geq g^e - \varepsilon e , \]

since for any two stochastic matrices \( P_1 \) and \( P_2 \) and for any \( w \in \mathbb{R}^N \) one has \( (P_1 - P_2)w \geq -\text{sp}(w) \). Hence also

\[ L(f_{n+2})v - v = g^e e . \]

\[ \square \]

### 9.6. The Communicating Case

In section 4 the convergence proof for the unichain case has been given in two stages. First the unichain assumption and the strong aperiodicity assumption were used to prove that \( \text{sp}(v_n) \) is bounded (lemmas 9.7-9.9 and theorem 9.10). And in the second stage we used the boundedness of \( \{\text{sp}(v_n)\} \) and \( u_n \geq g^e \) to prove that \( f_n \rightarrow g^e \) and that \( u_{n_k} \rightarrow g^e \) for some subsequence \( u_{n_k}, k = 0, 1, \ldots \). From this it will be clear that the method of value-oriented successive approximations will converge whenever \( \{\text{sp}(v_n)\} \) is bounded and the gain of the MDP is independent of the initial state (if the strong aperiodicity assumption holds).
In this section the communicating MDP will be considered.

An MDP is called communicating if there exists for any two states \( i \) and \( j \) a policy \( \pi \) and a number \( r \) such that \( P^r(\pi)(i,j) > 0 \) (cf. BATHER [1973]).

Many practical problems are communicating, but need not be unichained. On the other hand, an MDP may be unichained but not communicating since some states may be transient under all policies.

Throughout this section the MDP considered is assumed to be communicating.

Clearly, if the MDP is communicating, the gain is independent of the initial state. We will show that also in the communicating case \( \{\text{sp}(v_n)\} \) is bounded. Therefore, define

\[
\tilde{K} := \max_{i,a} \left| r(i,a) \right|,
\]

\[
L_n := \min_{i \in S} v_n(i), \quad U_n := \max_{i \in S} v_n(i), \quad n = 0, 1, \ldots,
\]

\[
\delta := \min_{i,j \in S} \{ p(i,a,j) \mid p(i,a,j) > 0 \}.
\]

In order to prove that \( \{\text{sp}(v_n)\} \) is bounded we need the following lemmas.

**Lemma 9.15.** For all \( n = 0, 1, \ldots \)

(i) \( L_{n+1} \geq L_n - \lambda \tilde{K} \),

(ii) \( U_{n+1} \leq U_n + \lambda \tilde{K} \).

**Proof.**

(i) For all \( n = 0, 1, \ldots \)

\[
v_{n+1} = L_{n+1} + U_{n+1} v_n = r_{n+1} + P_{n+1} r_{n+1} + \ldots + P_{n+1} r_{n+1} v_n
\]

\[
\geq - \lambda \tilde{K} + \lambda \tilde{K} v_n \geq - \lambda \tilde{K} + L_n v_n.
\]

Hence also

\[
L_{n+1} \geq - \lambda \tilde{K} + L_n.
\]

Similarly one obtains (ii).

**Lemma 9.16.** If \( \text{sp}(v_{n+N-1}) \geq \text{sp}(v_n) \), then for all \( m \) with \( n \leq m < n+N-1 \),

\[
L_{m+1} - L_m \leq \lambda \tilde{K}(2N - 3).
\]
PROOF. From lemma 9.15 we obtain
\[
\text{sp}(v_{n+N-1}) = U_{n+N-1} - L_{n+N-1}
\]
\[
= \frac{1}{n+N-2} \left[ \sum_{k=n}^{n+N-2} (U_{k+1} - U_k) - (L_{k+1} - L_k) \right] + U_n - L_n
\]
\[
= \frac{1}{n+N-2} \left[ \sum_{k=n}^{n+N-2} (U_{k+1} - U_k) - \sum_{k=n}^{n+N-2} (L_{k+1} - L_k) - (L_{m+1} - L_m) + \text{sp}(v_n) \right]
\]
\[
\leq \lambda \tilde{K} (N-1) + \lambda \tilde{K} (N-2) - (L_{m+1} - L_m) + \text{sp}(v_n)
\]
\[
= \lambda \tilde{K} (2N-3) - (L_{m+1} - L_m) + \text{sp}(v_n).
\]
Hence, if \( \text{sp}(v_{n+N-1}) \geq \text{sp}(v_n) \), then \( L_{m+1} - L_m \leq \lambda \tilde{K} (2N-3) \).

**Lemma 9.17.** If \( \text{sp}(v_{n+N-1}) \geq \text{sp}(v_n) \) and \( v_{m+1}(i) \leq c + L_{m+1} \) for some \( i \in S \), for some constant \( c \) and some \( m \) with \( n \leq m < n+N-1 \), then
\[
v_m(i) \leq c + \lambda^{-1} \alpha^{-1} \left[ c + 2 \lambda \tilde{K} (N-1) \right],
\]
for all \( j \in S \) for which an action \( a \in A \) with \( p(i,a,j) > 0 \) exists (\( a \) is the constant in (9.3)).

**Proof.** For all \( m = 0,1, \ldots \)
\[
v_{m+1} = L^{\lambda} (f_{m+1}) v_m = L^{\lambda-1} (f_{m+1}) U v_m
\]
and
\[
U v_m \geq \tilde{K} e + \max_{f \in F} P(f) v_m.
\]
So,
\[
v_{m+1}(i) \geq L^{\lambda-1} (f_{m+1}) (- \tilde{K} e + \max_{f \in F} P(f) v_m)(i)
\]
\[
= - \tilde{K} + \sum_{f \in F} \lambda^{\lambda-1} (f_{m+1}) \max_{f \in F} P(f) v_m(i)
\]
\[
\geq - \lambda \tilde{K} + \sum_{f \in F} \alpha^{\lambda-1} \max_{a \in A} p(i,a,k) v_m(k) + (1 - \alpha^{\lambda-1}) L_m.
\]
Thus also
\[ C + L_{m+1} \geq v_{m+1}(i) \geq -\lambda \hat{\lambda} + \alpha^{\lambda-1} \max_{a \in A, k \in S} p(i,a,k)v_{m}(k) + (1 - \alpha^{\lambda-1})L_m. \]

Then lemma 9.16 yields
\[ C + \lambda \hat{\lambda}(2N - 3) + L_m \geq -\lambda \hat{\lambda} + \alpha^{\lambda-1} \max_{a \in A, k \in S} p(i,a,k)v_{m}(k) + (1 - \alpha^{\lambda-1})L_m. \]

Or,
\[ \max_{a \in A, k \in S} \sum_{i} p(i,a,k)(v_{m}(k) - L_m) \leq \alpha^{1-\lambda}[C + 2\lambda \hat{\lambda}(N - 1)]. \]

Hence, if for some \( j \in S \) and \( a \in A \) we have \( p(i,a,j) > 0 \), so \( p(i,a,j) \geq \delta \), then certainly
\[ \delta v_{m}(j) - L_m \leq \alpha^{1-\lambda}[C + 2\lambda \hat{\lambda}(N - 1)]. \]

which proves this lemma.

Next we show that, if \( sp(v_{n+N-1}) \geq sp(v_n) \), then \( sp(v_n) \) cannot be arbitrarily large.

Define
\[ C_0 := 0, \]
\[ C_n := \alpha^{1-\lambda}\delta^{-1}[C_{n-1} + 2\lambda \hat{\lambda}(N - 1)], \quad n = 1, 2, \ldots, N-1. \]

Then the following lemma holds.

**Lemma 9.18.** If \( sp(v_{n+N-1}) \geq sp(v_n) \), then \( sp(v_n) \leq C_{N-1}. \)

**Proof.** Let \( i \in S \) be such that \( v_{n+N-1}(i) = L_{n+N-1} \), and define the sets \( S(i,t), t = 0, 1, \ldots, N-1, \) by
\[ S(i,0) := \{i\}, \]
\[ S(i,t+1) := \{j \in S \mid \text{there exists a state } j \in S(i,t) \text{ and an action } a \in A \text{ such that } p(j,a,k) > 0\}, \]
\( t = 0, 1, \ldots, N-2 \).

From \( p(j,a,j) \geq \delta > 0 \) for all \( j \in S \) and \( a \in A \) we have \( S(i,t) \subseteq S(i,t+1) \).

Further it follows from the communicatingsness that ultimately \( S(i,N-1) = S \)
(cf. the proof of lemma 9.7). Then lemma 9.17 yields (with \( C = 0 \))
\( v_{n+N-2}(j) - L_{n+N-2} \leq C_1 \) for all \( j \in S(i,1) \).

Next we obtain with lemma 9.17
\( v_{n+N-3}(j) - L_{n+N-3} \leq C_2 \) for all \( j \in S(i,2) \).

Continuing in this way we get
\( v_n(j) - L_n \leq C_{N-1} \) for all \( j \in S(i,N-1) = S \).

Hence
\( sp(v_n) \leq C_{N-1} \).

Finally, it can be shown that also in the communicating case \( \{sp(v_n)\} \) is bounded.

**Theorem 9.19.**

\( sp(v_t) \leq \max \{ sp(v_0) + 2\lambda \widehat{K}(N-2), C_{N-1} + 2\lambda \widehat{K}(N-1) \} \) for all \( t = 0,1,\ldots \).

**Proof.** For all \( n \) we either have \( sp(v_{n+N-1}) < sp(v_n) \) or \( sp(v_{n+N-1}) \geq sp(v_n) \).
But, if \( sp(v_{n+N-1}) \geq sp(v_n) \), then (by lemma 9.18) \( sp(v_n) \leq C_{N-1} \), and thus with repeated application of lemma 9.15
\[
sp(v_{n+N-1}) = U_{n+N-1} - L_{n+N-1} \leq U_{n+N-2} - L_{n+N-2} + 2\lambda \widehat{K} \\
\leq \ldots \leq U_n - L_n + 2\lambda \widehat{K}(N-1) = sp(v_n) + 2\lambda \widehat{K}(N-1) .
\]

Hence for all \( n \)
\( sp(v_{n+N-1}) \leq \max \{ sp(v_n), C_{N-1} + 2\lambda \widehat{K}(N-1) \} ,
\)
which immediately yields for all \( t = p + q(N-1), q = 0,1,\ldots, \) and \( p = 0,1,\ldots,N-2 \)
\( sp(v_t) \leq \max \{ sp(v_p), C_{N-1} + 2\lambda \widehat{K}(N-1) \} .
\)

Finally,
\( sp(v_p) \leq sp(v_0) + 2\lambda \widehat{K}p \leq sp(v_0) + 2\lambda \widehat{K}(N-2) , \) \( p = 0,1,\ldots,N-2 \)
gives for all \( t = 0,1,\ldots \)
\( sp(v_t) \leq \max \{ sp(v_0) + 2\lambda \widehat{K}(N-2), C_{N-1} + 2\lambda \widehat{K}(N-1) \} . \)
So, also in the communicating case, \( sp(v_n) \) is bounded. And, as has been argued at the beginning of this section, that implies that the value-oriented method converges, i.e., yields bounds on \( g_* \) and nearly-optimal stationary strategies.

As in section 5, it can be shown that \( g_* \) is not only a limitpoint of \( \{u_n\} \) but that \( u_n \) converges to \( g_* \). (One may verify that lemma 9.13 also holds in the communicating case.) However, since in the communicating case (9.13) not necessarily holds, we cannot conclude that the convergence is again geometric. It is evident that, if there is a unique policy satisfying \( L(f)v = v + g_* \), then \( q_n \) converges to \( g_* \) exponentially fast. One might conjecture that the rate of convergence of \( q_n \) to \( g_* \) is always geometric.

### 9.7. SIMPLY CONNECTEDNESS

A weaker condition, which still assumes that the gain of the MDP is independent of the initial state and, as will be shown, that \( (sp(v_n)) \) is bounded, is the condition of simply connectedness, introduced by PLATZMAN [1977]. Platzman used this condition to prove the convergence of the method of standard successive approximations.

An MDP is called simply connected if the state space \( S \) is the union of two sets \( S^o \) and \( \bar{S} \), where \( S^o \) is a communicating class (i.e., all states in \( S^o \) can be reached from one another) and \( \bar{S} \) is transient under any policy.

Observe that, if the MDP is simply connected, the gain is again independent of the initial state. In order to prove that simply connectedness also implies that \( (sp(v_n)) \) is bounded again, define

\[
\begin{align*}
L_n^o &:= \min_{i \in S^o} v_n(i), & L_n &:= \min_{i \in S} v_n(i), \\
U_n^o &:= \max_{i \in S^o} v_n(i), & U_n &:= \max_{i \in S} v_n(i).
\end{align*}
\]

Clearly, \( S^o \) is closed under any \( P(f) \). Further, let \( k \) be the minimal value of \( \ell \) for which \( \ell + 1 \) is at least equal to the number of states in \( \bar{S} \). Then for some constant \( \zeta > 0 \) and for all \( i \in \bar{S} \) and all \( h_1, \ldots, h_k \in F \)

\[
\sum_{j \in S^o} p^i(h_1)_j \cdots p^i(h_k)_j \geq \zeta.
\]
Hence for all $i \in \hat{S}$

$$v_{n+k}^{(i)} \leq k\lambda \tilde{k} + U_n^0 + (1 - \zeta)U_n,$$

And, since we also have for all $i \in S^o$

$$v_{n+k}^{(i)} \leq k\lambda \tilde{k} + U_n^0 \leq k\lambda \tilde{k} + \zeta U_n^0 + (1 - \zeta)U_n,$$

one may conclude

$$U_{n+k} \leq k\lambda \tilde{k} + \zeta U_n^0 + (1 - \zeta)U_n.$$

Similarly, one shows

$$L_{n+k} \geq -k\lambda \tilde{k} + \zeta L_n^0 + (1 - \zeta)L_n.$$

Hence

$$(9.25) \quad \text{sp}(v_{n+k}) \leq 2k\lambda \tilde{k} + \zeta(U_n^0 - L_n^0) + (1 - \zeta)\text{sp}(v_n).$$

From the preceding section we know that $U_n^0 - L_n^0$ is bounded, so (9.25) can be rewritten as

$$\text{sp}(v_{n+k}) \leq k^0 + (1 - \zeta)\text{sp}(v_n), \quad n = 0, 1, \ldots.$$

From this one easily shows that

$$\text{sp}(v_n) \leq \zeta^{-1}k^0 + 2k\lambda \tilde{k}(k-1) + \text{sp}(v_0), \quad n = 0, 1, \ldots.$$

So, indeed, if the MDP is simply connected, then $\{\text{sp}(v_n)\}$ is bounded. Since simply connectedness implies constant gain, one may argue in identically the same way as in section 6 that the value-oriented method converges.

Finally, we can make the same remark as at the end of section 6 (with the condition of communicatingness replaced by simply connectedness).

9.8. SOME REMARKS

(i) The proofs in the preceding sections depend heavily on the strong aperiodicity assumption. One might wonder whether mere aperiodicity, as in the standard successive approximations case, would not suffice. The following example demonstrates one of the problems one can get under the weaker assumption: all $P(f)$ are aperiodic (and unichained).
EXAMPLE 9.21. \( S = \{1,2,3,4,5,6,7\} \), \( A(3) = A(4) = A(6) = \{1,2\} \), \( A(1) = A(2) = A(7) = \{1\} \). So there are eight different policies which can be characterized by the triples \((a_i,e_i,a'_i)\), where \(a_i\) is the action in state \(i\), \(i = 3,4,6\). Clearly, \(P(f)\) is unchained and aperiodic for all \(f\). Now let us consider, for the case \(\lambda = 2\), the sequence of policies \((1,2,1), (2,1,2), (1,2,1), \text{etc. Then the matrix} \(P^2((1,2,1))P^2((2,1,2)) = Q\) is no longer unchained, since \(Q(1,1) = Q(4,4) = 1\). This could never happen under the strong aperiodicity assumption.

Now we will show that this feature gives difficulties for the convergence. Choose \(r(1,1) = 2\), \(r(2,1) = r(3,1) = 4\), \(r(3,2) = 6\), \(r(4,1) = 4\), \(r(4,2) = r(5,1) = 6\), \(r(6,1) = 2\), \(r(6,2) = r(7,1) = 0\).

Then the policies \((1,2,1)\) and \((2,1,2)\) both have gain 4 and the optimal gain is \(4 \frac{2}{7}\) for policy \((2,2,2)\).

Choose \(v_0 = (1,4,2,0,0,0,0)^T\), then, as will be shown, cycling may occur between the nonoptimal policies \((1,2,1)\) and \((2,1,2)\).

Computing \(UV_0\) yields \(L((a_3,a_4,a_6))v_0 = UV_0\) for all policies \((a_3,a_4,a_6)\) with \(a_4 = 2\). Choose among the maximizers \(f_1 = (1,2,1)\), then \(v_1 = L^2(f_1)v_0 = (8,10,10,8,4,6)^T\). Now any policy \((a_3,a_4,a_6)\) with \(a_3 = a_6 = 2\) satisfies \(L((a_3,a_4,a_6))v_1 = UV_1\). Choosing \(f_2 = (2,1,2)\) we get \(v_2 = (17,20,18,16,16,16)^T = v_0 + 16e\).

So, indeed, cycling may occur between the suboptimal policies \((1,2,1)\) and \((2,1,2)\) in which case \(l_n\) will not converge to \(g^*\) (but \(l_n = 2\) for all \(n\)).

In this example, however, there is some ambiguity in the choice of the maximizing policies. The question remains whether cycling may occur if we use for breaking ties the rule: "do not change an action unless there is a strictly better one".

(ii) For the method of standard successive approximations we have that \(\{v_n - ng^*\}\) is bounded, even if some or all policies are periodic. The following example shows that in the value-oriented method \(\{v_n - n\lambda g^*\}\) may be unbounded.
EXAMPLE 9.22. $S = \{1, 2\}$, $A(1) = \{1, 2\}$, $A(2) = \{1\}$, $r(1, 1) = 4$, $r(1, 2) = 3$, $r(2, 1) = 0$, $p(1, 1, 2) = p(1, 2, 1) = p(2, 1, 1) = 1$. For the case $\lambda = 2$, $v_0 = 0$, one has $L(f_1)v_0 = UV_0$ for the policy with $f(1) = 1$. Thus $v_1 = 4e$, and $v_n = 4ne$. Since $q^*_n = 3$, we have $v_n - \lambda q^*_n e = -ne$ which is clearly unbounded.

(iii) We conjecture that the value-oriented method always converges if $q^*$ is independent of the initial state (provided the strong aperiodicity assumption holds).

(iv) Instead of choosing $\lambda$ as a constant in advance one may use a different $\lambda$ in each iteration. Probably it is sensible to start with small values of $\lambda$ and to let $\lambda$ increase if $sp(q_n)$ decreases.
CHAPTER 10

INTRODUCTION TO THE TWO-PERSON ZERO-SUM MARKOV GAME

In the MDP model there is one decision maker earning rewards from a system he (partly) controls. In many real-life situations, however, there are several decision makers having conflicting interests, e.g. in economics and disarmament. Such decision problems can be modeled as so-called Markov games. A special case of these Markov games (MG's) is the two-person zero-sum MG introduced by SHAPLEY [1953]. In this game there are two decision makers who have completely opposite interests. Shapley called these games stochastic games. The term Markov game stems from ZACHRISSON [1964]. An elementary treatment of two-person zero-sum MG's can be found in Van der WAL and WESSELS [1976]. Chapters 10-13 deal with two-person zero-sum MG's. In this introductory chapter first (section 1) the model of the two-person zero-sum MG is formulated. Next (in section 2) the finite-stage MG is treated, and it is shown that one may again restrict the attention to history-independent strategies. In section 3 a two-person nonzero-sum MG is considered. It is shown that in nonzero-sum games the restriction to history-independent strategies is sometimes rather unrealistic. Section 4 contains an introduction to the infinite-horizon MG and summarizes the contents of chapters 11-13.

10.1. THE MODEL OF THE TWO-PERSON ZERO-SUM MARKOV GAME

Informally, the model of the two-person zero-sum MG has already been formulated in section 1.1. Formally, the MG can be introduced along similar lines as the MDP in section 1.5.

The two-person zero-sum MG is characterized by the following objects: A non-empty finite or countably infinite set S, finite nonempty sets A and B, a function $p: S \times A \times B \times S \to [0,1]$ with $\sum_{j \in S} p(i,a,b,j) = 1$ for all $i \in S$. 

\((i, a, b) \in S \times A \times B\), and a function \(r: S \times A \times B \to \mathbb{R}\). We think of \(S\) as the state space of some dynamical system which is controlled at discrete points in time, \(t = 0, 1, \ldots\), say, and of \(A\) and \(B\) as the action sets for player I and player II, respectively. At each time \(t\) the two players, having observed the present state of the system (as well as all preceding states and previously taken actions) simultaneously choose an action from the sets \(A\) and \(B\), respectively. As a result of the chosen actions, \(a\) by player I and \(b\) by player II, the system moves to state \(j\) with probability \(p(i, a, b, j)\) and player I receives from player II a (possibly negative) amount \(r(i, a, b)\). The function \(p\) is called the transition law and the function \(r\) the reward function.

Similar as in section 1.5 the sets of strategies for the two players can be defined.

Define the sets of histories of the system:

\[
H_0 := S, \quad H_n := (S \times A \times B) \times S, \quad n = 1, 2, \ldots
\]

Then a strategy \(\pi\) for player I is any sequence \(\pi_0, \pi_1, \ldots\) such that \(\pi_n\) is a transition probability from \(H_n\) into \(A\). So for each history \(h_n \in H_n\) the function \(\pi_n\) determines the probabilities \(\pi_n([a] | h_n)\) that action \(a\) will be chosen at time \(n\) if \(h_n\) is the history of the system up to time \(n\). The set of history-dependent strategies for player I is denoted by \(\Pi\).

Similarly we can define a strategy \(\gamma\) for player II. The set of strategies for player II is denoted by \(\Gamma\).

In the case of the MDP a very important role has been played by the pure Markov strategies. In the game-situation it is clear that in general one can not restrict the attention to pure Markov strategies, since already in the matrix game one has to consider randomized actions. In the MG the role of the pure Markov strategies in the MDP is played by the randomized Markov strategies.

Since no concepts are needed for pure strategies we will use the following definitions and notations.

A policy \(f\) for player I is any function from \(S \times A\) into \([0, 1]\) satisfying

\[
\sum_{a \in A} f(i, a) = 1 \text{ for all } i \in S. \quad \text{The set of all policies is denoted by } F_I.
\]

Similarly, a policy \(h\) for player II is any map from \(S \times B\) into \([0, 1]\) with

\[
\sum_{b \in B} h(i, b) = 1, \quad i \in S. \quad \text{The set of policies for player II is denoted by } F_{II}.
\]
A strategy \( \tau \) for player I is called a randomized Markov strategy or shortly Markov strategy if the probabilities \( \tau_n((a)|h_n) \) depend on \( h_n \) only through the present state. So a Markov strategy for player I is completely characterized by the policies \( f_n \) satisfying \( \tau_n((a)|\{i_1,\ldots,i_n\}) = f_n(i_n,a), n = 0,1,\ldots, a \in A \) and \( (i_0,\ldots,i_n) \in H_n \). Mostly we write \( \tau = (f_0,f_1,\ldots) \). The set of all Markov strategies for player I is denoted by \( M_I \). Similarly, one defines the set \( M_{II} \) of Markov strategies for player II.

Finally, a stationary strategy for player I is any strategy \( \tau = (f,f_1,f_2,\ldots) \) with \( f_n = f \) for all \( n = 1,2,\ldots \); notation \( f^{(\omega)} \), or if no confusion will arise - \( f \). Similar for player II.

As in section 1.5, any initial state \( i \in S \) and any pair of strategies \( \pi \in \Pi , \gamma \in \Gamma \), define a probability measure on \((S \times A \times B)^{\omega}\), denoted by \( \mathbb{P}_{i,\pi,\gamma} \) and a stochastic process \( \{ (X_n, A_n, B_n) , n = 0,1,\ldots \} \), where \( X_n \) is the state of the system and \( A_n \) and \( B_n \) are the actions chosen at time \( n \) by players I and II, respectively. The expectation with respect to \( \mathbb{P}_{i,\pi,\gamma} \) is denoted by \( \mathbb{E}_{i,\pi,\gamma} \).

### 10.2. THE FINITE-STAGE MARKOV GAME

This section deals with the finite-horizon MG. It will be shown that - as in the case of the finite-stage MDP - this game can be treated by a dynamic programming approach.

The \( n \)-period MG is played as follows: the two players are controlling the system at times \( 0,1 \) upto \( n-1 \) only, and if - as a result of the actions at time \( n-1 \) - the system reaches state \( j \) at time \( n \), then player I receives a final payoff \( v(j), j \in S \), from player II and the game terminates.

This game will be called the \( n \)-stage Markov game with terminal payoff \( v \).

The total expected \( n \)-stage reward for player I in this game, when the initial state is \( i \) and strategies \( \pi \) and \( \gamma \) are played is defined by

\[
(10.1) \quad v_n(i,\pi,\gamma,\nu) := \mathbb{E}_{i,\pi,\gamma} \left[ \sum_{k=0}^{n-1} r(X_k,A_k,B_k) + v(X_n) \right],
\]

provided the expectation at the right-hand side is properly defined.

The reward for player II is equal to - \( v_n(i,\pi,\gamma,\nu) \).

The ensure that the expectation in (10.1) is properly defined, we make the following assumption.
CONDITION 10.1. For all $\pi \in \Pi$ and $\gamma \in \Gamma$,

1. $\mathbb{E}_{i, \pi, \gamma} \sum_{k=0}^{n-1} r^+(X_k, A_k, B_k) \leq \infty$, $i \in S$,

2. $\mathbb{E}_{i, \pi, \gamma} v^+(X_k) \leq \infty$, $k = 1, 2, \ldots, n$, $i \in S$.

Strictly speaking we need condition 10.1(ii) for $k = n$ only. However, if one wants to use a dynamic programming approach, then (ii) is needed also for $k = 1, \ldots, n-1$.

Our aim is to show that the $n$-stage MG with terminal payoff $v$ has a value, i.e., that for each $i \in S$ a real number $v_n^i(i, v)$ exists such that

$$
\sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} v_n^i(i, \pi, \gamma, v) = \inf_{\gamma \in \Gamma} \sup_{\pi \in \Pi} v_n^i(i, \pi, \gamma, v) =: v_n^i(i, v).
$$

This number $v_n^i(i, v)$ is called the value of the game.

Further we show that player I has an optimal Markov strategy, i.e., a strategy $\pi_n^{(n)}$ satisfying

$$
v_n^{(n)}(\pi, \gamma, v) \geq v_n^i(i, v) \quad \text{for all } \gamma \in \Gamma,
$$

and that for all $\epsilon > 0$ player II has an $\epsilon$-optimal Markov strategy, i.e., a strategy $\gamma_n^{(n)}$ satisfying

$$
v_n^{(n)}(\pi, \gamma, v) \leq v_n^i(i, v) + \epsilon \quad \text{for all } \pi \in \Pi.
$$

We will see later what causes the asymmetry in (10.3) and (10.4).

The value as well as the (nearly-) optimal Markov strategies will be determined by a dynamic programming scheme. The approach is very similar to the one in section 2.3 for the finite-stage MDP.

First let us introduce a few more notations.

For any pair of policies $f \in F_I$, $h \in F_{II}$, define the immediate reward function $r(f, h)$ by

$$
r(f, h)(i) := \sum_{a \in A} \sum_{b \in B} f(i, a) h(i, b) r(i, a, b), \quad i \in S.
$$

Further, define the operators $P(f, h)$, $L(f, h)$ and $U$ on suitable subsets of $V$ (cf. (1.15)) by
(10.6) \((P(f,h)w)(i) := \sum_{a \in A} \sum_{b \in B} f(i,a)h(i,b) \sum_{j \in S} p(i,a,b,j)w(j)\),
\quad i \in S, \; f \in F_I, \; h \in F_{II},
\]
\[
(10.7) \; L(f,h)w := r(f,h) + P(f,h)w, \quad f \in F_I, \; h \in F_{II},
\]

and
\[
(10.8) \; Uw := \max_{f \in F_I} \inf_{h \in F_{II}} L(f,h)w .
\]

The operator \(U\) defined in (10.8) plays the same role in the analysis of the MG as the operator \(U\) defined in (1.28) does in the MDP. For that reason the capital \(U\) is used again. Throughout chapters 10-13 the operator \(U\) will be the one defined in (10.8), so no confusion will arise.

Observe that in (10.8) we write \(\inf\) instead of \(\min\). The reason for this \(h \in F_{II}\)
is the same as the one which causes the asymmetry in (10.3) and (10.4).

Note that \((L(f,h)w)(i)\) is precisely the expected amount player I will obtain in the 1-stage game with terminal payoff \(v\) when \(i\) is the initial state and policies \(f\) by player I and \(h\) by player II are used. In fact, \((L(f,h)w)(i)\) depends on \(f\) and \(h\) only through \(r(i,*)\) and \(h(i,*)\).

Also observe that for a given initial state, \(i\) say, the 1-stage game is merely a matrix game. To solve this game one has to determine the value and optimal randomized actions for the matrix game with entries
\[
(10.9) \; r(i,a,b) + \sum_{j \in S} p(i,a,b,j)w(j) .
\]

So we see that \((Uw)(i)\) is just the value of the 1-stage game with terminal reward \(w\) and initial state \(i\).

There is one small problem: one or more of the entries (10.9) may be equal to \(-\infty\) in the situations considered here there are always conditions on \(w\) that guarantee that the entries in (10.9) are properly defined and that they are less than \(+\infty\).

Suppose that player II uses all actions in \(B\) with at least some arbitrary small probability. Then player I is forced to use only those actions a (if any) for which (10.9) is finite for all \(b \in B\). Otherwise, player I would loose an infinite amount. One easily verifies that this implies that the value of the original matrix game is equal to the value of the truncated matrix game in which player I can use only those actions a for which (10.9) is finite for all \(b \in B\).
EXAMPLE 10.2. \( A = B = \{1,2\} \). The notation is as follows: If both players take action 1, then player I receives 1; if player I takes action 2 and player II action 1, then player I looses an infinite amount; etc. Clearly, the value of the game is 0 and player I has an optimal strategy, namely action 1, whereas player II has only an \( \varepsilon \)-optimal strategy, namely use action 1 with probability \( \varepsilon > 0 \) and 2 with probability \( 1 - \varepsilon \).

So, if the matrix contains entries equal to \(-\infty\), then player II may have no optimal randomized action. This is the reason why we have to write \( \inf_{h \in F_{II}} \) in (10.8) and the cause of the asymmetry in (10.3) and (10.4).

It is well-known that the value and optimal randomized actions for a matrix game in which all elements are finite can be found by linear programming.

Now let us consider the following dynamic programming scheme

\[
\begin{align*}
V_0 & := v, \\
V_{k+1} & := UV_k, \quad k = 0,1,\ldots,n-1.
\end{align*}
\]

Following the approach of section 2.2 one may prove by induction the following results:

(i) \( P(f,h)V_k^* \leq \) for all \( f \in F_I, h \in F_{II} \) and \( k = 0,1,\ldots,n-1 \).

(ii) \( V_k < \infty \) for all \( k = 1,2,\ldots,n \).

(iii) There exist policies \( f_0,\ldots,f_{n-1} \) for player I satisfying for all \( k = 0,1,\ldots,n-1 \)

\[
L(f_k,h)V_k \geq V_{k+1} \quad \text{for all } h \in F_{II}.
\]

Then for the Markov strategy \( \pi^{(n)} = (f_{n-1},\ldots,f_0) \) we have

\[
V_n(\pi^{(n)},\gamma,v) \geq V_n \quad \text{for all } \gamma \in M_{II},
\]

since, let \( \gamma = (\vec{h}_{n-1},\ldots,\vec{h}_0) \in M_{II} \) be arbitrary, then

\[
V_n(\pi^{(n)},\gamma,v) = L(f_{n-1},\vec{h}_{n-1}) \cdots L(f_1,\vec{h}_1)v_0 \\
\geq L(f_{n-1},\vec{h}_{n-1}) \cdots L(f_1,\vec{h}_1)v_1 \geq \cdots \geq v_n.
\]
(iv) There exist for all \( \varepsilon > 0 \) policies \( h_{n-1}, \ldots, h_0 \) for player II satisfying for \( k = 0, 1, \ldots, n-1, \)

\[
L(f, h_k) v_k \leq v_{k+1} + \varepsilon 2^{-k-1} e \quad \text{for all } f \in \mathcal{F}_I.
\]

Then for the Markov strategy \( \gamma^{(n)} = (h_{n-1}, \ldots, h_0) \) we have

\[
(10.12) \quad v_n (\pi, \gamma^{(n)}, v) < v_n + \varepsilon e \quad \text{for all } \pi \in \mathcal{M}_I,
\]

since, let \( \pi = (\tilde{f}_{n-1}, \ldots, \tilde{f}_0) \in \mathcal{M}_I \) be arbitrary, then

\[
v_n (\pi, \gamma^{(n)}, v) = L(\tilde{f}_{n-1}, h_{n-1}) \cdots L(\tilde{f}_0, h_0) v_0
\]

\[
\leq L(\tilde{f}_{n-1}, h_{n-1}) \cdots L(\tilde{f}_1, h_1) (v_1 + \varepsilon 2^{-1} e)
\]

\[
= L(\tilde{f}_{n-1}, h_{n-1}) \cdots L(\tilde{f}_1, h_1) v_1 + \varepsilon 2^{-1} e
\]

\[
\leq \ldots \leq v_n + \varepsilon (1 - 2^{-n}) e < v_n + \varepsilon e.
\]

The line of proof is almost identical to the one in section 2.2 and is therefore omitted.

As a fairly straightforward generalization of the result of Derman and Strauch [1966] (cf. also lemma 2.1) one has that, if one of the players uses a Markov strategy, any strategy of the other player can be replaced by a (randomized) Markov strategy giving the same marginal distributions for the process, see e.g. Groeneveld and Wessels [1976]. Thus, (10.11) and (10.12) generalize to all \( \gamma \in \Gamma \) and \( \pi \in \Pi \), respectively.

This yields the following result.

**Theorem 10.3.** If for \( v \) condition 10.1 holds, then the \( n \)-stage MG with terminal payoff \( v \) can be solved by the dynamic programming scheme (10.10). I.e., the game has the value \( v_n = U^n v \), there exists an optimal Markov strategy for player I and for all \( \varepsilon > 0 \) there exists an \( \varepsilon \)-optimal Markov strategy for player II which can be determined from the scheme (10.10).

**Proof.** From the foregoing it is clear that it suffices to prove that \( v_n \) is the value of the game.

From (10.11) and (10.12) we have

\[
\sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} v_n (\pi, \gamma, v) \geq \inf_{\gamma \in \Gamma} v_n (\pi, \gamma, v) \geq v_n,
\]
and for all $\epsilon > 0$

$$\inf_{\gamma \in \Gamma} \sup_{\pi \in \Pi} v_n(\pi, \gamma, v) \leq \sup_{\pi \in \Pi} v_n^{(n)}(\pi, \gamma, v) \leq v_n + \epsilon \epsilon \ .$$

Since clearly

$$\sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} v_n(\pi, \gamma, v) \leq \inf_{\gamma \in \Gamma} \sup_{\pi \in \Pi} v_n(\pi, \gamma, v) \ ,$$

this yields

$$\sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} v_n(\pi, \gamma, v) = \inf_{\gamma \in \Gamma} \sup_{\pi \in \Pi} v_n(\pi, \gamma, v) = v_n \ ,$$

which completes the proof. \qed

Note that, if for all $k = 0, 1, \ldots, n-1$ and all $a \in A$ and $b \in B$

$$\sum_{j \in S} p(i, a, b, j) v_k(j) > -\infty \ ,$$

then player II has an optimal randomized action in each matrix game and hence there exists also for player II an optimal Markov strategy for the $n$-stage MG with terminal payoff $v$.

10.3. TWO-PERSON NONZERO-SUM MARKOV GAMES AND THE RESTRICTION TO MARKOV STRATEGIES

In the preceding section it has been shown that the finite-stage two-person zero-sum MG can be solved by a dynamic programming approach. One might wonder whether such a dynamic programming approach can also be used in the nonzero-sum case. For this it is necessary that one can restrict the attention to Markov strategies. We will present an example that shows that this restriction to Markov strategies may be rather unrealistic.

In the two-person nonzero-sum MG there is one difference compared to the zero-sum case, namely, there are two reward functions. If in state $i$ actions $a$ by player I and $b$ by player II are used, then player I receives a reward $r^I(i, a, b)$ and player II receives a reward $r^H(i, a, b)$. (In the zero-sum case we have $r^I(i, a, b) + r^H(i, a, b) = 0$.) Further, if there is a terminal payoff (as in the finite-stage game), then we have to specify a terminal payoff for each of the two players, $v^I$ and $v^H$, say.
This gives us two $n$-stage payoff functions, namely
\[ v^I_n (\pi, \gamma, v^I) := \mathbb{E}_{\pi, \gamma} \left[ \sum_{k=0}^{n-1} r^I (X^I_k, A_k^I, B_k^I) + v^I (X^I_n) \right] \]
and
\[ v^{II}_n (\pi, \gamma, v^{II}) := \mathbb{E}_{\pi, \gamma} \left[ \sum_{k=0}^{n-1} r^{II} (X^{II}_k, A_k^{II}, B_k^{II}) + v^{II} (X^{II}_n) \right], \]
for players I and II, respectively.

A pair of strategies $(\pi^*, \gamma^*)$ is a Nash-equilibrium pair (cf. NASH [1951]) if
\[ v^I_n (\pi^*, \gamma, v^I) \geq v^I_n (\pi, \gamma, v^I) \quad \text{for all } \pi \in \Pi \]
and
\[ v^{II}_n (\pi, \gamma^*, v^{II}) \geq v^{II}_n (\pi, \gamma, v^{II}) \quad \text{for all } \gamma \in \Gamma. \]

So, if the players use $\pi^*$ and $\gamma^*$, then neither of them can improve his expected payoff by switching to another strategy.

The basic element in this game is the so-called bimatrix game. Each bimatrix game has at least one Nash-equilibrium pair of randomized actions. With a "double" dynamic programming scheme it is possible to obtain also a Nash-equilibrium pair of Markov strategies for the $n$-stage nonzero-sum game, see e.g. Van der WAL and WESSELS [1977].

However, there may be several Nash equilibrium pairs and in general different pairs of equilibrium strategies will have different values (this in contrast to the zero-sum case where the equilibrium value is unique).

So, one is not just interested in finding some Nash-equilibrium pair, but one wants to have an equilibrium pair for which the equilibrium values are (in some sense) acceptable for both players. An extra difficulty is the fact that there may also exist equilibrium pairs in Markov strategies that cannot be found by a dynamic programming approach and even equilibrium pairs in history-dependent strategies.

This section will be concluded with an example that shows that the values corresponding to a Nash-equilibrium pair of history-dependent strategies may be superior to the values of all Nash-equilibrium pairs of Markov strategies. A similar example for the infinite-horizon case can be found in Van der WAL and WESSELS [1977].
EXAMPLE 10.4. $S := \{1\}$, $A = B = \{1,2,3\}$. So the game is merely a repeated bimatrix game. The rewards are given in the bimatrix, where the notation is as follows.

$$
\begin{pmatrix}
10,10 & 0,15 & 0,6 \\
15,0 & 6,6 & 0,6 \\
6,0 & 6,0 & 0,0
\end{pmatrix}
$$

If both players take action 1, then they both receive 10; if player I takes action 1 and player II takes action 2, then player I receives 0 and player II receives 15; etc.

Let us first consider the case that this bimatrix game is played only once. Then it is clear that it is reasonably attractive for both players if they both take action 1. However, this is not a Nash-equilibrium pair. Since, if your opponent takes action 1, the best you can do is take action 2 which yields you 15 instead of 10. The only pairs of Nash-equilibrium strategies are the pairs of randomized actions which only use actions 2 and 3. Among these, the most attractive pair is the one in which both players take action 2, yielding 6 to each of them.

Now consider the case that this bimatrix game is played twice. It seems clear that at the second stage both players should choose action 2, however, once we assume this, the two-stage nonzero-sum game reduces to a bimatrix game which is almost identical to the one-stage game; the only difference is that all entries in the bimatrix are enlarged by 6. In this game both players will choose again action 2 yielding for the 2-stage game a total reward of 12 to each of them.

But suppose both players use the following strategy: at the first stage take action 1; at the second stage take action 2 if the opponent also took action 1 at stage 1, otherwise take action 3. Then they both take action 1 at stage 1 and action 2 at stage 2, so they both receive 16. As one may easily verify, this pair of strategies is indeed a Nash-equilibrium pair.

So, there exists a Nash-equilibrium pair of history-dependent strategies which is superior to all equilibrium pairs in Markov strategies.

Note that these equilibrium pairs of history-dependent strategies cannot be found by an ordinary dynamic programming scheme like (10.10). For this reason we will not consider the nonzero-sum MG any further.
10.4. INTRODUCTION TO THE $\infty$-STAGE MARKOV GAME

The following three chapters will deal with infinite-horizon two-person zero-sum Markov games. As in the case of the MDP two criteria are considered: the total expected reward and the average reward per unit time.

For any two strategies $\pi \in \Pi$ and $\gamma \in \Gamma$ and any initial state $i \in S$ the total expected reward for player I is defined by

$$v(i, \pi, \gamma) := \mathbb{E}_{i, \pi, \gamma} \sum_{n=0}^{\infty} r(X_n, A_n, B_n),$$

and the average reward per unit time for player I is defined by

$$g(i, \pi, \gamma) := \liminf_{n \to \infty} v(i, \pi, \gamma, 0),$$

provided that the expectations are properly defined.

For player II the total expected reward is of course equal to $-v(i, \pi, \gamma)$. The average reward for player II is defined equal to $-g(i, \pi, \gamma)$ which makes the criterion asymmetric, but for the game we will consider this is irrelevant. If one would like to have a symmetric criterion, then one can take $\frac{1}{2} \liminf + \frac{1}{2} \limsup$. Also, one could take $\limsup$ instead of $\liminf$ in (10.14).

Clearly,

$$\sup \inf v(\pi, \gamma) \leq \inf \sup \inf v(\pi, \gamma)$$

$$\pi \in \Pi \quad \gamma \in \Gamma \quad \gamma \in \Gamma \quad \pi \in \Pi$$

and

$$\sup \inf g(\pi, \gamma) \leq \inf \sup g(\pi, \gamma),$$

$$\pi \in \Pi \quad \gamma \in \Gamma \quad \gamma \in \Gamma \quad \pi \in \Pi$$

where supinf and infsup are taken componentwise.

We say that the infinite-horizon game with the criterion of total expected rewards has the value $v^*$ if

$$\sup \inf v(\pi, \gamma) = \inf \sup v(\pi, \gamma) = v^*.$$  

$$\pi \in \Pi \quad \gamma \in \Gamma \quad \gamma \in \Gamma \quad \pi \in \Pi$$

Similar, the average-reward MG is said to have the value $g^*$ if

$$\sup \inf g(\pi, \gamma) = \inf \sup g(\pi, \gamma) = g^*.$$  

$$\pi \in \Pi \quad \gamma \in \Gamma \quad \gamma \in \Gamma \quad \pi \in \Pi$$
The concept of the (infinite-horizon) MG has been introduced by Shapley [1953]. Shapley considered the criterion of total expected rewards. He assumed the state space to be finite and further he assumed the existence of an unspecified state, \( \ast \) say, with \( r(\ast, a, b) = 0 \), \( p(\ast, a, b, \ast) = 1 \) and \( p(i, a, b, \ast) > 0 \) for all \( i \in S \), \( a \in A \) and \( b \in B \). This assumption guarantees that the system eventually reaches the state \( \ast \), and that the income from time \( n \) onwards decreases exponentially fast if \( n \to \infty \). So the game can be approximated by finite-horizon games, i.e., by the method of standard successive approximations.

Shapley used that fact that in this case \( U \) is a contraction mapping to prove that the \( \infty \)-horizon MG has a value \( v^* \) which is precisely the unique fixed point of \( U \). Moreover, he proved that policies \( f^* \) and \( h^* \) satisfying

\[
L(f, h^*)v^* \leq v^* \leq L(f^*, h)v^*
\]

for all \( f \in F^*_1 \), \( h \in F^*_{II} \), yield optimal stationary strategies for the \( \infty \)-stage game:

\[
v(\pi, h^*) \leq v^* \leq v(f^*, \gamma) \text{ for all } \pi \in \Pi, \gamma \in \Gamma.
\]

The fact that \( U \) is a contraction also implies that the method of standard successive approximations yields bounds on \( v^* \) and nearly-optimal stationary strategies for the two players, see e.g. CHARNES and SCHROEDER [1967] and Van der WAL [1977a].

In chapter 11 we consider a generalization of Shapley's model, namely, the contracting MG with countable state space, cf. chapter 5. It will turn out that many of the results obtained for the contracting MDP can be generalized to the contracting game. Several algorithms will be considered, e.g. the Gauss-Seidel method, which for the MG has been introduced by KUSHNER and CHAMBERLAIN [1969] and the value-oriented approach.

Another infinite-horizon MG model that has been considered in the literature is the so-called positive MG: the game where \( r(i, a, b) > 0 \) for all \( i \), \( a \) and \( b \), see e.g. KUSHNER and CHAMBERLAIN [1969] and MAITRA and PARTHASARATHY [1971]. Kushner and Chamberlain consider the case that \( r(i, a, b) \) is bounded away from zero and that player II can terminate the play. Under this condition they established the existence of a value and nearly-optimal strategies that can be found by successive approximations. Maitra and Parthasarathy assume that \( v(\pi, \gamma) < \infty \) for all \( \pi \) and \( \gamma \) and prove (among other things), for the case that \( S \) is finite, the existence of a value, of a nearly-optimal
stationary strategy for player I and of an optimal stationary strategy for
player II.
In chapter 12 we consider the case that \( r(i, a, b) \) is bounded away from zero
and that at certain bounded costs player II can terminate the play in any
state. It will be shown that this game has features which are very similar
to the contracting MG.

The infinite-horizon MG at the criterion of average reward per unit time
has been first considered by GILLETTE [1957] for the case of a finite state
space. He showed that if for some integer \( r \)

\[
  P(f_1, h_1) P(f_2, h_2) \cdots P(f_r, h_r) (i, j) > 0
\]

for all \( i, j \in S \) and all \( f_k \in F_I, h_k \in F_{II}, k = 1, \ldots, r, \) then the average-
reward MG has a value and optimal stationary strategies for both players
exist. Also he gives an example in which

\[
  \max_{f \in F_I} \min_{h \in F_{II}} g(f, h) < \min_{h \in F_{II}} \max_{f \in F_I} g(f, h).
\]

So, in general, there need not exist stationary optimal strategies.
This example, called the big match, has been further investigated by
BLACKWELL and FERGUSON [1966]. They showed that also within the set of
Markov strategies this game has no value, but if one also considers the
history-dependent strategies, then the game does have a value. Special
cases of infinite-stage average-reward MG's have also been considered by
MOS and YANEZ [1966], ROGERS [1969], SOBEL [1971], KOHLBERG [1974] and
FEDERGRUEN [1977]. Only recently it has been shown by MONASH [1979] and
independently by MERITENS and NEYMAN [1980] that every average-reward two-
person zero-sum MG with finite state space has a value.
In chapter 13 we will study two special cases of the average reward MG for
which the value of the game is independent of the initial state. And we
show that in these cases the method of standard successive approximations
converges, i.e., yields bounds on the value \( g^* \) and nearly-optimal stationary
strategies for both players.
CHAPTER 11

THE CONTRACTING MARKOV GAME

11.1. INTRODUCTION

In section 10.2 the finite-stage two-person zero-sum MG has been studied. From this analysis it follows that there must also be a lot of similarity between the infinite-horizon two-person zero-sum MG at the criterion of total expected rewards and the total-reward MDP. In this chapter it will be shown how several ideas developed for the contracting MDP can be extended to the contracting game.

In the MG to be considered in this chapter the state space is assumed to be countable and the action spaces are finite. Further, the following condition is assumed to hold throughout this chapter.

Contraction assumption

There exists a nonnegative vector $v \in V$ such that

(i) For some constant $M \geq 0$

$$|r(f,h)| \leq Mv \quad \text{for all } f \in F_I, h \in F_{II}.$$  

(ii) For some constant $\rho$, with $0 \leq \rho < 1$,

$$P(f,h)v \leq \rho v \quad \text{for all } f \in F_I, h \in F_{II}.$$  

We call this infinite-horizon game the contracting MG. Taking the function $v$ such that $v(*) = 0$ and $v(i) = 1, i \neq *$, it is clear that the contracting MG generalizes Shapley's game (cf. section 10.4). The contracting model of this chapter is the same as the one studied in Van der Wal and Wessels [1977].

Note also that the contraction assumption is a straightforward generalization of the model III assumptions in section 5.2.
In the remainder of this introductory section it is shown that the contraction assumption implies that \(v(\pi, \gamma)\) is properly defined and finite for all \(\pi\) and \(\gamma\), that the operators \(L(f, h)\) and \(U\) are contractions on the Banach space \(V_\mu\) with respect to the \(\mu\)-norm, and that the unique fixed point of \(U\) within \(V_\mu\) is the value of the infinite-stage MG, thus generalizing results in SHAPLEY [1953]. Next (section 2) the method of standard successive approximations is considered. Sections 3 and 4 deal with variants of this method which can be generated by go-ahead functions, section 5 considers generalizations of the policy iteration method and the value-oriented method. Finally, section 6 gives some possible extensions, e.g. the extension of results for the strongly-convergent MDP to strongly-convergent games.

First it will be shown that the contraction assumption implies that for any two strategies \(\pi \in \Pi\), \(\gamma \in \Gamma\), the total expected reward \(v(\pi, \gamma)\) is properly defined and that \(v(\pi, \gamma) \in V_\mu\).

Define for all \(f \in \mathcal{F}_I\) and \(h \in \mathcal{F}_{II}\), the operator \(L^{\text{abs}}(f, h)\) on \(V_\mu\) by

\[
L^{\text{abs}}(f, h) v = |v(f, h)| + P(f, h) v.
\]  

(11.3) 

It is immediately clear that \(L^{\text{abs}}(f, h)\), and of course also \(L(f, h)\) and \(U\), map \(V_\mu\) into itself.

For example, for any \(v \in V_\mu\),

\[
\|L^{\text{abs}}(f, h)v\|_\mu \leq \|v(f, h)\| + P(f, h)\|v\|_\mu \leq M + \rho\|v\|_\mu < \infty.
\]

From the analysis of the finite-stage MDP \((S, A, B, P, \pi)\) in section 2.3 (we let the decision maker choose both \(a\) and \(b\)) it follows that

\[
sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \sum_{k=0}^{n-1} |r(X_k, A_k, B_k)|
\]

\[
= \sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \sum_{k=0}^{n-1} |r(X_k, A_k, B_k)|
\]

\[
= \sup_{f_0, \ldots, f_{n-1} \in \mathcal{F}_I} \sup_{h_0, \ldots, h_{n-1} \in \mathcal{F}_{II}} L^{\text{abs}}(f_0, h_0) \cdots L^{\text{abs}}(f_{n-1}, h_{n-1}) 0.
\]

Further,
for all \( n = 1, 2, \ldots \) and all \( f_0, \ldots, f_{n-1} \in F_I, h_0, \ldots, h_{n-1} \in F_{II} \).

Hence, letting \( n \) tend to infinity,

\[
(11.4) \quad v(\pi, \gamma) \leq (1 - \rho)^{-1} M_\nu \quad \text{for all} \quad \pi \in \Pi, \ \gamma \in \Gamma .
\]

So, \( v(\pi, \gamma) \) is properly defined and belongs to \( V_\nu \).

Next observe that \( L(f, h) \) and \( U \) are contractions on the Banach space \( V_\nu \) with respect to the \( \mu \)-norm. Namely, for all \( f \in F_I \) and \( h \in F_{II} \) and for all \( v \) and \( w \in V_\nu \)

\[
(11.5) \quad \|L(f, h)v - L(f, h)w\|_\mu \leq \|P(f, h)(v - w)\|_\mu \leq \|P(f, h)\| \|v - w\|_\mu \leq \rho \|v - w\|_\mu .
\]

And let for arbitrary \( v, w \in V_\nu \) the policies \( f_v, h_v, f_w \) and \( h_w \) satisfy

\[
L(f_v, h_v)v \leq L(f_v, h_v)w \quad \text{for all} \quad f \in F_I \quad \text{and} \quad h \in F_{II}
\]

and

\[
L(f_w, h_w)v \leq L(f_w, h_w)w \quad \text{for all} \quad f \in F_I \quad \text{and} \quad h \in F_{II}.
\]

Then

\[
Uv - Uw = L(f_v, h_v)v - L(f_w, h_w)w \leq L(f_v, h_v)v - L(f_w, h_w)w = P(f_v, h_v)(v - w) \leq \rho \|v - w\|_\mu .
\]

Similarly,

\[
Uw - Uv \leq \rho \|v - w\|_\mu .
\]

Hence,

\[
(11.6) \quad \|Uv - Uw\|_\mu \leq \rho \|v - w\|_\mu \quad \text{for all} \quad v, w \in V_\nu .
\]

So, \( U \) has a unique fixed point in \( V_\nu \) which is denoted, somewhat prematurely, by \( v^* \).
THEOREM 11.1.
(i) The unique fixed point of the operator $v$ is the value of the $\infty$-horizon Markov game.
(ii) Let the policies $f^*$ and $g^*$ satisfy

$$L(f,h)v^* \leq v^* \leq L(f^*,h)v^*$$

for all $f \in F_I, \ h \in F_{II}$,

then the stationary strategies $f^*$ and $g^*$ are optimal in the $\infty$-horizon game for players I and II, respectively.

PROOF. It suffices to prove

$$v(\pi,g) \leq v^* \leq v(f^*,\gamma)$$

for all $\pi \in \Pi, \ \gamma \in \Gamma$.

Let us prove $v(\pi,g) \leq v^*$ first.

From (11.7) we have for all $\pi = (f_0, f_1, \ldots) \in M_I$ and all $n = 1, 2, \ldots$

$$v_n(\pi,g) := v_n(\pi,g,0) = L(f_0,g) \cdots L(f_{n-1},g) v_0$$

$$\leq L(f_0,g) \cdots L(f_{n-1},g) (v^* + \|v^*\|_\mu)$$

$$\leq L(f_0,g) \cdots L(f_{n-1},g) v^* + \rho^n \|v^*\|_\mu$$

$$\leq L(f_0,g) \cdots L(f_{n-2},g) v^* + \rho^n \|v^*\|_\mu$$

$$\leq \ldots \leq v^* + \rho^n \|v^*\|_\mu.$$

So, with $n \to \infty$,

$$v(\pi,g) \leq v^*$$

for all $\pi \in M_I$.

Further, it follows from the extension of Derman and Strauch's result by GROENEWEGEN and WESSELS [1976] (cf. section 10.2) that

$$\sup_{\pi \in \Pi} v(\pi,g) = \sup_{\pi \in M_I} v(\pi,g).$$

Hence,

$$v(\pi,g) \leq v^*$$

for all $\pi \in \Pi$.

Similarly, one proves the second inequality in (11.8).

Theorem 11.1 is merely a straightforward generalization of Shapley's results for the finite state space case ([SHAPLEY, 1953]).
11.2. THE METHOD OF STANDARD SUCCESSIVE APPROXIMATIONS

In this section it will be shown that, as in the case of the contracting MDP, the method of standard successive approximations with scrapvalue \( v_0 \in V \) yields bounds on \( v^* \) and nearly-optimal stationary strategies for the two players. The results of this section can be found in Van der WAL and WESSELS [1977] and improve or extend results in CHARNES and SCHROEDER [1967] and Van der WAL [1977a]. Compare also section 5.4 with \( \delta = 1 \).

**Standard successive approximations**

Choose \( v_0 \in V \).

Determine for \( n = 0, 1, \ldots \)

\[
v_{n+1} = U v_n
\]

and policies \( f_n \in F_I \) and \( h_n \in F_{II} \) satisfying

\[
L(f_n, h_n) v_n \leq v_{n+1} \leq L(f_n, h_n) \text{ for all } f \in F_I, h \in F_{II}.
\]

Since \( U \) is a contraction we immediately have that \( v_n \) converges to \( v^* \) in \( \mu \)-norm, namely

\[
\|v_n - v^*\|_\mu = \|u^n v_0 - u^n v^*\|_\mu \leq \rho^n \|v_0 - v^*\|_\mu \to 0 \text{ (n \to \infty)}.
\]

In order to show that the standard successive approximation scheme yields bounds on \( v^* \) and nearly-optimal stationary strategies, we need the following notations (cf. section 5.4).

Define

\[
\|w\|_{\mu}^{\max} := \inf \{c \in \mathbb{R} \mid w \leq cw\} \text{ for all } w \in V,
\]

\[
\|w\|_{\mu}^{\min} := \sup \{c \in \mathbb{R} \mid w \geq cw\} \text{ for all } w \in V,
\]

\[
\rho_I^{\max}(f) := \| \max_{h \in F_{II}} P(f, h) u \|_{\mu}^{\max} \text{ for all } f \in F_I,
\]

\[
\rho_I^{\min}(f) := \| \min_{h \in F_{II}} P(f, h) u \|_{\mu}^{\min} \text{ for all } f \in F_I,
\]

\[
\rho_{II}^{\max}(h) := \| \max_{f \in F_I} P(f, h) u \|_{\mu}^{\max} \text{ for all } h \in F_{II},
\]

\[
\rho_{II}^{\min}(h) := \| \min_{f \in F_I} P(f, h) u \|_{\mu}^{\min} \text{ for all } h \in F_{II}.
\]
\[ \rho_{\text{II}}(h) := \min_{\mu} \max_{f \in F_{\text{II}}^f} P(f, h) \| \mu \|_{\text{II}} \quad \text{for all } h \in F_{\text{II}}, \]

and for the policies \( f_n \) and \( q_n \) satisfying (11.9)

\[
\rho_{I, n}(f_n) := \begin{cases} 
\max_{I} (f_n) & \text{if } \|v_{n+1} - v\|_{n, \mu} \geq 0, \\
\min_{I} (f_n) & \text{if } \|v_{n+1} - v\|_{n, \mu} < 0,
\end{cases}
\]

\[
\rho_{\text{II}, n}(h_n) := \begin{cases} 
\max_{\text{II}} (h_n) & \text{if } \|v_{n+1} - v\|_{n, \mu} \geq 0, \\
\min_{\text{II}} (h_n) & \text{if } \|v_{n+1} - v\|_{n, \mu} < 0.
\end{cases}
\]

Using these notations one has the following results (cf. theorem 5.12).

**Theorem 11.2**

(i) For all \( \gamma \in \Gamma \)

\[ v(f_n, \gamma) \geq v_{n+1} + \rho_{I, n}(f_n)(1 - \rho_{I, n}(f_n))^{-1} \|v_{n+1} - v\|_{n, \mu}. \]

(ii) For all \( \pi \in \Pi \)

\[ v(\pi, h_n) \leq v_{n+1} + \rho_{\text{II}, n}(h_n)(1 - \rho_{\text{II}, n}(h_n))^{-1} \|v_{n+1} - v\|_{n, \mu}. \]

(iii) \[ \rho_{I, n}(f_n)(1 - \rho_{I, n}(f_n))^{-1} \|v_{n+1} - v\|_{n, \mu} \leq v^* - v_{n+1} \]

\[ \leq \rho_{\text{II}, n}(h_n)(1 - \rho_{\text{II}, n}(h_n))^{-1} \|v_{n+1} - v\|_{n, \mu}. \]

**Proof.**

(i) From the result of Groenewegen and Wessels [1976] it follows that it suffices to prove (i) for all \( \gamma \in M_{\text{II}}. \)

Let \( \gamma = (h_0^\text{\( \gamma \)}, h_1^\text{\( \gamma \)}, \ldots) \in M_{\text{II}} \) be arbitrary, then

\[ v(f_n, \gamma) = \lim_{k \to \infty} L(f_n, h_0^\text{\( \gamma \)}) \cdots L(f_n, h_k^\text{\( \gamma \)}) 0 = \lim_{k \to \infty} L(f_n, h_0^\text{\( \gamma \)}) \cdots L(f_n, h_k^\text{\( \gamma \)}) v_n. \]

For all \( k = 1, 2, \ldots, \)

\[ L(f_n, h_0^\text{\( \gamma \)}) \cdots L(f_n, h_k^\text{\( \gamma \)}) v_n \geq L(f_n, h_0^\text{\( \gamma \)}) \cdots L(f_n, h_{k-1}^\text{\( \gamma \)}) v_n \]

\[ \geq L(f_n, h_0^\text{\( \gamma \)}) \cdots L(f_n, h_{k-1}^\text{\( \gamma \)}) (v_n + \|v_{n+1} - v\|_{n, \mu}). \]

Further,
\[
P(f_n, h) \leq \nu_{n+1} - \nu_{\min}\mu \geq p_{I, n}(f_n) \|\nu_{n+1} - \nu\|_{\mu}.
\]

Hence,

\[
(11.11) \quad L(f_n, \nu_0) \cdots L(f_n, \nu_k) \nu_n \\
\geq L(f_n, \nu_0) \cdots L(f_n, \nu_{k-1}) \nu_n + p_{I, n}(f_n) \|\nu_{n+1} - \nu\|_{\mu} \\
\geq \cdots \geq \nu_{n+1} + (p_{I, n}(f_n) + \cdots + p_{I, n}(f_n)) \|\nu_{n+1} - \nu\|_{\mu}.
\]

So from (11.10) and (11.11) one obtains for all \(\gamma \in M_{II}\)

\[
\nu(f_n, \gamma) \geq \nu_{n+1} + p_{I, n}(f_n) \|1 - p_{I, n}(f_n)\|^{-1} \|\nu_{n+1} - \nu\|_{\mu}.
\]

Similarly one proves (ii). Then (iii) follows immediately from (i) and (ii).

Since \(\nu_{n+1} - \nu_n\) tends to zero, if \(n\) tends to infinity, it follows from theorem 11.2 that the method of standard successive approximations yields good approximations of \(\nu^*\) and nearly-optimal stationary strategies for both players.

11.3. GO-AHEAD FUNCTIONS

In this section, following the approach of chapter 3, we generate by means of nonzero go-ahead functions a set of variants of the method of standard successive approximations.

For the two-person game a go-ahead function is any function \(\delta\) from

\[
\begin{align*}
\delta &= S \cup \bigcup_{n=1}^{\infty} (S \times A \times B)^n \cup \bigcup_{n=1}^{\infty} (S \times A \times B)^n \times S \\
&\text{into } [0,1].
\end{align*}
\]

The interpretation is the same as for the MDP. E.g., \(\delta(i_0, a_0, b_0, \ldots, i_n)\) denotes the probability that the observations of the process will continue after the history \(i_0, a_0, b_0, \ldots, i_n\), given that the observations have not been stopped before.

A go-ahead function \(\delta\) is called nonzero if

\[
(11.12) \quad a_\delta \doteq \inf_{i \in S} \min_{a \in A} \min_{b \in B} \delta(i, a, b) > 0.
\]
In order to describe e.g. the overrelaxation method and to define the $L_0$ and $U_0$ operators we have to incorporate the random experiments - the outcomes of which determine whether the observation of the process continues - into the stochastic process. Therefore we extend the space $(S \times \mathcal{A} \times \mathcal{B} \times E)^\omega$ with $E := \{0, 1\}$ again.

As in section 3.3 one may define for each initial state $i \in S$, any go-ahead function $\delta$ and any pair of strategies $\pi \in \Pi$ and $\gamma \in \Gamma$ the probability measure $\mathbb{E}_{i, \pi, \gamma}^\delta$ and the stochastic process $(X_n, \gamma_n, \alpha_n, \beta_n, \zeta_n)$, $n = 0, 1, \ldots$, where $X_n$, $\alpha_n$ and $\beta_n$ are the state and actions at time $n$, where $\gamma_n = 1$ if the observations continue after $X_n$ has been observed and $\gamma_n = 0$ otherwise, and where $\zeta_n = 1$ if the observations continue after the selection of $\alpha_n$ and $\beta_n$ and $\zeta_n = 0$ otherwise.

The expectation with respect to $\mathbb{E}_{i, \pi, \gamma}^\delta$ is denoted by $\mathbb{E}_{i, \pi, \gamma}^\delta$.

Next define the stopping time $\tau$ on $(S \times \mathcal{A} \times \mathcal{B} \times E)^\omega$ by

$$
\tau(i_0, \alpha_0, \beta_0, \zeta_0, \gamma_0, \ldots) = \inf \{ n \mid \gamma_n \zeta_n = 0 \}.
$$

So $\tau$ denotes again the time upon which the observations of the process are stopped.

Further, we define for any $\pi \in \Pi$, any $\gamma \in \Gamma$ and any go-ahead function $\delta$ the operators $L_0^\delta(\pi, \gamma)$ and $U_0^\delta$ on $V_{\{1\}}$:

$$
(11.13) \quad L_0^\delta(\pi, \gamma)v := \mathbb{E}_{\pi, \gamma}^{\delta, \tau} \left[ \sum_{n=0}^{\tau-1} r(X_n, \alpha_n, \beta_n) + v(X_{\tau}) \right],
$$

with $v(X_{\tau}) = 0$, by definition, if $\tau = \infty$;

$$
(11.14) \quad U_0^\delta v := \sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} L_0^\delta(\pi, \gamma)v,
$$

where the supremum is taken componentwise.

That $L_0^\delta(\pi, \gamma)$ and $U_0^\delta$ are properly defined on $V_{\{1\}}$, map $V_{\{1\}}$ into itself and are, if $a_0^\delta > 0$, even contractions on $V_{\{1\}}$ can be seen as follows.

Define the operator $\tilde{L}_0^\delta(\pi, \gamma)$ on $V_{\{1\}}$ by

$$
(11.15) \quad \tilde{L}_0^\delta(\pi, \gamma)v := \mathbb{E}_{\pi, \gamma}^{\delta, \tau} v(X_{\tau}), \quad \pi \in \Pi, \gamma \in \Gamma.
$$

Then we can apply lemma 4.22 with $v = u$ on the MDP with state space $S$, action space $\mathcal{A} \times \mathcal{B}$, rewards $r$ and transition law $p$, to obtain

$$
(11.16) \quad \tilde{L}_0^\delta(\pi, \gamma)u \leq (1 - a_0^\delta)u + a_0^\delta \max_{f \in \mathcal{P}_I} \max_{h \in \mathcal{P}_{II}} P(f, h)u \leq [1 - a_0^\delta (1 - p)]u.
$$
Hence

\[
L_\delta(\pi, \gamma)v = \left[ \sum_{\gamma} \sum_{t=0}^{T-1} \gamma(X_n, A_n, B_n) + \nu(X_t) \right] \leq \sum_{\gamma} \sum_{n=0}^{T-1} |\tau(X_n, A_n, B_n)| + \|v\|_\mu \tilde{L}_\delta(\pi, \gamma) \mu
\]

\[
\leq M(1 - \rho)^{-1} \mu + \|v\|_\mu \left[ 1 - a_\delta(1 - \rho) \right] \mu .
\]

Thus \( L_\delta(\pi, \gamma)v \) is properly defined on \( V_\mu \).

And

\[
L_\delta(\pi, \gamma)v \in V_\mu \text{ for all } \pi \in \Pi \text{ and } \gamma \in \Gamma ,
\]

whence also

\[
U_\delta v \in V_\mu .
\]

Further, for all \( \pi \in \Pi , \gamma \in \Gamma \) and \( v, w \in V_\mu \),

\[
\|L_\delta(\pi, \gamma)v - L_\delta(\pi, \gamma)w\|_\mu = \|U_\delta(\pi, \gamma) (v - w)\|_\mu 
\leq \|v - w\|_\mu \tilde{L}_\delta(\pi, \gamma) \mu \leq [1 - a_\delta(1 - \rho)] \|v - w\|_\mu .
\]

So, if \( a_\delta > 0 \), then \( L_\delta(\pi, \gamma) \) is a contraction on \( V_\mu \) with respect to the \( \mu \)-norm.

Similar as in section 1 (the proof of (11.6)) one may show that, if \( a_\delta > 0 \),
also \( U_\delta \) is a contraction on \( V_\mu \). Hence, for any nonzero \( \delta \), the operator \( U_\delta \)
has a unique fixed point in \( V_\mu \), \( v^*_\delta \) say.

Our next step is to prove that \( v^*_\delta = v^* \), so that it makes sense to use successive approximation methods generated by nonzero go-ahead functions.

We can follow the line of reasoning of section 3.4. First one may show, in a similar way, that for all \( \pi^1 \) and \( \pi^2 \in \Pi \)

\[
L_\delta(\pi^1, h^*)v(\pi^2, h^*) \leq \sup_{\pi \in \Pi} v(\pi, h^*) = v^* ,
\]

where \( h^* \) denotes an optimal policy for player II.
Thus for all \( \pi \in \Pi \)
\[
L_0^\pi(\pi, h^*) v^* \leq v^*
\]
and
\[
U_0^\pi v^* \leq v^*.
\]

Similarly, we obtain for all \( \gamma \in \Gamma \)
\[
L_0^\gamma(f^*, \gamma) v^* \geq v^*,
\]
so
\[
U_0^\gamma v^* \geq v^*.
\]

Hence
\[
(11.17) \quad U_0^\delta v^* = v^*.
\]

So \( v^* \) is a fixed point of \( U_0^\delta \) in \( V_\mu \) which implies \( v_\delta = v^* \) (\( \delta \) nonzero).

As a consequence we have for all nonzero go-ahead functions \( \delta \)
\[
(11.18) \quad \lim_{n \to \infty} U_0^\delta v = v^*, \quad v \in V_\mu.
\]

11.4. STATIONARY GO-AHEAD FUNCTIONS

In this section it will be shown that as in the case of the contracting MDP (cf. section 5.4) any nonzero stationary go-ahead function generates a successive approximation algorithm that yields bounds on \( v^* \) and nearly-optimal stationary strategies for the two players.

Similarly as in definition 3.19 a go-ahead function is called stationary if for all \( n = 1, 2, \ldots \) and all \( i_0, a_0, b_0, i_1, \ldots \)
\[
\delta(i_0, a_0, b_0, \ldots, i_n, a_n, b_n) = \delta(i_n, a_n, b_n)
\]
and
\[
\delta(i_0, a_0, b_0, \ldots, i_n, a_n, b_n, i_{n+1}) = \delta(i_n, a_n, b_n, i_{n+1}).
\]

First we show that for stationary go-ahead functions one can restrict the attention to stationary strategies in the determination of \( U_0^\delta v \), i.e., we show that for every \( v \in V_\mu \) there exist policies \( f \in F_I \) and \( h \in F_{II} \) satisfying
\[
(11.19) \quad L_0^\pi(\pi, h) v \leq U_0^\pi v \leq L_0^\gamma(f, \gamma) v \quad \text{for all } \pi \in \Pi, \ \gamma \in \Gamma.
\]
To prove this construct the Markov game \( (\mathcal{S}, \mathcal{A}, \mathcal{B}, \mathcal{P}, \mathcal{E}) \) which is essentially equivalent to the problem of the determination of \( U_\delta \) as follows (the line of reasoning is essentially the same as for the MDP): Assume, without loss of generality, \( \delta(i) = 1 \) for all \( i \in S \) and define

\[
\mathcal{S} := S \cup \{\ast\}, \quad \ast \notin S,
\]

\[
\mathcal{A} := A, \quad \mathcal{B} := B,
\]

\[
\tilde{p}(i,a,b,j) := \delta(i,a,b)p(i,a,b,j)\delta(i,a,b,j),
\]

\[
\tilde{p}(i,a,b,\ast) := 1 - \sum_{j \in S} \tilde{p}(i,a,b,j), \quad \tilde{p}(\ast,a,b,\ast) = 1,
\]

\[
\tilde{r}(i,a,b) := [1 - \delta(i,a,b)]v(i) + \delta(i,a,b)[r(i,a,b) + \sum_{j \in S} p(i,a,b,j)[1 - \delta(i,a,b,j)]v(j)],
\]

\[
\tilde{r}(\ast,a,b) := 0.
\]

One easily verifies that, with the bounding function \( \tilde{u} \) on \( \tilde{S} \) defined by

\[
\tilde{u}(i) = u(i), \quad i \in S, \quad \text{and} \quad \tilde{u}(\ast) = 0,
\]

this Markov game is also contracting. So it follows from theorem 11.1 that this game has a value and that both players have stationary optimal strategies. Then the restrictions of these stationary optimal strategies to the states in \( S \), \( f \) and \( h \) say, satisfy (11.19).

Now consider for a stationary go-ahead function \( \delta \) the following successive approximation procedure

\[
\text{(11.20) Choose } v_0 \in V \mu.
\]

Determine for \( n = 0,1, \ldots \)

\[
v_{n+1} = U_\delta v_n,
\]

and policies \( f_n \) and \( h_n \) satisfying

\[
L_\delta(\pi, h_n) v_n \leq v_{n+1} \leq L_\delta(f_n, \gamma) v_n \quad \text{for all } \pi \in \Pi, \gamma \in \Gamma.
\]

From (11.16) and (11.18) one easily shows that \( v_n \) converges to \( v^\ast \) exponentially fast. In order to obtain again, as in theorems 5.12 and 11.2, the MacQueen bounds for \( v^\ast \) and the strategies \( f_n \) and \( h_n \) we need the following notations.
Define
\[
\rho_{I, \delta}(f) := \max_{h \in F_{II}} \widetilde{L}_\delta(f, h) \| \mu \|^\max_{\mu} , \quad f \in F_{I},
\]
\[
\rho_{I, \delta}(f) := \min_{h \in F_{II}} \widetilde{L}_\delta(f, h) \| \mu \|^\min_{\mu} , \quad f \in F_{I},
\]
\[
\rho_{II, \delta}(h) := \max_{f \in F_{I}} \widetilde{L}_\delta(f, h) \| \mu \|^\max_{\mu} , \quad h \in F_{II},
\]
\[
\rho_{II, \delta}(h) := \min_{f \in F_{I}} \widetilde{L}_\delta(f, h) \| \mu \|^\min_{\mu} , \quad h \in F_{II},
\]
and for the policies \( f_n \) and \( g_n \) satisfying (11.20)
\[
\rho_{I, \delta, n}(f_n) := \begin{cases} 
\rho_{I, \delta, n}^\max(f_n) & \text{if } \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq 0, \\
\rho_{I, \delta, n}^\min(f_n) & \text{if } \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \geq 0,
\end{cases}
\]
\[
\rho_{II, \delta, n}(h_n) := \begin{cases} 
\rho_{II, \delta, n}^\max(h_n) & \text{if } \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq 0, \\
\rho_{II, \delta, n}^\min(h_n) & \text{if } \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \geq 0.
\end{cases}
\]

Then one has the following result (cf. theorem 11.2).

**Theorem 11.3.** Let \( \{v_n\} \), \( \{f_n\} \) and \( \{h_n\} \) be the sequences obtained in (11.20).
Then we have (δ nonzero)

(i) for all \( \gamma \in F_{I} \),
\[
\nu(f_n, \gamma) \geq v_{n+1} + \rho_{I, \delta, n}(f_n)(1 - \rho_{I, \delta, n}(f_n))^{-1} \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq v_{\mu},
\]

(ii) for all \( \pi \in F_{II} \),
\[
\nu(\pi, h_n) \leq v_{n+1} + \rho_{II, \delta, n}(h_n)(1 - \rho_{II, \delta, n}(h_n))^{-1} \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq v_{\mu},
\]

(iii) \( \rho_{I, \delta, n}(f_n)(1 - \rho_{I, \delta, n}(f_n))^{-1} \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq v^* - v_{n+1} \)
\[
\leq \rho_{II, \delta, n}(h_n)(1 - \rho_{II, \delta, n}(h_n))^{-1} \| v_{n+1} - v_{\mu} \|_{n+1} - v_{\mu} \|_{n} \leq v^* - v_{n+1}.
\]

**Proof.**

(i) Using the result of GROENEWEGEN and WESSELS [1976] one may easily show that
\[ v(f_n', y) \geq \min_{h \in \mathcal{F}_{II}} v(f_n', h) \quad \text{for all } y \in \Gamma. \]

Since further for all nonzero \( \delta \), all \( h \in \mathcal{F}_{II} \), and all \( v \in V_{\mu} \)

\[ v(f_n', h) = \lim_{k \to \infty} l^k_{\delta}(f_n', h)v, \]

the proof follows along the same lines as the proof of theorem 11.2.

Similarly one obtains (ii), and (iii) follows immediately from (i) and (ii).

In general, the amount of work that has to be done in order to obtain \( U_{0, \delta}v \)
is of the same order as the amount needed to solve the original \( \infty \)-stage game. However, for special stationary go-ahead functions, e.g. those corresponding to the "game variants" of the algorithms formulated in section 3.3, \( U_{0, \delta}v \) can be computed componentwise by solving simple matrix games. In that case the amount of work becomes the same as for the computation of \( Uv \).

11.5. POLICY ITERATION AND VALUE-ORIENTED METHODS

In this section it will be shown how the policy iteration method and the method of value-oriented standard successive approximations can be generalized for the contracting Markov game.

For the contracting MG (with finite state space) POLLATSCHEK and AVI-ITZHAK [1969] have suggested the following straightforward generalization of Howard's policy iteration method.

Choose \( v_0 \in V_{\mu} \).

Determine for \( n = 0, 1, \ldots \) policies \( \pi_n \) and \( h_n \) satisfying

\[
L(f_n', h_n)v_n \leq Uv_n \leq L(f_n', h_n)v_n \quad \text{for all } f \in \mathcal{F}_{II}, h \in \mathcal{F}_{II},
\]

and define

\[ v_{n+1} = v(f_n', h_n). \]

Pollatschek and Avi-Itzhak proved that under a rather conservative condition \( v_n \) converges to \( v^* \). (One may easily show that \( \rho < \frac{1}{2} \) guarantees that \( v_n \)
converges to \( \nu^* \). RAO, CHANDRASEKARAN and NAIR [1973] claimed that the algorithm would always converge, however, their proof is incorrect. And, as the following example, given in Van der WAL [1977b], demonstrates, their proof cannot be repaired.

**Example 11.4.** \( S = \{1, 2\} \), \( A(1) = B(1) = \{1, 2\} \), \( A(2) = B(2) = \{1\} \).

\[
\begin{array}{|c|c|}
\hline
r(1, a, b) & 1 & 2 \\
\hline
a & 3 & 6 \\
2 & 2 & 1 \\
\hline
\end{array}
\quad
\begin{array}{|c|c|}
\hline
p(1, a, b, 1) & 1 & 2 \\
\hline
a & 1 & 1 \\
2 & 1 & 1 \\
\hline
\end{array}
\]

Further, \( r(2, 1, 1) = 0 \) and \( p(2, 1, 1, 2) = 1 \). So, state 2 is absorbing. Taking \( u \) such that \( u(1) = 1 \), \( u(2) = 0 \), one immediately sees that the game is contracting. Now, choose \( \nu_0 = 0 \). Then, in order to determine policies \( f_0 \) and \( h_0 \) satisfying (11.21) for \( n = 0 \), one has to solve for state 1 the matrix game

\[
\begin{bmatrix}
3 & 6 \\
2 & 1 \\
\end{bmatrix}.
\]

Clearly, this game has value 3 and the policies \( f_0 \) and \( h_0 \) with \( f_0(1, 1) = h_0(1, 1) = 1 \) are optimal. So \( \nu_1 \) has \( \nu_1(1) = 12 \), \( \nu_1(2) = 0 \).

Next, in order to obtain \( f_1 \) and \( h_1 \) we have to solve in state 1 the matrix game

\[
\begin{bmatrix}
3 + \frac{1}{2} \cdot 12 & 6 + \frac{1}{2} \cdot 12 \\
2 + \frac{1}{2} \cdot 12 & 1 + \frac{1}{2} \cdot 12 \\
\end{bmatrix} = \begin{bmatrix} 12 & 9 \\ 11 & 10 \end{bmatrix}.
\]

The value of this game is 10 and the optimal policies \( f_1 \) and \( h_1 \) have \( f_1(1, 2) = h_1(1, 2) = 1 \). So \( \nu_2(1) = 4 \), \( \nu_2(2) = 0 \).

In the third iteration step one has to solve the matrix game

\[
\begin{bmatrix}
3 + \frac{1}{2} \cdot 4 & 6 + \frac{1}{2} \cdot 4 \\
2 + \frac{1}{2} \cdot 4 & 1 + \frac{1}{2} \cdot 4 \\
\end{bmatrix} = \begin{bmatrix} 6 & 7 \\ 5 & 4 \end{bmatrix}.
\]

which has value 6 for the policies \( f_2 \) and \( h_2 \) with \( f_2(1, 1) = h_2(1, 1) = 1 \). Thus \( \nu_3(1) = 12 \) and \( \nu_3(2) = 0 \), and \( \nu_3 = \nu_1 \).

Continuing in this way we get \( \nu_{2n} = \nu_2 \), \( \nu_{2n+1} = \nu_1 \), \( n = 1, 2, \ldots \). So we see that in this example Pollatschek and Avi-Itzhak's generalization of Howard's policy iteration cycles.
Another generalization of Howard's method has been proposed by HOFFMAN and KARP [1966] for the average-reward MG. The same idea can also be used for the total-reward case, see POLLATSCHEK and AVI-ITEZAK [1969] and RAO, CHANDRASEKARAN and NAIR [1973].

To describe this algorithm we define for all \( \gamma \in F \) the operator \( U_n \) on \( V \) by

\[
U_n v = \max_{f \in F} L(f,h) v_n .
\]

Then Hoffman and Karp's variant can be formulated as follows.

Choose \( v_0 \in V \).

Determine for \( n = 0,1, \ldots \) a policy \( h_n \) satisfying

\[
L(f,h_n) v_n \leq U v_n \quad \text{for all } f \in F
\]

and determine

\[
v_{n+1} = \lim_{k \to \infty} U_{h_n}^k v_n .
\]

Observe that to obtain \( v_{n+1} \), one has to solve a whole MDP exactly, e.g. by Howard's policy iteration method.

However, it is not necessary that one actually determines the value of the MDP. As in the MDP we can use a value-oriented variant in which \( v_{n+1} \) is taken equal to \( U_{h_n}^\lambda v_n \) for some \( \lambda \).

The algorithm then becomes (see Van der WAL [1977b]):

Choose \( v_0 \in V \) and \( \lambda \in \{1,2, \ldots \} \).

Determine for \( n = 0,1, \ldots \) a policy \( h_n \) satisfying

\[
L(f,h_n) v_n \leq U v_n \quad \text{for all } f \in F
\]

and determine

\[
v_{n+1} = U_{h_n}^\lambda v_n .
\]

For the monotone version of this algorithm, where one starts with a scrap-value \( v_0 \) for which \( U v_0 \leq v_0 \), the convergence proof can be found in Van der WAL [1977b]. The line of reasoning is exactly the same as for the MDP (cf. theorem 3.22).
As has been pointed out by ROTHBLUM [1979] one may follow in the nonmonotonic case the line of proof given by Van Nunen [1976c] for the MDP.

**Theorem 11.5** (ROTHBLUM [1979]).
The sequence \( \{v_n\} \) obtained in (11.22) converges to \( v^* \).

**Proof.** See ROTHBLUM [1979].

### 11.6. The Strongly Convergent Markov Game

Having seen the large similarity between the contracting MDP and the contracting MG it is natural to ask whether more results for the total-reward MDP can be translated to the case of the total-reward MG. That one cannot just translate all results is immediately clear if we consider e.g. lemma 3.1. It is obvious that for the general total-reward MDP lemma 3.1 need not hold since the MG is in a sense a combination of a maximization and a minimization problem. However, for the strong-convergence case most results for the MDP also hold for the MG.

An MG is called strongly convergent if there exists a sequence \( \psi = (\psi_0, \psi_1, \ldots) \in \Phi \) (cf. section 4.1) for which

\[
(11.23) \quad \sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \mathbb{E}_{\pi, \gamma} \left[ \sum_{n=0}^{\infty} \psi_n (i) |r(X_n, A_n, B_n)| \right] < \infty, \quad i \in S.
\]

Just as for the MDP, the existence of a function \( \psi \in \Phi \) for which (11.23) is finite is equivalent to the following pair of conditions:

(i) \[
\mathbb{P} \sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \left| r(X_n, A_n, B_n) \right| < \infty, \quad n = 0\]

(ii) \[
\sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \sum_{k=n}^{\infty} \left| r(X_k, A_k, B_k) \right| \to 0 \quad (n \to \infty).
\]

One may show that the method of standard successive approximations converges using the game-equivalent of theorem 4.6 with instead of the operator \( \tilde{U} \) an operator \( \tilde{U} \) defined as

\[
\tilde{U} \psi := \sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \tilde{L}(\pi, \gamma) \psi.
\]
Similarly one may translate the results of section 4.2. E.g., if

\[ L(f, h) \tilde{v}^* \geq \tilde{v}^* \text{ for all } h \in F \]

then \( \tilde{v} \) is an optimal stationary strategy for player I.

Further, one may show that for nonzero go-ahead functions \( \delta \) the corresponding method of successive approximations converges, using lemmas 4.21 and 4.22 and theorem 4.23 with the operator \( \tilde{U}_\delta \) defined by

\[ \tilde{U}_\delta \tilde{v} := \sup_{\pi \in \Pi} \sup_{\gamma \in \Gamma} \tilde{L}_\delta(\pi, \gamma) \tilde{v} \].
CHAPTER 12

THE POSITIVE MARKOV GAME
WHICH CAN BE TERMINATED BY THE MINIMIZING PLAYER

12.1. INTRODUCTION

In the general positive MG it is assumed that \( r(i,a,b) \) is nonnegative for all \( i, a \) and \( b \). So, for all \( n = 0,1,\ldots,\infty \), the expected \( n \)-stage reward is for any pair of strategies properly defined and so is any successive approximation scheme with scrapvalue \( \nu \geq 0 \). (By reversing the roles of the two players the game can be made to satisfy condition 10.1 for all \( n = 1,2,\ldots,\infty \). For historical reasons, however, we prefer to treat the game as a positive game.)

In this chapter we shall analyze a special positive MG having the following properties:

(i) there is a specific state, \( * \) say, for which \( r(*,a,b) = 0 \) and \( p(*,a,b,* ) = 1 \) for all \( a \in A, b \in B \);

(ii) there is a constant \( c > 0 \) such that \( r(i,a,b) \geq c \) for all \( i \neq * \) and all \( a \in A \) and \( b \in B \);

(iii) there exists a constant \( C \geq c \) and in each state \( i \in S \) an action, \( b(i) \) say, for player II such that \( p(i,a,b(i),*) = 1 \) and \( r(i,a,b(i)) \leq C \) for all \( a \in A \).

So, the state \( * \) is absorbing and the actual play can be considered to have stopped once state \( * \) has been reached. Further, as long as the system has not yet reached \( * \), player II looses at least an amount of \( c \) in each step. However, by taking at time 0 the appropriate action in the initial state he can force the system into state \( * \), thus restricting his total loss to at most \( C \).

This is a special case of the positive MG considered by Kushner and Chamberlain [1969].
In the sequel it will be shown that the method of standard successive approximations yields bounds for the value of the game and nearly-optimal stationary strategies for the two players. As we will see, this specific positive game has a very similar structure as the contracting MG. The results of this chapter can be found in Van der Wal [1979]. Part of the results were already given by Kushner and Chamberlain [1969].

First let us consider in some detail the general positive MG with $r(i,a,b) \geq 0$ for all $a < A$, $b < B$ and $A$ and $B$ finite.

For this game consider the following standard successive approximation scheme:

\[
\begin{align*}
& \text{Define } v_0 := 0. \\
& \text{Determine for } n = 0,1, \ldots \\
& v_{n+1} = U^n v_n.
\end{align*}
\]

(12.2)

From the nonnegativity of the reward structure it follows that $U^0 \geq 0$. So, by the monotonicity of $U$, the sequence $v_n$ converges monotonically to a not necessarily finite limit, $v_\infty$ say:

\[ v_\infty = \lim_{n \to \infty} v_n. \]

Since $A$ and $B$ are finite, it follows that for all $i \in S$ the value of the matrix game with entries

\[ r(i,a,b) + \sum_{j \in S} p(i,a,b,j)v_n(j), \quad a < A, \ b < B, \]

converges to the value of the matrix game with entries

\[ r(i,a,b) + \sum_{j \in S} p(i,a,b,j)v_\infty(j), \quad a < A, \ b < B, \]

even if some of the entries are equal to $+\infty$ (cf. section 10.2). So for all $i \in S$

\[ v_{n+1}(i) \to (U^n v_\infty)(i) \quad (n \to \infty), \]

which implies

(12.3) \[ U^n v_\infty = v_\infty. \]

From (12.3) it is almost immediate that $v_\infty$ is the value of the infinite-stage positive MG and that player II has an optimal stationary strategy.
Namely, by playing an optimal strategy for the $n$-stage game first and playing an arbitrary strategy thereafter, player I guarantees himself an expected income of at least $v_n^\infty$. Thus

\[ (12.4) \quad \sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} v(\pi, \gamma) \geq \lim_{n \to \infty} v_n = v^\infty. \]

On the other hand, there exists a policy $h^*$ for player II satisfying

\[ L(f, h^*) v^\infty \leq v^\infty \quad \text{for all } f \in F_I. \]

Hence

\[ (12.5) \quad v(\pi, h^*) \leq v^\infty \quad \text{for all } \pi \in \Pi. \]

To prove (12.5) observe that

\[ v(\pi, h^*) = \lim_{n \to \infty} v_n(\pi, h^*, 0) \]

and that (cf. section 10.2)

\[ v_n(\pi, h^*, 0) \leq v_n(\pi, h^*, v^\infty) \leq \Phi^T v^\infty = v^\infty. \]

Now it follows from (12.4) and (12.5) that $v^\infty$ is the value of the infinite-stage game and that $h^*$ is an optimal stationary strategy for player II.

The value of the game is further denoted by $v^*$. For the positive MDP, ORNSTEIN [1969] has proved the existence of a uniformly $\epsilon$-optimal strategy in the multiplicative sense, see theorem 2.23. This result has been partly generalized to the case of positive games by KUMAR and SHIAU [1979]. To be precise, they proved that, if $v^*$ is bounded, a stationary strategy $f$ exists such that

\[ v(f, \gamma) \geq v^* - \epsilon e \quad \text{for all } \gamma \in \Gamma. \]

Although $v_n^\infty$ converges to $v^*$ the scheme (12.2) is in general not of much use, since it does not provide an upper bound on $v^*$ and there is no possibility to recognize whether e.g. the policies obtained at the $n$-stage of the successive approximation scheme are nearly optimal. Therefore, we further consider the specific positive MG satisfying properties (12.1(i) - (iii)).

In the sequel we will not explicitly incorporate the specific state $*$ into the state space and further S will denote the set of states unequal to *.

So, in the sequel we have defective transition probabilities. The reason
for doing this is that it somewhat simplifies our notations. Further, the
game is said to have terminated if the system has reached \( * \) (left \( S \)).

In section 3 it will be shown that the method of standard successive approx-
imations yields arbitrary close bounds on \( v^{*} \) and nearly-optimal stationary
strategies for the two players. Before we can do this, first some results
have to be derived concerning the duration of the game (time till absorption
in \( * \)). This will be done in section 2.

12.2. SOME PRELIMINARY RESULTS

This section studies for a number of situations the asymptotic behaviour of
the probability that the actual play has not yet been terminated.

Let \( \tilde{\pi} \) be the policy for player II that takes in each state \( i \) the specific
action \( b(i) \) that terminates the play immediately. Then, clearly,

\[
(12.6) \quad Uv \leq \sup_{f \in F_{i}} L(f, \tilde{\pi}) v \leq Ce \text{ for all } v \geq 0.
\]

and

\[
(12.7) \quad v^{*} \leq \sup_{\pi \in \Pi} v(\pi, \tilde{\pi}) \leq Ce.
\]

Also, by (12.1(ii)),

\[
(12.8) \quad v^{*} \geq Ud \geq ce.
\]

Denote for all \( i \in S, \pi \in \Pi \) and \( \gamma \in \Gamma \) by \( p_{n}(i, \pi, \gamma) \) the probability that,
given the initial state \( i \) and the strategies \( \pi \) and \( \gamma \), the system has not yet
reached the absorbing state \( * \) at time \( n, n = 1, 2, \ldots \).

Further, let \( \gamma_{n}(\nu) \) be an arbitrary optimal strategy for player II in the
\( n \)-stage game with terminal payoff \( \nu \), and let \( \gamma_{n}(\pi, \nu) \) be an optimal strategy
for player II if it is already known that player I will use strategy \( \pi \).

Then we have the following lemma.

**Lemma 12.1.** If \( v \geq 0 \), then for all \( \pi \in \Pi \)

\[
(\text{i}) \quad p_{n}(i, \pi, \gamma_{n}(\nu)) \leq \min \left\{ 1, C/(nc + \min_{i \in S} v(i)) \right\},
\]

\[
(\text{ii}) \quad p_{n}(i, \pi, \gamma_{n}(\pi, \nu)) \leq \min \left\{ 1, C/(nc + \min_{i \in S} v(i)) \right\}.
\]
PROOF.

(i) Clearly,
\[ v_n(i,\pi,\gamma_n(v),v) \geq \min_{i \in S} p_n(i,\pi,\gamma_n(v))(nc + \min_{i \in S} v(i)) . \]

By (12.6) also \( U_n^v \leq Ce \), so
\[ v_n(i,\pi,\gamma_n(v),v) \leq U_n^v \leq Ce . \]

Hence,
\[ Ce \geq \min_{i \in S} p_n(i,\pi,\gamma_n(v))(nc + \min_{i \in S} v(i)) , \]
from which (i) follows immediately.

(ii) The proof of (ii) is similar.

So,
\[ p_n(i,\pi,\gamma_n(v)) = O(\frac{1}{n}) \quad (n \to \infty) \quad \text{for all} \ v \geq 0 . \]

In corollary 12.4 we will see that for certain specific strategies \( \gamma_n(v) \)
the probability \( p_n(i,\pi,\gamma_n(v)) \) decreases even exponentially fast.

Lemma 12.1 enables us to prove the following results.

THEOREM 12.2.

(i) Any strategy \( f^* \) with \( L(f^*,h) \geq v^* \) for all \( h \in F \) is optimal for the
\( \infty \)-stage game, i.e.,
\[ v(f^*,\gamma) \geq v^* \quad \text{for all} \ \gamma \in \Gamma . \]

(ii) For all \( v \geq 0 \)
\[ \lim_{n \to \infty} U_n^v = v^* . \]

PROOF.

(i) By (12.7),
\[ v_n^*(i) \leq v_n(i,f^*,\gamma_n(f^*,0),v) \]
\[ \leq v_n(i,f^*,\gamma_n(f^*,0),0) + p_n(i,f^*,\gamma_n(f^*,0))c . \]

So, by lemma 12.1(ii),
\[ v_n(f^*,\gamma_n(f^*,0),0) \geq v^* + O(\frac{1}{n}) \quad (n \to \infty) . \]
Hence for all $\gamma \in \Gamma$

$$v(f^*,\gamma) = \lim_{n \to \infty} v_n(f^*,\gamma,0) \geq \lim_{n \to \infty} v_n(f^*,\gamma_n(f^*,0),0) \geq v^*.$$ 

(ii) Clearly, for all $v \geq 0$,

$$\liminf_{n \to \infty} U_n^0 v \geq \lim_{n \to \infty} U_n^0 0 = v^*,$$

so it suffices to prove

$$\limsup_{n \to \infty} U_n^0 v \leq v^*.$$ 

By (12.6) it is even sufficient to prove that

$$\limsup_{n \to \infty} U_n^0 Ce \leq v^*.$$ 

Let $\pi^{(n)}$ be an optimal strategy for player I in the n-stage game with terminal payoff Ce. Then

$$(U_n^0 Ce)(i) \leq v_n(i,\pi^{(n)},h^*,Ce)$$

$$\leq v_n(i,\pi^{(n)},h^*,v^*) + F_n(\gamma_n^{(n)},h^*,v^*) Ce$$

$$\leq v^*(i) + o(\frac{1}{n}) \quad (n \to \infty).$$

The latter inequality follows from the optimality of $h^*$ for the n-stage game with terminal payoff $v^*$ with $U_n^0 v^* = v^*$ and lemma 12.1(i).

Hence

$$\limsup_{n \to \infty} U_n^0 v \leq \limsup_{n \to \infty} U_n^0 Ce \leq v^*,$$

which completes the proof. 

If one wants to find bounds on $v^*$ and nearly-optimal stationary strategies for the two players, then the inequalities in lemma 12.1 are too weak. We will show that for certain optimal n-stage strategies $\gamma_n(v)$ the probability $p_n(i,\pi,\gamma_n(v))$ tends to zero exponentially fast.

Let $v \geq 0$ be arbitrary and let $\{h_n^v\}$ be a sequence of policies satisfying

$$L(f,h_n^v)U_n^0 v \leq U_n^{n+1} v \quad \text{for all } f \in F_1, \quad n = 0,1,\ldots.$$
Define
\[ \gamma_n^*(v) := (h_{n-1}^v, h_{n-2}^v, \ldots, h_0^v) . \]

Then \( \gamma_n^*(v) \) is not only optimal in the \( n \)-stage MG with terminal payoff \( v \) but \( \gamma_n^*(v) \) is also optimal in the \( k \)-stage MG with terminal payoff \( U^{n-k}v \) for all \( k < n \).

Define further for all \( v \geq 0 \) and all \( n = 0, 1, \ldots \)
\[ p_n(v) := \min_{i \in S} \{ 1, C/(nc + \min_{v(i)} v(i)) \} . \]

Then for all \( n, m \geq 0 \), all \( \pi \in \Pi \) and all \( v \geq \zeta \)
\begin{equation}
(12.9) \quad p_n(i, \pi, \gamma_{n+m}^*(v)) \leq p_n(U^m v) .
\end{equation}

Now we can prove that \( p_n(i, \pi, \gamma_n^*(v)) \) decreases exponentially fast.

**Lemma 12.3.** For all \( n, m \geq 0 \), for all \( \pi \in \Pi \) and all \( v \geq 0 \)
\[ p_{n+m}(i, \pi, \gamma_{n+m}^*(v)) \leq p_n(i, \pi, \gamma_n^*(v))p_m(v) , \quad i \in S . \]

**Proof.** From Lemma 11.1(i) and (12.9) we have for all \( i \in S \)
\[ p_{n+m}(i, \pi, \gamma_{n+m}^*(v)) \leq \]
\[ \leq \sum_{j \in S} p_{n+m}(i, \pi, \gamma_{n+m}^*(v))(X_n = j) \sup_{k \in S} \sup_{\pi' \in \Pi} p_{j, \pi', \gamma_m^*(v)}(X_m = k) \]
\[ \leq p_n(i, \pi, \gamma_n^*(v)) \sup_{j \in S} \sup_{\pi' \in \Pi} p_m(j, \pi', \gamma_m^*(v)) \]
\[ \leq p_n(i, \pi, \gamma_n^*(v))p_m(v) . \]

Since \( v \geq w \) implies \( p_n(v) \geq p_n(w) \), Lemma 12.3 yields the following corollary.

**Corollary 12.4.** If \( v \geq 0 \) and \( n = km + t, k, t, m = 0, 1, \ldots \), then for all \( \pi \)
\[ p_n(i, \pi, \gamma_n^*(v)) \leq (p_m(0))^k p_t(0) . \]

If moreover \( Uv \geq v \), then
\[ p_n(i, \pi, \gamma_n^*(v)) \leq (p_m(v))^k p_t(v) . \]

**Proof.** Straightforward. \( \square \)
12.3. Bounds on \( v^* \) and Nearly-Optimal Stationary Strategies

Corollary 12.4 enables us to obtain a better upperbound on \( v^* \).

**Theorem 12.5.** Let \( v \in \mathcal{V} \) satisfy \( 0 \leq v \leq Uv \) and let \( m \) be such that \( p_m(v) < 1 \). Then

\[
Uv \leq v^* \leq Uv + (1 - p_m(v))^{-1} \sum_{k=1}^{m} p_k(v) \|Uv - v\|_e.
\]

**Proof.** By Theorem 12.2(ii) we have

\[
v^* = \lim_{n \to \infty} U^n v = Uv + \sum_{n=1}^{\infty} (U^{n+1} v - U^n v).
\]

So, by the monotonicity of \( U \), we have \( v^* \geq Uv \).

Further, let the policies \( f^*_t \) satisfy for all \( h \in F \)

\[
L(f^*_t, h) U^t v \geq U^{t+1} v, \quad t = 0, 1, \ldots,
\]

and define

\[
\pi^*_n(v) = (\pi^*_n(v), \ldots, \pi^*_0(v)), \quad n = 1, 2, \ldots
\]

Then for all \( n = 1, 2, \ldots \)

\[
U^{n+1} v - U^n v = L(f^*_n, h^*_{n+1}) Uv - L(f^*_n, h^*_{n+1}) Uv 
\]

\[
\leq \sup_{i \in S} p_n(i, \pi^*_n(v), \pi^*_n(v)) Uv - v\|_e.
\]

Hence, by corollary 11.4

\[
v^* \leq Uv + \sum_{n=1}^{\infty} \sup_{i \in S} p_n(i, \pi^*_n(v), \pi^*_n(v)) Uv - v\|_e \leq Uv + \sum_{n=1}^{\infty} p_n(v) Uv - v\|_e
\]

\[
\leq Uv + \sum_{k=1}^{m} p_{k}(v) Uv - v\|_e \leq Uv + (1 - p_m(v))^{-1} \sum_{k=1}^{m} p_k(v) Uv - v\|_e.
\]
Since for all \( v_0 \geq 0 \) we have \( U^0v_0 + v^* \) (theorem 12.2(iii)) also \( U^{n+1}v_0 - U^nv_0 = 0 \ (n \to \infty) \). From the proof of theorem 12.2 one easily sees that the convergence of \( U^nv_0 \) to \( v^* \) is uniform in the initial state, hence \( \|U^{n+1}v_0 - U^nv_0\|_e \) tends to zero if \( n \) tends to infinity. So theorem 12.5 can be used to obtain good bounds on \( v^* \) (take \( v = U^nv_0 \) for \( n \) sufficiently large).

The fact that if \( v \geq 0 \) all sensible strategies for player II terminate the \( n \)-stage game with terminal payoff \( v \), also leads to the following result.

**THEOREM 12.6.** If for some \( v \geq 0 \) we have

\[
L(f,h)v \geq v \quad \text{for all } h \in F_{II},
\]

then

\[
v(f,\gamma) \geq \min_{h \in F_{II}} L(f,h)v \geq v \quad \text{for all } \gamma \in \Gamma.
\]

**PROOF.** Let \( \gamma_n(f,0) = (h_{n-1}, \ldots, h_0) \) be an optimal reply to \( f \) for player II in the \( n \)-stage game with terminal payoff 0, then for all \( \gamma \in \Gamma \)

\[
v_n(f,\gamma,0) = v_n(f,\gamma_n(f,0),0) = L(f,h_{n-1}) \cdots L(f,h_0)0
\]

\[
\geq L(f,h_{n-1}) \cdots L(f,h_0)v - \sup_{i \in S} p(i,f,\gamma_n(f,0))\|v\|_e
\]

\[
\geq L(f,h_{n-1})v - \sup_{i \in S} p(i,f,\gamma_n(f,0))\|v\|_e
\]

The result now follows with lemma 11.1(i) by letting \( n \) tend to infinity. \( \square \)

**COROLLARY 12.7.** Let \( f^* \) satisfy

\[
L(f^*,h)v^* \geq v^* \quad \text{for all } h \in F_{II},
\]

then the strategy \( f^* \) is optimal for player I for the infinite-stage game:

\[
v(f^*,\gamma) \geq v^* \quad \text{for all } \gamma \in \Gamma.
\]

Further we see that theorem 12.6 in combination with theorem 12.5 enables us to obtain from a monotone standard successive approximation scheme a nearly-optimal stationary strategy for player I.

Next it will be shown how a nearly-optimal stationary strategy for player II can be found.
THEOREM 12.8. Let \( v \in V \) and \( h \in F_I \) satisfy

(i) \( a e \leq v \leq C e \) for some \( a > 0 \),

(ii) \( L(f,h)v \leq v + \varepsilon e \) for some \( 0 \leq \varepsilon < c \) and all \( f \in F_I \).

Then a constant \( \rho \), with \( 0 \leq \rho \leq 1 - \frac{C - e}{C} \), exists satisfying

\[
P(f,h)v \leq \rho v \quad \text{for all } f \in F_I,
\]

which implies

\[
(12.10) \quad v(\pi,h) \leq \max_{f \in F_I} L(f,h)v + \rho (1 - \rho)^{-1} \frac{C}{a} v \quad \text{for all } \pi \in \Pi.
\]

PROOF. For all \( f \in F_I \) we have

\[
P(f,h)v = L(f,h)v - r(f,h) \leq v + \varepsilon e - c e \leq \rho v,
\]

for some \( \rho \leq 1 - \frac{C - e}{C} \).

Now let \( \pi = (f_0, f_1, \ldots) \) be an arbitrary Markov strategy for player I (it suffices to consider only Markov strategies), then

\[
v_n(\pi,h,0) = L(f_0,h) \cdots L(f_{n-1},h)0 \leq L(f_0,h) \cdots L(f_{n-1},h)v \leq L(f_0,h) \cdots L(f_{n-2},h) \cdot (v + \varepsilon e)
\]

\[
= L(f_0,h) \cdots L(f_{n-2},h)v + P(f_0,h) \cdots P(f_{n-2},h) \cdot \varepsilon e
\]

\[
\leq L(f_0,h) \cdots L(f_{n-2},h)v + P(f_0,h) \cdots P(f_{n-2},h) \cdot \frac{\varepsilon}{a} v
\]

\[
\leq L(f_0,h) \cdots L(f_{n-2},h)v + \rho \cdots \rho \cdots \rho \cdot \frac{\varepsilon}{a} v
\]

\[
\leq \cdots \leq L(f_0,h)v + (\rho + \rho^2 + \cdots + \rho^{n-1}) \frac{\varepsilon}{a} v.
\]

Letting \( n \) tend to infinity and taking the maximum with respect to \( f_0 \) yields (12.10).

Clearly the right hand side in (12.10) is also an upperbound on \( v^* \) and this remains true if \( \max_{f \in F_I} L(f,h)v \) is replaced by \( Uv \).

Now consider the successive approximation scheme:

\[
\begin{align*}
& \text{Choose } v_0 \geq 0 \text{ such that } Uv_0 \geq v_0, \\
& \text{Determine for } n = 0, 1, \ldots \\
& v_{n+1} = Uv_n.
\end{align*}
\]
Then, since $U^n v_0$ converges to $v^*$ uniformly in the initial state and since $U^{n+1} v_0 \geq U^n v_0$ by the monotonicity of $U$, we can apply theorems 12.5, 12.6 and 12.8 with $v = U^n v_0$ for $n$ sufficiently large to obtain good bounds on $v^*$ and nearly-optimal stationary strategies for the two players.

Note that the function $v$ in theorem 12.8 is strongly excessive with respect to the set of transition "matrices" $P(f,h)$, where $h$ - the policy mentioned in the theorem - is held fixed. So the resulting MDP with $h$ fixed is contracting in the sense of chapter 5 and (12.10) is rather similar to theorem 5.12(ii).

To obtain a lowerbound on $v^*$ we have used $U v \geq v$ (theorem 12.5). Also for the near-optimality of $f$ in theorem 12.6 the monotonicity has been used.

The following theorem demonstrates how in the nonmonotonic case as well a lowerbound on $v^*$ and a nearly-optimal stationary strategy for player I can be found.

**Theorem 12.9.** Let the policy $f \in F_I$ satisfy for some $v$, with $0 \leq v \leq C e$,

$$L(f,h)v \geq v - \epsilon e$$

for all $h \in F_{II}$,

where $\epsilon \geq 0$ is some constant, then

$$(12.11) \quad v(f, \gamma) \geq \min_{h \in F_{II}} L(f,h)v - \epsilon \left( \frac{C-C_{II}}{c} \right) e$$

for all $\gamma \in \Gamma$.

**Proof.** Let the stationary strategy $\tilde{h}$ be an optimal reply to $f$ in the $\gamma$-stage game. That such an optimal stationary strategy exists follows from the fact that if player I uses a fixed stationary strategy, then the remaining minimization problem for player II is an MDP. (Formally, this needs a proof since player II may choose his actions dependent of previous actions of player I, but this will not be worked out here.) Considered as a maximization problem this is a negative MDP for which by corollary 2.17 an optimal stationary strategy exists.

Define

$$\tilde{v} := v(f, \tilde{h}) .$$

Then $L(f, \tilde{h})\tilde{v} = \tilde{v}$, which yields

$$P(f, \tilde{h})\tilde{v} \leq \tilde{v} - \epsilon e .$$

So, with $ce \leq \tilde{v} \leq C e$, thus $\tilde{v}/C \leq e$, also
\[ P(\tilde{f}, \tilde{h}) \tilde{v} \leq \tilde{v} - \frac{c}{C} \tilde{v} = (1 - \frac{c}{C}) \tilde{v}. \]

One easily argues that
\[ p_n(\tilde{f}, \tilde{h}) \to 0 \quad (n \to \infty), \]
so
\[ v(\tilde{f}, \tilde{h}) = \lim_{n \to \infty} L^n(\tilde{f}, \tilde{h}) v. \]

Further,
\[ L^n(\tilde{f}, \tilde{h}) v \geq L^{n-1}(\tilde{f}, \tilde{h}) (v - \varepsilon e) = L^{n-1}(\tilde{f}, \tilde{h}) v - P^{n-1}(\tilde{f}, \tilde{h}) \varepsilon e \]
\[ \geq \ldots \geq L(f, \tilde{h}) v - \varepsilon [P(f, \tilde{h}) + \ldots + P^{n-1}(f, \tilde{h})] e. \]

With \( e \leq c^{-1} \tilde{v} \) (from \( \tilde{v} \geq \varepsilon e \)) it follows that
\[ p^{k}(\tilde{f}, \tilde{h}) e \leq c^{-k} p^{k}(\tilde{f}, \tilde{h}) \tilde{v} \leq c^{-1}(1 - \frac{C}{c})^k \tilde{v} \leq \frac{C}{c} (1 - \frac{C}{c})^k e. \]

So for all \( n \)
\[ L^n(\tilde{f}, \tilde{h}) v \geq L(f, \tilde{h}) v - \varepsilon \sum_{k=1}^{n-1} \frac{C}{c} (1 - \frac{C}{c})^k e. \]

Thus, letting \( n \) tend to infinity, it follows from the optimality of \( \tilde{h} \) that
\[ v(\tilde{f}, \gamma) \geq \min_{h \in F_{II}} L(f, h) v - \varepsilon \frac{(C - c)C}{c^2} e \text{ for all } \gamma \in \Gamma. \]

The right hand side in (12.11) is clearly also a lowerbound on \( v^* \), so theorems 12.8 and 12.9 can be combined to obtain good bounds on \( v^* \) and nearly-optimal stationary strategies for both players.
CHAPTER 13

SUCCESSIVE APPROXIMATIONS FOR
THE AVERAGE-REWARD MARKOV GAME

13.1. INTRODUCTION AND SOME PRELIMINARIES

This chapter deals with the average-reward Markov game with finite state
space $S := \{1, 2, \ldots, N\}$ and finite action spaces $A$ and $B$ for players I and
II, respectively. In general, these games neither have a value within the
class of stationary strategies nor within the class of Markov strategies.
This has been shown by GILLETTE [1957] and by BLACKWELL and FERGUSON [1968],
respectively. Gillette, and afterwards HOFFMAN and KARP [1966] have proved
that the game does have a value within the class of stationary strategies,
if for each pair of stationary strategies the underlying Markov chain is
irreducible. This condition has been weakened by ROGERS [1969] and by SOBEL
[1971], who still demand the underlying Markov chains to be unichained but
allow for some transient states. FEDERGRUEN [1980] has shown that the uni-
chain restriction may be replaced by the condition that the underlying
Markov chains corresponding to a pair of (pure) stationary strategies all
have the same number of irreducible subchains. Only recently MONASH [1979],
and independently MERTENS and NEYMAN [1980], have shown that every average-
reward MG with finite state and action spaces has a value within the class
of history-dependent strategies.

In this chapter we consider for two situations the method of standard suc-
cessive approximations:

\[
\begin{align*}
\text{Choose } v_0 & \in \mathbb{R}^N. \\
\text{Determine for } n = 0, 1, \ldots \\
\quad v_{n+1} & = U v_n.
\end{align*}
\]
In the first case it is assumed that for each pair of pure stationary strategies the underlying Markov chain is unchained. In the second case it is assumed that the functional equation

\[(13.2) \quad Uv = v + ge\]

has a solution \(v \in \mathbb{R}^N, g \in \mathbb{R},\) say.

In both cases we further assume the strong aperiodicity assumption to hold, i.e., for some \(\alpha > 0\)

\[(13.3) \quad P(f,h) \geq \alpha I \quad \text{for all} \quad f \in F_I, \quad h \in F_II .\]

At the end of this section it will be shown that the latter assumption is - as in the case of the MDP - no real restriction.

In section 2 we will see that the unichain assumption implies that the function equation (13.2) has a solution, so the first case is merely an example of the second. The fact that (13.2) has a solution \((\tilde{v}, g_\alpha)\) implies (corollary 13.2) that the game has a value independent of the initial state, namely \(g_\alpha\), and that both players have optimal stationary strategies. So, in the two cases considered here, the value of the game will be independent of the initial state. This value is further denoted by \(g_\alpha\).

In sections 2 (the unichain case) and 3 (the case that (13.2) has a solution) it is shown that the method of standard successive approximations formulated in (13.1) yields good bounds on the value of the game and nearly-optimal stationary strategies for the two players.

The results of this chapter can be found in Van der WAL [1980b].

Before we are going to study the unichain case some preliminaries are considered.

First observe that, since \(S\) is finite,

\[r(i,a,b) + \sum_{j \in S} p(i,a,b,j)v(j)\]

is finite for all \(v \in \mathbb{R}^N\), all \(a \in A, b \in B\) and all \(i \in S\). Hence one may write for all \(v \in V\)

\[Uv = \max_{f \in F_I} \min_{h \in F_II} L(f,h)v .\]

So, both players have optimal policies in the 1-stage game with terminal payoff \(v\).
Since in the two situations treated in this chapter the value of the game is independent of the initial state the following basic lemma (cf. lemma 6.8) is very useful.

**Lemma 13.1.** Let \( v \in \mathbb{R}^N \) be arbitrary, then

(i) \[ \inf_{\gamma \in \Gamma} g(f, \gamma) \geq \min_{h \in F_{II}} \min_{i \in S} (L(f, h)v - v)(i)e, \]

(ii) \[ \sup_{\pi \in \Pi} g(\pi, h) \leq \max_{f \in F_I} \max_{i \in S} (L(f, h)v - v)(i)e. \]

**Proof.** We only prove (i), the proof of (ii) being similar.

Let player I play the stationary strategy \( \xi \), then the extension of the Derman and Strauch theorem by GROENEWEGEN and WESSELS [1976] says that player II may restrict himself to Markov strategies. So, let \( \gamma = (h_0, h_1, \ldots) \) be an arbitrary Markov strategy for player II. Then

\[
g(f, \gamma) = \liminf_{n \to \infty} n^{-1} v_n(f, \gamma, 0) = \liminf_{n \to \infty} n^{-1} v_n(f, \gamma, v). \tag{13.4}
\]

Further,

\[
v_n(f, \gamma, v) = L(f, h_0) \cdots L(f, h_{n-1})v
\]

\[
= L(f, h_0) \cdots L(f, h_{n-2}) (v + L(f, h_{n-1})v - v)
\]

\[
= L(f, h_0) \cdots L(f, h_{n-2}) v + P(f, h_0) \cdots P(f, h_{n-2}) \cdot
\]

\[
(13.5)
\]

\[
\geq L(f, h_0) \cdots L(f, h_{n-2}) v + P(f, h_0) \cdots P(f, h_{n-2}) \cdot
\]

\[
\min_{h \in F_{II}} \min_{i \in S} (L(f, h)v - v)(i)e
\]

\[
= L(f, h_0) \cdots L(f, h_{n-2}) v + \min_{h \in F_{II}} \min_{i \in S} (L(f, h)v - v)(i)e
\]

\[
\geq \ldots \geq v + n \min_{h \in F_{II}} \min_{i \in S} (L(f, h)v - v)(i)e.
\]

Now (i) follows immediately from (13.4) and (13.5).
Lemma 13.1 yields the following corollary.

**COROLLARY 13.2.**

(i) If for some $g \in \mathbb{R}$ and $\nu \in \mathbb{R}^n$ we have

$$U\nu = \nu + g e$$

then $g e$ is the value of the game, and policies $f_\nu$ and $h_\nu$ satisfying

$$L(f_\nu, h_\nu) \nu \leq U\nu \leq L(f_\nu, h_\nu) \nu \quad \text{for all } \epsilon \in F_I, \ h \in F_{II}$$

yield optimal stationary strategies for players I and II, respectively.

(ii) Let $\nu \in \mathbb{R}^n$ be arbitrary and the policies $f_\nu$ and $h_\nu$ satisfy

$$L(f_\nu, h_\nu) \nu \leq U\nu \leq L(f_\nu, h_\nu) \nu \quad \text{for all } \epsilon \in F_I, \ h \in F_{II}$$

then $f_\nu$ and $h_\nu$ are both $sp(U\nu - \nu)$-optimal. I.e., let $g^*$ denote the value of the game, then

$$g(f_\nu, \gamma) \geq g^* - sp(U\nu - \nu) e \quad \text{for all } \gamma \in \Gamma$$

and

$$g(\pi, h_\nu) \leq g^* + sp(U\nu - \nu) e \quad \text{for all } \pi \in \Pi.$$

(iii) For all $\nu \in V$

$$\min_{i \in S} (U\nu - \nu)(i)e \leq g^* \leq \max_{i \in S} (U\nu - \nu)(i)e.$$

**PROOF.** The proof follows immediately from

$$g^* \geq \inf_{\gamma \in \Gamma} g(f_\nu, \gamma) \leq \min_{i \in S} (U\nu - \nu)(i)e$$

and

$$g^* \leq \sup_{\pi \in \Pi} g(\pi, h_\nu) \leq \max_{i \in S} (U\nu - \nu)(i)e$$

$$= \min_{i \in S} (U\nu - \nu)(i)e + sp(U\nu - \nu) e .$$

So corollary 13.2(ii) and (iii) show that it makes sense to study the successive approximation scheme (13.1) if the value of the game is independent of the initial state. And further that the method yields good bounds for the value $g^*$ and nearly-optimal stationary strategies for the two players if
(13.6) \( \text{sp}(v_{n+1} - v_n) \to 0 \) \( (n \to \infty) \).

In the next two sections we will use the strong aperiodicity assumption to prove that (13.6) holds for the two cases we are interested in. Before this will be done, we first show that the strong aperiodicity assumption - as in the MDP case - is not a serious restriction.

Let our MG be characterized by \((S,A,B,p,r)\); then one may use the data-transformation of SCHWEITZER [1971] again (cf. section 6.3) to obtain an equivalent MG characterized by \((S,A,B,p,\hat{\tau})\) with

\[
\hat{p}(i,a,b,l) := a + (1-a)p(i,a,b,l),
\]

\[
\hat{p}(i,a,b,j) := (1-a)p(i,a,b) , \quad j \neq i,
\]

\[
\hat{r}(i,a,b) := (1-a)r(i,a,b),
\]

for all \( i \in S, a \in A, b \in B, \) where \( \alpha \) is some constant with \( 0 < \alpha < 1. \)

Writing \( \hat{L}, \hat{U} \) and \( \hat{q} \) for the operators \( L \) and \( U \) and the function \( g \) in the transformed MG, we obtain

\[
\hat{L}(f,h)v - v = (1-a)\hat{r}(f,h) + (\alpha I + (1-a)\hat{P}(f,h))v - v
\]

\[
= (1-a)[\hat{r}(f,h) + \hat{P}(f,h)v - v] = (1-a)[L(f,h)v - v].
\]

Whence, with \( 1 - \alpha > 0, \) also

\[
\hat{U}v - v = (1-a)(\hat{U}v - v).
\]

So, if the functional equation (13.2) of the original MG has a solution, \((g_s,\hat{v})\) say, then the functional equation (13.2) of the transformed game, \( \hat{U}v = v + e \), has a solution \((1-a)g_s,\hat{v})\). So \((1-a)g_s e\) is the value of the transformed game.

Conversely, if \( \hat{U}v = \hat{v} + \hat{g}_s e \), then \( Uv = v + (1-a)^{-1}\hat{g}_s e \). Further, let for example the policy \( \hat{f} \) satisfy

\[
\hat{L}(\hat{f},h)v - v \geq \hat{g}_s e - \epsilon e \quad \text{for all } h \in F_{II},
\]

which implies by corollary 13.2(ii) that \( \hat{f} \) is \( \epsilon \)-optimal in the transformed game. Then \( \hat{f} \) is \((1-a)^{-1}\epsilon \)-optimal in the original game as follows from corollary 13.2(ii), with

\[
L(\hat{f},h)v - v = (1-a)^{-1}(\hat{L}(\hat{f},h)v - v)
\]

\[
\geq (1-a)^{-1}\hat{g}_s e - (1-a)^{-1}\epsilon e = g_s e - (1-a)^{-1}\epsilon e.
\]
So we see that the two problems are equivalent with respect to those features that interest us: the value and (nearly-) optimal stationary strategies.

13.2. THE UNICHAINED MARKOV GAME

In this section we consider the unichained MG, i.e., the case that for each pair of pure stationary strategies the underlying Markov chain consists of one recurrent subchain and possibly some transient states. Further it is assumed that the strong aperiodicity assumption, (13.3), holds.

It is shown that in this case the method of standard successive approximations (13.1) converges, i.e., that

$$\text{sp}(v_{n+1} - v_n) \rightarrow 0 \quad (n \rightarrow \infty) .$$

The line of reasoning is similar as in section 9.4. First we derive a scrambling condition like lemma 9.7 from which, along the lines of lemma 9.8, it follows that sp($v_{n+1} - v_n$) converges to zero even exponentially fast.

**Lemma 13.3.** There exists a constant $\eta$, with $0 < \eta \leq 1$, such that for all $\pi, \tilde{\pi} \in S_I$ and $\gamma, \tilde{\gamma} \in S_{II}$ and for all $i, j \in S$

$$\sum_{k \in S} \min \{p_{i, \pi, \gamma}(X_{n-1} = k), p_{i, \tilde{\pi}, \tilde{\gamma}}(X_{n-1} = k)\} \geq \eta .$$

(Recall that $N$ is the number of states in $S$.)

**Proof.** The proof is very similar to the proof of lemma 9.7.

First it is shown that the left hand side in (13.7) is positive for any four pure Markov strategies $\pi = (\tilde{f}_1, \tilde{f}_2, \ldots), \tilde{\pi} = (\tilde{f}_1, \tilde{f}_2, \ldots), \gamma = (h_1, h_2, \ldots)$ and $\tilde{\gamma} = (\tilde{h}_1, \tilde{h}_2, \ldots)$. Fix these four strategies and define for all $i \in S$ and all $n = 0, 1, \ldots, N-1$ the sets $S(i, n)$ and $\tilde{S}(i, n)$ by

$$S(i, 0) := \tilde{S}(i, 0) := \{i\} ,$$

$$S(i, n) := \{j \in S \mid p(f_{i, 1}, h_1) \cdots p(f_{i, n}, h_n) > 0\} , \quad n = 1, \ldots, N-1$$

$$\tilde{S}(i, n) := \{j \in S \mid p(\tilde{f}_{i, 1}, \tilde{h}_1) \cdots p(\tilde{f}_{i, n}, \tilde{h}_n) > 0\} , \quad n = 1, \ldots, N-1$$
Clearly the sets \( S(i,n) \) and \( \tilde{S}(i,n) \) are monotonically nondecreasing in \( n \).

For example, if \( j \in S(i,n) \), then
\[
P(f_1, h) \cdots P(f_n, h)(i,j) > 0,
\]
and, by the strong aperiodicity assumption,
\[
P(f_{n+1}, h_{n+1})(j,j) > 0,
\]
so also
\[
P(f_1, h) \cdots P(f_n, h)P(f_{n+1}, h_{n+1})(i,j) > 0,
\]
hence \( j \in S(i,n+1) \).

Further, if \( S(i,n) = S(i,n+1) \) \( \tilde{S}(i,m) = \tilde{S}(i,m+1) \), then the set \( S(i,n) \)
\( \tilde{S}(i,m+1) \) is closed under \( P(f_{n+1}, h_{n+1}) \)
\( \tilde{P}(f_{m+1}, \tilde{h}_{m+1}) \).

In order to prove that the left hand side of (13.7) is positive, we have to prove that the intersection
\[
S(i,N-1) \cap \tilde{S}(j,N-1)
\]
is nonempty for all \( i,j \in S \).

Suppose to the contrary that for some pair \( (i_0, j_0) \) this intersection is empty. Then for some \( n,m < N-1 \)
\( S(i_0, n) \) is closed under \( P(f_{n+1}, h_{n+1}) \)
and
\[
\tilde{S}(j_0, m) \text{ is closed under } \tilde{P}(f_{m+1}, \tilde{h}_{m+1}),
\]
and further \( S(i_0, n) \) and \( \tilde{S}(j_0, m) \) are disjoint.

But this implies that we can construct from \( f_{n+1} \) and \( \tilde{f}_{m+1} \) and from \( h_{n+1} \) and \( \tilde{h}_{m+1} \) Policies \( f \) and \( h \) for which \( P(f, h) \) has at least two nonempty disjoint subchains, which contradicts the unichain assumption.

Hence
\[
S(i,N-1) \cap \tilde{S}(j,N-1)
\]
is nonempty for all \( i,j \in S \).

Since there are only finitely many pure \((N-1)\)-stage Markov strategies there
must exist a constant \( \eta > 0 \) for which (13.7) holds for all pure Markov
strategies \( \pi, \tilde{\pi}, \gamma \) and \( \tilde{\gamma} \). Moreover, it can be shown that the minimum of the
left hand side of (13.7) within the set of Markov strategies is equal to
the minimum within the set of pure Markov strategies. So the proof is com-
plete.
Next, this lemma will be used to prove that \( sp(v_{n+1} - v_n) \) tends to zero exponentially fast.

Let \( \{f_k\} \) and \( \{h_k\} \) be sequences of policies satisfying for all \( k = 0, 1, \ldots \)

\[
L(f_k, h_k) v_k \leq v_{k+1} \leq L(f_k, h_k) v_k \quad \text{for all } f \in F_I, \ h \in F_{II}.
\]

Then for all \( n \)

\[
(13.8) \quad v_{n+2} - v_{n+1} = L(f_{n+1}', h_{n+1}) v_{n+1} - L(f_n', h_n) v_n
\]

\[
\leq L(f_{n+1}', h_n) v_{n+1} - L(f_{n+1}', h_n) v_n
\]

\[
= P(f_{n+1}', h_n) (v_{n+1} - v_n).
\]

So,

\[
(13.9) \quad v_{n+N} - v_{n+N-1} \leq P(f_{n+N-1}', h_{n+N-2}) \cdots P(f_{n+1}', h_n) (v_{n+1} - v_n).
\]

Similarly,

\[
(13.10) \quad v_{n+N} - v_{n+N-1} \geq P(f_{n+N-1}', h_{n+N-2}) \cdots P(f_{n+1}', h_n) (v_{n+1} - v_n).
\]

Now let \( \tau, \tilde{\tau}, \gamma \) and \( \tilde{\gamma} \) denote the \((N-1)\)-stage Markov strategies

\( f_{n+N-1}', f_{n+N-2}', \ldots, f_{n+1}' \) and \( h_{n+N-1}', \ldots, h_n \), respectively. Then we have from (13.9) and (13.10) for all \( i, j \in S \)

\[
(v_{n+N} - v_{n+N-1}) (i) - (v_{n+N} - v_{n+N-1}) (j)
\]

\[
\leq \sum_{k \in S} [P_{i, \tau, \gamma} (X_{N-1} = k) - P_{j, \tau, \tilde{\gamma}} (X_{N-1} = k)] (v_{n+1} - v_n) (k)
\]

\[
= \sum_{k \in S} [P_{i, \tau, \gamma} (X_{N-1} = k) - \min \{P_{i, \tau, \gamma} (X_{N-1} = k), P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k)\}] (v_{n+1} - v_n) (k) +
\]

\[
- \sum_{k \in S} [P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k) - \min \{P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k), P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k)\}] (v_{n+1} - v_n) (k)
\]

\[
\leq \sum_{k \in S} [P_{i, \tau, \gamma} (X_{N-1} = k) - \min \{P_{i, \tau, \gamma} (X_{N-1} = k), P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k)\}] \max (v_{n+1} - v_n) (l) +
\]

\[
- \sum_{k \in S} [P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k) - \min \{P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k), P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k)\}] \min (v_{n+1} - v_n) (l)
\]

\[
= [1 - \sum_{k \in S} \min \{P_{i, \tau, \gamma} (X_{N-1} = k), P_{j, \tilde{\tau}, \tilde{\gamma}} (X_{N-1} = k)\}] \ sp (v_{n+1} - v_n).
\]
Hence for all \( n = 0,1, \ldots \)

\[
(13.11) \quad \text{sp}(v_{n+\infty} - v_{n+1}) \leq (1-\eta)\text{sp}(v_{n+1} - v_n),
\]

where \( \eta \) is the constant in lemma 13.3.

This immediately leads to

**Theorem 13.4.** If the Markov game is unichained and the strong aperiodicity assumption holds, then we have for the standard successive approximation scheme (13.1)

\[
(1) \quad v_{n+1} - v_n = q_s e + O((1-\eta)^{n+1}) \quad (n = 0,1, \ldots)
\]

with \( \eta \) the constant in lemma 13.3.

Further, for some \( v^* \in V \),

\[
(2) \quad v_n = ng_s e + v^* + O((1-\eta)^{n+1}) \quad (n = 0,1, \ldots)
\]

and

\[
(3) \quad uv^* = v^* + q_s e.
\]

**Proof.** (1) follows immediately from (13.11). Then (2) follows from (1) and (3) follows from (2). That the constant involved is equal to \( q_s \) is immediate from corollary 13.2.

So, if the MG is unichained and the strong aperiodicity assumption holds (for example as a result of Schweitzer's datatransformation), then the method of standard successive approximations yields an \( \varepsilon \)-band on the value of the game and \( \varepsilon \)-optimal stationary strategies for both players for all \( \varepsilon > 0 \) and this even exponentially fast.

13.3. The Functional Equation \( uv = v + q e \) Has a Solution

In this section it will be shown that, if the functional equation \( uv = v + q e \) has a solution, \( (q_s, v^*) \) say, and if the strong aperiodicity assumption holds, then \( v_{n+1} - v_n \) converges to \( q_s e \). By corollary 13.2 this implies that the method of standard successive approximations (13.1) yields a good approximation of the value of the game and nearly-optimal stationary strategies for the two players.
The line of reasoning will be similar to the one in chapter 9. A different proof can be found in Van der Wal [1980b].

Define for all $n = 0,1,...$

(13.12) $q_n := v_{n+1} - v_n$

(13.13) $l_n := \min_{i \in S} q_n(i)$

(13.14) $u_n := \max_{i \in S} q_n(i)$

It will be shown that $\{l_n\}$ is monotonically nondecreasing with limit $x$ and that $\{u_n\}$ is monotonically nonincreasing also with limit $x$.

Therefore we first need the following lemma.

**Lemma 13.5.** For all $v,w \in \mathbb{R}^N$

$$\min_{i \in S} (v-w)(i)e \leq Uv - Uw \leq \max_{i \in S} (v-w)(i)e$$

so

$$sp(Uv - Uw) \leq sp(v - w).$$

**Proof.** Let $f_v, h_v, f_w$ and $h_w$ satisfy for all $f \in F_I$ and $h \in F_{II}$

$$L(f,h)v \leq Uv \leq L(f,h)v$$

and

$$L(f,h)w \leq Uw \leq L(f,h)w.$$

Then

$$Uv - Uw \geq L(f_w,h_v)v - L(f_w,h_v)w = P(f_w,h_v)(v-w) \geq \min_{i \in S} (v-w)(i)e.$$

Similarly one establishes the second inequality. \[\Box\]

From this lemma one immediately obtains the following corollary.

**Corollary 13.6.**

(i) For all $n = 0,1,...$

$$l_n \leq l_{n+1} \leq x \leq u_{n+1} \leq u_n$$

(ii) $sp(v_n)$ is bounded in $n$. 
PROOF. (i) follows from lemma 13.5 with \( v = v_{n+1} \) and \( w = v_n \) and corollary 13.2.

(ii) 
\[
sp(v_n) = sp(U^nv_n) \leq sp(U^nv_0 - U^n\mathbf{v}) + sp(U^n\mathbf{v}) \\
\leq sp(v_0 - \mathbf{v}) + sp(\mathbf{v}) .
\]

Now we will follow the line of reasoning in section 9.4 to prove that 
\[
\ell_s := \lim_{n \to \infty} \ell_n
\]
is equal to \( \ell_s \).

From an inequality like (13.10) one immediately obtains for all \( n \) and \( k \)
\[
g_{n+k} \geq \alpha^n g_n + (1 - \alpha^n) \ell_n e .
\]

Especially, if
\[
g_{m+q}(i_0) = \ell_{m+q} ,
\]
then (cf. (9.17) and (9.18)) for all \( 0 \leq p \leq q \)
\[
\ell_s \geq g_{m+q}(i_0) \geq \alpha^p g_{m+q-p}(i_0) + (1 - \alpha^p) \ell_{m+q-p} \\
\geq \alpha^p g_{m+q-p}(i_0) + (1 - \alpha^p) \ell_m ,
\]
where the last inequality follows from corollary 13.6(1).

So for all \( 0 \leq p \leq q \)
\[
g_{m+q-p}(i_0) \leq \alpha^{-p}(\ell_s - \ell_m) + \ell_m \leq \alpha^{-q}(\ell_s - \ell_m) + \ell_m .
\]

Hence, cf. (9.19),
\[
(13.15) \quad v_{m+q}(i_0) - v_m(i_0) = \sum_{t=0}^{q-1} g_{m+t}(i_0) \leq qa^{-q}(\ell_s - \ell_m) + q\ell_m .
\]

On the other hand we have \( u_n \geq g_s \) for all \( n \). Hence, there exists a state \( j_0 \in S \) which has \( g_{m+k}(j_0) \geq g_s \) for at least \( N^{-1}q \) of the indices \( m+k \in \{m, m+1, \ldots, m+q-1\} \). So for this state \( j_0 \)
\[
(13.16) \quad v_{m+q}(j_0) - v_m(j_0) \geq N^{-1}q g_s + (q - N^{-1}q) \ell_m = q\ell_m + N^{-1}q(g_s - \ell_m) .
\]

Together, (13.15) and (13.16) yield
\[
(13.17) \quad sp(v_{m+q} - v_m) \geq N^{-1}q(g_s - \ell_m) - qa^{-q}(\ell_s - \ell_m) .
\]
Now we can prove

**Lemma 13.7.** \( l_x = g_x \).

**Proof.** The proof is practically identical to the proof of theorem 9.11. We therefore delete it.

**Theorem 13.8.**

\[
\lim_{n \to \infty} (v_{n+1} - v_n) = g_x e.
\]

**Proof.** From lemma 13.7 we have already

\[
\lim_{n \to \infty} \min_{i \in S} (v_{n+1} - v_n)(i) = g_x.
\]

Similarly to lemma 13.7 one may prove that also

\[
\lim_{n \to \infty} u_n = g_x,
\]

which completes the proof.

So we see that, if the functional equation \( Dv = v + ge \) has a solution and if the strong aperiodicity assumption holds, then the method of standard successive approximations yields an \( \epsilon \)-band on the value of the game and nearly-optimal stationary strategies for both players.
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<td>143</td>
</tr>
</tbody>
</table>
action space 2, 9,184
aperiodicity transformation 125
average overtaking optimal 129
average reward per unit time 13,193
bounding function 93
communicating 174
conserving 70
contracting Markov decision process 94, 98,100,102
contracting Markov game 197
decision maker 2
equalizing 70
functional equation 3
Gauss-Seidel iteration 49
go-ahead function 50,203
irreducible 163
Jacobi-iteration 49
k-discount optimal 115
k-order average optimal 130
Laurent series expansion 146
Lapunov function 76
Markov go-ahead function 58
Markov strategy 11,185
monotone value-oriented successive approximations 63
nonzero go-ahead function 57,203
optimality equation 26
overtaking optimal 130
policy 11,184
policy iteration 74,121,209,211
randomized Markov strategy 10,185
reward function 10,184
scrap value 44
<table>
<thead>
<tr>
<th>Term</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>sensitive optimal</td>
<td>115,129</td>
</tr>
<tr>
<td>simply connected</td>
<td>178</td>
</tr>
<tr>
<td>standard successive approximations</td>
<td>43,201</td>
</tr>
<tr>
<td>state space</td>
<td>2, 9,184</td>
</tr>
<tr>
<td>stationary go-ahead function</td>
<td>60</td>
</tr>
<tr>
<td>stationary strategy</td>
<td>11,185</td>
</tr>
<tr>
<td>strategy</td>
<td>10,184</td>
</tr>
<tr>
<td>strong aperiodicity assumption</td>
<td>160</td>
</tr>
<tr>
<td>strong convergence condition</td>
<td>66</td>
</tr>
<tr>
<td>strongly convergent</td>
<td>66</td>
</tr>
<tr>
<td>strongly excessive function</td>
<td>93</td>
</tr>
<tr>
<td>successive overrelaxation</td>
<td>49</td>
</tr>
<tr>
<td>total expected discounted reward</td>
<td>12</td>
</tr>
<tr>
<td>total expected reward</td>
<td>12</td>
</tr>
<tr>
<td>transition law</td>
<td>9,184</td>
</tr>
<tr>
<td>unichained</td>
<td>160</td>
</tr>
<tr>
<td>uniform tail condition</td>
<td>65</td>
</tr>
<tr>
<td>value-oriented successive approximations</td>
<td>61,159</td>
</tr>
</tbody>
</table>
TITLES IN THE SERIES MATHEMATICAL CENTRE TRACTS

(An asterisk before the MCT number indicates that the tract is under preparation.)

A leaflet containing an order form and abstracts of all publications mentioned below is available at the Mathematisch Centrum, Kruislaan 413, 1098 SJ Amsterdam, The Netherlands. Orders should be sent to the same address.

MCT 7 W.R. VAN ZWET, Convex transformations of random variables, 1964. ISBN 90 6196 007 X.
MCT 13 H.A. LAUWERIER, Asymptotic expansions, 1966, out of print; replaced by MCT 54.


MCT 22 T.J. DEKKER, ALGOL 60 procedures in numerical algebra, part 1, 1968. ISBN 90 6196 029 0.


MCT 28 J. OOSTERHOFF, Combination of one-sided statistical tests, 1969. ISBN 90 6196 041 X.


MCT 42 W. VERVAAT, *Success epochs in Bernoulli trials (with applications in number theory)*, 1972. ISBN 90 6196 077 0.


MCT 65 J. DE VRIES, *Topological transformation groups 1 A categorical approach*, 1975. ISBN 90 6196 113 0.


MCT 87 S.G. VAN DER MEULEN & M. VELDHORST, Torriz II, ISBN 90 6196 153 X.

MCT 88 A. SCHRIVER, Matroids and linking systems, 1977. ISBN 90 6196 154 0.


MCT 97 A. FEDERGRUEN, Markovian control problems; functional equations and algorithms, ISBN 90 6196 165 3.


MCT 125 R. EISING, 2-D systems, an algebraic approach, 1980. ISBN 90 6196 198 X.


MCT 140 J.H. VAN GELDROP, A mathematical theory of pure exchange economies without the no-critical-point hypothesis, 1981.

MCT 141 G.E. WELTERS, Abel-Jacobi isogenies for certain types of Kano threefolds, 1981.

MCT 142 H.R. BENNETT & D.J. LUTZER (eds), Topology and order structures, part 1, 1981.
ISBN 90 6196 228 5.

ISBN 90 6196 229 3.

MCT 144 P. EIJGENRAAM, The solution of initial value problems using interval arithmetic. Formulation and analysis of an algorithm, 1981.


ISBN 90 6196 242 0.


ISBN 90 6196 244 7.


ISBN 90 6196 248 X.


MCT 156 P.M.G. APERS, Query processing and data allocation in distributed database systems, 1983.
ISBN 90 6196 251 X.
MCT 157 H.A.W.M. KNEPPERS, The covariant classification of two-dimensional smooth commutative formal groups over an algebraically closed field of positive characteristic, 1983.


ISBN 90 6196 255 0.

ISBN 90 6196 256 0.


ISBN 90 6196 259 5.

MCT 163 H. SCHIPPERS, Multiple grid methods for equations of the second kind with applications in fluid mechanics, 1983.

MCT 164 F.A. VAN DER DUYN SCHOUTEN, Markov decision processes with continuous time parameter, 1983.

ISBN 90 6196 262 5.

MCT 166 H.B.M. JONKERS, Abstraction, specification and implementation techniques, with an application to garbage collection, 1983.


ISBN 90 6196 265 X.

ISBN 90 6196 266 8.

An asterisk before the number means "to appear"