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CHAPTER 1 

INTRODUCTION AND SUMMARY 

Fixed point theorems are widely used in existence proofs of solutions 

to nonlinear problems. Numerous applications include the existence of an 

equilibrium strategy vector in noncooperative N-person games, the existence 

of a price equilibrium in economic models, and the existence of a solution 

to (un)constrained optimization problems and nonlinear complementarity 

problems. The most famous fixed point theorems are those of Brouwer [1912] 

and Kakutani [1941]. Brouwer's theorem is concerned with the existence of 

a fixed point of a continuous funcion from a compact, convex set into 

itself. Kakutani generalized Brouwer's theorem to upper semi-continuous 

point to set mappings. However, the original proofs were not constructive. 

It is only recently that algorithms heve been developed to compute 

(approximate) fixed points. The pioneering work on fixed point algorithms 

was done by Scarf [1967] (see also Scarf [1973]), who introduced a fixed 

point algorithm on the unit simplex Sn. His algorithm generates a path 

of adjacent so-called primitive sets. This path starts in a corner of Sn 

and terminates as soon as a completely labelled primitive set is found 

yielding an approximate fixed ~oint. An essential part of Scarf's 

algorithm is the unique replacement step by which it can be proved that 

the algorithm always terminates within a finite number of steps. This 

proof·is based on the work of Lemke [1965] (see also Lemke and Howson 

[1964]), who developed an algorithm to compute an equilibrium strategy for 

a two-person non-zero-sum game. 

In 1968 Hansen improved Scarf's algorithm by developing an efficient and 

simple scheme for the replacement step. About the same time Kuhn 

[1968, 1969] developed two algorithms on Sn using the same steps. Kuhn 

pointed out that these steps describe the replacement step between two 

adjacent simplices of a (regular) triangulation introduced already by 

Freudenthal [1942]. Almost all recent fixed point algorithms are based on 
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the concept of a triangulation of a set. 

The algorithms mentioned above suffer from the computational disadvantage 

that the grid of the triangulation is fixed throughout the algorithm while 

a start must be made outside the region of interest (see also Eaves [1971]). 

A first more sophisticated method is due to Merrill [1971, 1972] 1later 

independently found by Kuhn and MacKinnon [1975],Luthi [1975, 1976] and 

Fisher, Gould and Tolle [1977]. This algorithm known as the Sandwich

method can start anywhere but requires the addition of an extra dimension. 

Thus, as soon as for some grid size an approximate fixed point is found, 

this point can be used to provide the new starting point in a new 

application of the algorithm with a finer grid. By this way the accuracy 

can be rapidly improved. 

A second method was discovered independently and simultaneously by 

Eaves [1972] on Sn and by Eaves and Saigal [1972] on Rn. In their 

algorithm the mesh of the triangulation is automatically refined. Both 

algorithms have the computational disadvantage that they are always 

operating with (n+l)-dimensional simplices. Moreover, the Sandwich-method 

needs artificial points to avoid cycling whereas the continuous-deformation 

method can only be applied for incrementation factors of at most two. 

Algorithms without an extra dimension were developed by Tuy [1979] (see 

also Van der Heijden [1979]) and Garcia and Gould [1976, 1979]. However, 

as argued by Todd [1978b], Tuy's method needs a lot of computation time 

whereas Garcia and Gould's method may fail. 

Another restart algorithm without an extra dimension was developed by 

Van der Laan and Talman [1979a, 1979b]. Their algorithm has the advantage 

that it starts with a single point and generates a path of adjacent 

simplices of variable dimension until a completely labelled simplex is 

found (see also van der Laan [1980] ). Using a geometric interpretation 

of this algorithm Van der Laan and Talman [lSBOb] and Shamir [1979] 

developed a continuous-deformation algorithm for which the factor of 

incrementation can be of any size so that fast convergence can be 

obtained. All these more sophisticated algorithms were developed both on 

Sn and Rn. 

Beside the development of new algorithms many topics closely related to 

the approximation of a fixed point have been studied. Since computational 

experience revealed that the computation time highly depends on the 

underlying triangulation, Saigal, Solow and Wolsey [1973] developed a 



rough measure for the efficiency of a triangulation of the unit cube in a 

fixed point algorithm. Todd [1976b, 1978a] proposed a more sophisticated 

measure. However, even within a reasonable class of regular congruent 

triangulations it is not known how the optimal triangulation according 

to this measure looks like. 
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Another important problem is to state convergence conditions for a fixed 

point algorithm applied on unbounded regions. Merrill [1971, 1972], Gould 

and Tolle [1975], Todd [1976a, 1978b, 1980], Saigal [1977c], Reiser [1978a, 

1978b], Saigal and Todd [1978], Van der Laan [1980], and others gave 

conditions for the various algorithms. It appeared that these conditions 

depend both on the algorithm and the underlying triangulation. 

Fixed point algorithms for specially structured problems were studied by 

Kojima [1978a, 1978b] and Todd [1978c, 1978d]. Acceleration techniques to 

obtain quadratic convergence were derived by Wolsey[1974], Saigal and 

Todd [1978], Todd [1978e] and Reiser [1978a, 1978c]. When the function is 

smooth, the convergence rate can be considerably improved by performing a 

Newton-step once in a while. 

Finally, we mention the studies about the kind of path of simplices 

generated by a fixed point algorithm. These studies were done by Lemke 

and Grotzinger [1976], Eaves and Scarf [1976], Todd [1976c], Saigal[l976], 

Garcia and Gould [ 1978], Saari and Saigal [ 1979], Kojin·a [ 1980] and Van 

der Laan [1980]. In most of these papers the orientation of a simplex 

plays an important role. The orientation theory was introduced by Shapley 

[1974] for bimatrix games. 

Survey papers about fixed point algorithms and related topics are those of 

Gould and Tolle [1974], Eaves [1976], Saigal [1977b], and Allgower and 

Georg [1980]. We also refer to the books of Todd [1976a] and Luthi [1976]. 

In this monograph a new measure for the efficiency of a triangulation of 

a convex subset is introduced. Within an attractive class of so-called 

"fixed point triangulations"of Rn we calculate the optimal one according 

to this measure. It will appear that this triangulation of Rn is a 
2 

generalization of the equilateral triangulation of R. Also, a new 

triangulation of the affine hull of Sn is proposed having the same measure 

in the above sense as the optimal triangulation of Rn. Purther, a variable 

dimension algorithm is developed to compute a fixed point of a continuous 

function (or mapping) from the product space of unit simplices into itself. 

For this purpose we need a triangulation which depends on the starting 



4 

point of the algorithm. Moreover, based on this algorithm a class of 

variable dimension algorithms on Rn is developed. The two extreme cases 

of this class are of considerable interest. The first one is the. basic 

algorithm of van der Laan and Talman [1979b] whereas the other extreme case 

has the attractive property that fast movements in all directions can be 

made. The latter case can also be utilized to approximate a connected set 

of fixed points. Moreover, some new convergence conditions are discussed. 

Finally, three different geometric interpretations of the variable 

dimension algorithms are given. 

This monograph is organized as follows. 

In chapter 2 some preliminaries are given and the fixed point theorems 

of Brouwer and Kakutani are proved. Also some triangulations of Rn and Sn 

are discussed. 

Chapter 3 is devoted to applications of fixed point theorems. The 

noncooperative N-person game is treated and, after stating a sufficient 

condition for the existence of a fixed point on unbounded regions, the 

constrained optimization problem and the nonlinear complementarity 

problem are discussed. 

Chapter 4 describes the algorithms of Kuhn [1968] and Eaves [1971], and 

the more sophisticated algorithms of Merrill [1971, 1972] and van der Laan 

and Talman [1979a, 1979b]. Also vector labelling is introduced in this 

chapter. 

Chapter 5 discusses some known measures for the efficiency of a 

triangulation for use in a fixed point algorithm and introduces a new 

measure. This measure is based on the ratio of the average number of grid 

points per unit cube and the accuracy of an approximate fixed point yielded 

by the triangulation. Within a reasonable class of triangulations of Rn the 

optimal one is calculated and some of its properties are derived. For the 

affine hull of Sn a new triangulation is proposed having the same nice 

properties. Computational results will confirm the superiority of the new 

triangulations. 

Chapter 6 introduces a variable dimension fixed point algorithm on the 

product space S of N unit simplices. The triangulation of Swill be 

defined in relation to the arbitrarily chosen starting point. As with Van 

der Laan and Talman's basic algorithm on Sn, the algorithm generates a 

unique path of adjacent simplices of variable dimension. However, the 

number of labels (equations) exceeds the dimension of S by N. Whereas all 



other restart algorithms terminate when a completely labelled simplex is 

found, our restart algorithm terminates as soon as some special subset of 

labels is found where the algorithm's terminal simplex need not be full

dimensional. The dimension of this simplex, however, has no inf~uence on 

the accuracy of the approximation. We will apply the algorithm to the 

noncooperative N-person game. 

In chapter 7 a class of variable dimension fixed point algorithms on Rn is 

developed using the ideas of the algorithm presented in chapter 6, by 

considering Rn as the product space of N lower-dimensional Euclidean 

spaces. Both for integer and vector labelling new convergence conditions 

are discussed. Much attention will be paid to the extreme case N = n. 

We will indicate how for integer labelling in case N = n the algorithm 
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can be utilized to approximate a connected set of fixed points. For vector 

labelling we will prove that Merrill's condition is sufficient to 

guarantee convergence in case N = n and also for the case N = 1 if the 

optimal triangulation derived in chapter 5 underlies the algorithm. Further

more,an application to the Borsuk-Ulam theorem is discussed, cf. Todd and 

Wright [1979]. At the end of chapter 7 some computational experience is 

given. Our algorithm is also compared with the method of Reiser who 

recently developed for the nonlinear complementarity problem an integer 

labelling algorithm closely related to our case N = n. 

Finally, chapter 8 gives three different geometric interpretations of the 

algorithms presented in the chapters 6 and 7. By these interpretations 

the algorithms can be viewed to trace zeroes of a piecewise linear 

homotopy function defined on a set being the convex hull of S (or Rn) on a 

natural level and an artificial set on an additional level. 
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CHAPTER 2 

PRELIMINARIES 

2.1. INTRODUCTION. 

In 1910 L.E.J. Brouwer proved that any continuous function from a non

empty, convex,compact subset of Rn into itself has at least one fixed point. 

In this chapter we give a constructive proof of Brouwer's theorem by using 

the famous lemma of Sperner. In most fixed point algorithms the ideas of 

Sperner's result are fundamental. In Sperner's lemma we need the concept 

of a triangulation of a convex set. Section 2 gives the definitions of a 

triangulation and a subdivision. In section 3 both Sperner's lemma and 

Brouwer's theorem are proved. Section .4 discusses the fixed point theorem 

of Kakutani. This theorem generalizes Brouwer' s theorem to upper semi

continuous point to set mappings. Finally, special triangulations of Rn 

and the unit simplex are treated in the sections 5 and 6 respectively. 

2. 2. TRIANGULATIONS AND SUBDIVISIONS. 

Throughout this monograph Rn will denote then-dimensional Euclidean 

space 

{(x1 , .•. ,x )Tix. real for i 
n J.. 

1, ..• ,n} 

endowed with the usual metric p(x,y) l!x - YI! where 

!!xii 

The i-th unit vector of Rn will be denoted by e(i), i 1 , .•. , n , and the 

nonnegative orthant of Rn by Rn 1.· e +' .. 
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The affine hull of an m-dimensional convex subset c of Rn is the set aff C 

defined by 

aff C {yly 
m+1 m+l 

i 
l: Aix where l: 

i=1 i=1 
A, 

l. 
i 1.· 1 and x EC, 1 s s m+l}, 

Note that dim aff C = dim C. In the sequel the interior and the boundary 

of c, to be denoted by int C and bd C respectively, are always taken with 

respect to aff C. 
1 t+1 n We say that t+1 points w , ••• ,w of R are affinely independent if 

t+l i t+1 
l:i=l AiW = 0 and l:i=l Ai= 0 imply Ai= 0, i = 1, ... ,t+l. Note that this 

definition implies ts n. 
1 m n 

Finally, the convex hull of m points w , .•• ,w of R is the set W defined 

by 

w 
m 
l: A. wi such that 

i=l 1. 

m 
l: A. 

i=1 1. 

1 and Ai 2! 0, i=1, .• ,m} 

1 t+1 n 
DEFINITION 2.2.1. If w , ..• ,w are t+l affinely independent points of R, 

then the convex hull of these points is called at-simplex or t-dimensional 
1 t+1 

simplex with vertices w , •.• ,w • Such a simplex is denoted by cr or 

cr (wl, ... ,wt+l) . 

DEFINITION 2.2.2. A k-simplex Tis a face of at-simplex cr (kSt) if all 

vertices of Tare vertices of a. If k = t-1 we call Ta facet of a. If y 

is the vertex of cr which is not a vertex of the facet T of cr,we say that T 

is the facet of cr opposite the vertex y. 

DEFINITION 2.2.3. Two different simplices cr 1 and cr2 are adjacent if they 

share a common facet or if one of them is a facet of the other. 

Observe that in the last definition cr 1 and cr2 have the same dimension if 

they share a common facet. 

In the following C denotes an m-dimensional convex subset of Rn. 

DEFINITION 2.2.4. A collection G of m-simplices is a triangulation of C if 

i) C is the union of all simplices in G 

ii) the intersection of two simplices in G is either empty or a 

common face 
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iii) Each facet either belongs to bd Candis a facet of just one 

simplex of G o.r does not belong to bd C and is a facet of 

exactly two simplices of G. 

The following equivalent definition is sometimes useful to prove that a 

collection of simplices is a triangulation of a convex set. 

DEFINITION 2.2.5. A collection G of m-simplices is a triangulation of C if 

the relative interiors of the faces of all the simplices in G partition C 

and if each compact subset of C contains a finite number of them. 

The proof that both definitions are equivalent follows from the fact that 

each simplex is partitioned by the relative interiors of its faces. 

Observe that there are only m-simplices in G and that if the set C is 

not closed the number of simplices in G is infinite. So, for example let 

C = (0,1] and let F be the collection of simplices cr(w1 ,w2) in R such that 

w1 = 2-(k+l) and w2 = 2-k, k = 0,1,2, ••• Clearly, Fis a triangulation 

of the set C. However, the union of the elements of F and the zero

dimensional simplex cr0 (w1) with w1 = 0 is not a triangulation of [0,1] 

since a0 is not 1-dimensional. Note that F consists indeed of an infinite 

number of elements. 

We are not assuming that a triangulation is locally finite in the sense 

that each x EC has a neighbourhood meeting only a finite number of 

simplices of G (see e.g. Todd 11976a], Barany 11979] and Eaves 11976]). In 

chapter 8 triangulations will appear which are not locally finite. 

A concept more general than a triangulation into simplices is a 

subdivision into polyhedra. 

DEFINITION 2.2.6. A polyhedron a is the convex hull of a finite number of 

points of Rn. lloreover, let T be a subset of a. If for any p ET and any 

x,y E cr such that p =AX+ (1-A)y for some A, 0 <A< 1, holds that 

x,y E -r, then Tis called a face of a. If dim T = dim cr-1 we call -r a 

facet of a. 

Now we can define a subdivision of c. 

DEFINITION 2.2.7. A collection M of m-dimensional polyhedra is a 

subdivision of C if 
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i) C is the union of all polyhedra in M 

ii) the intersection of two polyhedra is either empty or a common face. 

and 

iii) Each facet of a polyhedron either belongs to bd Candis a facet 

of just one polyhedron of Mor does not belong to bd Candis a 

facet of exactly two polyhedra of M. 

Note that every triangulation is a subdivision. Figure 2.2.la is an 

example which gives neither a subdivision nor a triangulation, figure 

2.2.lb is an example which givew a subdivision but not a triangulation, 

whereas figure 2.2.2 is an example of a triangulation. 

Figure 2.2.la. Figure 2.2.lb, 

The proof of the next two theorems can be found in Spanier [1966]. Let M be 

a subdivision (triangulation) of an m-dimensional convex set C of Rn. 

THEOREM 2.2.8. If the subdivision Mis locally finite then condition 

iii) follows from i) and ii). 

THEOREM 2.2.9. Let D be an (m-1)-dimensional subset in the boundary of C 

such that Dis equal to the intersection of C and the affine hull of D. 

Then Dis subdivided into (m-1)-dimensional polyhedra (simplices) which 

are containted in Dare facets of polyhedra (simplices) in M. 
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These features are illustrated in figure 2. 2. 2. In this figure we have that 

the facet Tl is a facet of both cr 1 and a2 whereas the boundary-facet T 2 

is a facet of only a 3 • Moreover, let D be the convex hull of the points A 

and B. Then Dis triangulated (or subdivided) into three !~dimensional 

simplices T2 , T 3 and T4 • 

To compare triangulations or subdivisions it is interesting to know what 

the largest distance between two points in the same simplex (or polyhedron) 

is. 

B 

Figure 2.2.2. Illustration of condition iii) and theorem 2.2.9. 

DEFINITION 2.2.10. The mesh of a subdivision M of c, to be denoted by 

mesh M, is defined by 

where diam a 

mesh M sup {diam cr}, 
CTEM 

max { !Ix - YII I x,y E a}. 

If Mis a triangulation, we have the following corollary. 

COROLLARY 2.2.11. Let G1 be the set of all one-faces of the simplices of 

a triangulation G of C. Then 

mesh G sup {diam T}. 

TEGl 



This result follows from the fact that diam cr(w1 , •.. ,wt+l) is equal to 

max .. { llwi - wj II } and the fact that the convex hull of two arbitrarily 
1., J 

chosen vertices of a simplex is a one-face of that simplex. Note that 

the latter is not always true for a subdivision. 

2.3. BROUWER'S THEOREM AND SPERNER'S LEMMA. 

11 

In this section we give a constructive proof of Brouwer's theorem. In 

this proof the lemma of Sperner [1928] plays a very crucial role. 

Arguments in the proof are used in fixed point algorithms to be discussed 

in the later chapters. The idea is to triangulate the compact convex set 

on which we want to compute a fixed point. Then each vertex is labelled 

with one of the integers 1, ... ,m+l where mis the dimension of the set. 

This labelling is such that if the vertices of an m-simplex carry all 

the labels 1, ... ,m+l, each point of the simplex is an approximate fixed 

point. By Sperner's lemma there always exists at least one such a simplex. 

If we take now a sequence of triangulations with mesh tending to zero, then 

there exists at least one subsequence such that the vertices of the simplex 

having all labels converge to a single~on. This point is then a fixed point 

as will be proved at the end of this section. More precisely, let G be a 

triangulation of them-dimensional convex subset C of Rn and assume that 

each vertex of the triangulation is labelled with one of the integers of 

the set Im+l = {1, ••• ,m+1}. We call the set of labels of the vertices of 

a simplex the label set of the simplex. 

DEFINITION 2.3.1. An m-simplex in G is completely labelled if the m+1 

vertices of the simplex carry a different label, i.e. if the label set of 

the simplex is equal to Im+l· 

DEFINITION 2.3.2. Then-dimensional unit simplex is the set Sn defined by 

n+1 
{ x E Rn+ll L + xi 

i=l 
1}. 

The i-th boundary of Sn, to be denoted by s1, is the set 

O} i 1, ... ,n+l. 
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Observe that Sn is indeed a simplex and that the vertices of Sn are the 

unit vectors e(il, i = 1, .•• ,n+1. Moreover, S~ is the facet of Sn opposite 
l 

to e(i). 

DEFINITION 2.3.3. For a given triangulation of Sn, a labelling is called 
n 

proper if any vertex belonging to Si has a label different from i, 

i = 1, .•• ,n+l. 

LEMMA 2.3.4. (SPERNER). Let G be some triangulation of Sn. Assume that Sn 

is properly labelled with respect to G. Then there exists an odd number of 

completely labelled simplices in G and hence G has at least one completely 

labelled simplex. 

PROOF. We follow the proof of Todd [1976a, pp. 12 and 13]. The proof is 

trivial for n = 0. By induction on n the lemma will be proved. So, assume 

the lemma is true for n-1 and let the vertices of a triangulation G of Sn 

be properly labelled. Furthermore, let F be the collection of facets of 

the simplices in G whose vertices carry all the labels 1, •.• ,n. Next, let 

A be the set of completely labelled simplices in G and let B be the set of 

simplices in G whose vertices carry the labels 1, .•• ,n but not n+l. Clearly 

each eimplex in A has just one facet in F whereas each simplex in B has 

exactly two facets in F. 

If Dis the set of facets of Fin the boundary of Sn and Eis the set of 

facets of F not in the boundary of Sn, then 

where Ix[ denotes the number of elements in the set X. To show that [A[ is 

odd we will show that [n[ is odd. Consider now the collection G' of 

(n-1)-simplices of the triangulation G that are facets of n-simplices and 

lie in S~+l· By theorem 2.2.9 G' is a triangulation of S~+l" Moreover, 

there is a one-to-one correspondence between Sn 1 and Sn-l since x 1 0 
n+ n+ 

n 
for any x E Sn+l" Because of the proper labelling of the vertices of G', we 

obtain from the induction hypothesis that the number of completely 

labelled (n-1)-simplices in G' is odd. But this number is equal to [n[. 
Hence [A[ is also odd which completes the proof. D 



We are now ready to prove Brouwer's theorem which says that a continuous 

function from a compact;convex subset of Rn into itself has at least one 

point fixed. 
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THEOREM 2.3.5. (BROUWER'S THEOREM). Let C be a compact,convex subset of Rn 

Then any continuous function f: C +Chas at least one point x* such that 

f(x*) = x*. 

PROOF. Without loss of generality we can restrict ourselves to continuous 

functions from Sn into itself. To prove that any continuous function from 

Sn into itself has at least one fixed point, let {Gk, k=1,2, ••• } be a 

sequence of triangulations of Sn such that £k = mesh Gk + 0 if k + 00 Each 

pointy in Sn receives now an integer label i(y} defined by 

i(y) min{jlf.(y) s y, and y, > O}. 
J J J 

Clearly, with respect to any Gk this labelling rule is proper. Note that 

i(y) is independent of the triangulation GJ:' By Sperner's lemma,there. is 

at least one completely labelled simplex crk in Gk, k = 1,2, .•.. Let y1 (k) 

be the vertex of crk with i(yi(k)) = i, i = 1, •.. ,n+1. Then for some 

subsequence {k., j = 1,2, ••• } of indices with k. + 00 if j + 00 , we have that 
J 1 J * 

the subsequence {y (k.), j = 1,2, ••• } converges to a point x in Sn. Since 
J . 

£ + 0 if k + 00 , it follows immediately that y1 (k.) + x* if j + 00 , for all i. 
k . J . 

From the labelling rule we know that f. (y1 (k.)) s y~(k.) for all i and j. 
l. J * l. *J 

Hence,by the continuity of the function f, fi(x) s xi for all i. Since, 

however, 

n+1 
r 

i=1 
* f. (x ) 

l. 

* it follows that f. (x ) 
l. 

n+1 
* r xi, 

i=1 

* * xi for all i, i.e. x is a fixed point off. □ 

The idea of a fixed point algorithm is to generate a sequence of completely 

labelled simplices crk, k=l,2, •.. , with diam crk +Oas k + 

2.4. KAKUTANI'S THEOREM. 

Before stating Kakutani's fixed point theorem, which is a 

generalization of Brouwer's theorem, we need some definitions, 
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cf. Berge [1966]. 

DEFINITION 2.4.1. Let¢ be a point to set mapping from a set C in Rn to 

the set of subsets of RP. Then¢ is upper semi-continuous at the point x* 

if 

and 

* il ¢(x) is compact 

ii) for any open set D containing ¢(x*} there exists an open 

* neighbourhood U of x such that ¢(x) c D for all x EU. 

The mapping¢ is called upper semi-continuous (u.s.c.1 on C if¢ is upper 

semi-continuous at any point of C. 

The following result follows immediately from this definition, cf. Todd 

[1976a]. 

COROLLARY 2.4.2. If¢ is an u.s.c. mapping from C to the set of subsets 

of~, then for 

{yk} in~ with 

* y 

* any sequence {xk} in C·with limit x and any sequence 

* limit y such that yk E ¢ (xk) for all k, we have 

* E $ (x ) • 

Clearly, upper semi-continuity of a mapping¢ from a compact,convex set C 

to the set of nonempty subsets of C is not sufficient for the existence 

of a point x* in C such that x* E ¢ (x*). We call such a point a fixed 

point of the mapping¢. However, if ¢(x) is convex for all x E c, then we 

have the following theorem due to Kakutani [1941] (see also Von Neumann 

[1937]). 

THEOREM 2.4.3. (KAKUTANI). Let C be a compact,convex m-dimensional subset 

of Rn and let¢ be an upper semi-continuous mapping from C to the set of 

* non-empty,convex subsets of C. Then there is at least one point x in C 

such that x* E ¢(x*). 

To prove the theorem we need the concept of a piecewise linear 

approximation to a mapping with respect to a triangulation. 



DEFINITION 2.4.4. Let G be a triangulation of a convex m-dimensional 

subset c of Rn and~ a mapping from C to the set of subsets of If. For 

any vertex w of the triangulation G choose some vector f(w) € ~(w). 

Let x be an arbitrarily chosen point of c. Then x can be represented 

by 

m+1 i 
X = 1: AiW 

i=1 

1 m+1 . 1 ( 1 m+1) . d umb for vertices w , ••• ,w of a simp ex aw , ••• ,w in Gan n ers 
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0 . ~m+1, i , 0 Ai~ with ~i=l Ai= 11 where Ai and w are unique for all i with Ai> • 

Then the function f: C + RP defined by 

f(x) 
m+1 i 

1: \f(w) 
i=1 

is called a piecewise linear approximation to the mapping~ with respect 

to the triangulation G. 

It is immediately verified that f is continuous. 

PROOF (OF THEOREM 2.4.3). We follow here the proof of Eaves [1971]. 

Let C' be an m-simplex containing c,and let c be an interior point of c. 

Define now the mapping~ from C' to the set of non-empty,compac~ convex 

subsets of c• by 

~(x) X € int C, 

conv (~(x) u {c}) X € bd C 

and 

{c} X € C'\C 

where conv (Au B) denotes the convex hull of the sets A and B. It is not 

difficult to show that~ is an u.s.c. mapping on C'. 

Suppose that~ has a * fixed point x. Clearly X 
* * 

€ c. If X € int C then 
* € ~(x*) * * 

X and hence X is also a fixed point of ~- If X € bd c, then 
* 

X AC + (1-A)y for some y € ~(x*) and A, 0 s A s 1. Since c € int c, 

we have that a positive A gives the contradiction x* € int c. Hence A 0 

and y = x* so that again x* € ~(x*). Therefore if x* is a fixed point of 
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-;p, x* is also a fixed point of¢. To prove that~ has at least one fixed 

point, let {Gk} be a sequence of triangulations of C' with mesh Gk= Ek ➔ 0 

ask ➔ oo. Moreover, let fk be a piecewise linear approximation to¢ with 

respect to Gk, k = 1,2, •••. By Brouwer's theorem, fk has a fixed point, say 

xk. Also there is at least one simplex ok with vertices y 1 (k), •.• ,ym+l(k) 

Contal·n1·ng xk H f . t' umb ,k ,k 'th ence, or unique nonnega 1ve n ers A1, ••. ,Am+l w1 sum 

equal to one, 

k 
X k 1, 2, ••. 

Since C' is compact there 
k. k. 

is a subsequence {k., j=l,2, ... } of integers such 
J 

that x J ➔ x *, A. J ➔ 
1 

* . . 
Ai and fk. (y1 (kj)) ➔ f 1 for all i E Im+l as j ➔ 00 • 

J m+l * * * Clearly, x EC', Ai~ 0 and 

also know that fi E ¢(x*), i 

ri=l Ai= 1. Because of corollary 2.4.2 we 

= 1, ••• ,m+1. Taking k = k. in the equation 
J 

above and letting j ➔ 00 , we obtain 

* X * A. 
1 

Therefore, since ¢(x*) is convex, x* E ¢(x*), which proves that¢ has 

indeed a fixed point. D 

All algorithms computing Kakutani-fixed points are based on the technique 

of piecewise linear approximation to the mapping with respect to a 

sequence of triangulations with mesh tending to zero. 

2.5. SPECIAL TRIANGULATIONS OF Rn. 

Although Brouwer was already concerned with the existence of 

triangulations, Freudenthal [1942] was the first who constructed a 

triangulation of Rn. This triangulation, called the K triangulation (or 

I triangulation), was rediscovered later by Tucker in 1945 (see Lefschetz 

[1949, page 140]) and yields the standard triangulation of the unit cube 

as given by Kuhn [1960]. In the sequel we denote by Ik the set of integers 

{1, .•. ,k} k 1, 2, • • • • • 



DEFINITION 2.5.1. The K (or standard) triangulation of Rn with grid size 

o > 0 is the collection'of all simplices cr(y1 ,TI) with vertices 
1 n+l y , ••• , y such that 

1 
i) each component of y is a multiple of o, 

ii) TI= (TI 1 , •.• ,TI) is a permutation of the elements of I , 
i+l i n n 

iii) y = y + oe(Tii) i = 1, ••. ,n. 
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i 
Note that all components of y, i=l, ••• ,n+l, are a multiple of o. We refer 

the reader to Todd [1976a] for the proof that the collection of simplices 

defined above is indeed a triangulation of Rn. The collection of simplices 
1 such that y = 0 and o = 1 gives the standard triangulation of the unit 

cube of Rn inn! simplices. 

COROLLARY 2.5.2. The mesh of the K triangulation with gridsize o is equal 

to oln. 

The result follows from the fact that diam cr(y1 ,TI) = lly1-yn+lll 
1 T 

o 11 e II = o/n for each simplex a (y , TI) , -where e denotes the vector ( 1, •• , 1). 

Another well-known triangulation is due to Merrill [1971,1972] and Eaves 

and Saigal [1972]. It is the H triangulation and is closely related to the 

K triangulation. The H triangulation with grid size o > 0 is the collection 
1 . 1 n+l of all simplices cr(y ,TI) with vertices y , ••• ,y such that 

1 i) each component of y is a multiple of o, 

ii) TI.= (TI 1 ,: .. , Tin) is a permutation of the elements of I , 
''') i+l i ~-( ) l n ~~~ Y = y + uq TI i i = , ... ,n , 

where q(j) is the j-th column of the nxn matrix 

Q 

-1 0 .....••... 0 

1 -1 

0 1 

-1 0 

0 .•...•... 0 1 -1 
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Also for this triangulation we have that the mesh is equal to oln. Observe 

that the H triangulation can be viewed as a nonsingular transformation of 

the K triangulation with transformation matrix Q. Generally, we have the 

following definition. 

DEFINITION 2.5.3. Let A be a nonsingular nxn matrix. Then the AK 

triangulation with gridsize o > 0 is the collection of all simplices 

( l ) · h t· l n+l h th t a y ,TI wit ver ices y , ••• ,y sue a 

-1 1 
i) each component of A y is a multiple of o, 

ii) TI= (TI 1, ••• ,TI) is a permutation of the elements of the set I , 
i+l i n n 

iii) y = y + oa(Tii) i = 1, ... ,n, 

where a(j) is the j-th column of the matrix A. 

Equivalently we can say that the AK triangulation is the collection of 

11 . 1 . ( 1 n+1 1 -1 1 -1 n+l a simp ices cry , ••• ,y such that cr(A y , •.• ,A y ) is a simplex 

of the K triangulation. Note that for given permutation TI all simplices 
1 cr(y ,TI) are congruent to each other. Therefore an AK triangulation is said 

to be a regular triangulation. So, to compute the mesh of an AK 

tria.ngulatii,on we can restrict ourselves to the simplices cr(y1 ,Til with y1 

T equal to the vector Q = (0, ••• ,0) • 

COROLLARY 2.5.4. The mesh of the AK triangulation with grid size o is equal 

to 

mesh AK o max II l: a(j) II, 
Scin jES 

The corollary follows from the fact that 

diam cr (.Q_,TI) 0 
k 

II i: 
j=i 

a (TI. l II 
J 

Observe that the mesh of the AK triangulation goes to zero as o goes to 

zero. Moreover, by a shift of the grid any a priori chosen point z can be 

made to be a grid point of the triangulation. To keep simplices cr(y1 ,TI) of 
1 an AK triangulation in storage, we only need the first vertex y and the 

permutation TI. Because of these nice properties an AK triangulation is 

often used in fixed point algorithms. In most of these algorithms a path of 



adjacent simplices is generated starting with an a priori determined 

simplex and terminating with a simplex which yields an approximate fixed 

point. 
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Therefore we need a rule giving the representation of then-simplex 

adjacent to a simplex cr(y1 ,TI) if one of the vertices of the latter, say ys, 

is replaced. Note that from theorem 2.2.8 it follows that there is 
1 exactly one such simplex. Let cr(w ,y) be the representation of the new 

simplex, then we have the following theorem. 

THEOREM 2.5.5. If a 1 = cr(y1 ,TI) and a2 are two adjacent n-simplices of the 
1 s-1 s+l n+1 

AK triangulation such that T(y , ••• ,y ,y , ••• ,y ) is the common 
1 

facet, then a2 cr(w ,y) where 

1 
w 

1 
w 

1 
w 

1 
y 

1 
y 

and y 

- oa (TI n) and y 

if s=l 

(TI11•••1Tis-2'Tis,Tis-1'·••1Tin ) if 2$s$n 

( TI n' TI 1 ' • · • ' TI n- 1 l if s=n+l. 

PROOF. Obviously, cr(w 1,y) with w1 and y defined above is an n-simplex of 
1 

the AK triangulation. Moreover it is easy to see that for these w and y 

holds that 

1 1 cr(w ,y) n cr(y ,TI) 1 s-1 s+l n+l 
T(y , ••• ,y ,y , ••• ,y ). 

Hence, a2 has the representation stated in the theorem. D 

Finally, we discuss in this section the so-called J- or "Union Jack" 

triangulation, a centrally symmetric triangulation due to Tucker (cf. 

also Lefschetz [1949, page 140]), Whitney [1959, page 358] and Todd 

[1977]. This triangulation with grid size o > 0 is the collection of 

. l ' ( l ) ' th ' l n+ l h ti t simp ices a y ,TI,s wi vertices y , •.• ,y sue 1a 

i) the components of y 1 are odd multiples of o, 

ii) TI is a permutation of the elements of I , 
n 

iii) s is a sign vector in Rn, i.e. s. E {1,-1}, 
i+l i 

i 
iv) y y + OS e (TI, ) i = 1, ••• ,n. TI, i 

i 
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It is easy to see that the mesh of this triangulation is also equal to 

ovn. In the same way as above we can define the AJ triangulation for non

singular nxn matrices A. Clearly we have 

mesh AJ o max {II Z: a(j) - L a(i) II}, 
S,Tcin j€S i€T 

where o is the grid size. 

The K-and H triangulations are illustrated for n 

2.5.la and b respectively. 

a. The K triangulation. 

Figure 2.5.1. 

2 in the figures 

b. The H triangulation. 

In chapter 5 we shall see how the efficiency of a fixed point algorithm 

depends on the underlying triangulation. In the same chapter we propose 

a new triangulation that is in some sense optimal within a class of 

triangulations very suitable for fixed point algorithms. 

2.6. TRIANGULATIONS OF Sn. 

In this section we triangulate then-dimensional unit simplex Sn on 

which many fixed point algorithms were developed (cf. Scarf [1967], Eaves 

[ 1971, 1972], Kuhn and MacKinnon [1975], and Van der Laan and Talman 

[1979a]). Remember that Sperner's lemma was also given on Sn. Before 

discussing regular triangulations of Sn, we give the so-called iterated 

barycentric subdivision most familiar to topologists. For this 
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triangulation Shapley [1973] introduced a fixed point algorithm. Since the 

triangulation yields long and skinny simplices, it is not very suitable 

for use in fixed point algorithms (see also chapter 5). 

The first barycentric subdivision of Sn consists of (n+1) ! simplices o(y) 

each associated with some permutation y of the elements of In+l" More 
. 1 ( ) . th . 1 . th . l n+l h th t precise y,a y is e n-simp ex wi vertices w , •• ,w sue a 

i 
w 

.-1 
i 

i 
E e (y j l 

j=1 
i 1, ••• ,n+l. 

In each following. stage an n-simplex a (v1 , ••• ,vn+l) is 

triangulated in (n+ll ! simplices o(y!v1, ••• ,vn+il with 

such that 

i 
w 

i y. 
E v J 

j=1 
i 1, ... ,n+l. 

again barycentrally 
. 1 n+l 

vertices w , ••• ,w 

The first stage and partly the second stage are pictured in figure 2.6.1 

for n = 2. In this figure a is a simplex of the first stage and Ta simplex 

of the second stage. 
e(3) 

e(2) 

Figure 2.6.1. The iterated barycentric subdivision. 

Closely related triangulations were proposed by Zangwill [1977] and 

Stynes [1979]. Also these triangulations yield long and skinny simplices 

affecting the accuracy. Moreover, the replacement step of these 

triangulations are complicated and difficult to program. 
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Now we discuss a triangulation of sn which is very popular in fixed point 

algorithms. This triangulation is referred to as the standard or Q 

triangulation of Sn and is closely related to the QK or H triangulation 

of Rn. 

DEFINITION 2.6.1. The Q (or standard) triangulation of Sn with grid size 

m- 1 (mis a positive integer) is the collection of all simplices a(y1,TI) 
. th . 1 n+ 1 . n h th wi vertices y , ••• ,y in S sue at 

i) each component of y 1 is a multiple of m- 1 

ii) TI= (TI 1 , ••• ,TI) is a permuation of the elements of In, 
i+1 i ~1 

iii) y = y + m q(Tii) i = 1, .•• ,n, 

where q(j) is the j-th column of the (n+1)xn matrix 

-1 0 

1 -1 

0 1 -1 

Q 

0 

0 

-1 

1 -1 

0 

Observe that q(i) = e(i+1) - e(i), i 1, ••• ,n, i.e. q(i) is the difference 

between two vertices of Sn. Actually, the Q triangulation can be seen as 

the transformation Q of the K triangulation of Rn, restricted to the set 
n Ml 

S. Note that the rank of Q is n and that ri=l qij = 0, j = 1, ••• ,n. In the 
-1 

same way we can define the Q J triangulation with gridsize m This 

triangulation is the collection of all simplices a(y1 ,TI,s) with vertices 
1 n+l n y , ••• ,y in S such that 

n 
i) y 1 e(l) + m-l r A, q(j) for even nonnegative 

j=1 J 

ii) TI is a permutation of the elements of In, 

iii) s is a sign vector in Rn, 

iv) i+l i -1 
S q(TI,) 1 i 1, • 111 a ,no y y + m TI, l 

i 

integers A., 
J 



Both triangulations are illustrated for n = 2 and m 

2.6.2a respectively 2.6,2b. 

5 in the figures 

In general, we obtain a regular triangulation of a k -simplex 
1 k+l , f (.) i+l i . l v , ••• ,v , i we set qi = v - v, i= , ••• ,k. 

e(3) 

Figure 2.6.2a. The Q triangulation. 

e(3) 

Figure 2.6.2b. The QJ triangulation. 
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Clearly, the triangulations of Sn can be extended directly to 

triangulations of the ·affine hull of Sn. This set will be denoted by Un and 

is given by 

1}. 

Of course, m need not to be an integer, whereas the grid can be shifted to 

make an a priori chosen point z of Un to be a grid point of the 

triangulation. Moreover, any transformation QA of the K triangulation 

gives a triangulation of Un if A is a nonsingular nxn matrix. Only in a 

few cases the simplices which cover Sn form a triangulation of Sn, In 

chapter 5 we pay more attention to this matter. Note that the matrix Q 

is not an orthogonal mapping so that simplices of the K triangulation of 

Rn are deformed by the Q transformation to Sn. Consequently, in general 

mesh QAK is not equal to mesh AK. 

LEMMA 2.6.2. Let m- 1 be the grid size of the triangulation. 

a) mesh QAK 
-1 II l: Q a(jl II m max 

scr jES n 

bl mesh QAJ -1 ii l: Qa(j) l: Qa(il Ii . m max -
S,Tcin jES iET 

PROOF. 

a) Let z 1 be a grid point of the triangulation. Then 

mesh QAK = max1 max 
cr(z ,rr) iEin+l 

since the triangulation is regular, where zi denotes the i-th vertex of 

cr(z 1,rr). Since zi is equal to 

we obtain 

i z 
1 -1 i-1 

z +m l: Qa(rr.) 
J j=l 

. 1 
max max II zJ.-z Ii 

cr (z 1 ,rrl iEin+l 

b) Let z 1 be a grid point such that 

i 1, ... ,n+l, 

m-1 max ii l: Qa(j) II . 
scrn jES 



1 
z 

-1 n 
e(l) + m E Ajq(j) for even nonnegative integers Aj. 

j=l 

Then in the same way as in part a) we obtain 

mesh QAJ = max max 
i cr(z ,~,s) iEin+l 

= m- 1 max II E Qa(j) - E Qa(i) II □ 
S,Tcin jES iET 

COROLLARY 2.6.3. Let m- 1 be the grid size of the triangulation. 

25 

a) mesh Q m- 1 ✓n+l if n is odd and mesh Q m - 1 ✓n if n is 2ven. 

b) mesh QJ 

PROOF, 

a) Take in part at of theorem 2.6.2 the set S equal to 

s {1,3, ••. ,n} if n is odd 

and 

s {1,3, ••• ,n-1} if n is even. 

b) Take in part b of theorem 2.6.2 S equal to S= {1,3,5, •••• } and T equal 

to T = {2,4,6, ••• ,}. 

Observe that mesh K = mesh J but that mesh QK is unequal to mesh QJ. 

Clearly, the QJ triangulation yields long and skinny simplices and is 

therefore less suitable for use in fixed point algorithms on Sn or Un. Even 

the Q triangulation is not very attractive as will appear in chapter 5. In 

that chapter we propose a new triangulation which seems to be the most 

suitable triangulation of Sn or Un for use in fixed point algorithms. 

Finally, we remark that the replacement step for the QAK triangulation is 

the same as for the AK triangulation of Rn. Before discussing algorithms 

we give some applications of Brouwer's and Kakutani's fixed point theorems 

and we extend the latter to mappings on unbounded regions (cf. Merrill 

[1971,1972]). 
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CHAP'rER 3 

EXTENSIONS AND APPLICATIONS OF FIXED POINT THEOREMS 

3.1. INTRODUCTION. 

To prove the existence of a solution to a problem in nonlinear 

mathematics, fixed point theorems are of extreme importance. Applications 

are numerous and include the existence of an equilibrium in economic 

models and game theory and (un)constrained optimization problems. However, 

in many applications the conditions of the fixed point theorem treated in 

the previous chapter are too strong. Therefore we will discuss a lemma 

due to Merrill that gives a weaker condition. 

In section 2 we first treat the problem of the existence of an equilibrium

strategy vector in a noncooperative N-person game. In section 3 Merrill's 

condition is stated and it is proved that this condition is sufficient for 

the existence of a fixed point of a mapping from Rn to the set of nonempty, 

convex subsets of Rn. Finally, in the sections 4 and 5 some applications 

of Merrill's condition are discussed, viz. the constrained optimization 

problem and the nonlinear complementarity problem. 

3.2. NONCOOPERATIVE N-PERSON GAME. 

The noncooperative N-person game can be characterized by N players, 

indexed by j = 1, ••• ,N, and by m,+1 pure strategies for player j, j=1, .. ,N. 
J 

If the set I denotes the product of index sets Im.+i' j 1, ••• ,N, then 

the vector~= (k 1 , •.• ,kN) EI means that player 1 j uses his kj-th pure 

strategy. Therefore we call~ EI a strategy vector. Furthermore, let 

aj(!0 be the loss to player j if strategy~ is played. Without loss of 

generality we can assume that each aj (~l is positive, ~ E I, j E IN. 

Moreover, let s 
mj 

be the strategy space of player j, i.e. the i-th 

xj m• 
component of the vector E s J denotes the probability that player j 

uses his i-th strategy. Finally, define S by 



N m. 
s IT s 3 

j=l 

N Then S represents the strategy space for the game. The E._1 (m.+1)-
1 N J- J 

dimensional vector x = (x , ••• ,x) will denote an element of S such that 
. m, . 

xJ €SJ, j €IN.Now, the expected loss pJ(x} to player j if strategy 

x €Sis played is given by 

The marginal loss to player j if he plays his h-th pure strategy and 

the other players stick on strategy x, is given by 

~(x) ajC~l 
N 

i E IT xk .• 
k€I i=l l. 

k.=h i,&j 
J 

Pj (x) 
m.+1 

~~(x) Clearly, J for all j I and x € s. Eh=l € n 

DEFINITION 3.2.1. A point x €Sis an-equilibrium-strategy vector of the 

game if for each player j 

h = 1, ••• ,mj +1. 

We now prove that there exists indeed such an equilibrium vector (see 

OWen [1976]). Therefore we construct a continuous function f from the 

compac~ convex set S into itself such that a fixed point off is an 

equilibrium vector. Since f has at least one fixed point, we obtain the 

desired result. Therefore, let for j = 1, ••• ,N 

h = 1, ••• ,m.+1. 
J 

Next we define the continuous function f from S to S by f(x} = 

27 

1 ...N j m• 
(f (x), ••• ,f (xll, where f (x) is the function from SJ into itself defined 

by 

f~(x) 

mj+l 

+ E bi (x) l 
k=l 

h 
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We will now show that if xis a fixed point off, xis also an 

equilibrium-strategy vector. Since xis a fixed point off, we have that 

m.+1 
J 

(i~ + b~ (i) ) / (1 + E 
k=l 

Suppose now that for some player 9.., b~ (i) is positive for some h. 

Then the denominator above is larger than one and hence we must have that 
R. - -R. R. - R. -

bk(x) > 0 for any k such that xk > 0. This implies that p (x) > ~(x) for 

all k with --;i > 0, which contradicts the fact that pj(x) is a weighted 
k . . R. -

average of the m~(x} with weights x~, j = 1, ••• ,N. Hence, bh(x) ~ 0 for 

all h = 1, ••• ,m.+1, which proves that xis an equilibrium-strategy vector. 
J 

We remark that we will use another index-notation in chapter 6. 

To prove the existence of an equilibrium price-vector in economic models, 

a very similar function fas above can be used, see e.g. Scarf [1973], 

Todd [1976a] and Van der Laan [1980]. However, by using the above defined 

functions band f, we loose important information about the quantities 

p and m. This affects the efficiency of a fixed point algorithm. Therefore, 

we develop in chapter 6 a complementarity problem which is equivalent to 

the noncooperative N-person game (cf. also Van der Laan and Talman 

[1978b]).The general nonlinear complementarity problem is discussed in 

section 5. 

3.3. EXTENSIONS TO KAKUTANI'S THEOREM. 

Before giving some other applications we relax the conditions of 

Kakutani's theorem so that we get a fixed point theorem for mappings 
n n 

on R or R+. The first extension is due to Eaves [1970] (see also Todd 

[1976a]). 

LEMMA 3.3.1. Let C be a compact and convex subset of Rn and let¢ be an 

upper semi-continuous mapping from C to the set of nonempty, convex, 

compact subsets of Rn. Suppose that there exists some c € int C such that 

c € ¢(x) for all x € bd c. Then there is an x* € C such that x* € ¢(x*). 

PROOF, Since¢ is upper semi~continuous and C is compact, the set 

¢(C} = {y € Rnl y € ¢(x), x € c} is compact. Hence the convex hull of the 

set Cu ¢(C) is compact. Extend now¢ to ¢ in the same way as in the 

* proof of theorem 2.4.3. Then, by the same theorem, ¢ has a fixed point x • 



Dy repeating the second·part of the proof of theorem 2.4.3, we get 

* * x E ¢(x ). D 

The following extension is due to Merrill [1971,1972] and plays an 

important role in the convergence of many fixed point algorithms on Rn. 

In the sequel let B(x,p) denote the set defined by 

B(x,p) = {y E Rnj max Jyi-xij $ p} 
i=l, ... ,n 

LEMMA 3.3.2. (MERRILL'S CONDITION). Let¢ be an u.s.c. mapping from Rn to 

the set of nonempty,convex subsets of Rn. Suppose there exist w E Rn, 

µ > 0 and p > 0 such that for all x 4 B(w,µ), f(x) E ¢(x) and z E B(x,p) 

(f (x) - x) T (w - z) > 0. 

Then¢ has a fixed point in B(w,µ). 

PROOF. Let C be the compac~ convex set. B(w,2µ). Define¢ from C to the 

set of nonempty, convex subsets of Rn by 

¢(x) ¢(x) if XE int C 

and 

¢(x) conv (¢(x) u {w}) if XE bd C. 

Clearly,¢ is an u.s.c. mapping such that w E ¢(x) if x E bd c. 
Therefore, by lemma 3.3.1, T has a fixed point x* in C. If x* E B(w,µ), 

* * * * 1 then x E int C and hence x E ¢(x ). We now prove that x ~ B(w,µ) gives 
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a contradiction. If x* 4 B(w,µ), then x* E conv(¢(x*)u {w}), i.e. for some 

A, 0 $A$ 1, and f(x*) E ¢(x*) we have that 

and so 

From the condition of the lemma we know that (x*-f(x*))T(x*-w) > O. More

over, (x*-w)T(x*-w) > 0 so that the above equality gives a contradiction. 

D 
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Note that the theorem is also valid if the condition holds only for 

x E bd B(w,µ), but for fixed point algorithms this condition is not strong' 

enough (cf. Todd [1976a,page 63]). The next two sections are based on the 

work of Merrill [1971,1972]. 

3.4. CONSTRAINED OPTIMIZATION. 

In this section we consider the problem 

(P) min {f(x) I g, (x) S 0, i 
1. 

1, •.• ,m} 

where f and gi are functions from Rn to R. All functions are assumed to 

be convex (and finite). Furthermore, let oh be the set of all subgradients 

of a function h: Rn-+ R, i.e. 

oh(x) 

Note that for a convex function h, 0 E' oh(x*) if and only if X 
* minimizes 

h(x), X € 
n 

R • Moreover, if his convex, then oh is an u.s.c. mapping from 
Rn to the set of nonemptY,convex subsets of Rn (Rockafellar [1970, 

theorem 2.4.5.1]). Next, define the functions from Rn to R by 

s(x) 

If I (x) 

max 
1 s i s m 

g. (x) • 
1. 

gi (x)}, then os(x) conv ( u ogi (x) ) • 
iEI(x) 

Since sand fare both convex, we have that os and of are u.s.c. mappings 

from Rn to the set of nonempty,convex subsets of Rn. Next, define the 

mapping~ by 

{x} - of(x) s(x) < 0 

{x} - conv ( of (x) u os (x)) s(x) 0 

{x} - os (x) s(x) > 0, 



where for any two sets A,B c Rn the set A - Bis defined by 

A - B {x-y\x EA, y EB}. 

It is easy to see that¢ is an u.s.c. mapping from Rn to the set of non

empty, convex subsets of Rn. 
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LEMMA 3.4.1. If there exists a point x E Rn with s(x) < O, then the set of 

optimal solutions to the problem (P) is the set of fixed points of¢. 

* * * PROOF. Let x be an optimal solution. Then x minimizes f+\ s for some 

\* ~ 0 such that \*s(x*) = 0 (see Rockafellar [1970, corollary 28.2.1]) 

if s(x) < 0 for some x. So, since OE of(x*) + A*os(x*), there exist 

a E of(x*) and b E os(x*) such that 

Hence, A*= 0 implies OE of(x*) and x* E ¢(x*). If A*> O, then 

0 E conv(of(x*) u os(x*l) and further ·s(x*) = O. Consequently, again 

* * X E ¢(X ) • 

Conversely, let x* be a fixed point of¢. If s(x*) > 0, then OE os(x*) and 

so x* minimizes s(xl, x E Rn, and therefore s(x) > 0 so that the condition 

of the lemma does not apply. If s(x*l < O, then OE of(x*) and so x* 

solves the problem (Pl. 

Finally assume that s(x*l = 0. Then O E conv(of(x*l u os(x*ll and hence 

there exist a E of(x*) and b E os(x*l such that for some\*, 0 ~ x* ~ 1, 

If A* = O, then O E os(x*l and so x* minimizes s, i.e. s(x)_ ~ 0 for all x. 
* *-1 * * However, if A is positive, then a + A (1 - A )b = 0 and x minimizes 

*-1 * * f + A (1 - A )s. Again, by Rockafeller [1970, corollary 28.2.1], x 

solves the problem (P). D 

In the next theorem we state that Merrill's condition is satisfied if for 

some a the level set {y\s(y) ~ a} is nonempty and bounded. 
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THEOREM 3.4.2. If for some a the set {yjs(y) s a} is nonempty and bounded, 

then for any w E Rn and·p > 0 there exists aµ> 0 such that Merrill's 

condition is satisfied for¢. 

PROOF, Since sis convex and {y!s(y) s a} is nonempty and bounded for some 

a, the set {yjs(y) s y} is also bounded for each y. For given w E Rn and 

p > 0 let 

f3 max [O, max {s(xl Ix E B(w,p) }1. 

Thus {yJs(y) s S} is bounded. Chooseµ such that the latter set is 

contained in B(w,µ). Note that ¢(x) = {x} - os(x) for xi {yJs(y) s S} 

since f3 ~ O. Choose for any x 4 B(w,µ) some g(x) E ¢(x) and z E B(x,p). 

Then we have x - g(xl E os(xl and so 

(g(x) - x)T(w-z) = (g(x)-x) T((w-z+x)-x) ~ s(x)-s(w-z+x). 

Since w-z+x E B(w,p) we have that s(w-z+x) s (3. Moreover, s(x) > S. 

Consequently 

(g(xl - x) T(w-z) > O 

which proves the theorem. D 

In the same way the unconstrained optimization problem can be treated (see 

e.g. Merrill [1971,1972], Luthi [1976], Todd [1976a] and Van der Laan 

[1980]). 

3.5. NONLINEAR COMPLEMENTARITY PROBLEM. 

Let f be continuous from Rn to Rn The nonlinear complementarity 
+ * n problem is to find a point x ER+ such that 

* f(x ) ~ 0 and n * * r x·:f. (x ) 
i=1 ii 

o. 

This problem, to be denoted by (NLCP), was first studied by Cottle [1966]. 

The following theorem due to More [1974] gives a sufficient condition for 



the existence of a solution. The proof makes use of Brouwer's fixed point 

theorem. 
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n 
THEOREM 3.5,1. Assume there exist w € R+ and some p > maxiwi such that for 

all x € R~ with maxixi <!: p holds 

max (xi-wi)fi(x) > 0. 
i=l,, •• ,n 

* Then the (NLCP) has a solution x in the set B = {x € R+nlmax.. x. ~ p}. 
p .i i 

n n PROOF, Leth: R+ + R be the function defined by (componentswise) 

h (x) = max{Q.,x-f (x) } • 

Clearly, x* solves the problem if and only if h(x*> * = x. So, we now prove 

. that h has a fixed point in BP. Since h is continuous, BP u h (BP) is compact. 

Let T be such that BP u h(BP) is a subset of BT. Define the function 

r: BT + BP by 

r(x) = x 

= A(x)x + (1-A(x))w 

where 

X € B 
p 

Clearly, r(x) € BP if x € BT, and both functions A and rare continuous. 

Define now the continuous function g from the compact, convex set BT :nto 

itself by g(x) = h(r(x)). By Brouwer's theorem, g has a fixed point x. 
* * * * l Of course h(x) = x if x € B. Suppose x , B. By the definition of 
* p p 

A (x) , maxjr_j (x ) = p. Let i be an index such that 

* * (ri (x )-wi)fi (r(x )) > o. 

If * ri (x ) > wi, we have 

* * * * 
xi <!: ri (x ) > wi <!: 0 and xi <!: ri (x) * > ri (x ) * fi (r(x )) • 
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Hence, in both cases 

which contradicts the fact that x* is a fixed point of g. D 

Merrill [1971,1972] represented the nonlinear complementarity problem 

directly as a fixed point problem and gave a sufficient condition for the 

condition of lemma 3.3.2. Therefore, let us define the convex function 

g: Rn+ Rn by 

and the mapping¢ by 

¢(x) {x - f(x)} 

{x} - conv({f(x)} u og(x)) 

{x} - og(x) 

X E 

X E 

X f 

int Rn 
+ 

bd R: 
n 

R+• 

Since f and g are both convex, ¢ is an u.s.c. mapping from Rn to the set of 

nonempty,convex subsets of Rn. 

* * LEMMA 3,5.2. The point x solves the (NLCP) iff x is a fixed point of¢. 

PROOF. Let x* E ¢(x*). If x* ,I: R:, then OE og(x*) and x* minimizes g(x), 

X E Rn. This contradicts the fact that g(x) > O if x ,I: R: and g(x) ~ O for 

X E Rn 
+· 

* n * * n Hence, x ER+. Of course, x solves the (NLCP) if x E int R+• 

So, let * n x E bdR+• Then it is easily seen that 

- conv ( u {e(i) I i E I(x*)}), 

where I(y) = {ilyi = O}, y E Rn. Consequently, fi(x*) 0 for all indices 

i ,I: I(x*). Moreover, f. (x*) ~ 0 for i E I(x*). Together this proves that 
l. 
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x* solves the (NLCP). 

Conversely, let x* be a solution of the nonlinear complementarity problem. 

If f(x*) = 0 we must have that x* € $(x*). Note that f(x*) = 0 if 

I(x*) = 0. Suppose now that f(x*) ~ 0 and f(x*) # 0 so that I(x*> # 0. Then 

* a= Eifi(x) > 0, Consequently, 

* f(x) 
n * 
E f,(x )e(i) € a conv(u{e(i)li € I(x*)}). 

i=1 i 

Hence, -f(x*) € aog(x*). Note that 

* -1 * -1 * -1 * * x (1+a) a{x + a f(x )} + (1+a) {x -f(x )}. 

Since x* + a- 1f(x*) € {x*} - og(x*) and x* - f(x*) € {x*} - {f(x*)}, we 

obtain that x* € $(x*) which proves the lemma. 0 

In the next theorem we give a sufficient condition for the existence of a 

fixed point of the mapping $, where 11 y 11 = max I Yi I , 
i 

THEOREM 3.5.3. Suppose there exist a,~> 0 such that 

n 
E x,f, (x) > a \!xii . !if(x} \I 

i=1 J. i 

Then for any p > 0 there exist w € Rn andµ> 0 such that Merrill's 

condition is satisfied for the mapping$. 

PROOF. Let w be such that wi > p for all i, and let 

Furthennore, let xi B(w,µ}, f € $(x) and z € B(x,p). If g(x) > 0 then 

x - f € og(x). Thus, as in the proof of theorem 3.4.3 

(f - x)T(w - z) ~ g(x) - g(w + x - z), 

which is positive since g(y) < 0 for ally€ B(w,p}, So, Merrill's 

condition is satisfied, If g(x) < O, then x ER: and xi B(0,6). Hence, 

f = x - f(x) which implies 
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-f(x) T(w-z) = f(x) Tx+f(x) T(-w-x+z) 

> a llxll • llf(x) II - llf(x) II llz-x-wll 

~ llf(x) II (a llxll - llwll - p) > o, 

since f(x) cannot be 0. 

Finally, if g(x) = 0 we can combine both cases above to prove again 

that Merrill's condition is satisfied, i.e. that (f-x) T(w-z) is 

positive. D 



CHAPTER 4 

ALGORITHMS TO FIND COMPLETELY LABELLED SIMPLICES 

4. 1. INTRODUCTION. 

In this chapter algorithms to approximate a fixed point of a 

continuous function 'or u.s.c. mapping from an m-dimensional convex subset 

of Rn into itself are discussed. Except for Scarf's original method all 

these algorithms take a sequence of triangulations of the set such that 
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the mesh of the triangulation tends to zero. Then the vertices of the 

triangulations are labelled with one of the j_ntegers { 1, •.. ,m+l} (or with 

an (m+l)-vector) in such a way that a completely labelled m-simplex yields 

an approximate fixed point. A fixed point algorithm now tries to find a 

sequence of completely labelled simplices, one for each triangulation. Then, 

if the mesh goes to zero, the accuracy of the approximation increases. 

Moreover, in the limit at least one subsequence of completely labelled 

simplices converges to a fixed point. 

To generate an approximate fixed point on the unit simplex Sn Scarf 

introduced in 1967 an algorithm based on the concept of primitive sets 

rather than based on a triangulation of Sn. Usin<:,- Scarf's basic ideas 

Kuhn developed in 1968 and 1969 two closely related algorithms on Sn 

based on the standard triangulation of Sn and only for integer labelling. 

In 1971 Eaves presented an algorithm for vector labelling to compute 

fixed points of an u.s.c. mapping on a convex compact subset of Rn. 

However, all these algorithms suffer from computational inefficiency since 

they must start on the boundary of the set or outside the region of 

interest. Consequently, in these algorithms an obtained approximation 

cannot be used as the starting point in the next application of the 

algorithm with a smaller grid size. A large number of algorithms avoidinq 

this disadvantage was developed during the seventies. One method is due 

to Merrill [1971, 1972] and was independently found by Kuhn and MacKinnon 

[1975], Luthi [1975,1976] and Fisher, Gould and Tolle r1977]. This 
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algorithm can start anywhere and was developed for problems on Sn and Rn 

both for integer and vector labelling. Th~s, for a decreasing sequence 

of grid sizes the algorithm can be applied such that in each step 

information about the approximation in the previous step can be utilized 

to determine the new grid size and the new star.ting point. 

Another method taking advantage of available information is the homotopy

algorithm introduced for integer and vector labelling by Eaves [1972] on 

Sn and by Eaves and Saigal r1972] on Rn. In their method the grid size is 

automatically refined during the algorithm. However, both the restart 

method of Merrill and the homotopy-algorithm of Eaves and Saigal operate 

in an (n+l)-dimensional subset and generate a path of full-dimensional 

adjacent simplices of a triangulation of this set. Furthermore, in 

Merrill's algorithm an extra level of artificially labelled points is 

needed whereas the factor of incrementation for the homotopy-algorithm is 

at most two. 

Van der Laan and Talman [1979a,1979b~ developed a restart algorithm on Sn 

and Rn which avoids the introduction of an extra dimension. Moreover, their 

algorithm starts with a single point and generates then a path of adjacent 

simplices of variable dimension until a completely labelled n-simplex is 

generated (see also Van der Laan [1980]). Further, Van der Laan and Talman 

[1980b] considerably improved the homotopy-algorithms. Using ideas of their 

restart method, they introduced a homotopy-algorithm on Sn and Rn in which 

the. factor of incrementation can be of any size. 

This chapter is organized as follows. In section 2 the standard labelling 

rules on Sn and Rn are presented both for integer and vector labelling. 

Also theorems about the accuracy of an approximate fixed point are given. 

In section 3 one of Kuhn's algorithms and Eaves' first algorithm are 

discussed. Section 4 gives a short description of Merrill's algorithm. 

The basic variable dimension algorithm of Van der Laan and Talman is 

discussed in section 5. Also in section 5 attention is paid.to the 

continuous- deformation algorithms. 

4.2. LABELLING AND ACCURACY. 

To prove that a continuous function from the unit simplex Sn into 

itself has at least one fixed point,a sequence of triangulations Gk with 

mesh~+ 0 ask+ 00 was taken and each vertex was labelled by an integer 

t(•l. In this section we redefine this labelling rule. 



DEFINITION 4.2.1. (STANDARD INTEGER LABELLING ON Sn). A point x E Sn 

receives the label i(x) 'E In+l where t(x) = i if 
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Clearly t(x) ~ i if xi= O, except when f(x) = x and x1 0. In this case 

we do not assign the label 1 to x but the first index i such that xi> 0. 

So, since the labelling rule is proper, we have, by Sperner's lemma,that 

each triangulation G has at least one completely labelled simplex. We now 

show how close an arbitrary point x in a completely labelled simplex of a 

given triangulation G is to its image f(x). 

LEMMA 4.2.2, Let E,o > 0 be such that mesh G o and 

max ifj(x) - fj(y) I < E 
jEin+l 

* 

for all x,y E cr, cr E G. 

Then for any x in a completely labelled simplex cr in G 

max 1f,(x*) - x~I < n(E + a) • 
. I J J 
JE n+l 

~- Let yi be the vertex of cr with t(yi) 

Clearly, for i E In+l 

i, i=l, ••• ,n+l. 

Since t(yi) i, the second term on the right side of this relation is 

nonpositive. Moreover, since x* and yi E cr, 

* i and-fi(x) - fi(y) < E, i=l, ••. ,n+l. 

Combining these facts together, we obtain 
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On the other hand, since rn+l (f, (x*)-x~) 
j=l J J 

0, we have for all i 

* f, (x ) 
l. 

* * r (fJ. (x )-xJ.) > -n(E+o), 
j/i 

and so with the previous ine~uality we get the desired result. Q 

The lemma guarantees that a completely labelled simplex of a triangulation 

of Sn yields an approximation of a fixed point if the standard labelling 

rule is used, where max. If. (x*)-x~I can be made as small as required by 
l. l. l. 

taking the mesh o small enough. Note that assigning an integer label i 

to a point x means that almost all information about the vector f(x)-x is 

lost. Only the fact that the i-th component of f(x)-x is smaller than the 

other components is used. To overcome this loss of information we can 

assign a whole vector to the point x. Let e be the (n+l)-vector (1, ... ,l)T. 

DEFINITION 4.2.3. (STANDARD VECTOR LABELLING ON Sn). A point x E Sn 

receives the (n+l)-vector t(x) where 

t(xl -f(x) + x + e. 

Analogously to the definition of a completely labelled simplex for integer 

labelling we have the following definition for vector labelling. 

. 1 n+ll G of Sn DEFINITION 4.2.4. A s1.mplex a(y , ••. ,y of a triangulation is 

completely labelled if the system of n+1 linear equations 

n+l i 
r \ t(y l = e 

i=1 

has a nonnegative solution A* 

The following lemma states t.1-iat a completely labelled simplex in G 

yields an approximate fixed point. 

LEMMA 4.2,5. The piecewise linear approximation f to the continuous function 

f with respect to G has a fixed point in the simplex a if and only if a 

is completely labelled. If A* is the solution of the system of equations 

of a completely labelled simplex a(y1 , ••• ,yn+ll, then the point 



n+l 
*' i * 

X E \Y 
i=l 

is a fixed point of f in a. 

1 n+l PROOt. Let cr(y , ••• ,y } be 
* n+l 

A • Since Ei=l (fi (xl-xi) = 0 

a completely labelled simplex with solution 

for x e: Sn , we find by adding up all 

equations of the system that 

* Hence x 

n+l 
E A* 1. 

i=1 i 

.,.n+ 1 , * i 1 n+ 1 
~i=l AiY lies in cr(y , ••• ,y land 

n+1 * i .i 
E A. ( - f (y l + y ) 

i=l 1 

* which proves that x is a fixed point off in cr. 

o, 

Conversely, if xis 

nonnegative vector 

. 1 n+l a point in cr(y , ••• ,y 1, there is a unique 

n+l i 
x = Ei=l AiY. Hence 

A= (A 1 , .•• ,Anl with E~:~ Ai= 1 such that 

n+1 i i 
n+l 

i -f(x) +x E \ (-f(y l + y + el e = E \R-Cy l - e. 
i=l i=l 

* - * * 
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If X is a fixed point of f in a, then f(x) - X = o, which implies that 

n+l 
* i E \ R,(y ) e, 

i=l 

where the A~'s are the unique nonnegative numbers such that x* 
1 1 n+l Therefore, by definition, cr(y , ••• ,y J is completely labelled. 

* In the next theorem the accuracy of x as approximate fixed point is given. 

THEOREM 4.2.6. Let e:,15 > 0 be such that mesh G = 15 and 

max If. (xl -f. (yl I < e: 
je:I J J 

n+l 

for all x,y e: cr, a e: G. 

* Then, if x is defined as in lemma 4.2.S, 
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max If. ex"'> - x~I < E • 
• T J J 
JE-n+l 

PROOF. From the proof of theorem 4.2.5 we have that 

* * X 
n+l * i 

z: :\,y 
i=l J. 

n+l * i n+l * 
Z: :\.f(y) with L >-. 1 and>-.~ 0 for all i. 

i=l i - i=l i J. 

Consequently, 
. * 

since max. If. (yJ.)-f. (x ) I < E for all i, 
J J J 

I * * max f. (x )-x. I 
jEI J J 

n+l * * i 
max I L >-. (f.(x )-f.(y·)) I < 
jEI i=l J. J J 

n+l n+l 

which proves the theorem. 0. 

n+l 
* Z: A. E 

i=l i 

This theorem states that using vector labelling a much better 

approximation can be obtained than for integer labelling, in particular 

when the dimension of the problem is large. 

E, 

To approximate a fixed point (if any) of a continuous function f from Rn to 

Rn, we take again a sequence of triangulations of Rn with mesh tending to 

zero. Now, a point in Rn is in case of.integer labelling again labelled by 

an integer of the set In+l-. 

DEFINITION 4.2.7. (STANDARD INTEGER LABELLING ON Rn). For any x E Rn let 

Then x receives the label ~(x) where 

~(xl i if f. (x) - x. ~ 0 
J. J. 

and 

'£(xl n+l if f. (x) - x. < o. 
J. J. 

Note that the number of labels is again equal to the number of vertices of 

a full-dimensional simplex so that a completely labelled n-simplex is well 

defined. The next theorem says that such a simplex yields an approximate 

fixed point. 
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LEMMA 4.2.8. Let E,o > O be such that maxj!xj - yjl so and 

max. lf.(x)-f.(y) I < E for all x and yin a completely labelled simplex o. 
J J J * 

Then for any x E o 

i PROOF. Let again y be the vertex of o having label i, i = 1, •.• ,n+l. Then, 

following the arguments in the proof of lemma 4.2.2, we get for all i 

and 

Together these inequalities give the result. D 

Finally, we consider vector labelling on Rn. 

DEFINITION 4.2.9. (STANDARD VECTOR LABELLING ON Rn). A point x E Rn 

receives the (n+l)-vector t(x) where 

and 

t. (x) 
l. 

f, (X) - X + 1 
l. i 

i 1, ... ,n 

E I 
n 

. 1 n+l G of Rn DEFINITION 4.2.10. Ann-simplex cr(y , ••• ,y ) of a triangulation . 

is completely labelled if the system of n+l linear equations 

n+1 
i 

L "i t(y ) = e 
i=1 

has a nonnegative solution A* 

n+l 
Observe that the last equation of the system is equal to Ei=l "i = 1. Then, 

following the proof of theorem 4.2.6, it can easily be seen that a 

completely labelled simplex yields a good approximate fixed point. 
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COROLLARY 4.2.11. 

maxj [fj (x)-fj (y) J 

cr(yl, ••. ,yn+l) in 

Let E,o > 0 be such that max. [x.-y, [ .S o and 
' J J J 

< E for all x and yin a completely labelled 
* n+l * i G. Then, with x = ri=lAiY, we have that 

I * * max f. (x ) -x. I < E. 

jEI J J 
n 

simplex 

Moreover, x* is a fixed point of the piecewise linear approximation f to f 

with respect to G. 

The results of the theorems 4.2.5, 4.2.6 and 4.2.11 can be 

generalized to an upper semi-continuous mapping~ on Sn and Rn respectively 

(see Todd [1976a]). Note that integer labelling is not suitable for 

u.s.c. mappings (see Todd [1976a, page 587). In case of vector labelling we 

choose an arbitrary element f(xl E ~(x). However, it is important that if 

in the course of a fixed point algorithm f (x) must be chosen for a second 

time, it will be the same choice as made before. In the next sections we 

discuss algorithms which generate completely labelled simQlices of a given 

triangulation of Sn or Rn. 

4.3. KUHN'S AND EAVES' FIRST ALGORITHMS. 

Since Scarf's original algorithm on Sn is based on primitive sets 

(see Scarf [1967,1973]) we pay no attention to this method. Already in 

1968 and 1969 Kuhn introduced two algorithms for integer labelling on the 

unit simplex, both making a search for a completely labelled simplex 

of the standard triangulation of Sn. The main ideas are however based upon 

Scarf's pioneering work. In this section Kuhn's first algorithm is first 

discussed. Some of the basic ideas and convergence-arguments o:'.:" this 

algorithm play a very important role in other fixed point algorithms 

dicussed later. After Kuhn's algorithm a vector labelling algorithm 

of Eaves [1971] is treated. 

Kuhn's first algorithm on Sn (see Kuhn f1968]) is an artificial start 

algorithm in the sense that it needs a layer of artificially labelled 

points outside Sn on which the algorithm starts. Let Un denote aff Sn. 
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-1 DEFINITION 4.3.1. Let m be the grid size of the standard triangulation 

of Un. Then 

Moreover, 

O} i 1, ••. ,n 

and 

-n -n -1 
sn+1 = {x € s lxn+1 = -m }, 

-n -n 
i.e. Si is the i-th boundary of S, i E In+l 

Clearly, Sn is triangulated by the standard triangulation of Un restricted 
-n -n n -n 

to S. Moreover, the grid points of S outside S are all points in Sn+l• 

It is easily seen that a grid pointy€ s:+1 is a vertex of at least one 
. 1 n+1 1 n simplex cr(y , ••• ,y ) such that the facet T(y , ••• ,y) is a simplex of 

the triangulation of s:+1 and yn+1 y. The idea of the algorithm is to 
-n give the vertices of Sn+1 an artificial label in such a way that for the 

a priori chosen grid pointy€ s:+1 one of these facets, say To, is almost 

completely labelled in the sense that the vertices of TO carry all the 

labels 1, ••• ,n. Also the artificial labelling will be such that TO is the 

only almost completely labelled boundary-facet of Sn. Since TO i~ a 

boundary-facet, there is only one n-simplex cr0 containing TO as a facet. 

Note that TO is opposite to the vertex y of cr0 • This simplex will be the 

starting simplex of the algorithm. Now i(yl is computed. Since y E s:+1, 
s s 0 i(y) ~ n+1. Hence t(y) i(y l for a unique vertex y of T. By 

replacing ys we obtain a unique simplex cr 1 adjacent to cr0 having a new 

vertex, say y. If t(y) = n+1, cr1 is completely labelled. Otherwise we 

replace the vertex of cr 1 having the same label as y to obtain a simplex cr2 
1 ad1!.aaent to cr , etc. So, the algorithm generates a path of adjacent 
0 1 2 n-simplices cr ,cr ,cr , ••• such that two adjacent simplices have a comnon 

almost completely labelled facet, until label n+1 is found. 

Formally, we choose an arbitrary pointy€ s:+1 which must be a grid point 

of the (standard} triangulation of Sn. Note that Kuhn chooses 

y = (n- 1, ••• ,n-1 ,0l T and m = kn for some positive integer k. The artificial 
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grid points are labelled as follows: 

(4. 3 .1) Q,(x) 

Furthermore, a point x E Sn receives a label according to the standard 

integer labelling rule on Sn. Obviously, Q,(x) f i if x ES~ 
1. 

Q,(x) f n+1 if x E and Q,(x) f i if x Es~ or x E s~+l n 

since 
~n . 1 s. I ,l_= I••• ,n., 

1. 
~n 

Observe that S. 1. 
n O 1 

Si, i=1, ••• ,n. LetT (y ,11) be the (n-1)-

simplex such that 

1 
y 

-1 n 
y - m r q(i) 

i=1 

Clearly, the vertices y1 , ••• , yn of 

and 11. 
1. 

i, i=l, ••• ,n-1. 

TO are grid points of ;n since 
i+1 i -1 . . 

y = y + m q(1.), 1. E In-l' _and 
n O n+1 

y E Sn+l" Moreover, T is almost 

completely labelled, since Q,(y1.) = i, i EI. Because of the linear 
~nn 

structure of the artificial labelling on Sn+l' it is easily seen that TO 

is the only almost completely labelled simplex in 
if ~n ~n Q,(x) f i x E Si, Si cannot contain·an almost completely labelled 

~n 
Sn+l" Further, since 

simplex, i E In. So, we have the following result. 

0 1 
COROLLARY 4.3.2. The (n-1)-simplex T (y ,11) is the only almost completely 

labelled boundary-facet of ;n. 

Next, let cr0 be the unique n-simplex of the triangulation having· TO as 

This cr0 can be represented by cr0 0 1 
cr (y ,11) where facet (theorem 2.2.8). 

1 
y is defined above and 11. i, i EI. Note that the last vertex of 

0 
cr 

n+1 1. n 
is equal toy, i.e. y y. The steps of the algorithm are now as 

follows. 

STEP 0. 

STEP 1. 

STEP 2. 

0 1 n+1 
Set cr equal to cr (y ,11) and y equal toy 

Calculate Q,(y). If Q,(y) n+1, cr is completely labelled and 

the algorithm terminates. Otherwise, Q,(y) = Q,(ys) for exactly 
s - 1 s-1 s+1 n+1 . 

one vertex y f y. The facet T(y , ••• ,y ,y , ••• ,y ) 1.s 

almost completely labelled. 

The simplex cr(y1 ,11) is adapted according to theorem 2.5.5 by 

replacing ys. Return to step 1 with y equal to the new vertex 

of cr. 



We now prove that the algorithm terminates within a finite number of 

steps with a completely· labelled simplex. Since TO is the only almost 
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~n 
completely labelled simplex in the boundary of s, all steps are feasible, 

i.e. each simplex generated in step 2 is a simplex of the standard 

triangulation of ~n, unless the algorithm returns in a0 while the vertex 
n+1 y y has to be replaced. However, we will prove that cycling cannot 

occur. Assume the contrary and let cri = crj, i < j, be the first simplex 

in which the algorithm returns. So, the adjacent simplices crj-l and cri 

have a common almost completely labelled facet. Since cri has two adjacent 

simplices sharing an almost completely labelled facet with cri if i ~ 1 

and only one such a simplex if i O (see again theorem 2.2.8) crj-l 

1 i-l i+l · f · > 1 d 1 1 . f ' 0 . must be equa to a or a i i - , an equa to a i i = . Since 

cri is the first revisited simplex, this can only occur if j-1 = i+1 and 

hence cri = cri+2 • This gives a contradiction since according to step 1 

the algorithm never goes back. Consequently, a unique path of adjacent 

different n-simplices of the standard triangulation of ~n is generated. 

Since the number of n-simplices is finite, the algorithm must terminate, 

which can only occur if a completely labelled simplex is found (Lemke's 

argument) • Moreover this simplex lies ,in Sn since Q, (x) f. n+1 if 
~n n 

x E (Sn+l u Sn+l), and is therefore a good approximation of a fixed point. 

Kuhn's second algorithm is a variable dimension algorithm and starts with 

the single point e(1). This algorithm is a special case of the variable 

dimension algorithm of van der Laan and Talman [1979a] to be discussed in 

section 5. Both algorithms of Kuhn are characterized by a start on the 

boundary of Sn and by a fixed grid size throughout the algorithm. As 

argued in the introduction these features cause inefficiency. Moreover, 

Kuhn developed his algorithms only for integer labelling. The first fixed 

point algorithm based on vector labelling is due to Eaves [1971]. Also this 

method is characterized by a start outside the region of interest. 

To describe Eaves' algorithm, let C be a compact, convex n-dimensional 

subset of Rn. Suppose we want to compute a fixed point of an u.s.c. mapping 

¢ from C to the set of nonempty, convex subsets of C. First, the mapping 

¢ is replaced by the u.s.c. mapping¢ from an n-simple~ S containing C in 

its interior to the set of nonempty, convex subsets of s, where¢ is 

* defined as in the proof of theorem 2.4.3. Remember that x is a fixed point 

of¢ if and only if x* is a fixed point of¢. Let y be an arbitrarily 

chosen point on the boundary of Sand let G be a triangulation of S such 

that y is in the interior of an (n-1)-facet To. Note that TO is a 
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boundary-facet. Furthermore, let the vector d be equal to ((y-c)T,O)T + e, 

where c is the interior'point of C defined in the proof of theorem 2.4.3. 

Each point x ES receives the label l(x) according to the standard 

labelling rule on Rn, where f(x) is an arbitrarily chosen but fixed 

element of ~(x). Observe that l(x) ((c-x)T,O)T + e if x E S\C. 

. 1 ( 1 k+l) . h 1 . 1 DEFINITION 4.3.3. A k-simp ex a y , ••• ,y wit k = n- or n is a most 

completely labelled (or almost complete) if the system of n+l linear 

equations 

* * * has a nonnegative solution (\ 1 , ••• ,\k+l'µ ). 

If the system of equations is nondegenerated, i.e. if the matrix 

1 k+l 
[l(y ), .•• , l(y ),d] 

has full rank, an almost completely labelled n-simplex has just two 

solutions with exactly one variable equal to zero (see Allgower and 

Georg [1980]). Clearly, an n-simplex a is completely labelled ifµ*= 0 

for one of these solutions. Since y is in the interior of , 0 , the latter 

simplex is almost completely labelled with a positive solution 
* * * (\ 1 , •.• ,\n' µ ). Because of the linear structure of l(y) on bd Sit 

is easily seen that , 0 is the only almost completely labelled boundary

facet. From this simplex on the algorithm generates now a path of 

adjacent n-simplices such that the common facets are almost completely 

* labelled. As soon asµ becomes zero, a completely labelled simplex is 
0 

found. The steps of the algorithm are as follows, where a in step O is 
0 1 n 

the unique n-simplex having T (y , ••• ,y) as facet. 

STEP 0. 

STEP 1. 

0 1 n+l 
Set a equal to a (y , ••• ,y ) and s equal to n+l. 

Calculate l(ys) and make a standard linear programming pivot 

step by bringing l(ys) in the system of linear equations 

n+1 i 
r \il(y) + µd e, 

i=l 
ifs 



to obtain a new feasible solution. Ifµ becomes zero, o is 

completely labelled and the algorithm terminates. Otherwise, 
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1 t-1 t+l n+l 
At becomes zero for some t # s, i.e. T(y , •• ,y ,y , •• ,y ) 

is almost completely labelled. 

STEP 2. 
t s 

Adapt o by replacing y. Return to step 1 with y equal to the 

new vertex of o. 

Assuming nondegeneracy, all replacement and pivot steps are unique and 

feasible. Hence,the algorithm can not cycle and must therefore terminate 

within a finite number of iterations with a completely labelled simplex. 

We remark that the problem of degeneracy can be solved by applying a 

lexicographic pivot rule (see Eaves [1971], Todd [1976a] and others). 

4.4. MERRILL'S ALGORITHM, 

In 1971 Merrill introduced a vector labelling algorithm on Rn which 

can start anywhere. Like Kuhn's first algorithm, it needs a layer of 

artificially labelled points. More pre9isely, Merrill's algorithm applied 

on Sn is identical to Kuhn's algorithm on Sn+l. Therefore, we first 

discuss the application of Merrill's algorithm for integer labelling to 

compute a fixed point of a continuous function on Sn (see also Kuhn 

and MacKinnon [1975] and MacKinnon [1975,1976]). For given grid size 
-1 

m , take an arbitrarily chosen gridpoint y of the standard triangulation 
n . - T T . n+l 

of S. Note that y corresponds with the pointy= (y ,0) in Sn+2 • Now 

each grid point (zT,O)T of the standard triangulation of Sn+l receives the 

label ~(z) according to the standard integer labelling rule on Sn. A grid 
n+l\ n+l point x in S Sn+2 receives the label n+2, i.e. 

n+2 if 

Note that this labelling rule is proper and that the n+l vertices of a 

completely labelled (n+l)-simplex having a label not equal to n+2, are 

all lying in Sn+;. Hence,the n-facet of a completely labelled simplex in 
n+l n+ 

S whose vertices carry the labels 1, ••• ,n+l corresponds to a 

completely labelled n-simplex in Sn. To find a completely labelled 

simplex in Sn+l Merrill's algorithm operates in exactly the same way as 

Kuhn's first algorithm described in section 3. First an artificial layer 
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Sn+l is added, whose vertices are labelled according to (4.3.1) with 
n+2 

respect to the pointy. Then the algorithm starts with the (n+l)-simplex 
O 1 n+2 

cr (y ,TI) such that Tii = i, i=l, .•. ,n+l, and y = y. Again the facet 
0 1 n+l T (y , ... ,y ) is the unique almost completely labelled boundary-facet of 

~n+l. From that simplex a path of adjacent (n+l)-simplices is generated 

such that the common facets are almost completely labelled. As soon as 

label n+2 is found the algorithm terminates. Following the arguments in 

section 3 it is easily seen that the algorithm converges. Actually, only 
~n+l n+l 

simplices of the set conv(Sn+ 2 u Sn+2 ) are generated and 

terminates if an almost completely labelled n-simplex of 

the algorithm 
n+l 

sn+2 is found. 
~n+l 

Therefore the set {x ES Ix 2 > O} can be deleted. Assume now that 
n+ 

we want to compute a fixed point of an u.s.c. mapping from Sn to the set 

b f n · h ~n+l · t' 1 t d of nonempty, convex su sets o S. Again t e set S is riangu a e as 
-1 . 

described above for some grid size m , and an arbitrary grid point 

y E Sn+;, which corresponds to y (say) in the set Sn, is chosen. 
n+ . n+l ~n+l . 

Now each point of Sn+2 and Sn+2 receives an (n+l)-vector label. A point 

(xT,O)T in sn+ 2l receives the label t(x) as stated in definition 4.2.3, 
n+ T -1 T 

where f(x) is an a priori chosen element of ¢(x). A point (z,-m ) in 

Sn+; receives label z-y+e. Clearly, the n-simplex To in s~:~ is 

c::pletely labelled,where TO is defined as above. Points (zT.a? in sn+l 

with a> Oare not labelled (since they are not generated by the algorithm). 

From the simplex TO the algorithm generates in the same way as Eaves' 
-n+l n+l . 

first algorithm a path of adjacent simplices in conv(Sn+ 2 u Sn+ 2 ) with 

common completely labelled facets, until a completely labelled facet in 

s~:; is generated. Clearly this facet yields an approximate fixed point in 

the corresponding n-simplex of Sn. Using standard arguments the atgorithm 

terminates within a finite number of pivot and replacement steps with such 

a facet. It is now easily seen how to apply Merrill's algorithm on Rn for 

' t d lab 11' ' n+l ' ' 1 d d' h in eger an vector e ing. First R is triangu ate accor ing tote 

KQ triangulation with arbitrarily chosen grid size a. This induces a 

triangulation of the subset Rn x [O,o]. Let y now be an arbitrary point 

in Rn. By a shift of the grid we can always let the pointy= (yT,O)T be 
0 n 

a point interior in an n-simplex T of the set R x {O}. The latter set 

will be the artificial level for the algorithm. In case of integer 

labelling a point x = (xT,O)T in Rn x {O} receives the artificial label 

t(i) where 



l',(x) min {j I y . - x . 
J J 

max (yk - ~)}. 

kEin+l 

th · - ( T r)T · n {r} ' th d 1 1 1 °( ) Fur er,a point z = z ,u in R x u receives e stan arc abe ~ z. 

Clearly, the simplex ,o is the unique completely labelled simplex in 

Rn x {O} in the sense that all vertices of ,o are differently labelled. 

51 

From this boundary-facet on, the algorithm generates in the same way as 

described above a path of adjacent (n+1)-simplices with completely labelled 

common facets until a facet is found in Rn x {o} corresponding to a 

completely labelled simplex in Rn. Since the number of simplices is finite 

in each compact region of Rn x ro,o], either the algorithm terminates 

within a finite number of steps or an in:':inite path to infinity is 

generated. A convergence condition can be found in Todd r1976a, page 91]. 

This condition is such that every point outside some bounded region has 

a neighbourhood of radius o in which at least one integer label is 

excluded, which implies that outside that region never completely 

labelled simplices can be generated. 

In case of vector labelling we take the same triangulation and label a 

point X (xT,O)T in Rn X {O} artifici~lly by l',(x) = y - X + e. Of course, 

a point z = (zT,o)T in Rn x {o} receives the standard label l',(z). Again 

, 0 will be the only completely labelled n-simplex in Rn x {O}. From this 

boundary-facet the algorithm generates by pivot and replacement steps 

as described for Eaves' first algorithm a path of adjacent (n+1)

simplices having common completely labelled facets. As soon as a facet in 

Rn x {o} is generated, the algorithm terminates. A convergence condition 

(Merrill's condition) is given in the next theorem. The proof of this 

theorem can be found in Merrill [1971, 1972]. 

THEOREM 4.4.1. Suppose there exist w E Rn, p > 0 andµ> 0 such that 

whenever x ~ B(w,µ), f E ~(xl and z E B(x,pl 

Then the algorithm terminates if the grid size of the triangulation is 

small enough. 

Note that Merrill's algorithm can be seen to trace zeroes of a piecewise 

linear approximation to h with respect to the triangulation of Rn x [O,o~, 
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where his the homotopy function on Rn x ro,oJ defined by 

h(x,t) 

Observe that when a completely labelled n-simplex cr on Rn x {o} is found, 

the algorithm can be restarted for a smaller o and with the point 
n+l * i i n y = Ei=l Ai y, where they 's are the (corresponding) vertices of cr on R 

and the ,:•s,iEin+l' are the solution of the linear system of equations 

with respect to cr. Of course, the same holds for the algorithm on Sn and 

for integer labelling. In the latter case the barycenter is a good choice 

to be the next starting point, i.e. take,:= (n+l)- 1 . 

4.5. VANDERLAAN AND TALMAN'S BASIC ALGORITHM. 

As argued in Van der Laan and Talman [1979a,1979b] and Van der Laan 

[1980],Merrill's algorithm has the disadvantage that it operates with 

artificially labelled points influencing the path of generated simplices, 

in particular if simplices are generated far away from the starting point. 

Moreover, Merrill's algorithm generates (n+1)-dimensional simplices. 

So, if a long path is generated, the algorithm needs many iterations. Also, 

if a path is generated such that all components have to be decreased with 

the same amount, many steps have to be performed. 

Both for integer and vector labelling Van der Laan and Talman proposed an 

algorithm which starts with a single point, i.e. a zero-dimensional 

simplex. This point is an arbitrarily chosen grid point of the (standard) 

triangulation of Sn (or Rn). From that point on,a path of adjacent 

simplices of variable dimension is generated, until a completely labelled 

n-simplex is found. As soon as a new label is found the dimension of the 

current simplex is increased by adding a new vertex to it. Sometimes the 

dimension is decreased by deleting a label and a vertex. This is to 

guarantee· non-cycling. 

First we discuss the method for integer labelling on Sn. Assume Sn is 

triangulated in the standard way with grid size m-l and let y be an 

arbitrary grid point, which will be the starting point. As usual a point 

x E Sn receives a label according to the standard labelling rule. 

DEFINITION 4.5.1. Let T be a proper subset of In+l and let ITI = t. 

A(t-11-simplex cr is T-complete if the t vertices of cr carry all'the labels 



53 

of the set T. 

Note that the starting pointy is {~(y}}-complete. Next, let for i€In q(i} 

be the i-th column of the standard triangulation matrix Q of Sn be 

defined as in section 2.6 and let 

q(n+1) 
n 
l: q(i). 

i=1 

Furthermore, TI(T} = (TI1 , ••• ,Tit} denotes a permutation of the t elements 

of T. Moreover, cr(y1,TI(T}} is the simplex cr(y1 , ••• ,yt+l} such that 

i+1 
y i 1, ••• ,t. 

Note that cr(y1,TI(T}) is at-face of the standard triangulation of Sn if y 1 

is a grid point and if all vertices lie in Sn. 

Now the algorithm proceeds as follows: 

STEP 0. Set t=0, T=¢,TI(T} 1 ¢, y 1 - 1 y, cr = cr(y ,TI(T)}, y = y and 

Ri = 0, i € In+l• 

STEP 1. Calculate i(y}. If t(y} 4 T, a new label is found and go to step 3. 

Otherwise i(y} = t(ys} for exactly one vertex ys # y. The facet 
1 s-1 s+1 t+1 T(y , ••• ,y ,y , ••• ,y ) is T-complete. 

1 If s = t+1 and~ = O, go to step 4. Otherwise cr(y ,TI(T}) and Rare 
t 

adapted according to table 4.5.1 by replacing the vertex ys. 

STEP 2. 

Return to step 1 with y equal to the new vertex of cr. 

STEP 3. If t = n, cr is completely labelled and the algorithm terminates. 

Otherwise increase the dimension. Set T =Tu {t(y}}, 

TI(T) (TI(T},t(y)}, cr = cr(y1,TI(T}} and t = t+1. Return to step 1 

with y y t+1 

STEP 4. Decrease the dimension. Set T = T/{Tit}, TI(T} = (TI 1 , ••• ,Tit_1l, 

cr · = cr <i, TI (T} } and t = t-1. Return to step 2 with y8 being the 

vertex of cr with label equal to the deleted integer. 
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1 
becomes 11(T) becomes R becomes y 

1 
1 -1 

q(111) (112, ... ,11t,111) R+e(11 1) s = y +m 
1 

2 s s s t y C111•···• 11s-2' 11s' 11s-1' 11s+1'···• 11t) R 
1 -1 

s = t + 1 y -m q(11t) (11t' 111' .•. ' 11 t-1) R-e(11t) 

Table 4.5.1. sis the index of the vertex to be replaced. 

Note that a replacement step of table 4.5.1 corresponds to the standard 

replacement step in Rt (theorem 2.5.5). The vector R of nonnegative 

integers is such that Ri = O, i 4 T, and 

(4.5.1) 
1 

y y + m-l L Rjq(j), 
jET 

Observe that the vector R is only used to test in ster, 2 whether a 

label has to be deleted (step 4) or not. As soon as Ri threatens to 

become negative, which can only occur if the last vertex of a must be 

replaced and R = 0, label i is deleted and the dimension is decreased. 
11t 

So, in view of (4.5.1) it is natural to define for T being a r,roper set of 

In+l the region A(T) 1 where 

y + E A,q(j) for nonnegative AJ., j ET}. 
jET J 

Clearly, the region A(T) is triangulated by the collection of t-simplices 
1 n 1 

a(y ,11(T)) in S such that y satisfies (4.5.1) for nonnegative integers 

R., j ET. Note that dim A(T) is indeed equal tot. Hence, the algorithm 
J 

generates a path of adjacent simplices of variable dimension such that two 
1 

adjacent t-simplices share a T-complete facet, are of the form a(y ,11(T)) 

and lie in A(T) for some Tc In+l" If two adjacent simplices have not the 

same dimension,, i.e. if one of them is a facet of the other, then the ( say) 

T-complete facet is of the form T(y1,11(T/{j})) and lies in A(T/{j}) for 
1 

some j ET, whereas the simplex is of the form a(y ,11(T)) 

A(T). Note that in the latter case R. = 0 
J 

t+l 
and that y = 

and lies in 
t -1 

y + m q(j) 

is the vertex of a opposite to the facet T. Roughly speaking, A·(T) is 

the region of Sn which lies between the starting pointy and the 

boundaries Sn where label i does not.occur, i ET. So, if a new label j~ T 
i 

(say) is found, a search is made in A(Tu{j}) in the direction of the 

j-th boundary and still close to the other boundaries. In this area of Sn 
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one may expect to find labels not in the set T. By this property it can 

easily be seen that simplices outside Sn cannot be generated. If, however, 
n the generated path of simplices moves away from some boundary Si, i ET, 

then label i is deleted as soon as a (t-1)-simplex in A(T\{i}) is 

generated. Note that. this sim~lex is T-complete. By replacing the vertex 

oft with label i, the algorithm continues in A(T\{i}), etc. By the proper 

labelling rule it is easy to see that all other steps are also feasible. 

Moreover, all steps are unique (see Van der Laan and Talman r1979a]) sothat 

cycling cannot occur. Since the number of simplices in Sn is finite, the 

algorithm must terminate within a finite number of iterations with a 

completely labelled n-simplex yielding an approximate fixed point. Of 

course, the algorithm can now be restarted with a larger m and close to 

the approximation to obtain a better accuracy. 

To compute a fixed point of a mapping~ from Sn ~nto itself, each point x 

is labelled according to the standard labelling rule whereas Sn is again 

triangulated in the standard way for some m. 

DEFINITION 4.5.2. Let T be a proper subset of In+l with IT\ = t. A (t-1)

simplex cr(y1, ••• ,ytl is called T-complete if the system of n+1 linear 

equations 

t . 
(4.5.2) r A,2(vil + r µhe(h) = e 

i=1 i - h ,f:T 

* * has a nonnegative solution (A,µ l 

Starting with T = 0 and with the system n+1 
rh=l µhe(h) = e, the algorithm 

generates from an arbitrarily chosen grid pointy by pivot and 

replacement steps a path of adjacent simplices of variable dimension such 

that two adjacent t-simplices whose common facet is T-complete are 
1 simplices of the form cr(y ,~(T)l and are lying· in A(T). As soon as by a 

pivot step .a unit vector e(j), j 4 T, (say) is eliminated (i.e. when µj 

becomes zero), the dimension of the current simplex is increased and a 

search is made with (t+1)-simplices in A(TU{j}) having (Tu{j})-complete 

common facets. If, however, the dimension has to be decreased since for 

some i ET the region A(T/{i}) is met, the unit vector e(i) is 

reintroduced in the system, etc. Thus the algorithm proceeds as follows. 
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STEP o. 

STEP 1. 

Sett= 0, T = 0, 'IT(T) 0, 1 
a(y 

1 , 'IT (T) ) , 1 and y y, a s 

R, 
1. 

= o, i E I n+l. 
Calculate 9,(yS) • Perform a pivot step by bringing 9,(ys) in the 

system 

t+l 
l.: A. 9-(yi) + 

i=l 1. 

e. 

i;,!s 

If µh = 0 for all h, a completely labelled simplex is found and 

the algorithm terminates. Otherwise, either e(j) for some j i T 

is eliminated and go to step 3, or 9,(yk) is eliminated for 
k s 1 k-1 k+l t+l 

exactly one vertex y f y. The facet T(y , ... ,y ,y , ... ,y ) 

is T-complete. 

STEP 2. If k = t+l and R = 0, go to step 4. Otherwise a(y1,'Tf(T)) and R 
'ITt k 

are adapted according to table 4.5.1 by replacing y. Return to 

step 1 withs equal to the index of the new vertex of a. 

STEP 3. Increase the dimension. Set T = Tu{j}, 'IT(TJ = ('IT{T), j ), 
1 a= a(y ,'Tf(T)) and t = t+1. Return to step 1 withs= t+l. 

STEP 4. Decrease the dimension. Set T.= T\{'Tft}, 'IT(T) = ('IT 1 , ... ,TTt_ 1), 
1 a= a(y ,'Tf(T)), t = t-1 and perform a pivot step by bringing 

e ( r) in the system of linear equations (r is the deleted index J 

t+1 
l.: A. 9-(yi) + 

i=l 1. 

e. 

If for some j i T e(j) is eliminated, go to step 3. Otherwise 

return to step 2 with k equal to 

label 9-(yk) is eliminated. 

the index of the vertex whose 

Assuming nondegeneracy, the algorithm terminates within a finite number of 

steps if all steps are feasible. In Van der Laan ~1980] it is shown that 

both the replacement, pivot and extension steps are feasible. These 

properties will also be shown in a more general framework in chapter 6. 

Thus, a completely labelled simplex will be found by the above algorithm. 

Clearly, the algorithm can be applied by using other triangulation 

matrices than Q. In chapter 5 we return to this matter. The algorithm 

on Sn is illustrated for integer labelling in figure 4.5.1 for n = 2, 

m = 9 and y = (3,5,1)/9. 
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e ( 1) e(2) 

Figure 4.5.1. Van der Laan and Talman's basic algorithm on Sn. 

The application of Van der Laan and Talman's basic algorithm on Rn is 

straightfo:rward and will not be discussed here (see Van der Laan and 

Talman [1979b] and Van der Laan [1980]). In chapter 7 a class of variable 

dimension algorithms on Rn is presented. It will appear that the basic 

algorithm is one of the two extreme cases of this class. Also (new) 

convergence results are given in chapter 7. 

In 1972 Eaves and Eaves and Saigal introduced a homotopy algorithm to 

compute a Kakutani-fixed point on Sn and Rn respectively. In their method 

they use a triangulation of Sn x [1, 00 } (and Rn x [0, 00)) with continuous 

refinement of the grid size with a factor df incrementation of (at most) 

two. In this kind of algorithms the mapping¢ is deformed from a linear 

function ¢6 on the first level to a piecewise linear approximation ¢k to¢ 

with respect to the triangulation of Sn (P.n) on level k. On level k the 

grid size is (at most) two times smaller than on l.evel k-1, k=2, 3, .•. 

Fork goes to infinity fixed points of ¢k converge to fixed points of¢. 

The triangulation of the set Sn x U, 00 ) (Rn x [0, 00)) is such that it is 

built up from triangulations between two levels so that there are only 

grid points on the levels. The grid points on the first level are 
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artificially labelled as in Merrill's algorithm, whereas grid points on 

the 0ther levels are labelled in the standard way. Starting now with the 

unique completely labelled simplex on the first level, the algorithm 

generates by pivot and replacement steps a path of adjacent (n+l)

simplices of the triangulation such that two adjacent simplices have 

common completely labelled n-facets. Since on Sn the labelling is proper 

it can easily be seen that simplices outside Sn x :1, 00 ) cannot be 

generated. Moreover, since all steps are unique, cycling cannot occur. 

Therefore the algorithm finds within a finite number of iterations a 

completely labelled n-simplex on each level k, k = 1,2, .•. If the 

homotopy-algorithm is applied on 1:l.n x [O, 00 ), either we have the above 

situation or a path going tc, infinity is generated. Convergence 

conditions can be found in Eaves and Saigal [1972]. However, these methods 

have the disadvantage that the factor of incrementation is at most two 

whereas a res.tart algorithm can take any factor. Van der Laan and 

Talman [198Ob], Van der Heyden [1979] and Shamir [1979] independently 

introduced a homotopy algorithm such that the factor of incrementation can 

be of any size (see also Van der Laan [1980]). The basic idea for 

triangulating Sn x [1, 00 ) or Rn x [0, 00 )· with a general factor was obtained 

from an interpretation of Van der Laan and Talman's basic algorithm with 

an artificial level of n+l points. This interpretation was independently 

found by Van der Laan and Talman [1979a], Todd [1978b] and Barany 

[private communication] (see also chapter 8). 



CHAPTER 5 

THE EFFICIENCY OF TRIANGULATIONS 

5.1. INTRODUCTION. 

Computational experience with several fixed point algorithms has 

shown that the efficiency of an algorithm is very sensitive to the 

underlying triangulation (see e.g. Saigal [1977a] and Todd [1978a]). 

In this chapter several measures for the efficiency of a triangulation 

are discussed and compared. 
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In section 2 an intuitively attractive class of so called "fixed point 

triangulations" of Rn is introduced. Section 3 discusses two crude measures 

for triangulations ofthe unit cube. In·section 4 the average directional 

density of a triangulation is treated. This measure was introduced by Todd 

to compare triangulations of Rn. The SV-measure developed by Van der Laan 

and Talman [19BoaJ is presented in section 5. This measure is based on the 

ratio of the sum of the squared lengths of the one-faces and the volume 

of the simplice~ of the triangulation. The measure is closely related 

to the DV-measure independently found by Todd. For both measures.the 

(same)optimal triangulation within the class of fixed point triangulations 

of Rn will be calculated. Also some of the properties of the optimal 

triangulation are discussed in seption 5. It will appear that this 

triangulation is a generalization of the equilateral triangulation of R2 . 

In section 6 the average directional density and the SV-measure are 

calculated for several interesting triangulations. Finally, section 7 

presents a new triangulation of the affine hull of Sn having the same nice 

properties as the optimal triangulation of Rn. In the last two sections 

also some computational experience is given. 

This chapter is based on the work of Van der Laan and Talman [1980a]. 
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5.2. FIXED POINT TRIANGULATIONS OF R~ 

If a triangulation induces many shapes of long and skinny simplices, 

a fixed point algorithm suffers from inefficiency (on the average) since 

the accuracy of an approximation depends on the distance between the 

vertices of the triangulation while the number of iterations to find comple

tely labelled simplices depends on the number of simplices per unit cube. 

Therefore it is in the first place worthwile to consider regular,congruent 

triangulations. 

DEFINITION 5.2.1. A triangulation is congruent if all its simplices are 

congruent to each other. 

Observe that the K triangulation defined in section 2.5 is congruent but 

that the H triangulation is not (n ~ 3). Since for a congruent triangula

tion it is in general sufficient to derive properties of the simplices for 

only a single simplex, we make often use of a special simplex having the 

simplest representation. This simplex makes however only sense if the 

triangulation is regular, i.e. if the .triangulation is of the form AK where 

A is a nonsingular nxn matrix. 

DEFINITION~ 2.2. For a congruent AK triangulation of Rn the standard 
1 n+1 . 1 simplex, to be denoted bys or s(y, ••• , y ), is then-simplex cr(y ,TT) 

1 n 
such that y is the zero-vector and TTi = i, i = 1, •.• ,n. 

Note that the i th vertex of s(y1, ••• , yn+l) is equal to yi 

i=2, ••• ,n+1. 

Although each simplex of a congruent regular triangulation has the same 

properties, not each such a triangulation is suitable for use in a fixed 

point algorithm. In view of Merrill's condition, we clearly have that if 

a point has label i there is an indication that the i-th component must 

be strictly increased whereas the other components must be decreased or 

remain the same, i E In. Intuitively, these amounts must be the same for 

all i. So, we can represent the i-th column of a suitable triangulation 

matrix by then-vector 

a(i) (13, ••• , 13, a, 13, ••• , 13)T 
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for some positive a and nonpositive S, where a is on the i-th place, i E In. 

so, let A be the matrix with i-th column equal to a(i). Then we have the 

following property which follows immediately from the structure of A. 

LEMMA 5.2.3. For an rum matrix A with a >0 and f3$ 0 holds that the AK 

triangulation is congruent. 

Next consider the vector yn+l - y1 of an arbitrary simplex cr(y1 , •.• , yn+l) 

of an AK triangulation. All components of this vector are equal to 
n+l 1 n 

a+ (n-l)S since y y = Ei=la(i). But, in case a+ (n-l)S > 0, the 
1 n+l 

vector y - y =-{a+ (n-l)S}e can be used to represent the direction 

to make a search if label n+l is found since decreasing all components 

with,the same amount corresponds to a search for other labels if a point 

is found carrying label n+1 (see Van der Laan and Talman [1980aJ and 

Van der Laan [1980]). Therefore we now have a class of triangulations 

which seems to be suitable for use in a fixed point algorithm. 

DEFINITION 5.2.4. The class A of (a,S)-triangulations is the subclass of 

AK triangulations such that 

S :,; 0 and a+ (n-1)8 > 0. 

Note that if S = 0, we obtain the K triangulation with grid size a. 

If S < 0, the mesh of the (a,S)-triangulation is Isl times the mesh of 

the (a/lSl),-1)-triangulation. So, to compute the mesh of an arbitrary 

(a,S)-triangulation, we can restrict ourselves to the class of (a,-1)-· 

triangulations. An element of this class will be denoted by a-triangulation. 

Note that a> n-1. 

To compute the mesh of an a-triangulation, let the number b be equal to 

b 
2 

L<a+1) /(4+4a-2n)J, 

where LxJ denotes the largest integer smaller than or equal to x. 

Since a> n-1, bis positive. 
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THEOREM 5.2.5. The mesh of an a-triangulation, to be denoted by mesh A(a), is 

mesh A(a) 2 2 ~ [kfo - (k-1)} + (n-k)k ] , 

where 

n if b ~ n 

k { b if b s n-1 and 

b+l if b s n-1 and 

j 1 n+l 
where y is the j-th vertex of the standard simplex s(y, •.• , y ) of 

the a-triangulation. 

PROOF. Since an a-triangulation is congruent, we have that 

mesh A(a) 
1 n+l diam s ( y , ••• , y ) • 

Moreover, because of the special structure of the triangulation matrix 

it is easily seen that 

. 1 n+l diam s (y , ••• , y ) 

i+l 
Clearly, y, = a - (i-1) for j 

J 
Therefore, for i = 1, ••• ,n 

max ll/+111-
ie:I 

n 

i+l 
1, ••• ,i,and yj -i for j =i+l, •.. ,n. 

The theorem now follows immediately by determining the index k for which 

I IYk+ll I is maximal. Remember that y 1 is the zero-vector. 0 

Note that when a+ 00 , the mesh of the (1,-a-1)-triangulation converges to 

mesh vn of the K triangulation. 

Finally, we give some properties of the triangulation matrix of an 

(a,S)-triangulation. These properties will be used in the next sections. 
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LEMMA 5.2.6. Let A(a,S) be the triangulation matrix of the (a,S)-triangu-

lation and let B (bij-) be the inverse of A(a,$). Then 

and 

n-1 
det A(a,S) ={a+ (n-1)$} (a-S) 

{a+ (n-2)$}/[(a-S){a + (n-1)$}] 

-S/[(a-S){a + (n-1)$}] 

i 1, ... ,n 

j 'F i. 

Before we introduce a measure to determine the optimal triangulation 

within the class of a-triangulations we discuss some crude measures 

earlier studied in the literature. 

5. 3. CRUDE MEASURES. 

The first measure for the efficiepcy of a triangulation was to count 

the number of simplices in which the unit cube is triangulated given that 

the mesh of the triangulation is equal torn. However, both the K-, H- and 

J triangulations subdivide the unit cube inn! simplices, i.e. this 

measure does not distinguish between these triangulations. Saigal [1977a] 

experienced that in particular for large n the K triangulation performs 

much better than the H triangulation in the sense that the number of 

iterations for the K triangulation is much lower than for the H triangula

tion if the same algorithm is applied and the same grid size is used. This 

fact is not unexpected since the H triangulation gives many shapes of 

simplices whereas the K triangulation is congruent and is an element of 

the class A. Therefore, the above measure is too rough and must be rejected. 

Before introducing a more sophisticated measure we mention the interesting 

problem of finding the triangulation of the unit cube into the fewest 

number of simplices. This is still an open problem. However for n = 3, 4 

and 5, Mara [1972] discovered triangulations of the unit cube producing 

5, 16 and 68 simplices respectively. 
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A second measure was given by Saigal, Solow and Wolsey [1975]. Also this 

measure can only be used to compare triangulations of the unit cube. While 

the number of simplices of the unit cube is an "n-dimensional" measure, 

the measure of Saigal et al. is an "1-dimensional" one predicting better 

the number of iterations of an algorithm. Roughly speaking, the measure 

estimates the effort (number of iterations) to proceed through the unit 

cube. To discuss this measure, let cr 1 , cr2 , .•• , crk be a sequence of 

distinct n-simplices such that cri and cri+l are adjacent for i = 1, ••• ,k-1. 

Let TO be a facet of °i. such that TO f cr 1 n cr2 and let Tk be a facet of crk 

such that Tk f crk-l n crk. Then we call cr1 , ..• , crk a path from TO to Tk 

having length k. In general let p(T,T) be the minimal path-length between 

two facets T and T. For a triangulation G of the unit cube, Saigal et al. 

[1975] defined the following so-called diameter measure,to be denoted by 

dia G. 

DEFINTION 5.3.1. The diameter of a triangulation G of the unit cube C' 

is the maximum of the minimal path-length between any pair of boundary

facets of G, i.e. 

dia G max p(T ,T). 
T,TEbd C' 

Saigal [1977a] stated that dia H ~ O(n3) and dia K = ½n(n-1)+1. 

His compuational experiences with Merrill's algorithm confirmed the 

theoretical superiority of the K triangulation over the H triangulation. 

As argued by Todd [1976b] the diameter of a triangulation (of the unit 

cube) is a "worst best case" measure. Moreover, the measure can be only 

applied to triangulations of the unit cube. Therefore, a more sophisticated 

measure, called the average directional density of a triangulation,was 

proposed by Todd [1976a, 1976b and 1978a]. 

5.4. AVERAGE DIRECTIONAL DENSITY• 

Before defining the average directional density (a.d.d.) of a 

triangulation G of Rn, to be denoted by N(G), we formulate the 

directional density of G for a given direction d. Roughly said, the 

directional density of a triangulation is the number of simplices met 
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per unit length by a straight line into the direction d, An important fact 

is that the directional density is not restricted to a triangulation of 

the unit cube. Observe that the value of the directional density 

corresponding to the worst direction is again a "worst be.st case" measure. 

By averaging the directional density over all directions we obtain the 

a.d.d •• 

Formally, let G be a triangulation of Rn. Then, for x,d E Rn and t ~ 0, 

define the ratio N(G,x,d,t) as the number of simplices of G intersecting 

the line segment [x,x+td] divided by the number t. Now, denote by N(G,d,t) 

the limit as r-+ 00 of the average of N(G,x,d,t) for x uniformly distributed 

in {yERnl I IYI i ~ r}, provided this limit exists. Finally, the directional 

density with direction d, to be denoted by N(G,d), is the limit of N(G,d,t) 

fort-+ 00 , provided it exists. Observe that by averaging x lying in a 

large ball we eliminate the effects of the ·starting point and that by 

letting t-+ 00 any effects of the ending point are eliminated. Todd [1976b] 

proved the following theorem. 

THEOREM 5.4.1. For the K-and J triangulations (with grid size 1) holds 

that all limits exist. Moreover, 

n n j-1 
N(K,d) L ldjl + L L Id. - d. I 

j=l j=l i=l 1. J 

and 
j-1 n n 

N (JI d) L ldj I + L L ~{Id.+ djl + ldi-djl}. 
j=l j=l i=l 1. 

-1 
It can easily be seen that N(AG,d) = N(G,A d) for every non-singular 

matrix A. Hence, the directional density of an AK- or AJ triangulation 

can be obtained directly from this theorem. 

DEFINITION 5.4.2. The average directional density N(G) of a triangulation 

G of Rn is the average of N(G,d) ford uniformly distributed on the unit 

ball {y E Rnl I IYI I = 1}. 
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THEOREM 5.4.3. For both the K- and J triangulation holds that 

N(K) N(J) {n + n(n-1Y✓2}g, 
n 

where g = 2f(½n)/{(n-1)/;r(½(n-1)) }. 
n 

Moreover, let A be a nonsingular nxn matrix and let b(j) be the j-th row 

of the inverse B of A. Then, 

N(AK) 

and 

N(AJ) 

n 
{ E 

j=l 

n j-1 
llb(jlll + E E 

j=l i=l 

n n j-1 

I lb(i)-b(j) I I }g n 

{ r lln(jl II+ E r ½( llb(il+b(jl l!+llb(il-b(jl II l }g • 
j=l j=l i=l n 

The proof of this theorem can be found in Todd [1976b, 1978a]. 

'I, 

Remember that the H triangulation is identical to the QK triangulation as 

stated in section 2.5. 

COROLLARY 5.4.4. 

N(H) 
n 

{ E 
j=l 

(n-j+l) ff }g • 
n 

Using lemma 5.2.6 we can also easily calculate the a.d.d. of an 

(a,8)-triangulation, to be denoted by N(a,$). 

COROLLARY 5.4.5. 

N(a,8) 

n(n-l){a + (n-1)8}/fi] / [(a-S){a+(n-1)8}]. 

Clearly, given the mesh, a triangulation having a low a.d.d. seems to be 

suitable for use in a fixed point algorithm. For a given AK (or AJ) 

triangulation it is not hard to calculate N(AK) (or N(AJ)). 

However, to find a triangulation which minimizes the a.d.d. seems to be a 



difficult problem since the a.d.d. depends on the mesh, i.e. to compare 

different triangulations'wehave to normalize them such that they have the 

same mesh. But the mesh of an arbitrary triangulation is hard to handle, 

also if we restrict ourselves to AK triangulations. Thus, an optimal 

triangulation according to the a.d.d. measure is not known, even not in 

the subclass of (a,S)-triangulations. However, Todd [1978a] gave a lower 

bound for the a.d.d. of an AK triangulation. 

THEOREM 5.4.6. For any nonsingular matrix A 

N(AK) > (4n2/25/s)g 
n 

if mesh AK rn. 

This result was improved by Van der Laan and Talman [1978a] for the class 

A of (a,S)-triangulations. 

THEOREM 5.4.7. For any (a,S)-triangulation having mesh equal to.;; holds 

i 
PROOF. Let y be the vertices of the standard simplex sn of an (a,S)-

triangulation having mesh equal to rn. We first show that a~ 2. Assume 

to the contrary that a > 2. Distinguish now between the cases 

0 ~ S > -(n-1)-l and -(n-1)-l ~ S > -a(n-1)-1 . Note that we have 
-1 -1 

-a(n-1) < S since a+(n-l)S > 0. If O ~ S > -(n-1) , then a+(n-l)S > 1 

which implies that 

mesh AK diam s ~ j jyn+l j j 
n 

{a + (n-1) s} ✓n > ,;; 

contradicting the fact that mesh AK= rn. In the other case there exists 

an integer k, 1 s ks n-1, such that kS s -1 and (k-l)S > -1. Hence, 

a+ (k-l)S > 1 and -kS ~ 1 so that 

mesh AK diam s ~ I j /+ 1 11 n 

again contradicting the fact that mesh AK= rn. Hence a S 2. From lemma 

5.2.5 we have for the i-th row b(i) of A- 1 , i EI ,that, 
n 

67 
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2 2 2 2 
[{a+(n-2)S} +(n-l)S ]/[(a-S) {a+(n-l)S} J 

-2 2 
(a-S) [1+S{S-a-(a+(n-1)S)}/{a+(n-1)S} J 

since S ~ 0, a> O, 0 < a+(n-l)S ~ 1. 

Therefore, I Jb(i) 11 2: (a-S)-l for all i. Clearly, I lb(i)-b(j) 11 

for all i ~ j. So, from theorem 5.4.3 

-1 C 
(a-SJ v 2 

Finally, a+(n-l)S > 0 and O <a~ 2 imply 

a - S < na/(n-1) ~ 2n/(n-1). 

Hence, 

which proves the theorem. 0 

COROLLARY 5.4.8. Within the class A the lower bound of the a.d.d. 

converges tog n2/./s as n ➔ 00 • 
n 

It is still an open problem whether theorem 6.4.8 holds for all (regular) 

triangulations. Since an (a,S)-triangulation yields congruent simplices, 

one would expect that an optimal triangulation is an (a,S)-triangulation. 

In the next section we present a measure for which it is indeed possible 

to calculate the optimal triangulation within the class A. Moreover, we 

can prove that for n ➔ 00 the a.d.d. of this triangulation converges to the 

lower bound of corollary 5.4.8. 
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5.5. MEASURES BASED ON MINIMIZING THE NUMBER OF GRID POINTS. 

In this section a measure is presented which is insensitive for the 

mesh of a triangulation. Within the class A of fixed point triangulations 

it will be rather easy to calculate the optimal triangulation. However, 

before defining this measure, we make some introductory remarks. 

Intuitively it is obvious that the most efficient fixed point triangulation 

of R2 is the equilateral a-triangulation, i.e. with a= 2+/3. Note 

that the 3 one-faces of any simplex of this triangulation have the same 

length. Unfortunately, for n ~ 3 there exists no (congruent) triangulation 

of Rn such that all one-faces of the simplices have the same length. 

Nevertheless given some accuracy we want to minimize the number of grid 

points per unit cube (on the average) since in that case one may expect 

that the number of iterations to find a completely labelled n-simplex is 

minimized. Since the class A is very suitable for use in fixed point 

algorithms we restrict ourselves for the moment to (a, 8) -triangulations. 

The number of grid points per unit cube is on the average equal to one 

over the volume of n! simplices. Note that the latter is equal to 
-1 

(det A(a,8)) , where A(a,8) is the triangulation matrix of the (a,8)-

triangulation. The accuracy of a triangulation corresponds to the total 

(squared) lengths of the one-faces of a simplex r 

The diameter seems to be a too rough estimate for the accuracy. For example1 

let cr (y1 ,y2,y3) be a· triangle in R2 and let diam cr = I I /-y2 II. If we move 
3 1 2 

y closer to the line segment [y ,y ],the accuracy improves but the diameter 

remains the same. The total length of the one-faces decreases however, 
3 i 2 

whereas also the volume of cr decreases. If we move y away from [y ,y] 

the accuracy becomes worser whereas the diameter does not change as long 

as the distance between y1 and y2 is more than the distance between y3 and 
1 3 2 

y and y and y, Now the total length of the one-faces increases. The 

same reasoning can be given for n ~ 3. So, the sum of the squared lengths 

of the one~faces divided by the volume of a simplex seems to be a good 

measure to characterize the efficiency of a triangulation for use in a 

fixed point algorithm. In general we have the following definition. 
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DEFINITION 5.5.1. For a triangulation G of an m-dimensional convex subset 

C of Rn, the SUm of the· squared edge lengths-Volume-measure (SV-measure), 

to be denoted by SV(G), is defined by 

SV(G) sup 
O' E G T 

where the sum is taken over all one-faces T of cr. 

7he term of the numerator between brackets reflects the sum of the 

squared lengths of all one-faces of cr, whereas the term of the denominator 

is the volume of cr. By raising the first to the power a half and the 
-1 

latter to the power n , we obtain a measure being homogeneous of degree 

zero in the grid size. So, the SV-measure of a triangulation can be seen 

as a measure for the number of grid points per unit cube relatively to the 

accuracy of the triangulation. Obviously, if n = 2 the SV-measure is 

minimized for the equilateral triangulation. Before we calculate the 

optimal triangulation for n ~ 3, we compute the SV-measure of an (a,-1)

triangulation, to be denoted by SV(a). Observe that the SV-measure of an 

(a',S)-triangulation is equal to 

SV(a' ,S) SV(a) 

where a a' I IS I -

THEOREM 5 . 5 • 2 • 

where r 
n 

Further 

SV(a) 

SV(K) 

2 2 ½ . n-1 1/n 
r (n -n-2an+2a+2a) /{(a-n+l) (a+l) } 

n 

r 12. 
n 

PROOF. Since an a-triangulation is regular and congruent, the SV-measure 

simplifies to 

(5. 5 .1) SV(a) =(i: diam2 T)½/(ldet A(a) l/n!)l/n 
T 
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where the sum is taken over all one-faces of the standard simplex 
1 n+l 

s(y , ••• , y ) and where A(a) is the triangulation matrix of the 
n-1 a-triangulation. From lemma 5.2.6 we have that det A(a) = (a-n+l) (a+l) • 

Moreover, to calculate the numerator of the right side of (5.5.1) 

observe that 

11/-j+l 11 1 s j <ks n+l 

·+1 ·+1 
since y~ = a-(j-1) for is j and y~ = -j for i > j, j €I. 

1 1 1 n+l n k+l 
Hence, the number of one-faces of s (y , ••• , y ) having length 11 y 11 

is equal to n-k+l, k €In.So the total squared lengths of the one-faces 

of sn is equal to 

E diam2 T = 
T 

n 
z 

k=l 

2 2 
n(n+l) (n+2) (n -n-2an+2a+2a )/12. 

Taking the above expressions together we get the desired result. The 

result for the K triangulation follows·from the fact that (5.5.1) also 

holds for this triangulation. D 

COROLLARY 5.5.3. 

lim SV(a) 
Cl ➔ oo 

THEOREM 5.5.4. 

SV(n+✓n+l) 

SV(K). 

min SV(a) 
a>n-1 

2 
PROOF. Let C(a,n) be (SV(a)/rn) • Then 

r (n+1)1/2n. 
n 

dSV(a) L C( )-~ dC(Cl,n) 
~ = .rn a,n da 

D(a,n)[(2a+1-n) (a-n+l) (a+l) -

2 2 
(n -n-2an+2a +2a){a+1+(a-n+1) (n-1)}/n], 
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-½ -(n+2)/n -(3n-2)/n 
whereD(a,n)={C(a,n)} rn(a-n+l) (a+l) . 

Certainly, D(a,n) is positive for a> n-1, n=l,2, .... Putting now 

dSV(a)/da equal to zero W8 obtain 

2 2 2 3 2 
a -a n+2an -2an-n +2n -1=0 

which implies 

a 1 , 2 = n± /n+l. 

Since a must be greater than n-1, it follows that n~ is the only 

feasible solution, yielding a minimum of SV(a) as can easily be seen. 

Clearly, this minimum is less than SV(K) as follows from theorem 5.5.2. 

To calculate SV(n+✓n+l) we obtain from lemma 5.5.2 that 

SV(n+/n+l) 

-~ _,--;".n-11/n 
{(1-w n+l) (n+l-w n+l) } . 

After simple calculations we get that the numerator is equal to 

/n+1{1+.1n+i)r and the denominator to (1+/n+l) (ln+l) (n-l)/n. 
n 

Notice that n+2+2"n+1 = (1-Wn+l/ and n+l+ln+l = /n+l (1-Wn+l). Hence, 

SV(n+/n+l) r (n+l) 1/2n. 
n □ 

* We now give some interesting properties of the a -triangulation where 

a* = n+✓n+l. 

* THEOREM 5.5.5. The barycentre of a simplex of the a -triangulation has 

the same distance to each vertex of the simplex. Moreover, this 

distance is equal to {n(n+2)}½(1+✓n+1)/2 ✓3. 

1 n+l 
PROOF. Let b be the barycenter of s(y , ... ,y ). Since b z:n+l i 

i=1 y / (n+l) 

it can easily be seen that 

{(n+l)a*-ja*-~n(n-1)-j+l}/(n-1) j 1, ... ,n. 



·+1 
The distance dj between band the vertex yJ is equal to 

j 
[ E 
i=l 

{b.-o. +j-1}2 + 
1. 

n 
E 

i=j+l 
j o, ... ,n. 

After simple calculations we obtain that dj is independent of j for all 

j and is equal to 

which proves the theorem since the o.*-triangulation is congruent. D 
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The theorem says that the simplices of the optimal o. 

as "round" as possible. 

-triangulation are 

1 n+l 
THEOREM 5.5.6. Let s(y , ... ,y ) be the standard simplex of the 

* o. -triangulation. Then 

(i) k=l, ••• ,n, 

(ii) mesh A(o.*) = I IY½(n+3 ) I I ½(1+/p.+1) (n+l), 

k+l ,--:-
PROOF. Since, fork E In, yi n+vn+l -(k-1) if i ~ k, and 
k+1 
Yi -kif i > k, we have that 

r-:- 2 2 
k(n+vn+l-k+l) + (n-k)k 

and 

(n-k+l) (/n+l+k) 2 + (k-1) (n-k+1) 2 , 

which proves part a. 

To prove part b, recall from the proof of lemma 5.5.2 that 

11 Yk_YJ' 11 = 11-Yk-J' +1 11 for 1 ~ j < k ~ n+l. Therefore 

* mesh A(o.) diam s 
n 

max 

kEin+l 
11/11 

n odd 

n even. 
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max 
kEI 

n 

r-;- 2 2 ½ 
{k (n+vn+1-k+1) + (n-k) k } , 

which also follows from theorem 5.2.5. 

It is now easy to see that the maximum is attain,ed for k 

n is odd and fork= ½(n+2) and k = ½(n+4) if n is even. 

½(n+3) if 

□ 

n+1 1 , 
Theorem 5.5.6 implies that the distance between y and y is equal to the 

i i+1 , * 
distance between y and y , i = 1, ... ,n. The a -triangulation is the 

only triangulation in A having this property. Moreover, for the optimal 
n+1 i , 

a -triangulation the distance between y and y is equal to the distance 
1 i+1 

between y and y , i = 2,3, ... ,n. Of course, these results apply to any 

simplex. In the following theorem due to Todd [private communication] let 
* * * n * 

a (i) be the i-th column of A(a ), icin' and let a (n+1) = - Z:i=la (i), 
* 1 n+1 r-;-

i.e. a (n+1) = y - y (-1-vn+1)e. In the sequel we call the matrix 

a* (n) a* (n+1)] 

* the extended A(a) matrix. 

* * THEOREM 5.5.7. The ang:e between any two pair vectors a (i) and a (j) is 

the same, ii j. Moreover, this angle is equal to arccos n 
-1 

1 n+1 
Finally, let T, be the facet of a simplex a(y, ... , y ) of the 
* i . 

a -triangulation opposite the vertex yi, i = 1, ... ,n+1. 

THEOREM 5.5.8. The volume of Ti is independent of i, i E In+l· 

The proof follows from the fact that in view of theorem 5. 5. 6 all facets 

are congruent to each other. 

* Summarizing we have the following properties for the a -triangulation: 

1. the barycentre of a simplex has the same distance to all the 

vertices of the simplex 

* 2. the columns of the (extended) A(a) matrix have the same length 

* 3. the columns of the (extended) A(a) matrix make the same angle to 

each other 

4. all facets have the same volume. 



Therefore, we can conclude that the (n+/n+l)-triangulation is the most 

suitable regular triangulation for use in a fixed point algorithm. Note 

that this triangulation of R11 is a straightforward generalization of the 

equilateral (2+✓3)-triangulation of R2 

For n = 3 the standard simplex of the (n+/n+l)-triangulation is drawn in 
12 23 34 41 r.:-

figure 5.5.1. Note that p(y ,y) = p(y ,y) = p(y ,y) = p(y ,y) = 3,3 
1 3 2 4 

and p(y ,y) = p(y ,y) = 6. 

1 
y 

3 
y 

\ 
\ 

\ 
\ 

\ 
\p 

\ 
\ 

\ 
\ 

\ 2 
---.,,-y 

Figure 5.5.1. The standard simplex of the optimal a-triangulation 

if n = 3. 
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A measure closely related to the SV-measure was independently developed by 

Todd [private communication]. This measure, called the diameter-volume 

measure and to be denoted by DV(G), is based on the ratio of the diameter 

and the volume of a simplex. 

DEFINITION 5.5.9. The diameter-volume measure of a triangulation G is 

defined by 

DV(G) sup 
OEG 

{diam cr/(volume cr)l/n}. 

For an a-triangulation this measure simplifies to 

DV(a) = diam s /(ldet A(a) l/n!)l/n_ 
n 
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Note that this measure is also homogeneous of degree zero in the grid size. 

To calculate the optimal a-triangulation according to this measure, observe 

that diam s = max. / /yj/ / is not a differentiable function of a. Therefore, 
n J 

diam sn is smoothened by setting it equal to 

Hence, 

diam s 
n 

Recall that det A(a) 

2 2 ½ 
>'1 max {x(a-x+l) + (n-x)x } . 

Osxsn 

n~l 
(a-n+l) (a+l) . 

Todd stated that DV(a) for a> n-1 was minimized by a= ½(3+v'3)n-1. 

However, he made an error in his calculations. In fact the DV-measure is 

* minimized for a n+/n+l, yielding the same optimal a-triangulation as 

for the SV-measure as could be expected. However, to compare in general 

the efficiency of triangulations for use in fixed point algorithms, it 

seems more natural to use the total squared length of the one-faces of a 

simplex rather that its diameter (see also Todd and Acar [1978, page 3]). 

5.6. COMPARISON OF SEVERAL TRIANGULATIONS OF Rn. 

* To compare the a ~triangulation with the K- and H triangulations, we 

shall calculate both their .average directional density and their SV-measure. 

Together corollary 5.4.5 and theorem 5.5.6 imply 

* N(A K) if n is odd 

if n is even, 

* * where A is the matrix of the optimal a -triangulation with grid size such 

that mesh (A*K) = v'n°. Consequently, we have (cf. Corollary 5.4.8). 

COROLLARY 5.6.1. The average directional density of the optimal 

a-triangulation having mesh equal to .Tn" is of the order g n 2;/s for n large 
n 

enough. 



Recall from theorem 5.4.3 and corollary 5.4.4 that 

N(K) 

and 

N(H) 

{n+n (n-1) />'2}g 
n 

n 
{ E 
j=l 

(n-j+l) v'j}g • 
n 

Table 5.6.1. gives N(G)/gn for several values of n for the H-, K- and 

* AK triangulations. 

From theorem 5. 5. 4 we know that 

and from theorem 5.5.2 

SV(K) r 12. 
n 

Finally, to calculate SV(H) we have to compute 

(5.6.1) max 
0€H 

(E diam2 T), 
T 
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where the sum is taken over all one-faces of cr, since the H-triangulation 

is not congruent. Note that volume cr = 1 for any simplex cr. Since His a 

regula~ triangulation,we can restrict ourselves to simplices cr(.Q_,TI). It is 

then easy to see that uhe maximum in (5.6.1) is attained for 

TI= (1, 3, 5, ••• , n, 2, 4, ••• , n-1) if n is odd 

(2, 4, 6, ••• , n, 1, 3, ••• , n-1) if n is even. 

Hence, the sum of the squared lengths of the edges of this simplex is 
3 2 3 2 

equal to (n +2n -n+2)/4 if n is odd and to (n +2n )/4 if n is even. 

So, the SV-measure of the .H-triangulation is equal to 

SV(H) 3 2 · I:! r {3(n +2n -n+2)/n(n+1) (n+2)} 
n 

r {3n/(n+1)}l:! 
n 

if n is odd 

if n is even. 



78 

Observe that 

lim SV(H) 
n -+ oo 

r 13, lim SV(K) 
n n -+ oo 

r Ii and 
n 

* lim SV(a ) 
n -+ oo 

r . 
n 

Table 5.6. 2 gives SV(G)/rn for the same values of n for the H-, K-, and 

* a -triangulations. 

G 
n 1 2 3 4 5 9 15 20 30 50 100 n 

H 1 3.4 7.6 13.7 22.1 82.0 269.4 534 1420 4942 27316 "-'4n::,/2 /15 

K 3.4 7.2 12.5 19.1 59.9 163.5 289 645 1782 7100 "-'n2 ;Ii 
* AK 1 2.4 4.9 7.7 11. 6 33.5 87.6 152 334 910 3553 'vn2 ;rs 

Table 5.6. 1. The a.d.d. of the H-, K-, and * AK triangulations (mesh is 

equal to rn) . 

n 
G 

2 3 4 5 9 15 20 30 50 100 n 

H 1.41 1.41 1.48 1.55 1.57 1.64 1.67 1.69 1.70 1.71 1.72 "-'l.73 

K 1. 41 1.41 . . . 1.41 

* AK 1.41 1.32 1.26 1.22 1.20 1.14 1.10 1.08 1.06 1.04 1.02 "-'l 

* Table 5.6.2. The SV-measure of the H-, K-, and AK triangulations. 

* Both for the K- and AK triangulation the basic algorithm of Van der Laan 

and Talman was applied to a ten-dimensional variant of a problem 

considered by Kellog, Li and Yorke [1976]. In table 5.6.3 the number of 

iterations is given for various starting points. For the K triangulation 

* the grid size was equal to .05 whereas the AK triangulation was normalized 

such that its mesh was equal to .05 ITo. The accuracy of the approximate 

fixed point is of the order of 10-4 . 



Table 5.6.3. 

Starting points 

0000000000 

1111111111 

1010101010 

1110000000 

0000000001 

1001001111 

0110011010 

1001011011 

1110111011 

1001001001 

0100101101 

1011110111 

0011001100 

0001111111 

Total number 

of iterations 

Average number 

of iterations 

Number of iterations 

K 

62 

76 

161 

255 

280 

170 

212 

196 

119 

229 

270 

119 

165 

149 

2463 

176 

* 

* AK 

99 

83 

132 

153 

148 

144 

153 

153 

117 

155 

171 

115 

127 

136 

1886 

135 

Comparison of the K- and AK triangulations. 

* As appears from the table the version with the a -triangulation performs 

considerably better than the (usually taken) K triangulation. Observe 

that the K triangulation is very appropriate for the first two starting 

points because the path generated by the algorithm is along the direction 

e respectively -e. However, for many other starting points the algorithm 

* needs for the K triangulation much more iterations than for the AK 

triangulation, since for the first one a path is generated in a direction 

which is inappropriate for this triangulation. Moreover, since the 

* AK triangulation has as "round" simplices as possible, the number of 

iterations does not vary so much as for the K triangulation. Therefore, 

* one can expect that the average number of iterations for the AK triangu-

lation is lower than for the K triangulation (see also the computational 

results in chapter 7). 
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n 
5.7. A GOOD TRIANGULATION OF THE AFFINE HULL OF S. 

In this section a new triangulation of the affine hull Un of Sn is 

proposed. We shall prove that this triangulation has the same SV-measure 

as the optimal a-triangulation of Rn. Also we will compare its SV-measure 

with the SV-measure of the standard triangulation of Sn. 

To motivate the new triangulation, observe that under the standard 

labelling rule on Un with the condition on the function fas stated by 

Van der Laan and Talman [1980c] and Van der Laan [1980], there is an 

incentive to decrease the i-th component if label i is found, i.e. to 

move in the direction where label i is missing, i E In+l· Then for the 

standard triangulation of Un the (i+l)-th component is increased with the 

same amount whereas the other n-1 components remain the same (i+l = 1 if 

i = n+l). However, there is no reason to increase only a special component 

quite a lot and the other components not at all. On the contrary, it seems 

to be natural to increase all other components (except the i-th one) with 

the same amount, which then must be equal to a fraction n-l of the 

amount with which the i-th component is decreased. Therefore we propose 

the following triangulation, to be called the U triangulation. 

DEFINITION 5.7.1. The U triangulation of Un with grid size m- 1 (m > 0) is 
1 1 n+l 

the collection of simplices o(y ,TT) with vertices y, ... , y such that 

(i) 
1 

y 
-1 -1 n 

(n+l) e + m l: Aj u(j) 
j=l 

for integers>-., j EI, 
J n 

(ii) TT= (TT1 , ... , TTn) is a permutation of the elements of In' 

i+l 
(iii) y i 1, ... , n, 

where u(j) is the j-th column of the (n+l)xn matrix U defined by 

u 

-n 1 

1 -n 

1 -n 



Moreover, let u(n+1) i.e. 

u(n+l) 

-1 
Indeed, if label n+l is found, we decrease the last component with nm 

and increase the other components with m- 1 • 

THEOREM 5.7.2. 

SV(U) r (nt1) 112~ 
n 

~- Since the SV-measure is homogeneous, SV(U) is independent of the 

grid size. Define now the (n+1)x(n+1) matri.x D by (cf. Todd [1978al) 

1 1 1 

n 1 

0 

D = diag (61' ... , 6n+1> 
-(n-i+l) 

0 0 -1 1 

where diag(6 1 , ••• ,6n+lis the (n+l)-diagonal matrix with i-th element 

equal to 

6, = (n+li-J, i 1 
]. 

and 

6i {(n-i+2) (n-i+3)}-i, i 2, ... , n+l. 

Let D be the nx(n+l) matrix consisting of the last n rows of D,then D 

maps Un into Rn orthogonally so that the distance between any two points 

under this mapping is preserved. Note that the matrix Q defined in 
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section 2.6 is not orthogonal. Therefore, the matrix D makes it possible 

to calculate the volume of a simplex of the (congruent) u triangulation 

since the volume of such a simplex is now equal to the volume of a simplex 

of the DTK triangulation of Rn. But the latter is equal to ldet DTI /n!. 

Clearly, the nxn·matrix DT is· uppertriangular with i-th diagonal element 

equal to 
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(n+l) { (n+l-i) /(n+2-i)}½ i 1, ... ,n 

n-½ 
so that det DT = (n+l) . Moreover, the sum of the squared lengths of the 

edges of a simplex of the U triangulation is equal to 

n 2 2 3 
L (n+l-k){k(n+l-k) +(n+l-k)k} = n(n+l) (n+2)/12. 

k=l 

Therefore, 

SV(U) 

From this theorem it follows that the u-triangulation of Un has the same 

SV-measure as thea"'._triangulation of Rn. Moreover, it is easy to prove 

that the triangulation has the same nice properties as stated in section 

5.4 for the a*-triangulation. Note, however, that the simplices of the 

□ 

u triangulation of Un meeting Sn do not all lie in Sn. So, to approximate 

a fixed point of an u.s.c. mapping from Sn to the set of nonempt¼ convex 

subsets of Sn, it is necessary to extend the mapping to an u.s.c. mapping 

n h ( ) "' ( ) · f n d * "' ( *) · 1 · * n cf, on U sue that cf, x = "' x 1. x E S , an x E "' x 1.mp 1.es x E S . 

This can be achieved by mapping all points outside Sn (and on the 
n -1 

boundary of S) to the point e(n+l) or to the starting pointy. 

Next we compute the SV-measure of the Q triangu1ation of Sn. 

THEOREM 5.7.3. 

SV(Q) r ,13(n+1) -1/2n 
n 

if n is even 

PROOF. Let D be again the nx(n+l) matrix defined in the proof of theorem 

5.7.2," then the nxn matrix DQ is lower-triangular with i-th diagonal 

element equal to 

{(n-i+2)/(n-i+1)}½ i 1, ... ,n. 

Hence, det DQ = (n+l)½, i.e. the volume of any simplex of the standard 

triangulation is equal to (n+l)½/n!. Furthermore, it can be rather easily 



seen that the maximum of the sum of the squared lengths of the edges of 
1 

the simplices is attained for the simplices o(y ,TT) having TT equal to 

TT= {2, 4, ••• , n, 1, 3, .•. , n-1) if n is even 

(2k-1,2k+l,2k-3,2k+3, ••• , 1,n,2k,2k-2,2k+2, .•. ,2,n-1) 

83 

if n = 4k-l, k = 1,2, .•• 

(2k-1,2k+1,2k-3, •.. , n,l,2k,2k-2,2k+2, •.. , n-1,2) 

if n = 4k-3, k = 1,2, ..• 

For these simplices we have that the sum of the squared edge-lengths is 

equal to ¼(n3+3n2+2n) if n is even and to ¼(n3+3n2-n+5) if n is odd. 

Consequently, 

SV(Q) 

if n is even 
3 2 ~ ~ 1/n 

{\(n +3n -n+5)} /{(n+l) /n!} 

r ./3{(n3+3n2-n+5)/(n3+3n2+2n)} \n+l)-l/2n 'f · dd n i n is o • 

From the theorems 5.7.2 and 5.7.3 we can draw the conclusion that 

lim SV(U) 
n ➔ co 

r 
n 

and lim SV(Q) 
n ➔ co 

* 

r ./3, 
n 

□ 

which agrees with the limits for the a -triangulation and the H triangula-

tion of Rn respectively. 

Note, however, that for n = (1 and)2 both triangulations have the same 

SV-measure. For n = 2 equilateral triangles are generated. But even in 

this case the u triangulation will converge faster than the standard 

triangulation since the first one is more natural as argued above. 

In table 5.7.1 SV(G)/rn is given for several values of n for the 

Q- and U triangulations. 
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G 

Q 

u 

n 1 2 3 4 10 20 50 100 n 

1.41 1.32 1.33 1.42 1.50 1.60 1.67 1.70 ~1.73 

1.41 1.32 1.26 1.22 1.14 1.08 1.04 1.02 ~1 

Table 5.7.1. The SV-measure of the Q- and U triangulations. 

The basic algorithm of Van der Laan and Talman was applied to the three 

economic problems of Scarf [1973] for both the Q-and u triangulation to 

compare them. As co~ld be expected, the~ triangulation performs much 

better than the Q triangulation. About the same results were obtained 

for the homotopy-algorithm of Van der Laan and Talman. Todd [private 

communication] compared also both triangulations and had the same 

experience. Finally, in table 5.7.2 the computational experience is given. 

All runs were done with and without acceleration. In the latter case the 

factor f of incrementation was always equal to 2. In the case of 

acceleration the new grid size was set equal to the maximal absolute 

- difference between the components of the last and the previous 

approximation unless this number was larger than a half of the previous 

grid size. Then the grid size was halfed. The accuracy of the last 
-10 approximate fixed point was less than 10 • 

n = 4 n = 7 n = 9 

acc. f = 2 acc. f = 2 acc. f = 2 

Homotopy Q 68 108 144 199 155 217 

algorithm u 59 102 93 166 146 210 

Basic Q 63 85 127 197 205 255 

algorithm u 50 66 121 182 124 188 

Table 5.7.2. Computational results. 



CHAPTER 6 

VARIABLE DIMENSION FIXED POINT ALGORITHM ON 

THE PRODUCT SPACES OF UNIT SIMPLICES 

6.1. INTRODUCTION. 

Let S be the product space of N unit simplices smj, j 1, ••• ,N. 

Observe that Sis an M-dimensional subset of RM+~ where Mis equal to 
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E~=l mj. In this chapter we develop a variable dimension restart algorithm 

to approximate a fixed point of a continuous function f (or an u.s.c. 

-mapping) from s into itself. One possible approach is to consider Sas a 

subset of the set S(N) = {x € R:+NI Ei xi =_N}. By extending then the 

function (or mapping) to a mapping ~ from S (N) into iti:1elf in the c;cune 

way as described in chapter 3, the algorithms discussed in chapter 4 can be 

directly applied. Clearly, the disadvantage of doing so is that the 

dimension of the problem is increased with N-1. Moreover, a completely 

labelled simplex of S(N) contains at least N-1 artificially labelled 

vertices which affects the accuracy, Garcia, Lemke' and Luthi [1973] 

developed in asimilar way an algorithm which is very close to Kuhn's 

variable dimension algorithm on Sn. 

Another way to compute fixed points on Sis to change both the 

triangulation matrix and labelling rule of chapter 4 in such a way that we 

can apply the algorithms, discussed in chapter 4 for Sn, to s. Since 

dim S = M, we need an (M+N) x M triangulation matrix P (say), and M+1 

labels in case of integer labelling. Note that the number of variables is 

equal to M+N. We can prove that a regular PK triangulation of Sis obtained 

if the matrix Pis a block matrix defined by 

p 

0 0 

0 

0 

p 
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where P. is the standard triangulation matrix 
J 

(see chapter 2), i.e. the PK triangulation of 

is the set of simplices a(y1 ,TT) with vertices 

m. 
of SJ, j = 1, ... ,N 

shaving grid size m- 1 (m > 0) 
1 Mt-1 

y , ... ,y such that 

(i) 
1 -1 

the components of y are a multiple of m 

(ii) 

(iii) 

TT is a permutation of the elements of IM, 

i+1 
y i 1, ••. ,M. 

Concerning the labelling rul~howeve~we encounter some difficulties. 

Recall that the number of variables is M+N whereas we can only assign M+1 

labels in case of integer labelling. Thus .( if N > 1) we have to combine 

(or delete) some components of the (M+N)-vector f(x)-x to determine the 

label of the point x. This can be done by deleting for j = 1, .•. ,N the 
j 

(Ei=l (mi+1))-th component of f(x)-x and assign label M+1 to x if the 

remaining components are all positive. Otherwise, the standard labelling 

rule is used. However, this seems not very natural since some components 

are "discriminated". In case of vector labelling we have the same 

difficulties. In that case we can not assign the vector -f(x)+x+e to the 

grid point x since the sytem of linear equations consists of only M+1 

columns (unknowns). Again we can delete N-1 rows without affecting the 

system but it seems not to be very natural. 

To avoid these problems we introduce in this chapter an algorithm based 

on ideas of Van der Laan and Talman's basic algorithm on Sn as described 

in section 4.5. Therefore we need a special triangulation of S which will 

be defined in relation to an arbitrarily chosen starting pointy. To each 

point x E S we assign in case of integer labelling an integer of the set 

IM+N and in case of vector labelling the (M+N)-vector -f(x)+x+e. Starting 

with the zero-dimension simplex {y} the algorithm generates by pivot and 

replacement steps a sequence of adjacent simplices of the triangulation 

of variable dimension until a simplex is found which yields an approximate 

fixed point. In general, if a new label is found (or a unit vecbor is 

eliminated), the dimension of the current simplex is increased. Sometimes 

the dimension is decreased. We will prove that an approximate fixed 

point is found if some special set of labels is found (or if a special set 

of unit vectors has been eliminated). In total there are N of such sets. 

Moreover we will show that if M+1 different labels have been found, i.e. 



if all vertices of a full-dimensional simplex of Sare differently 

labelled, the labelset contains at least one of these sets. We also prove 

that the algorithm terminates within a finite number of iterations with 

such a set. It will appear that the algorithm can stop with a lower

dimensional simplex without affecting the accuracy of the approximation. 
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In section 2 the triangulation of Sis introduced. For integer labelling 

section 3 gives the (proper) labelling rule and proves that the algorithm's 

terminal simplex provides an approximate fixed point. Section 4 presents 

the algorithm. In the same section the convergence is proved. The extension 

of the algorithm for vector labelling is described in section 5. Finally, 

computational experience is given in section 6. In that section we 

approximate equilibrium strategies of the noncooperative N person game 

discussed in section 3.2. 

This chapter is based on the work of Van der Laan and Talman [1978a]. 

6.2. TRIANGULATION OF S. 

Roughly speaking, the triangulation of Sis obtained by first taking 

in a proper way the product of the (standard) triangulations of Smj for 

given grid sizes a~ 1 (d. being a positive integer), j = 1, ... ,N. This 
J J 

product triangulation produces cells of the form cr 1 x cr 2 x ... crN,where 
m· , 

cr. is an m.-simplex of the triangulation of SJ. Note that these cells 
J J N 

are full-dimensional. Clearly, each cell has nj=l (mj+l) vertices. 

These cells are illustrated in figure 6.2.la for N = 2, m1 = m2 = 1, 

a1 = a2 = 4, and in figure 6.2.lb for N = 2, m1 = 2, m2 = 1 and a1 = a2 

In these figures u(i,j) is the (M+N)-vector having ones on the i-th and 
N 

(m1+j+l) -th places and zeroes elsewhere. Recall that M = E. 1 m,. 
J= J 

Each cell is now triangulated with respect to the arbitrarily chosen 

2. 

starting point into M!/n~ 1 m.! simplices in such a way that the collection 
J= J 

of all these simplices constitutes a triangulation of S. Basically, however, 

each cell is triangulated in the same way. For example the squares in 

figure 6.2.la are triangulated by taking one of the diagonals as is 

illustrated in figure 6.2.2a, whereas the cells in figure 6.2.lb are 

triangulated by subdividing the (three) facets being a square into two 

triangles. This is illustrated in figure 6.2.2b. 
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u(l 2) U(2 ,2) 

u(3,2) 

u(2,2) 

u(l,1) u(2,1) ull,1) u(2,1) 

Figure 6.2.la. Product triangulation 

of S if N=2, m1=m2=1, d 1=d2=4. 

Figure 6.2.lb. Product triangulation 

of S if N=2, m1=2, m2=1, d 1=d2=2. 

Figure 6.2.2 a. Triangulation of a 

cell if N=2, m1=m2=1. 

Figure 6.2.2b. Triangulation of a 

cell if N=2, m1=2, m2=1. 

The triangulation needed in the algorithm will now be described in full 

detail without reference to the product triangulation. First we define 

the set of grid points of S. Let d 1 , ..• , dN be N positive integers and 

let Smj(d.) be the set of grid points of the standard triangulation of 
m. J -1 m, m. 

SJ with grid size dJ. , i.e. S J(d.) is the set of points x. ES J such 
J -1 J 

that each component of x. 
. J 

is a nonnegative multiple of dj , j = 1, •.. ,N. 

Let d = (d1 , .•. ,d ), then 
m, n 

the set S(d) of grid points of Sis the product 

of the sets S J(d.), j EI, 
J m, N 

if and only if y. ES J(d.) 
J J 

i.e. Y = ( T T)T' l t f S(d) Y1 , ... , YN is an e emen o 

for all j. Next, let I(M) be the set of 
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N 
indices uj=l 

m. 
{(j,1) , ... ,(j,m.+1)} and denote the k-th component of x. ES J 

J J 

by xj,k" So, the (k + 

k = 1, .•• ,m.+1, i.e. 

rt:! (mi+l))-th component of x Es is denoted by xj,k' 

J 

T 
x = (xl 1,x. 2'"""'xl l'x2 1•··-,x. k •... ,x 1•···,x +1) . , 1, ,m1+ , J, N, N,~ 

Further, let the block diagonal (triangulation) matrix Q (of S) be defined 

by 

Q 

0 0 

0 

0 

Q 

where Q. is the (m.+l)x(m.+1) extended standard 
J J J 

Smj defined in section 2.6, j E IN. The (k + 

tri~ngulation matrix of 
. 1 E?- 1 (m.+1))-th column 

J.= J. 

of Q will be denoted by q(j,k), k = 1, •.. ,m.+1, 
J. 

rank of Q is equal to M,which is the dimension of 

j E IN. Note that the 

s. 
Using this matrix Q we can define regions A(T) for Tc I(M) in the same 

way as described in section 4.5. Recall that in that section A(T) was 

only defined for T being a proper subset of In+! and that A(T) was 

triangulated by the standard triangulation of sn.,Also, for proper T c In+l 

the rank of the matrix with columns q(i), i ET, was equal to ITI. 

In this chapter we will have the same situation except that a priori a 

triangulation of Sis not available and that T must be restricted to 

special subsets of I(M). The main idea is to take only subsets T such 

that the matrix with columns q(j,k), (j,k) ET, has full rank ITI- Then we 

show that Sis the union of these A(T). Finally, we triangulate each A(T) 

in the standard way by using only the columns q(j,k), (j,k) ET. We will 

prove that the union of these triangulations triangulates the set S. 

Since each A(T) is triangulated in a different way the triangulation of S 

looks very complicated. However, after explaining the algorithm it will 

become clear that, given the starting point, the triangulation of Sis 

very natural. 

First we take an arbitrary grid pointy E S(d). This point will be the 

starting point of the algorithm. Next we define the regions A(T) for 
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"proper" T. 

DEFINITION 6.2.1. Let Z be the collection of subsets T of I(M) such that 

for all j E IN there is at least one element (j,k) not in T. Then for 

TE z the region A(T) of Sis defined by 

A(T) {x E sl x y + E A. kq(j,k) for 
(j,k) ET J, 

nonnegative numbers A. k}. 
J, 

Clearly, TE z if and only if therankof the matrix with columns q(j,k), 

(j,k) ET, is equal to ITI. We call a point x proper in the region A(T) 

if A, k > 0 for all (j,k) ET. The set of proper points of A(T) will be 
J' 

denoted by A(T). Note that int A(T) is not equal to A(T). Clearly, each 

point x is a proper point of exactly one region A (T), i.e. the subsets 

A(T), TE Z,partition s. Moreover, since the matrix [q(j,k), (j,k) ET] 

has 

the 

y = 

full rank, the Aj,k's are unique. For N=2, m1=m2=1, d 1=4 and d 2=6, 

regions A(T), TE z,are illustrated in figure 6.2.3, such that 

(3/4,l/4,2/3,1/3)T. Recall that A(0) = A(0) = {y}. 

A(2,l) 

A( (1,2) 1 (2 / 1)) A((l,1) ,(2,1)) 

V 
A(l ,2) A(l, 1) 

A( (1,2) (2,2)) A((l,1),(2,2)) 

A(2,2) 

Figure 6.2.3. The regions A(T), TE Z,if N=2, m1=m2=1, d 1=4, d 2=6, 

y = (3/4,1/4,2/3,1/3) T_ 
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b 
COROLLARY 6.2.2. The sets A(T) partition S, TE Z. Moreover for all Tl and 

T 2 E Z 

Now we first triangulate those A(T) with A(T) f 0. Note that if A(T) 0 
there is a unique subset T1 of T such that A(T1 ) = A(T) and A(T1 ) f 0. 

DEFINITION 6.2.3. For TE Z with ITJ = t such that A(T) f 0, G(T) is the 
1 1 t+l 

collection of t-simplices cr(y ,TT(T)) with vertices y , •.• ,y in S such 

that 

(i) 
1 

y 
-1 

y + E d. µ, kq(j,k) for nonnegative integers µJ.,k, 
(j,k)ET J J, 

(ii) TT (T) (TT 1 , ••• , TTt) is a permutation of the elements of T, 

(iii) 
i+l 

y i = 1, ... ,t, 

where Dis the (M+N)-diagonal matrix with (j,k)-th diagonal element equal 
-1 0 

to dj , j E IN. If A(T) = 0 define G(T) as the collection of t 1-simplices 

of G(T 1)rwhere T1 with iT 1 1 = t 1 is the unique subset of T such that 

A(T) = A(T1 ) and A(T1 ) f 0-

-1 . 
Observe that Dq(TTi) = df q(J,k) if TTi = (j,k). Hence, all vertices of 

1 
cr(y ,TT(T)) defined above are elements of S(d}. 

THEOREM 6.2.4. For any TE z with A(T) f 0, the collection G(T) of 

t-simplices cr(y1 ,TT(T)) triangulates A(T). 

PROOF. Sinceµ, k ~ 0 for all (j,k) ET, y 1 E A(T). Because of (ii) and 
J, . 1 

(iii) we have also that y1 E A(T), i ~ 2. Hence, cr(y ,TT(T}) is a simplex 

of A(T). 

Conversely, let x be an arbitrary point in A(T}. So, there are unique 

nonnegative numbers A, k' (j,k) ET, such that 
J , 

1 
Let y = y + 

than d,\. k 
J J, 

x = y + E A, kq(j,k). 
( j ,k) ET J' 

-1 
Ed. µ, kq(j,k) 

J J , 
such that µj,k is the greatest integer less 

1 
If\. k 

J, 
is equal to zero, we take µj,k = 0. Clearly y E A(T). 
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Define now 

z(j,k) 

and let TI(T) be a permutation of the elements of T such that both 

d . i+l i ( ) 1 an the vertices y = y + Dq Tii, i = , ... ,t, are points in A(T). 

Since x ES there exists at least one such permutation if A(T) is nonempty. 

Furthermore, let 

and 

t+l 
Clearly, Ei=l Si 

t+l 
E 

i=l 
Siy 

Z (TI,) 
l 

i 2, .•. ,t 

1, Si~ 0 for all i, and 

i 1 
t+l 

i 1 1 
t+l i . . 1 

y + E Si (y -y) y + E S.{ E (yJ-yJ-)} 
i=2 i=2 l j=2 

1 
t+l . . 1 t+l 

y + E (yJ-yJ- ) ( E Sil 
j=2 i=j 

1 
t+l 

y + E Dq(TI, l)Z(TI, 1' 
j=2 J- J-

E 
-1 

y + µ, kd. q(j,k) + 
(j ,k) ET J, J 

-1 
E d. q(j,k){d.\. k-µ. k)} 

(j ,k) ET J J J, J, 

-1 y + E d,\. kd. q(j,k) x. 
(j,k)ET J J, J 
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1 Hence, x € cr(y ,n(T)) while a€ G(T). Moreover x lies in the (unique) 
i ' 

face of a whose vertices are they 's with positive Bi. Therefore the open 

faces of the simplices of G(T) cover A(T). It remains to prove that there 

is exactly one open face containing x. For each number y € (0,1] let w(y) 

be the t-vector defined by 

W, k(y) 
J, 

La.A. kJ J J, 

if 

otherwise. 

i Clearly, each vertex y of a simplex in G(T) containing x and having a 

positive weigth Bi is of the form (cf. Todd [1976a, page 31]) 

i 
y for some y € (0,1]. 

Moreover, the number of different w(y) 's for y € (0,1] is equal to the 

number of positive B. 's. Since the vector w(y) is determined without 
1 l. 

reference to y and n·('r), the point x must lie in exactly one open face. 

This proves that the open faces partition A(T). D 

Let z 1 c z be such that dim A(T) = M iff T € z 1 • Ne now prove that s 

is triangulateu by the union of the triangulati'ons of A(T), T € z1• 

Recall from corollary 6.2.2 that Sis the union of the regions A(T), T € z. 

Hence, since A(T1) G A(T2) if T1 c T2 , the union of the simplices of the 

triangulations of A(T), T € z 1 , is equal to s. So, it remains to prove 

that the intersection of two M-simplices a 1 and a2 is a common face or 
1 

empty. If both a 1 and a2 are simplices of A(T) for some T € z, then the 

result follows from theorem 6.2.4. To prove that a 1 n a2 is a common face 

(or is empty) if a 1 € G(T1) and a2 € G(T2),it is sufficient to show that 

the triangulations of A(T1) and A(T2) are consistent on there intersection 

A(T1) n A(T2) = A(T1 n T2). In particular, we will prove that G(T1) and 

G(~2) induce the same triangulation G(T1 n T2) of A(T1 n T2). Of course, 

if Tl n T2 = ~. A(Tl n T2) = {y}. 



94 

1 
THEOREM 6.2.5. Let Tl be a proper subset of T2 E Z. Then G(T1) is the 

triangulation of A(T1) induced by G(T2). 

1 
PROOF. Let cr(y ,TI(T2)) be a simplex of G(T2 ) sue~ that cr n A(T1) ~ 0. 
We prove that cr n A(T1) is a face of both G(T1) and G(T2). 

1 M+l 
Let y, •.• , y be the vertices of cr. For unique nonnegative integers 

µj,k' (j,k) E T2 , we have 

Moreover, 

Therefore, 

yj E A(T1) 

1 < h < M+l 

1 
y 

i+l 
y 

y + 
-1 

l: d.µ,kq(j,k). 
J J, (j ,k) ET2 

1 
y + 

i 
l: 

j=l 
Dq(TI .) 

J 
i 1, ... , M. 

i f A(T1) implies yj ,j: A(T 1) for j 
i 

E A(T 1) y <! i, and y 
1 

for j 

such 

1 
y I 

$; i. So, y E A(T1) 

that 

h 
.•• , y E A(T 1 ) and 

and there exist an integer h 

h+l 
y , •.. , 

In other words,cr n A(T1) is the face ,(y1 , ••• ,yh) of cr in G(T2). 

implies 

with 

Observe that h $; t 1 < t 2 = M where ti= ITil, i=l,2. Finally we prove that 

,(y1 , .•. ,yh) is also a face of the triangulation G(T1) of A(T1). Since 
1 h 

y , •.. ,y E A(T 1), we have that 

0 for (j,k) f T1 , and Tii E Tl for i 1, ..• ,h. 

Consequently, 

and 

1 
y y + 

-1 
l: d,µ,kq(j,k) 

J J, (j,k)ETl 
for (the same) nonnegative 

integers µj,k 

i+l 
y i 1, ... ,h-1 

* for the permutation TI= (TI 1 , ••• ,Tih_1) which must 

elements of T1 . Therefore , (y 1 , .•. ,yh) is a face 

be a permutation of h-1 
1 * of any simplex cr(y ,TI (T1)) 

* * * * of G(T 1) such that TI (T 1) = (TI ,Tih, ... ,Tit) is 
1 

a permutation of the t 1 

elements of T1 • Hence, is also a face of the triangulation G(T 1) of A(T1). 



This completes the proof. D 

COROLLARY 6.2.6. The product space Sis triangulated by the union of 
1 

triangulations G(T) of A(T), TE Z. 

The triangulation of Sis illustrated in figure 6.2.4 for N = 2, 

m1 = m2 = 1, d 1 = 4, d 2 = 6 and y = (3/4,1/4,2/3,1/3)T, in figure 6.2.Sa 

for N = 2, m1 = 2, m2 = 1, d 1 1, d 2 = 2 and y = (1,0,0,½,½)T, and in 

figure 6.2.Sb for N = 2, m1 = 2, m2 = 1, d 1 = 2, d 2 = 1 and 

y = (½,½,0,1,0) T_ 

Figure 6.2.4. Triangulation of S if N 

y = (374,1/4,2/3,1/3)T. 

Figure 6.2.Sa. Triangulation of S if N = 2, m1 

y = (1,0,0,½,½) T. 

6, 

95 

2 I 
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y 

Figure 6.2.Sb. Triangulation of S if N 

y = (\,½,0,1,0)T. 

Observe that if mi= 1 for all i E In, S corresponds to the unit cube of 

RN. The triangulation is then similar to the K' triangulation of RN 

proposed by Todd [1978a] (see also Van der Laan and Talman [1978b]). 

An efficient restart algorithm in Rn based on the K' triangulation is 

developed in chapter 7. Notice the dependence of the triangulation 

1, 

of Son the (starting) pointy. In the next section we assign to each point 

a label being an element of the set I(M). Then the path of adjacent 

simplices generated by the algorithm (to be described in section 4) is 

such that the common facets are T-complete (in the sense of section 4.5) 

when simplices are generated of the triangulation G(T) of A(T), TE z. 

As soon as a label (j,k) is found such that the new label set 

Tu {(j,k)} f Z, the algorithm terminates with an approximate fixed point. 

6.3. INTEGER LABELLING AND APPROXIMATION, 

Assume we want to compute a fixed point of a continuous function f 

from S into itself. Therefore Sis triangulated as described in the 

previous section and each (grid) point is labelled as follows. 



DEFINITION 6.3.1. (STANDARD INTEGER LABELLING ON S). A point x € S 

receives the integer label l(x) where 

97 

lexicomin { (j ,k) I f. k (x)-x. k 
J' J' 

min (f. h{x)-x. h)} 
(i,h)EI(M) 1 ' 1 ' 

where lexicomin means the lexicographic smallest index. 

Observe that xj,k = 0 implies l(x) # (j,k) except in the case that xis a 

fixed point and x 1, 1 = 0. Then we assign to x the least index (1,k) such 
j-1 

that xl,k > 0. Recall thc1t (j,k) means k + Ei=l (mi+l). Although S'is 

M-dimensional, we now have M+N different labels. Note that it can occur 

that no (grid) point has label (j,k) for certain (j,k) E I(M). 

DEFINITION 6.3.2. A (t-1) simplex cr is T-complete, T c I(M), if the vertices 

of cr carry all the labels which are elements of T ( IT I = t) . 

As mentioned in the introduction it makes no sense to define a completely 

labelled simplex since the number of labels is greater than the number of 

vertices of a full-dimensional simplex (except if N = 1). However, to 

recognize simplices yielding an approximate fixed point we give the 

following definition. 

DEFINITION 6.3.3. A simplex cr is a j-stopping simplex for some j E IN, 

when (j,k) is an element of the label set of a for all k. 

Observe that a simplex cr can be a j-stopping simplex for several j's. 

If cr is a j-stopping simplex, then mj ~ dim cr ~ M. 

COROLLARY 6.3.4. AT-complete simplex cr is a stopping simplex if and only 

if Ti Z. 

In the next theorem we prove that a j-stopping simplex is a good approxi

mation of a fixed point off. Let G be the triangulation defined in the 

previous section. 
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THEOREM 6.3.5. Let £,o > 0 be such that max. k /x. k-y. kl So and 
J, J, J, 

max If. k (x) -f. k (y) [ < £ 
(j,k)EI(M) J, J, 

for all x,y E cr, cr E G. 

Then for any x in a j-stopping simplex cr in G 

max If. k(x)-x. kl < (E+o) (m.+l)max m .• 
(j,k)EI(M) J, J, J ifj i 

k - k 
PROOF. Let w be the vertex of cr with i ( w ) (j ,k), k 1, •.. ,m.+1. 

J 
Since for any y ES 

we have 

mtl 
E 

k=l 
(f. k(y) -y. k) 

J, J, 
o, 

k 1, ... ,m.+1. 
J 

Let x be an arbitrary point in cr. 

Since Ix. k - w~ kl so and If. k(x) - f. k(wk) I <£,we get 
J, J, J, J, 

f, k(x) - x, k 
] I ] I 

k k 
(f. k(x) - f. k(w )) + (f. k(w) 

J, J, J, 
k 

w. k) + 
] I 

k 
+ (w, k - x. ) < £ + o 

J, J,k 
k 1, .•• ,m,+1. 

Moreover, 

(6. 3 .1) f, k(x) - x. k 
J, J, 

m.+1 
J 
E 

h=l 
h#k 

J 

(f. h(x) - x. h) > -m.(£ + o) 
] I ] I ] 

k=l, .•• ,m.+1. 
J 

All this together implies 

If. k(x)-x. kl < (£ + o)m]. < (£ + o) (m.+l)max m,. 
J, J, J i#j i 

In particular, inequality (6.3.1} holds for x 

indices (i,h), ii j, 

1 
w. Hence, we have for all 



Since both x and w1 lie in o, we get 

f, h(x) - X, h > - E - o - mj(E + o) 
1, 1, 

On the other side we obtain 

m.+1 
1 

-(m,+1) (E + o). 
J 

E 
k=l 
kih 

(f. k(x) - X, kl < m, (m.+1) (E + o). 
1, 1, 1 J 

Combining the last two inequalities we get 

max If. h(x) - x. hi < (E + o) (m.+ l)m., 
1, 1, J 1 

hEI +l 
mi 

which proves the theorem. 0 

The theorem says that a T-complete simplex o for T f z yields an 

approximate fixed point. In the following secti6n an algorithm is 

presented that will always generate such a simplex and can start anywhea:-e 

in s. 

6.4. THE VARIABLE DIMENSION ALGORITHM ON S. 

The algorithm to be described in this section is a modification of 

Van der Laan and Talman's basic algorithm on Sn. Let S be triangulated 

as described in section 6.2 for given grid vector d and grid point 

y € S (d). Then the algorithm proceeds as follows where n. is the number 
J 

of labels (j,k), k € Im +l' already found. Each point x €Sis labelled 
j 

according to ·definition 6.3.1. 

99 
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STEP 0 •. 

STEP 1. 

Set t = o, T = 0, TI (T) 

for all j EI ,and R, k 

= 0, 1 
y = y, 

0 for all 

1 1 
cr = cr(y ,TI(T)), y = y, n. O 

J 
(j,k) E I(M). 

{£(y)})-complete simplex is 

found and go to step 3. Otherwise t(y) = £(ys) for exactly one 

_N J.L. 
i Calculate £(y). If £(y) T, a (T U 

vertex ys ~ y of cr. The facet opposite ys is T-complete. 

STEP 2. Ifs= t+l and R = 0, go to step 4. Otherwise cr(y1 ,TI(T)) and R 
Tit 

are adapted according to table 6.4.1 by replacing ys. Return to 

step 1 with y equal to the new vertex of cr. 

STEP 3. Let t(y) = (j,k). If n, = m., a j-stopping simplex is found and 
. J J 

the algorithm terminates. Otherwise, set T =Tu {(j,k)}, 
1 

cr(y ,TI(T)), n. 
J 

TI(T) = (TI(T),(j,k)), cr n.+ 1 and t = t+l. 
J 

Return to y equal _to the new vertex 
t+l t 

y y 

step 1 with 
-1 

+ d. q(j,k) of cr. 
J 

STEP 4. Let Tit= (i,h). Label (i,h) is deleted. Set T = T\{(i,h)} , 
1 

s = 

2 !, s 

s = 

1 

!, 

TI(T) = (Til, ••. , Tit-1), cr = cr(y ,TI(T)), ni = 

Return to step 2 with ys equal to the vertex 

(i,h). 

1 
y becomes TI(T) becomes 

1 
Dq(TI 1) ( TI 2, TI 1) y + ... , TI t I 

1 

n.- 1 and t = t-1. 
l. 

of cr having label 

R becomes 

R + ,e (TI l) 

t y (TI 1' ... , TI s-2' TI s' TI s-1' TI s+l' • • • I Tit) R 
1 t+l y - Dq(Tit) ( TI t, TI 1 , • • • I Tit-1) R - e (Tit) 

Table 6.4.1. sis the index of the vertex to be replaced. 

1 
Clearly, each simplex generated by the algorithm is of the form cr(y ,TI(T)) 

for some TE Z such that 

(i) 

(ii) 

(iii) 

1 
y 

TI (T) 

.i+l 
y 

-1 
y + E d, R. kq(j,k) with nonnegative integers RJ.,k, 

(j ,k) ET J J' 

(TI1 , ••. , Tit) is a permutation of the elements of T, 

i 1, ... , t. 

Therefore, if cr is a simplex ins, it satisfies the condition (i)-(iii) of 
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section 6.2, i.e. a is a simplex of the triangulation G(T) of A(T). 

Moreover, either a has two T-complete facets or a is (Tu {(j,k)})-complete 

in which case it has exactly one T-complete facet T. In the first case a 

bas two vertices with the same label. One of these two vertices is the new 

vertex while the other one must be removed yielding a simplex adjacent to 

a as stated in step 2. In the other case either a new label is found so 

that a test is made whether to terminate the algorithm or to increase the 

dimension (step 3), or a is at-dimensional facet of a (t+l)-simplex o 
0 

ofG(Tu{(j,k)}), while the only vertex of a in A(TU{(j,k)}) has 

to be removed. Then step 4 has to be performed, i.e. (j,k) is 

deleted and the dimension is decreased. Note that as soon as label 

(j,k) (say) is found a search for the other labels is made by moving to 

the (j,k)-th boundary of S where label (j,k) is missing. In other words, 

the (j,k)-th component is forced to decrease if label (j,k) is found since 

in that direction new labels can be found. If, however, the path of 

simplices moves too far away from the (j ,k)-th boundary of S, label (j ,k) 

is deleted from the current label set. Consequently, the algorithm gene

rates a path of adjacent simplices of variable dimension of the 

triangulation G of S such that two adjacent t-simplices whose common 

facet is T-complete are both of the form a(y1 ,11(T)) and are lying in A(T). 

If two adjacent simplices have not the same dimension so that one of them 

is a facet of the other, then the T-complete (say) facet is of the form 

T(y1 ,11(T')) and lies in A(T') where T' = T\{(j,k)} for some (j,k) ET, 

whereas the simplex is of the form a(y1 ,11(T)). and lies in A(T). Recall 

that in the latter case R. = 0 
J ,kt+l 

the facet of a opposite toy 

t+l t -1 
and y = y + d. q(j,k) whereas Tis 

J 

We now prove that the algorithm terminates within a finite number of 

iterations with a j-stopping simplex for some j € IN. Remember that A(T) 

is only defined for TE z. However,as soon as Tis not longer an element 

of Z, the algorithm terminates since then a j-stopping simplex is found 

for some jlaccording to corollary 6.3.4),To show that all replacement steps 
1 t+l . 

are feasible, let a(y, ••. , y ) be a simplex of the triangulation G(T) 
1 s-1 s+l 

of A(T) such that the facet T(y, ••• , y , y t+l) . h , •.• , y is on t e 
s 

(j,k)-th boundary of S for some (j,k) € I(M) and Yj,k > 0. Suppose thatT is 

T-complete. ·we now prove that ys can be only removed if s = t+l, 

lit= (j,k-1) and Rj,k-l = 0 (k-1 = m/1 if k = 1) so that the algorithm 
t+l 

performs step 4 (by deleting the vertex y and label (j,k-1)). Since T 

is T-complete and the labelling rule is proper, (j,k) ¢ T. However, s < t+l 
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s+l 
implies y ys + d~lq(j,k) and so TI = (j,k) ET, which gives a 

J s ss-1 1 
contradiction. Hences= t+l and y = y + d~ q(j,k-1) which implies 

J 
Tit= (j,k-1). Moreover, since Y~,k = 0 and (j,k) i T, Rj,k-l must be equal 

to zero (and y, k also). This proves the feasibility of the replacement 
J, 

step in step 2. 

Next we prove that step 3 is always feasible. If Y;,k = 0 and t(ys) = (j,k) 

is a new label,the extension step cannot be performed. However, since (j,k) 

is the new label, we have TI,~ (j,k), i = 1, .•• ,t-1 (and R. k is equal to 
il t J, 

zero). Consequently, since y , .•• ,y are vertices of Sand Tii ~ (j,k), 

o. 

i 
This implies that Yj,k = 0 for all i and hence label (j,k) cannot occur. 

Finally we prove that the algorithm can never return in a previously 

generated simplex. Let cr0 , cr 1 , ... be the path of adjacent simplices 

generated by the algorithm. Then, as mentioned above, for some 
i 1 

a o(y ,TI(T)) and either cri shares T-complete facets with 

cri-l and cri+l or cri is a (Tu i-1 
{(j,k)})-complete facet of cr 

i+l i+l 

T E Z 

(or cr ) and shares a T~complete facet with cr (or i-1) . 1 2 
0 ti= t t••• • 

0 
To prove that the algorithm cannot cycle, we now show that cr has exactly 

one adjacent simplex with one of these two properties and that cri, i ~ 1, 
i 

has exactly two such adjacent simplices. If so, then a simplex cr can 

never be revisited as is easily seen from the ~rguments used in section 

4.3 to prove noncycling for Kuhn's artificial start algorithm. 

Clearly cr(y 
1 

,TI (T}) with y 
1 

y and {t(y)} is the only simplex of G(T} = T = 

adjacent 
0 

= {y} having one of the two properties. If i > o, let 
i to cr a 

i 
have two T-complete facets Tl a~d T2 , Obviously, simplices adjacent to cr 

and not sharing T1 or T2 with cr~ cannot have one of the two properties 

since their intersection with cri is not T-complete. If T1 (or T2) 

is not in the boundary of A(T), there is a unique simplex cr adjacent to 

cri sharing the facet T1 (or T2) such that ahas one of the two properties, 
'u 'u 

viz. the t-simplex cr(y,TI(T)) obtained from table 6.4.1 by replacing 

the vertex of cri opposite to T1 (or T2). If Tl (or T2 ) is in the boundary 

of A(T), Tl (or T2 ) is a T-complete (t-1)-simplex of A(T\{(j,k)}) for some 
. i . t+l 

(j ,k) E T s_uch that T 1 (or T 2) is the facet of cr opposite to y In that 

case T1 (or T2) is of the form T(/,TI(T\{(j,k)})) and is a simplex of 

G(T\{(j,k)}) so that this simplex is adjacent to cri and has one of the 
i 

two properties. Clearly, there is no other simplex adjacent to cr sharing 
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, 1 (or , 2) and having one of these properties. 

If CTi (i > 0) is a (Tu {(j,k)})-complete simplex CT(y1 ,TT(T)) of G(T), then 
i 1 

CT is a facet of exactly one (t+l)-simplex CT(y ,TT(T')) of G(T') where 

T' = T u { (j,k)} (see theorem 2.2.8). 
i 

Hence, since CT is a T'-complete 

facet of CT, the latter simplex satisfies one of the two properties above 
t+2 

(depending on what the label of the new vertex y of CT is). Further, let 

-r be the facet of CTi which is T-complete. Then there is,following the 

arguments above,only one adjacent simplex p of CTi sharing -r with CTi such 

that p has one of the two properties. Obviously there are no other 

simplices adjacent to CTi ,having one of these properties. 

Combining these results together, we find that the algorithm generates a 

unique feasible path of adjacent simplices of G of variable dimension. 

Since the number of simplices in Sis finite,the algorithm must terminate, 

which can only occur if for some j a j-stopping simplex is found. 

The algorithm is illustrated in figure 6,4.1 for N = 2, m1 = m2 = 1, 
T 

dl = 4, d2 = 6 and y = (3/4,1/4,2/3,1/3) • 

Figure 6.4.1. Illustration of the algorithm on S. N = 2, m1 

dl = 4, d2 = 6, y = (3/4,1/4,2/3,1/3)T. 

In this example l(y) = t(a) = .Q.(d) = tig) = (2,1), 

i(b) .Q.(c) = t(e) = ,Q,(f} = ,Q,(h) = (1,1), .Q.(i) = .Q.(j) = (2,2) and 

l(k) (1,2) or (2,1). The simplex with vertices h,j,k is a stopping 

1, 

simplex for the algorithm. Note that if .Q.(a) = (2,2) the simplex CT(y,a) is 

a one-dimensional 2-stopping simplex. We emphasize that it is possible 

that if Sis two-dimensional, four labels are assigned whereas the 

algorithm terminates with a one-dimensional (at most two-dimensional) 
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simplex. Observe that fast movements can be made into all directions while 

this cannot be done for the "standard" triangulation of S. 

Finally, we make some remarks about the path of simplic~s generated by the 

algorithm. Let cr(y1 ,~(T)) beat-simplex of the path. Then for all 

(j,k) ET there exists a vertex w(j,k) of a such that 

f. k(w(j,k)) - w. k(j,k) ~ f, h(w(j,k)) - w. h(j,k) 
J' J' l.' l.' 

for all (i ,h) 

since cr has at least one T-complete facet. Hence, if x E cr and TE z, 

the (j,k)-th components of f(x)-x are very close to each other for all 

(j,k) ET whereas the other components of f(x)-x are larger (or equal). 

So, let C(T) be the set of points z in A(T) such that 

f, k(z) - z, k 
J' J' 

min {f. h(z)-z. h} 
(i,h) 1, 1, 

if (j,k) ET 

and 

f. k(z) - z. k > min {f. h(z)-z. h} 
J, J, (i,h) 1 ' 1 ' 

if (j,k) 'f T. 

Observe that C(T) is not defined for T ./: Z.Roughly speaking, if the 

algorithm generates simplices of the triangulation G(T) of A(T), a curve 

in C(T) is followed until either f, k(x) - x, k becomes equal to the 
J' J, 

minimum for some (j,k) ./:Tor the boundary of A(T) is met. In the first 

case a new label is found and an adjacent curve in C(T u {(j,k)})is 

followed with (t+l)-simplices. In the other case the point on the 

boundary of A(T) lies either in bd Sor lies in A(T\{(i,h)}) for some 

(i,h) ET. If 'the point lies in bd Sit must be a fixed point and the 

algorithm terminates with a simplex close to that point. Otherwise, as 

soon as the algorithm generates a T-complete facet in A(T\{(i,h)}), the 

algorithm continues by following the adjacent curve in C(T\{(i,h)}) with 

(t-1)-simplices of G(T\{(i,h)}). If T becomes an element not in Z, i.e. 

if a simplex is generated which is a j-stopping simplex for some j, then 

it approximates a point z such that 



for all k. 

Clearly, this can only happen if z is a fixed point off since 

Ek (f., (z) - z. k) = O. Note that the algorithm terminates as soon as 
J,K J, 

T becomes an element not of z. It can easily be seen that for some 

given starting pointy the path of simplices converges to a chain of 

adjacent curves in C(T), TE z, if the mesh goes to zero. This curve 

starts with the pointy and ends with a fixed point off. 

6.5. VECTOR LABELLING. 
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Let~ be an u.s.c. mapping from S to the set of nonempty, convex sets 

of Sand lets be triangulated as described in section 2 for some given 

grid vector d and starting pointy. 

DEFINITION 6.5.1. (STANDARD VECTOR LABELLING ON S), A point XE s 

receives the (M+N)-vector label t(x) where 

t(x) -f(x) + x +e 

where f(x) is an a priori chosen element of ~(x). 

DEFINITION 6.5.2. A (t-1)-simplex o(w1 , ••• ,wt) is T-complete with ITI t 

and Tc I(M), if the system of M+N linear equations 

t 
E A.t(wi) + E µ, ke(j,k) = e 

i=l i (j,k)fT J, 

* has a nonnegative solution Ai' i 1, ••• ,t and µ;,k' (j,k) 1 T. 

Observe that T-completeness is only defined if t ~ M+l. 
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1 t 
LEMMA 6.5.3. If o(w , ••• ,w) is a T-complete simplex, then 

M+N. 

PROOF. Summing up all equations we get 

t N 
m.+1 

J 
* . i i 

l: ;\~{ l: l: (-f. k(w )+w. k +1)}+ l: µj ,k M+N. 
i=l 

J. 
j=l k=l J, J, 

(j ,k) fT 

m.+1 m.+1 
J i J i 

Since l: wj,k l: f. k(w) 1 for all j E I and for all i, 
k=l k=l 

J, N 

we immediately get the desired result. □ 

Again we define a j-stopping simplex for j E IN. Note, however, that this 

definition makes only sense if o is T-complete for some T. 

DEFINITION 6.5.4. AT-complete simplex o(w1 , .•. ,wt) is called a j-stopping 

simplex if (j,k) ET for all k 1, ..• ,m.+1. 
J 

LEMMA 6.5.5. A j-stopping simplex o is a completely labelled simplex, i.e. 

* µi,h = 0 for all (i,h) f T. 

PROOF. Since (j,k) ET for all k, we obtain by summing up all equations 

(j,k) over k that 

t 
l: 

i=l 
* "· J. 

1. 

By summing up all equations (h,k) over k for some hi j, we get 

mh+l 

l: 
k=l 

(h,k)fT 

* which can only be the case if all µh,k are equal to zero. 0 

COROLLARY 6.5.6. AT-complete simplex is completely labelled if T f Z. 



Following the proofs of lemma 4.2.5 and theorem 4.2.6 we obtain the 

result that a completely labelled simplex indeed approximates a fixed 

point. Let~ be a continuous function f. 

THEOREM 6.5.7. Let E,o > 0 be such that mesh G o and 

max If. k(x) - f. k(y) I < E for all x,y E a,a E G. 
(j,k)EI(M) J, J, 

Then 

>,,* 

for a completely labelled simplex cr(w1 , ••. ,wt) 

* * * * i (A 1 , ••• ,At) and x Li Aiw holds 

* * max I f. k (x ) - x. k j < E.· 
(j,k)EI(M) J, J, 

* 

with solution 

Moreover, x is a fixed point of the piecewise linear approximation 

f to f with respect to G. 
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If~ is an u.s.c. mapping,we get an analoguous result (see Todd [1976a]). 

We now give a short description how to apply the algorithm for vector 

labelling. Starting in an arbitrarily chosen grid pointy the algorithm 

calculates i(y) and makes a pivot step by bringing i(y) in the system 

of linear equations 

L µ, ke(j,k) e, 
(j ,k) J' 

where the sum is over all indices (j,k). If the (i,h)-th unit column is 

eliminated, the simplex cr(y1 ,TI(T)) with y 1 = y and T = {(i,h)} is 

generated and i(y2) is calculated. Then a pivot step is made with i(y2). 

In general, if a unit column e(j,k) (say) is eliminated 

the dimension is increased by adding the vertex yt+2 

1 
to the current simplex cr(y ,TI(T)) of G(T). Note that a 

by a pivot step, 
t+l -1 . 

y + d. q(J,k) 
J 

is (Tu {(j,k)})-

complete. If, however, a vector i(ys) is eliminated by a pivot step, then 

the facet opposite toys is T-complete so that ys is removed. Ifs= t+l 

and R 
Tit 

t+l 
0, the last vertex y of a is deleted and the dimension of 

a is decreased. Now a pivot step is made by bringing e(Tit) back in the 

current system of linear equations. Note that the facet of a opposite 
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t+l 
y is a T-complete simplex of the triangulation G(T\{TTt}) of A(T\{TTt}). 

If not both s = t+l and R = 0, the standard replacement step is 
TTt 

performed by replacing ys according to table 6.4.1. This step yields a 

new vertex y and a pivot step is made with i(y), etc. Hence, as long as 

all steps are unique and feasible, the algorithm generates a unique 

path of adjacent simplices of variable dimension such that for some 

TE Z a simplex a is of the form a(y1 ,TT(T)) E G(T) and either has just two 

different T-complete facets or is (Tu {(j,k)})-complete for some (j,k) f T. 

* The algorithm terminates as soon as allµ, k are equal to zero, as will be 
J, 

the case when Tu {(j,k)} f z. Note that if ITI > M, T cannot be an element 

of z, i.e. if full-dimensional simplices are generated and one of the 

* remaining N unit columns is eliminated, then allµ, k become equal to 
J, 

zero so that a completely labelled simplex is found. 

Next we prove that the algorithm indeed terminates within a finite number 

of steps with a completely labelled simplex. Clearly, since the set of all 

feasible solutions of the system of linear equations is bounded 

(see lemma 6.5.3) the pivot steps can always be carried out. Moreover, 

assuming that by a pivot step only one column is eliminated, the pivot 

steps are unique. Note that the solution is completely degenerated if 

a completely labelled simplex is found (N > 1). Hence, the pivot st~ps 

are unique and feasible. Now we show that the replacement steps as well as 

the extension steps are feasible. Clearly, they are all unique. 

1 t+l . . . 
THEOREM 6.5.8. Let a(y, ... , y ) beat-simplex of the triangulation 

1 s-1 s+l t+l . 
G(T) of A(T) such that the facet T(y , ..• ,y ,y , .•. ,y ) is on the 

(j,k)-th boundary of S for some (j,k) whereas ys is not on that boundary. 

If Tis T-complete then: 

(i) Tis completely labelled 

or 

(ii) s = t+l, TTt (j,k-1) and R 
TTt 

0, where k-l=m.+1 if k=l. 
J 

PROOF. Suppose that Tis T-complete but not completely labelled. 

Ifs= t+l, we have 



t+l y 
t -1 y + d, q(j,k-1) 

J 

t t+l since y lies in the (j,k)-th boundary of Sandy does not. Hence 

Tit= (j,k-1) and so (j,k-1) e T. Moreover, (j,k) f T and consequently 

R, k 1 J, -
O, which implies (ii). Ifs~ t, then we must have that 

s+l y 
s -1 

y + d, q(j,k) 
,J 

and so Tis= (j,k) e T. Consequently, e(j,k) has already been eliminated. 

Consider now the (j,k)-th equation of the system of linear equations 

corresponding to T, 

Nl i i 
L Ai (-fj,k(y) + Yj,k + 1) 

i=l 
i~s 

1. 

i 
Since Yj,k is equal to zero for all i ~ s, this equation simplifies to 

t+1 i _ 
- L Aifj,k(y) + 

i=l 
i~s 

1. 

* * * * If the total system has a feasible solution.(A 1 , ••• ,As-l'As+l'"""'At+l), 

then Li A~~ 1 as follows from the latter equation since the first term 

* on the left side is nonpositive. If Li Ai= 1, T must be completely 

* labelled (see lemma 6.5.3). If, however, Li Ai> 1, then by the same 

lemma the system has no feasible solution implying that Tis not 

T-complete. 
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The theorem says that if such a cr is generated by the algorithm while ~(ys) 

is eliminated the facet Tis completely labelled (in which case the 

algorithm terminates) or step 4 has to be performed. Hence, the 

replacement ·step is always feasible. Following the same arguments it 

can be easily proved that an extension step is also always feasible. 

Therefore we can conlude that all steps are unique and feasible so that 
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the algorithm must terminate,which can only occur if a completely 

labelled simplex is found. Note again that the algorithm can terminate 

with lower-dimensional simplices. Assuming nondegeneracy, this will only 

happen for a boundary facet (ca~e (1) of theorem 6.5.8). 

Finally, we give an interpretation of the path followed by the algorithm. 

Let f be the piecewise-linear approximation to¢ with respect to the 

triangulation G, such that f(x) = f(x) if xis a grid point of s. 

THEOREM 6.5.9. For TE Z let ,(w1 , ... ,wt) be a T-complete simplex generated 

* * * by the algorithm, and let A = (A 1, ••• ,At) be the solution of the system 

of equations with respect to,. Then 

(j ,k) E T 

and (assuming nondegeneracy) 

* * * f f. k(w) - wj,k > a(A) (j ,kl T, 
J, 

* * i * * * * where w = i:. A .w /l:. A. and a(A) - (1 - l:. Ai)/l:i A. (if t=0 then 
l. l. l. l. l. l. 

PROOF. Consider first the (j,k)-th equations of the system, (j,k) ET. 

Since e(j,k) has been eliminated, we obtain 

Since f i.s 

For (j ,kl i 

t * - i 
l: -A. (f. k (w ) 

i=l 1. J, 
i 

w. kl + J, 

* 

t 
* l: Ai 

i=l 

t 
linear in cr and letting w l: 

i=l 

t 
- * * * f. k(w) - wj,k -(1 - l: Ai)/ J, i=l 

T we have in the same way 

t * - .i i 
t 

l: A. (-f. k(w) + w. kl + l: 
i=l 

l. J, J, i=l 

(j ,k) E T. 

* i 
t 

* A .w / l: \1 we get 
1. i=l 

t 
* * l: A. a (A ) (j ,kl 

i=l 
l. 

* * * A. + µj,k 1 with µj ,k > 
l. 

E 

0. 

T. 



111 

Hence, 

(j ,k) ,j: T. 

t * Observe that ri=l Ai is always positive since otherwise the (j,k)-th 

equations give a contradiction for (j,k) ET. 

□ 

* - * Clearly, a(A) minj,k (fj,k(w) 

* the point w lies in the set C(T) 

* w. k) < 0. The theorem implies that 
J, 

defined in section 4 but now with 

respect to f. Whereas in case of integer labelling the algor~thm generates 

points (simplices) which roughly follow a curve of C(T) defined with 

respect to the real function f, for vector labelling the algorithm 

generates points which are elements of C(T) defined with respect to a 

piecewise linear approximation f to~- Observe that f changes if the mesh 
t * becomes smaller. If T becomes an element not of z, then ri=l Ai= 1 

* t * i and w ri=l Aiw must be a fixed point off, cf. corollary 6.5.6. 

Further, for some TE z let a be a generated simplex having two T-complete 

* * facets with solutions A (1) and A (2) respectively and let w(l) and w(2) be 

the corresponding solution-points. Then for each point x = F,w(l) + (1-F,)w(2) 

with O ~ F, ~ 1 we have 

and 

f. k(x) 
J, 

- X, > a' 
J ,k 

* * 

(j ,k) E T 

(j ,k) f T 

where a'= F,a(A (1)) + (1-F,)a(A (2)). We get the same result if a is a 

generated simplex of G(T) such that a is Tu {(i,h)}-complete for some 

(i,h) ,j: T. Consequently, the algorithm generates a connected chain of 

line segments lying in C(T). So, the algorithm actually generates a 

piecewise linear curve in S starting from y and ending with a fixed point 

off, the latter being an approximate fixed point of~- If the mesh goes 

to zero,this point converges to a fixed point of~- If the mapping~ is a 

continuous function, the curve converges to the limiting path mentioned in 

section 4. 
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It is clear that in case of vector labelling the algorithm has the disposal 

of more information to decide which direction must be chosen to find an 

approximate fixed point than in case of integer labelling. So, we may 

expect that the algorithm converges much faster for vector labelling, 

in particular if the algorithm is restarted many times to improve the 

approximation. However, vector labelling requires much storage and involves 

many computational operations since an (M+N)-matrix is adapted by every 

pivot step and must be stored. Note however that many of the columns are 

unit columns. It can easily be seen that a unit column remains the same 
i 

by pivoting so that only the t columns ~(y) need to be stored. As soon 

as a unit column is eliminated t increases with one, and when a unit 

column is reintroduced t decreases with one. Observe that except for 

Van der Laan and Talman's algorithm discussed in section 4.5 and the 

algorithm described here no other algorithm has this nice property. 

To decide whether integer labelling or vector labelling will be used, 

therefore depends on the computation time of a function evaluation and on 

the desired accuracy, e.g. if a function evaluation consumes much time itis 

better to use vector labelling. In the next section we give some 

computational experience. 

6.6. COMPUTATIONAL EXPERIENCE. 

As discussed in section 3.2 the computation of an equilibrium 

strategy of an N-person game,where the j-th player has m.+1 strategies,can 
J 

be considered as the computation of a fixed point of a continuous function 

f from S into itself. As argued in that section the function f is not very 

suitable since much information is lost by taking the maximum of 0 and 

pj(x) - ~(x) for all (j,k) E I(M). Therefore we will not apply the 

algorithm to the function f. We relabel the points such that a j-stopping 

simplex (or a completely labelled simplex) is still a good approximation 

of an equilibrium strategy. To do so, we formulate the N-person game 

problem as a nonlinear complementarity problem (cf. Garcia, Lemke and 

Luthi [1973]). The equilibrium condition of the N-person game is 

equivalent to the NLCP 
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such that x ES. Observe that ~(x) ~ vj(x) for all (j,k) E I{M) and 

x ES. In case of integer labelling a point x ES receives the label i(x) 

where 

i (x) lexicomin{(j,k) I xj,k > 0 and ~(x)-vj(x) ~ i i 
~(x)-v (x) 

for all (i,h) E I(M) such that x. h> O}. 
]. , 

In case of vector labelling a point x ES receives the (M+N)-vector label 

i(x) where 

t. k(x) 
J, 

if 

if 

We applied the algorithm for both labelling rules to two noncooperative 

three-person games each player having three strategies. For the first 

game the data of game 2 in Garcia, Lemke and Luthi [1973] were used. 

The data of the other game are given in table 6.6.1. 

( 1, 1) (1, 2) (1, 3) (2,1) (2, 2) (2, 3) (3, 1) (3,2) (3,3) 

( 1 , 1) 2 3 4 2 3 3 4 1 5 

(1,2) 1 1 4 3 4 1 6 8 2 

(1,3) 4 7 2 4 5 5 3 6 4 

(2 I 1) 5 6 7 4 8 9 3 5 1 

(2 ,2) 1 1 3 3 2 1 2 2 4 

(2, 3) 2 3 6 5 3 6 7 5 8 

(3, 1) 1 3 5 1 6 2 1 2 4 

(3 ,2) 2 6 5 3 3 7 8 5 5 

(3 ,3) 5 2 2 4 6 5 8 1 3 

Table 6. 6. 1. The number in the (j ,k)-th row and the (ik ,ik )-th column 
1 2 

is the loss of player j if he uses his k-th pure strategy 

if for h = 1,2 player kh uses his i -th 
kh 

pure strategy 

where k 1 ,k2 -# j and k 1 <. k2. 

and 
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Instead of the standard triangulation matrix Q. on the blockdiagonal of Q 
J 

we used the matrix U proposed in chapter 5 with-m. on the diagonal. A 
J 

point outside S received then the label of its projection (per player) on 

the boundary of s. For both examples the algorithm was started in the 

barycenter (1/3, ..• , 1/3)T with d, equal to 3 for all j = 1,2,3, except 
J 

for the first game when vector labelling was used in which case we have 

chosen d. = 6 for all j. The factor of incrementation was set equal to two 
J 

for all applications whereas the final grid size was 384- 1 • This is equal 

to a grid size of 665-l in Garcia, Lemke and Liithi's algorithm. Since their 

algorithm ~ust start in a corner of s, it requires hundred and hundreds 

of iterations for this grid size. For integer labelling the new starting 

point was set equal to the barycenter of the j-stopping simplex whereas 

in case of vector labelling we choose 

y 
t 
E 

i=l 

* i t 
". w / E 

1 i=l 
* "· l. 

1 t 
if cr(w , ... ,w) wasthe generated completely labelled simplex with solution 

* * * * A = ('}.. 1 , ••. , "t). Note that Ei Ai ➔ 1 if the mesh goes to zero. The 

results are shown in the tabels 6.6.2 and 6.6.3. The accuracy is defined 

by 

* where x is the approximate fixed point. 

Grid size-l Integer labelling 

6 

24 

96 

384 

Iterations 

68 

191 

275 

322 

Table 6.6.2. Game 1. 

Accuracy 

.025 

.075 

.012 

.003 

Vector labelling 

Iterations 

43 

150 

Accuracy 

.18 

0 



The last approximate fixed point was equal to 

* x = (.3904, .2959, .3138; .3889, .2970, .3141; .9690, .0310, 0) in case 
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* of integer labelling and equal to x = u(1,2,2) in case of vector labelling. 

Grid size -1 Integer labelling Vector labelling 

Iterations Accuracy Iterations Accuracy 

6 27 • 2 40 .06 

24 53 .07 55 .005 

96 84 .02 71 .001 

384 113 .004 87 .0005 

Table 6.6.3. Game 2. 

The last approximate fixed point was equal to 

* x = (.4286, .5714, 0; 0, 1, 0; .6650, .3350) in case of integer labelling 

and equal to 

* x = (.4284, .5716, 0; 0, 1, 0; 0, .6667, .3333) in case of vector 

labelling. 
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CHAPTER 7 

CLASS OF VARIABLE DIMENSION FIXED POINT ALGORITHMS ON Rn 

7.1. INTRODUCTION. 

Using the ideas of the previous chapter in which an algorithm was 

developed to compute a fixed point of a continuous function (or u.s.c. 

mapping) from the product space of unit simplices into itself, we now 

develop a class of algorithms on Rn by considering Rn as the product space 

of lower-dimensional Euclidean spaces. 

1 s N s n, m1 , ... ,~ be given positive 

Then we can write Rn= IT~ 1 Rmj_ After 

More precisely, let 

integers such that 

triangulating each 

for 
N 

Ei=l 
Rmj 

some N with 

m. = n. 
1 

in the 
J= 

standard way we construct a triangulation of Rn again defined in relation 

to an arbitrarily chosen point. This point will be the starting point of 

the algorithm. Each point is labelled with one of the n+N elements of a 

set related to the set I(M) defined in the previous chapter. In case of 

vector labelling a point receives an (n+N)-vector label. From the starting 

point the algorithm generates in the standard way a path of adjacent 

simplices of the triangulation of variable dimension until some special 

label set is found. Then an approximate fixed point has been found and the 

algorithm can be restarted. The steps of the algorithm are almost identical 

to those of chapter 6. It will appear that from the starting point fast 

movements can be made in all directions if N is large. In particular the 

extreme case N = n is of considerable interest since then the efficient 

K' triangulation (cf. also Todd [1978a]) underlies the algorithm. Moreover 

we will indicate how for N = n in case of integer labelling the algorithm 

can be utilized to approximate a connected set of fixed points. An 

algorithm closely related to the case N = n was independently developed by 

Reiser [1978a, 1978b] to approximate a solution of the NLCP (see chapter 3). 

However, his algorithm is based on the K triangulation and was only 

presented for integer labelling. For integer labelling we will prove that 
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in particular when N is large, the algorithm can terminate with lower

dimensional simplices without affecting the accuracy. However, for the 

extreme case N = 1 only full-dimensional simplices yielding an approxima-

tion exist. The case N = 1 is closely related to Van der Laan and 

Talman's basic algorithm on Rn. Only the labelling rule is different. For 

vector labelling the algorithm generally terminates with a full-dimensional 

simplex for any N. For both the integer and vector labelling rule new 

convergence conditions will be given. It will also appear that Merrill's 

condition is sufficient for both extreme cases. 

In section 2 the triangulation of Rn is described for given integers 

m1 , ..• , mN. In section 3 the integer labelling rule is given and it is 

proved that the algorithm's terminal simplex indeed yields an approximate 

fixed point. Section 4 presents the algorithm. Also convergence conditions 

are discussed. The generalization to vector labelling is described in 

section 5. Section 6 treats the two extreme cases and indicates how the 

algorithm can be utilized to approximate a connected set of fixed points 

if N is equal ton. An application to the Borsuk-Ulam theorem discussed 

by Todd and Wright [1979] is also presented in section 6. Finally 

computational experience is given in section 7. 

This chapter is based on the work of Van der Laan and Talman [1978b]. 

7.2. TRIANGULATION OF Rn FOR GIVEN POSITIVE INTEGERS SUMMING UP TO n. 

Let m1 , ••• ,~ be N positive integers with sum n. Then we can 
n m. 

consider R as the product space of R J, j = 1, •.. ,N, i.e. 

N 
n 

j=l 

m, 
R J 

In the same way as described in section 6.2, we obtain a triangulation of 
n m. 

R by first triangulating each R Jin the standard way. So, let P, be an 
m, m. J 

extended mj x (mj+l) triangulation matrix of R J, i.e. let R J be 

triangulated according to the PjK triangulation. If mj is equal to one for 

some m., we write for ease of notation P. = [1,-1]. Furthermore, let 
J J -

d = (d1 , .•. ,dN) be a vector of (positive) grid sizes, and let Dj be the 

diagonal mj-matrix with dj on the diagonal. Then the matrix DjPj (or djPj) 

induces the PjK triangulation with grid size dj. Next, define the 
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n x (n+N) block-matrix p by 

0 

p 

0 

Similarly, let the nxn-matrix D denote the diagonal matrix whose 
j-1 

(k + r. 1 m.)-th diagonal element is equal to d. fork= 1, .•. ,m. 
i= i J J 

and j E IN. Fork E Im.+l' the (j,k}-th column of the matrix DP and Pis 
J . 

denoted by Dp(j,k) and p(j,k) respectively. Also, e(j,k) denotes the 
j-1 n+N 

(k + ri=l (mi+l))-th unit vector in R whereas xj,k denotes the 

' 1 
(k + r~- 1 m.)-th component of x E Rn. Following the analysis in chapter 6, 

i= i 

we first "subdivide" Rn i.n regions A(T) for special index sets T such that 

the rank of the matrix with columns q(j,k), (j,k) ET, is equal to JTJ. 

So, let I(m) be defined by 

I(m) 
N 

u 
j=l 

{(j,1), .•• , (j,m.+1)}, 
J 

and let z be the collection of subsets T of I(m) such that for each j E In 

at least one index (j,k) is not in T. Then we have the following definition, 

where y is an a priori chosen starting point for the algorithm. 

DEFINITION 7.2.1. For TE Z the region A(T) is defined by 

A(T) {x E RnJ x = y + r A. kp(j,k) for 
(j,k)ET J, 

nonnegative numbers A. k}. 
J, 

Since the matrix with columns p(j,k), (j,k) ET, has full rank,the 

(positive) A. k's are unique. A point x E Rn is called a proper point of 
J, 

A(T) if A. k > 0 for all (j,k) ET. The set of proper points will be 
J, . 0 

again denoted by A(T). Observe that int A(T) = A(T), independently of the 

starting point. Moreover, we have the property that dim A(T) = JTJ, TE z. 

Also, if Tis the empty set, then A(0) = A(0) = {y}. 
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LEMMA 7.2.2. The sets A(T) partition Rn, TE Z. Moreover, for all T1 and 

T2 in Z holds 

DEFIN·ITION 7. 2. 3. For T E Z with IT I = t the set G (T) 
1 . . 1 t+l 

of t-simplices a(y ,TI(T)) with vertices y, •.. , y 

is the collection 

in Rn such that 

(i) 
1 

y 

(ii) TI(T) 

i+l 
(iii) y 

y + E d,µ. kp(j,k) 
( j ,k) ET J J' 

for nonnegative integersµ, k' 
J, 

(TI 1 , ••• , Tit) is a permutation of the elements of T, 

i 1, ... , t. 

Following the proof of theorem 6.2.4 we easily obtain that G(T) is a 

triangulation of A(T). Next let z 1 be the subset of Z such that 

dim A(T) = n, then we have the following result. ~he proof is identical 

to the combined proofs of theorem 6.2.5 and corollary 6.2.6. 

THEOREM 7.2.4. Rn is triangulated by the union of triangulations G(T) of 
1 A(T), TE Z. Moreover, let T1 be a proper subset of T2 E z. Then G(T1) is 

the triangulation of A(T1) induced by G(T2). 

If N = 1, Rn is triangulated according to the P1K triangulation. Note that 

in this case each A(T), TE z 1, is triangulated in the same way (see also 

section 4.5). However, if N > 1, each region A(T) is differently triangu-

lated. In particular,for N = n we obtain the K' trianqul~tion 

proposed by Todd [1978a, page 162]. He proved that the average directional 

density of the K' triangulation of Rn given the starting pointy is of the 

order of n. As argued by Todd [1978a, page 163] this result must be viewed 

with caution. Clearly, mesh K' = mesh Kand SV(K') = SV(K). The computation 

of the mesh, the SV measure and the average directional density, defined 

in chapter 5,of the triangulation is for the case 1 < N < n rather techni

cal and is therefore omitted. Of course,these quantities depend on the 

structure of the P. 
J 

matrices and the numbers m., j = 1, ... ,N. Recall that 
J 

Pj = [1,-1] if mj = 1. 

of Rn an integer label 

In the next section we assign to each (grid)point 

being an element of the set I(m). 
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7.3. INTEGER LABELLING AND APPROXIMATION. 

Suppose we want to compute a fixed point of a continuous function f 
n n j-1 

from R to R. As mentioned above, we denote the (k + Li=l mi)-th 

component of f(x) = (f1 (x), ... , fn(x))T and x = (x 1 , ... , xn)T by fj,k(x) 

and xj,k respectively (k = 1, ... ,mj and j E IN) where m1 , .•. ,mN are the 

given integers with sum n. To utilize the triangulation described in the 

previous section we define the function g(x) from Rn to Rn+N as follows. 

For j = 1 , ..• , N, 

gj ,h (x) f. h (x) - xj ,h 
h 1, ... ,m., 

J, J 

and 
m. 

g. +1 (x) LJ g. h(x). 
J,m. h=l J, 

J 

Observe that for N = 1, gl,h = fh(x) - xh, h 1, ... ,n, and 

gl,n+l (x) = - L~=l (fi(x)-xi). Moreover, for N n we have that 

g. 1 (x) = f. (x)-x. and g. 2 (x) = -f. (x) +x. for j = 1, ..• ,n. Based upon 
], J J J, J J 

the function g, the integer labelling rule is defined as follows. 

DEFINITION 7.3.1. A point x E Rn receives the integer label t(x) E I(m) 

where 

t(x) lexicomin {(j,k) I g, k(x) ~ g. h(x} 
J, l., 

for all indices (i,h) E I(m)}. 

Since the total number of different labels is n+N, we have N-1 more labels 

than in the standard algorithms on Rn discussed in chapter 4. Note that 

for N = 1 the labelling is different from the standard labelling. It will 

be shown below that the standard labelling yields,abetter accuracy to an 

approximate fixed point. 

DEFINITION 7. 3. 2. For T E I (m} with IT J = t, a ( t-1) -simplex is T-complete 

if the t vertices of cr carry all the labels which are elements of T. 

DEFINITION 7.3.3. A simplex cr is a j-stopping simplex, j E IN, if (j,k) is 

an element of the label set of cr for all k. 



121 

Observe that m. $ dim cr $ n if cr is a j-stopping simplex. Moreover, in the 
J 

same way as in section 6.3 we have the following corollary. 

COROLLARY 7.3.4. AT-complete cr is a stopping simplex if and only if T 4 z. 

In the next theorem we prove that a j-stopping simplex yields a good 

approximation of a fixed point off. 

THEOREM 7.3.5. Let E,o > 0 be such that maxs Ix -y I $ o and 
s s 

max If (x)-f (y) I < E for all x and yin a j-stopping simplex cr. Then 
s s s 

for any x E cr 

and 

max 
SEI 

n 

max 
SEI 

n 

If (x) - XI< ½(n+l)(E+o) 
s s 

if N 

If (x) - x I < {1 + ½{m,+l)max m,}(E+o) 
S S J ifj 1 

if N ~ 2. 

PROOF. Let w(k) be the vertex of cr such that i(w(k)) = (j,k), k=l, ••. ,m.+1. 
-- J 
Since r:~;1 gj,k(y) = O, it follows from definition 7.3.1 that 

Hence, fork 

g. k(w(k)) ~ 0 
J, 

1, ... ,m, 
J 

for k = ·1, ••• ,m, +1. 
J 

and for an arbitrarily chosen point x E cr, 

(f. k(x)-f. k(w(k))) + g. k(w(k)) 
J, J, J, 

+ (w. k(k) -x. k) > -(E+o). 
J, J, 

Moreover, fork 1, ... ,m. 
J 

m. 
g, k(w(m,+1)) < g. +l(w(m.+1)) 
J, J J,mj J 

rJ g, h(w(m.+1)), 
h=l J' J 

and so 

m, 

g, k(w(m.+1)) < -½ rJ g, h(w(m,+1)) < ½(m.-1) (E+o). 
J' J h=l J' · J J 

hfk 
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Therefore, 

f. k(x) - x. k < g, k(w(m.+1)) +e: + cS <½(m.+l)(e:+cS) 
J, J, J, J J 

for~= 1, .•• ,m .• 
J 

Consequently, 

(7. 3 .1) 

For N 

max 
kEI 

m. 
J 

If. k(x)-x. kl < ½(m.+1) (E:+cS). 
J, J, J 

n) we obtain 

max 
SEI 

n 

[f (x)-x I < ½(n+l) (e:+cS), 
s s 

which proves the first part of the theorem. 

For N ~ 2 and i / j we have that for h = 1, ••• ,mi+l 

g, h(w(l)) :S: g, 1 (w(1)) < ½(m.+1) (E+cS). 
i, J, J 

Hence, for h = 1, ••• ,m., 
]. 

and so 

g. (w(l)) = -i,h g. k(w(l)) > -½m. (m .+1) (E+o), 
i, ]. J 

{1+½(m.+1)}(E+o) > f. h(x)-x. h> -{1+½ro.(m.+1)}(E+o). 
J i, i, ]. J 

Combining the last two inequalities with inequality (7.3.1) we obtain 

max 
SEI 

n 

If (x)-x I < {1 + ½(m.+1) max m.}(E + o) 
s s J i~j ]. 

□ 



COROLLARY 7.3.6. For N = n (m.= 1) we have for every x in a j-stopping 
J 

simplex 

max 
SEI 

n 

If (x)-x I < 2(£+6). 
s s 
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Observe that for all N the inaccuracy of the approximation is higher than 

the inaccuracy obtained for the standard labelling rule, even in case 

N 1. This is caused by the fact that label n+l is assigned as soon as 

~:=l (fs(x)-xs) is larger than fj(x)-xj for all j, whereas in the basic 

algorithm label n+l is only assigned if fs(x)-xs < 0 for alls. Hence, a 

completely labelled simplex gives a better approximation in case of 

standard labelling. Note that for the other extreme case N = n, the 

inaccuracy is two times higher than in case of the standard labelling rule 

(for N=l). In section 6 we propose a labelling rule f~r the case N = n 

which will improve the accuracy. Finally, we remark that the accuracy of 

the approximation obtained from a j-stopping simplex a depends not on the 

number of vertices of a. Of course, it depends on m .• For instance, if 
J 

n = 10, N = 2, m1 = 1 and m2 = 9, the inaccuracy is 10(£+0) if a 

1-stopping simplex a(w1, .•. ,wt) is found (2 $ t $ 11) and the inaccuracy 

is 6(£+0) if a 2-stopping simplex a(w1 , .•• ,wt) is found (10 $ t $ 11). 

7.4. THE VARIABLE DIMENSION ALGORITHM ON Rn. 

Let Rn be triangulated for given y as described in section 2 and 

let each point x in Rn be labelled according to definition 7.3.1 for 

given m1 , ••• ,mN with sum n. To generate for some j E IN a j-stopping 

simplex of the triangulation, we apply the algorithm described in 

section 6.4 by performing the steps 0-4, starting with the arbitrarily 

chosen pointy. Of course, columns of the matrix Q must be changed into 

the same columns of the matrix P. Hence, performing the algorithm, a path 

of adjacent simplices a of the triangulation of variable dimension is 

generated such that when a is a generated t-simplex a(y1 ,TT(T)) of G(T), 

TE Z, either a has two T-complete facets or a is (Tu {(j,k)})-complete 

for some (j,k) { T. In the latter case the algorithm terminates with 
1 

the j-stopping simplex a(y ,TT(T)) if Tu {(j,k)} ~ z, whereas 

the dimension is increased if a was entered via the T-complete facet of a, 

and the dimension is decreased if a was entered from the (t+l)-simplex 
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- 1 a(y ,(rr(T),(j,k))). In the latter case the last vertex of a is deleted 

and the vertex having label (j,k) is removed. In both cases a has exactly 

two adjacent simplices with one of the just mentioned properties. If a has 

two T-complete facets, a was entered via one of them whereas the algorithm 

leaves avia the other one. Also in this case a has exactly two adjacent 

simplices with one o{ the properties. However, only the zero-dimensional 
1 

starting simplex {y} has just one adjacent simplex a(y ,rr(T)) of G(T) 

which has either two T-complete facets or is (Tu {(j,k)})-complete, viz. 
1 

for y = y and T = p, (y) }. So, the algorithm can never return in a previously 

generated simplex. Consequently, either the algorithm terminates with a 

stopping simplex, or a path of simplices going to infinity is generated. 

The next theorem gives a condition to guarantee convergence. 

THEOREM 7.4.1. Let f be a continuous function from Rn to Rn and let y be 

the starting point. Assume there exist numbersµ> maxs IYsl and E > 0 

such that for any x EB(µ) {z E Rnl max lz I=µ} at least one of the 
s s 

following conditions holds: 

(i) there is an index s with xs > ys such that fs(x) 

for some index (r,h) E I(m), 

- X + E < g h(x) s r, 

(ii) there is an index j with Emh2 1 (y, h-x. h) > 0 such that 
- J, J, 

g. +l (x) + E < g h (x) for some index (r ,h) E I (m) • 
J,mj r, 

Then the algorithm terminates within a finite number of iterations if 

P. is them. x (m.+1) triangulation matrix corresponding to an (aJ.,SJ,)-
J J Jm, 

triangulation of R J (with S. ~ 0 and a.+ (m.-l)S. > OJ and if the mesh 
J J J J 

of the triangulation is small enough. 

PROOF. Let the grid be so fine that 

jfi(xl)_ 
1 2 

+ x~I < ½E -1 max X, - f. (x ) min m 
iEI 

]. ]. ]. p 
. n pEIN 

f t · l d 2 ' 'l f l , or every wo points x an x in a simp ex a o the triangu ation meeting 

B(µ). Let for some TE z, a(y1,rr(T)) be a simplex of G(T) such that 
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an B(µ) ~ 0. We will prove that a has no T-complete facets and therefore 

cannot be generated by the algorithm. Let x be an arbitrarily chosen point 

in the intersection of a and B(µ). If (i) holds for some s, then (j ,k) E 

where s = k + 
j-1 

l:i=l mi, since X > Ys• Moreover, g h (x) > f (x)-x +e: for 

least one index 

vertices y 
i 

of 

s i r, 
(r ,h). Since g h (x) <gr,h(y) + ½e: min r, p 

a, it follows that for all i 

- X 
s 

+ ½e: min 
p 

-1 
m 

p 

i -1 
< g h(y ) - e: + ½e: min m (m +1) 

r, p p r 

i 
,,; g h(y ). r, 

~1 s 
m m for all 

p r 

1 
Consequently, no vertex of a(y ,TT(T)) carries label (j,k) which implies 

that a has no T-complete facets since (j,k) ET. 

On the other hand if (ii) holds for some index j, then (j,m.+1) ET and 
J 

g h(x) > g, +l(x) + e: for at least one index (r,h). 
r, J ,mj 

Using the same arguments as above we obtain that for all i 

i 
< gj,m.+1 (x) + l:;E min -1 

g. +1 (y ) m m. 
J ,mj 

J 
p p J 

< g h (x) E + l:;e: min 
-1 - m m. r, p p J 

i 
E + l:;e: -1 m) < gr,h(y) - min m (m. + 

p p J r 

i 
,,; g h(y ) . r, 

Hence, no vertex of a carries label (j,m,+1) which again implies that a 
J 

has no T-complete facets since (j,m,+1) ET. Therefore, starting with the 
J 

zero-dimensional simplex {y} no simplex meeting B(µ) can be generated by 

the algorithm. This proves the theorem since the number of simplices in 

conv (B(µ)) is-finite. B 

Note that for N = n the condition of the theorem can be simplified. 

T, 

at 
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COROLLARnY 7.4.2. Let f be a continuous function from Rn to Rn and let 

y be the starting point. Assume there exist numbers µ > max. [ y. [ and 
J J 

£ > 0 such that for any x E B(µ) there exists an index s with xs f ys and 

for at least one index j E IN. Then the algorithm terminates if the grid 

size is fine enough and if N = n. 

Remark that theorem 7.4.1 is not always valid if other triangulation 

matrices P. underly the algorithm. Conditions for other matrices can 
J 

easily be derived. They must state that for x E A(T) "far enough away" 

some label (j,k) ET does not occur in the neighbourhood of x. 

We now give a condition which is independent of the starting point and 

the grid size vector. 

THEOREM 7.4.3. Let f be a continuous function from Rn to Rn. Assume there 

exists aµ> 0 such that x. k >µimplies 
J, 

f. k (x) - x. k < g h (x) J, ], r, 
for some index (r,h), 

and such that x. k < -µ implies 
] , 

g · m +1 (x) 
], j 

< g h(x) r, 
for some index (r,h). 

Then the algorithm converges for every starting point and for every 

vector of grid sizes if P. is of the (a.,8.)-form. 
J J J 

PROOF. Let mesh G be equal too and let y be an arbitrarily chosen starting 

point in Rn. Moreover, letµ' > max [y [ + µ + o, and define the set 
s s 

B(y,µ I) by 

B(y,µ') 

where 11'. = µ' max(l,m.-1). 
J J 1 

For some TE Z let cr(y ,TI(T)) be a simplex of the triangulation G(T) of 

A(T) such that an bd B(y,µ') f 0- We will prove that a has no T-complete 

facets. Let x E an bd B(y,µ'), then there is some index (j,k) such that 
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either x. k - y].,k =µ'or x. k - y, k = -µ'.. If x. k - y, k =µ',then J, J, ], J ], J, 
since x. k > y, k (j,k) ET since x. k > y. k' and x. k > µ'-max IY I>µ+ o J, ], ], J, J, s s 

i ~ 
Conse~uently, Yj,k >µfor all vertices y of o,and so for each i there 

exists an index (r,h) such that 

Hence, no vertex of a carries label (j,k). Therefore,o has no T-complete 
i 

facets. Observe that (r,h) need not to be the same for ally. Suppose 

now that x. k - Yj,k -µj. We first show that this implies (j ,m.+1) E T. 
J, J 

For m. = 1 the proof is obvious. If m. )> 1 then, because of the structure 
J J 

of pj' there exists an index (j ,h) when (j ,m.+1) ~ T such that 
J 

which contradicts the fact that xi,h - Yi,h ~ µ' for all (i,h). Hence 

(j,m,+1) ET. Moreover, x. k - y, k =-µ'.implies 
J J, J, i J i 

x. k < max \y I - µ' < -µ-o, and soy, k <-µfor all vertices y of a. J, s s ], 
Hence, for all i there is an index (r,h) such that 

which implies that no vertex of a carries label (j,m.+1). Consequently, 
J -

a has no T-completely facets. So, no simplices outside B(y,µ') can be 

generated by the algorithm and hence, since the number of simplices 

meeting B(y,µ') is finite, the algorithm converges. D 

COROLLARY 7.4.4. Let f be a continuous function from Rn to Rn. Assume 

there exists a µ > 0 such that \ x \ > µ implies 
s 

< max 
iEI 

n 

\f. (x)-x. \. 
J. J. 
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Then for N n the algorithm converges always. 

Observe that for the ot::.er extreme case N = 1 the condition differs from 

the convergence-condition stated by Van der Laan [1980] for the standard 

labelling rule. Recall that the standard labelling rule should be preferred 

since it performs better. Cbnvergence-conditions for other triangulation 

matrices can be easily derived. 

Concerning the local path followed by the sequence of generated simplices 

we can make the same remarks as made in section 6.4. Note, however, that 

the path is now defined with respect to the function g and not with 

respect to f. We do not further discuss this matter and continue with 

vector labelling. 

7.5. VECTOR LABELLING. 

To apply the algorithmdescribedin the previous section for the 

computation of a fixed point of an u.s.c. mapping~ from Rn to the set of 

nonempty, convex subsets of Rn, we consider again the triangulation of 

Rn as defined in section 2 for given positive integers m1 , ... ,~with 

sum n and some starting pointy. Now each point x in RN receives the 

(n + N)-vector label l(x) = g(x) + e where g(x) is defined as in section 

3 with respect to a piecewise linear approximation f to¢. 

DEFINITION 7.5.1. A (t-1)-simplex cr(w1 , •.. ,wt) is T-complete, for some 

Tc I(m) with jTj 

t 

t, if the system of n + N linear equations 

E 
i=l 

* has a nonnegative solution Ai' i 

= e 

1, .•. ,t, and µ;,k' (j,k) ~ T. 

1 t Clearly, if cr(w , ..• ,w) is a T-complete simplex, then 

* and with µj,h 0 when (j,h) ET 

n + N 



t 
(7.5.1) * (1 + m.) E ).i + 

J i=l 
j 1, ••• ,N. 

DEFINITION 7.5.2. AT-complete simplex is a j-stopping face if (j,k) ET 

for all k = 1, ••• ,m.+1. 
J 

* DEFINITION 7.5.3. AT-complete simplex is completely labelled if µj,k 

for all (j ,k) • 
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0 

Obviously, if a T-complete simplex is a j-stopping face, it is also· 

completely labelled. In the next theorem, which can be easily generalized 

to u.s.c. mappings, we state that for a continuous function ~=fa 

completely labelled simplex yields an approximate fixed point. 

COROLLARY 7.5.4. Let e,o > 0 be such that max Ix -y Is o and 
s s s 

max If (x) - f (y) I < e for all x and y in a completely .labelled t-simplex 
s s s 

· 1 t+l * cr(y , ••. ,y ). Then, with x 

* 

max 
SEI 

n 

I * * f (x ) -x I < e. s s 

Moreover, x is a fixed point off. 

Observe, that equality (7.5.1) implies E. ).~ 1 and that the accuracy of 
J. J. 

the approximation is the same as that of a completely labelled simplex 

for the standard labelling rule (N = 1). 

on the inaccuracy. 

So, the m.'s have no influence 
J 

To generate a completely labelled simplex, the algorithm operates as 

described in section 6.5 starting with the arbitrarily chosen zero-dimen

sional simplex {y} and the system of linear equations 

where the sum is again over all indices (j,k). Following now the steps 

discussed in section 6.5 (only adapted for the matrix P) a path of 

adjacent simplices of the triangulation of variable dimension is generated 

such that a generated t-simplex cr either has two T-complete facets or is 
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(Tu {(j,k)})-complete for some (j,k) <f T, with T € z. Inbothcasesois a 
1 

simplex of the form a(y ,n(T)) of the triangulation G(T) of A(T). As soon 

* as by a pivot step allµ_ h's become equal to zero, the algorithm 
l., 

terminates. This will be always the case if a is (Tu {(j,k)})-complete 

for some (j,k) ,j: T such that TU {(j,k)} ,j: Z. So, using the standard 

arguments, the algorithm either terminates with a completely labelled 

simplex or it generates a path going to infinity. To guarantee that the 

algorithm converges we can give analoguous conditions as in the case of 

integer labelling. 

THEOREM 7.5.5. Let f be a continuous function from Rn to Rn and let y be 

the starting point. Then the algorithm terminates under the same 

conditions as formulated in theorem 7.4.1. 

PROOF. Let the grid be so fine that 

max 
i€I 

n 

1 If. <x > 
l. 

1 
- X -

i 
-1 

m 
p 

for every two points x 1 and x 2 in the same simplex a in G meeting B (µ). 
1 

Let x be an element of a(y ,n(T)) n B(µ) cf, .0 for some T € z. If (i) 

holds, then there is an index (r,h) such that for all vertices yi of a 

as follows from the proof of theorem 7,4.1. Since ys > vs' the correspon

ding unit column e(j,k) has already been eliminated so that the (j,k)-th 

equation of the linear system with respect to a is equal to 

Clearly, at least one Ai is positive. Subtracting now the (r,h)-th 

equation gives 

where µr,h O if (r,h) € T. Since for all i the term between the main 

brackets is negative and since µr,h is nonnegative, the system has no 

feasible solution. Consequently a(yl,n(T)) has no T-complete facets. 



If on the other hand (ii) holds, then also by the proof of theorem 7.4.1 

there exists an index (r,h) such that for all vertices yi of cr 
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Moreover, since Ek Yj,k > Ek xj,k' the (j,mj+1)-th unit column has already 

been eliminated so that the corresponding equation is equal to 

t . i 
E A. {g. m +l (y) + 1} 1, 

i=1 J. J' j' 

which again implies that cr has no T-complete facets. Hence, no simplices 

cr(y1 ,TI(T)) meeting B(µ) are generated by the algorithm which proves that 

the algorithm·converges since the number of.simplices within the convex 

hull of B(µ) is finite. D 

If N = n we obtain the analogon of corollary 7.4.2. Of course, the theorem 

can be easily generalized for other triangulation matrices. Finally, we 

give a condition which is independent of the starting point and the grid 

size. However the condition differs somewhat from the one stated in 

theorem 7.4.3. This is caused by the fact that in case of integer 

labelling the leaving vertex is determined onlt by the label of the new 

vertex. For vector labelling however, all labels together determine which 

vertex has to be removed. 

THEOREM 7.5.6. Let f be a continuou~ function from Rn to Rn. Assume 

there exists aµ> 0 such that xj,k >µimplies 

and xj,k <-µimplies 

Then the algorithm converges for every starting point and for every vector 

of grid sizes if Pj is of the (aj,Sj)-form. 
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PROOF. Let obe the mesh of the triangulation and let y be the arbitrarily 

chosen starting point. Letµ' and B(y,µ') be defined as in the proof of 
. 1 

theorem 7.4.3. Furthermore, take for some TE z a simplex a(y ,~(T)) of 

G(T) such that an B(y,µ') i 0. Let x be an arbitrary point in this 

intersection. If xj,k - Yj,k. µ' for some (j ,k) this index must be an 
i i i 

element of T, whereas f. k(y) - Yj,k < 0 for all vertices y of a, as 
J, 

follows from the proof of theorem 7.4.3. Since (j ,k) E T the (j ,k) -th 

equation of the system of linear equations with respect to a is equal to 

t+l i i 
L A.(f.,(y)-yJ.,k+l) 

i=l i J,K 

which implies that Li Ai> 1. According to equality (7.5.1),if Li ~i > 1 

the system has no feasible solution. Hence a has no T-complete facets. 

Suppose now that x. k - y. k =-µ'..Then 
J, J , J 

of theorem 7.4.3 we obtain that (j,m,+1) 
J 

vertices yi of a. Hence, 

t+l i 
L A. (g, +l (y ) + 1) 

i=l i J ,mj 

in the same way as in the proof 
i 

ET and g. 1 (y) < 0 for all 
J,mj+ 

implying that Li Ai> 1. From (7.5.1) we obtain again that a has no 

T-complete facets which proves the theorem. D 

The same condition for all f(x) E ~(x), x E Rn, guarantees convergence for 

an u.s.c. mapping~- Analoguous conditions for other triangulation 

matrices Pj can be again easily derived. These conditions rnust be such 

that a simplex a(y1 ,~(T)) of the triangulation G(T) of A(T) has no 

T-complete facets when this simplex is "far away". For N = n we have the 

following corollary. 

COROLLARY 7.5.7. Let f be a continuous function from Rn to Rn. Assume 

there exists aµ> 0 such that jx I >µimplies 
s 

Then the algorithm converges for every starting pointy and for every 

vector d of grid sizes. 
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Note that this is a "symmetric" condition and can not be applied if N < n. 

Moreover, the condition is easy to verify. In the next section we will 

prove that Merrill's·condition is sufficient for both N = 1 and N = n. 

For other values of Nit is not clear whether Merrill's condition can be 

used. However, the intermediate cases ( 1 < N < n) are not so interesting 

except when the function is linear in some components or separable (see 

Kojima [1978a,1978b]). Therefore we pay no further attention to the 

cases 1 < N < n. 

7.6. THE TWO EXTREME CASES N 1 !>.ND N n. 

As mentioned above the case N = 1 gives an algorithm which is almost 

identical to van der Laan and Talman's basic algorithm discussed in 

section 4.5. The only difference is the labelling rule. It is not 

clear which of the two vector labelling rulesisbetter. Recall that in 

case of integer labelling the standard rule is better. Concerning the 

convergence of the algorithm one can easily construct examples such 

that the algorithm converges for the standard labelling rule but diverges 

for the rule defined in this chapter and reversely. However, Merrill's 

condition is sufficient for both (vector) labelling rules if the (a,S)

triangulation underlies the algorithm for S <O. The proof for the standard 

labelling rule can be found in Van der Laan [1980, chapter 6] and 

Van der Laan and Talman [198Qc]. For the labelling rule of this chapter 

the result is proved in the next theorem where for ease of notation the 

index (1,h) is denoted by h, h E In+l· Recall that N = 1. 

THEOREM 7.6.1. Suppose that for some o > 0 there exist w E Rn and p > 0 

such that for all x,z E Rn with maxi jxij > p and maxi jxi-zij < o holds 

(f(x) - x)T(w - z) > 0 (for all f(x) E ¢(x)). 

Then the algorithm converges if the mesh of the triangulation is small 

enough and if the (n + ln+l)-triangulation underlies the algorithm. 

PROOF. Let the mesh of the triangulation be less than o and let ybe the 

starting point of the algorithm. Define p' by 
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p I max [p+o, max IY-1 + (n+l) (n+/n+l)max. ly.-w. I + 
i i i i 

n 
(n+/n+l) I l: (w.-y.) IJ. 

j=l J J 

1 
Moreover, let cr(y ,n(T)), TE z, beat-simplex of the triangulation G(T) 

of A{T) such that max. Ix. I > p' for some x E cr. We prove that cr has no 
i i 

T-complete facets. 

In the following let µn+l = 0 if n+l ET. By multiplying the system of 

linear equations with respect to cr by ((w-x)T,O) , we obtain 

(7 .6.1) 

n 
l: (WJ. XJ.). 

j=l 

Moreover, from (7.5.1) we have 

t+l 
(n + 1) l: Ai+ l: µh n+l. 

i=l h$T 

Hence, 

t+l i i T 
l: Ai(f(y) - y) (w - x) + l: µ (w - xh) -

i=l hEI \T h h 
n 

n 
(n + 1)-l l: µh l: (wj·- xj) O. 

h¢T j=l 

From Merrill's condition it follows that (f(yi) yi)T(w - x) is positive 

for all vertices yi of cr. So, cr has no T-complete facets if 

(7.6.2) 

and 

(7.6.3) 
n 
l: (wj - xj) < 0 

j=l 

for h € I \T 
n 

if (n+l) $ T. 

Observe that at least one Ai or µh must be positive. 

First we prove inequality (7.6.2). Suppose that for some k, xk 

Then for all h E In\T 

Ix. I. 
i 



n 
+ (n + /n+l) L (wj - yj). 

j=l 

By the structure of the triangulation matrix we know that 

for h € I \T. 
n 

Hence, for all h € In\T 

and so 

Since for h € 

n 
xh < yh - (yh - wh) - n(yh - wh) - L (wj - yj) 

j=l 

I \T, yh - xh :?: yj - x. for j € I n' we obtain 
n J 

-1 
n 

-1 
n 

xh < w - (n+l) L (wj - y.) - (n+l) L (yj h 
j=l J j=l 

(n+l)-l 
n 

< wh - L (wj - X •) 

j=l J 

- x.) 
J 

which proves (7.6.2) if xk = max lxil for some k. 

On the other hand, if -xk = max lxil for some k, then we have again from 

the structure of the triangulation matrix that 

Together with 

this implies· 

n 

for h € I \T. 
n 

-xk > p':?: -yk + (n+l) (yh - wh) + L (wJ. - yj) 
j=l 

135 



136 

Hence, for h EI \T 
n 

and so 

which completes the first part of the proof. It remains to prove that 

l:. (w. - x.) <O if n+l 4 T. 
J J J 

Suppose again that xk = maxi lxil for some k. Since n+l 4 T, we must have 

that 

Hence, 

i:: 
i;ik 

r-:- -1 
i:: yi-(n-1) (n+>'n+l) (xk - yk). 

i;ik 

The right side of this inequality is negative since 

Finally, let -yk max IY, I for some k. Then 
]. 

Since (n+l) 4 T and yk - xk ~ 0 we have,again by the structure of the 

triangulation matrix,that 
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Therefore, 

which completes the proof of the theorem. D 

The theorem can easily be generalized for any (a,S)-triangulation as long 

as Sis negative. Note that the only difference with the proof for the 

standard labelling rule is that in that case 

t+l 
(n+l) E Ai+ µn+l n+l, 

i=l 

whereas in the case of the alternative labelling rule 

(n+l) 
t+l 

E 
i=l 

A. + 
l. 

n+l. 

As mentioned in the introduction, Reiser [1978a, 1978b] found indepen

dently an algorithpl for the NLCP. This algorithm is closely related to 

the extreme case N = n. However, Reiser's algor~thm is based on the 

K triangulation and was only presented for integer labelling. Reiser 

uses the same (integer) labelling rule as we have. If in his algorithm 

label (j,1) is a new label for some j E In' then the vertex 
t+l t 1 t 

y = y + De(l) is added to the current simplex cr(y , ••• ,y) just as in 

our algorithm. However, if label (j,2) is just found, cr(y1 , .•. ,yt) is 

extended by adding the vertex y1 - De(j) instead of the vertex yt - De(j). 

Clearly, Reiser's algorithm generates simplices of the K triangulation 

whereas our algorithm generates simplices of the K'triangulation. As argued 

before the latter triangulation takes advantage of knowing the starting 

point. Therefore, we may expect that our method takes on the average 

fewer iterations than Reiser's algorithm (see also section 7). 

Comparing our algorithm in the case N = n with the basic variable dimension 

algorithm discussed in chapter 4, we can say that for integer labelling the 

accuracy of the latter is much better (on the average). We now explain 

the reason of this phenomenon. If a completely labelled simplex is found, 
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1 n+l 
say cr(y , ••• ,y ) , we have the property that for all indices there is at 

' i ' 
least one vertex y 1 1,such that f. (y 1 ) > y~ 1 and also at least one vertex 

, , i l l 

y 1 2 such that fi (y1 2) <yi2. Hence all components of f(x) - x, x E cr, are 

very close to zero. However, for a j-stopping face we only know that there 

is at least one vertex yjl with f,(yj 1) > y~l and one vertex yj2 with 

f' (yj2) < y~2. 
J J 

Hence f. (x) - X, is very close to zero for x E cr. 
J J J J 

Concerning the other components of f(x) - x, they must also be close to 

zero because of the labelling rule but they can be positive (or negative) 

for all x in cr. This affects the accuracy of x as approximate fixed point. 

Therefore we propose the following labelling rule in case N = n. 

DEFINITION 7.6.2. Let y be the starting point and for x E Rn let J(x) be 

the set of indices 

J(x) { (j, ii I x. <': y,} u {(j,2)1 x.::; y,}. 
J J J J 

Furthermore, let J*(x) be the union of all those (j,1) E J(x) for which 

and all those (j,2) E J(x) for which 

f. (x) - x. 
J J 

-h(x), 

where h(xl=lmax { max (f.(x) - x.), max (-f.(x)+x.)}j 
(i,l)d(x) 1 1 (i,2)d(x) 1 1 • 

Then the point x receives the label t(x) where 

t(x) min { (j ,h) I (j ,h) E J* (x)} if J* (x) f, 0 

t(x) 0 if J*cx) 0. 

Note that x can only receive label 0 if xi f, yi for all i, i.e. if the 

algorithm operates with full-dimenional simplices. Recall that xi= yi 

if x E A(T) with both (i,1) ~nd (i,2) { T. The set J(x) of definition 7.6.2 

is the union of T where x E A(T) and the set of indices (j,1) and (j,2) 
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which are both not in T, i.e. if x E A(T) then J(x) is the set of indices 

(i,h) such that (i,h'), h'1 h, is not an element of T. Within this set of 

indices, the labelling rule takes the "worst" component of f(x) - x as 

label. Hence, the labelling rule postpones to find a j-stopping face as 

long as possible. If J*(x) is empty, i.e. if label O is found, then we 

have the property that for all i there is both a vertexyi1 such that 

fi(yi1) >y~ 1 and a vertex yi2 such 

is the current simplex). Hence, if 

i2 i 2 . 1 n+1 
that fi(y ) < yi (if a(y , .•. ,y ) 

the algorithm terminates with a simplex 

having label O in the label set, the accuracy is just the same as in the 

basic algorithm. But it is still possible that the algorithm terminates 

with a (lower-dimensional) j-stopping simplex. This occurs if the new 

vertex whose label is equal to (j,2) (say) is a proper point of the region 

A(T 1) while T1 is a proper subset of the current label set T such that 

(j,l) is an element of T\T1• The latter is illustrated in figure 7.6.1 

for n 3. In this figure the point a= y + 3d1e(1) has label (2,2) 

whereas (1,1) and (2,1) form the current label set. However,a E A({(l,1)}) 

so that only label (1,2) is excluded for determining i(a). 

A (2, 1) 

A (3, 1) 

Figure 7.6.1. Alternative labelling rule. 

Even when the algorithm terminates with a lower-dimensional simplex.one 

may expect that the accuracy is much better then for the previous integer 

labelling rule since for any point x # y the assignment of a label depends 

on the region in which xis a proper point. Note that the labelling rule 

heavily depends on the starting point. The original integer labelling rule, 

however,has the advantage that sometimes a connected set of fixed points 

can be approximated by continuing the algorithm according to the steps 1-4 
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discussed in section 6.4. By way of illustration we give a two-dimensional 

example. 

EXAMPLE 7.6.3. Let the continuous function f: R2 +R2 be defined by 

f 1 (x) 

and 

x2:;; ¼ 

¼ < x2 ~ "i 

x2 > "i 

For the two extreme cases N = 1 and N = 2 the regions of the points having 

the same label are shown in the figures 7.6.2a respectively 7.6.2b. 

(2,2) 

( 1, 3) 

(1, 1) 
( 1, 1) ( 1, 2) 

0 1 
( 1,2) 

0 1 

(2,1) 

Figure 7.6.2a. Labelling if N=1. Figure 7.6.2b. Labelling if N=2. 

points off. For N 1 there exists for every grid size only one completely 

labellied simplex, viz. the simplex containing the point a. Hence, 

independent of the starting point, a sequence of completely labelled 

simplices converges to the point(½,¼) if the mesh goes to zero. So, other 

fixed points cannot be approximated. However, if N 2, different starting 

points may give different (approximate) fixed points as is illustrated in 

figure 7.6.3 for d 1 = d 2 = 1/3. In this figure the simplex Tis the 



stopping simplex of the algorithm. As the mesh goes to zero, the points 

(½,¼), (½,½) and(½,¾) respectively are found as fixed points. 

x2 

1->¥---¥---..JL--~ 

y~-'4'"-'(?..----jj::.__-¥--
0 

a. y (0, 0) • b. y (0,½) • c. y (0, 1) • 

Figure 7.6.3. 
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To approximate a set of fixed points if for some j at-dimensional 

j-stopping simplex o(w1 ,TI(T)) of G(T) is found, suppose first that t > 1. 

Then there exists an index s such that i(ws) # (j,h) for both h = 1,2, 

i.e. i(ws) = (i*,h*) for some i* # j and h* € {1,2}. Clearly the facet T 

opposite ws is still a good approximation of a fixed point since both (j,1) 

and (j,2) are elements of its label set. So, we can continue the algorithm 

by removing the vertex ws of a, etc. Hence, a path of adjacent j-stopping 

* * simplices is generated. If, however, in step 4 the index (i ,h) should 

be deleted (note that (i*,h*) is an element of T but not of the label set), 
t t t-1 * * then instead of deleting y this vertex becomes y y - Dq ( i , h ) • 

Also,T becomes equal to Tu {(i*,h)}/{(i*,h*)} where h # h*. The procedure 

terminates as soon as label (i*,1) or label (i*,2) is found or if for some 

if j the current simplex appears to be also an i-stopping simplex. Since 

all steps are unique the just described algorithm can never return in a 

previously visited simplex except the one with which the continuation was 
. l ( 1 s t) s * * started, i.e. the simp ex aw , ••• ,w , ••• ,w . However, since t(w )=(i ,h) 

the method-terminates if a is revisited. Of course, the same procedure can 

be performed for all vertices wi of a having a label unequal to (j,1) or 

(j,2). Moreover, the algorithm can be continued in other j-(or i-)stopping 

simplices. The procedure is illustrated for the example with y = (0,0) in 
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in figure 7.6.4 if the vertex (1/3,0) of Tis removed. Then the method 

terminates with the simplex 0 whose vertex (2/3,1) has label (2,2). Note 

that doing so a path is followed which connects the regions having label 

(2,2) and label (2,1). The path is such that it follows the intersection 

of the (closure of) the regions having label (1,1) and (1,2). A similar 

result will be obtained for the third starting point. 

Figure 7.6.4. Approximation of a set of fixed points if t > 1. 

If tis equal to one, there is no vertex ws such that i(ws) # (j,h), 

h = 1,2. But if t ~ n-1, there is at least one index i* # j such that for 

all vertices ws i(ws) # (i*,h), h = 1,2. Hence, the current simplex can be 

extended to a (t+1)-simplex of the triangulation G(T u {(i*,h*)}) by 
t+l t * * * adding the vertex w = w + Dq(i ,h) for some h E {1,2}. This simplex 

is still a j-stopping simplex. By computing i(wt+l) we continue in 

exactly the same way as described above for the case t > 1. As soon as 

label (i*,1) or label (i*,2) is found(or an i-stopping simplex, i ~ j) the 

procedure terminates. For the example this is illustrated in figure 7.6.5 

* * if y = (O,½). Starting with (i ,h) = (2,1) the algorithm terminates 

* * with 0 1 since label (2,2) is then found, and starting with (i ,h) = (2,2) 

it terminates with 0 2 • In the latter case label (2,1) is found. The union 

of both paths of simplices yields a set of approximate fixed points off. 

Of course, if the grid sizes become smaller, the approximation will become 

better whereas the total number of iterations increases. 
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Figure 7.6.5. Approximation of a set of fixed points if t < n-1. 

Concerning vector labelling we have no idea how to continue the algorithm 

in a completely labelled simplex to approximate a set of fixed points. 

Observe that the system of N + n linear equations becomes completely 

degenerated as soon as for some j a j-stopping simplex is found. 

In the next theorem we prove that Merrill's condition is sufficient to 

guarantee convergence if vector labelling is used (see also Van der Laan 

and Talman [1980ctJ and Todd [1980 ]) • 

THEOREM 7.6.4. In case N = n the algorithm converges under Merrill's 

condition if the mesh of the triangulation is small enough. 

PROOF. Let mesh G < o and let y be the starting point. Define p' by 

p I max {p+o, max 
iEI 

n 

n 

IYil + E lwj-yJ, !}. 
j=l 

1 
Furthermore, let for some T € z, o(y ,TI(T)) be a simplex of G(T) such 

that maxi !xii > p' for some x € o. We will prove that o has no T-complete 

facets. After multiplying the system of linear equations oorresponding to 

o with ((w - x)T,(x - w)T) we obtain 



144 

t+l i i T t+l i i T 
,: Ai (f(y )-y +el (w-x} + ,: Ai(-f(y )+y +e) (x-w) 

i=l i=l 

n n 
+ ,: \.I. 1 (w-x) . + ,: \.I. 2 (x-w) . O 

j=l J, J j=l J, J 

and so 

(7 .6.4) 
t+l i i T n 

2 ,: Ai(f(y )-y) (w-x) + ,: (µ. C\.l· 2) (w -x).= O, 
i=l j=l J, J, J 

i i T 
where \.I. k 0 if (j,k) ET. By Merrill's condition (f(y )-y) (w-x) > 0 

J, . 
for all vertices y1 of cr. So, to prove that the system has no feasible 

solution, it is sufficient to show that the second term on the left side 

is positive. Clearly, ,: . A. < 1 since otherwise \.I. 1 1 1 J, 
and \.I. 2 are equal 

J, 
to zero for all j which contradicts (7.6.4). If \.I. 1 J, 

> 0, then (j,l) 4 T 

and so x . !> y .. 
J J 

In the same way, \.lj, 2 > 0 implies xj 2 yj. Hence, 

\.I. 1 (y. - x.) 2 0 and \.I. 2 (x. - y.) 
J, J J J, J J 

2 0 for all j. Observe from equation 

(7.5.1) that \Jj,l + \.lj, 2 = 2 - 2 ,:i Ai> 0. Suppose now that 

x max. jx. j for some s. Clearly, (s, 1) E T, (s,2) { T, 
S 1 1 

\.ls ,2 = 2 - 2 E. A. > 0 and 
1 1 

n 
X > p I > ys + ,: jwj - yj I. s 

j=l 

Therefore, 

n 
L ().I. 1 - \.I. 2) (W, - XJ.) 

j=l J, J, J 

n 
2 ,: {µ. 1 (w.-y.) + µ. 2 (y.-w.)} + \.I 2 (x -y) 

j=l J, J J J, J J s, s s 

_1 n _1 n n 
> \.I i\.l 2,: \.I, l(w.-y.) + \.ls,2 ,: \.I, 2(y.-w.) +,: jw.-y.j} 

s, s, j=l J, J J j=l J, J J j=l J J 

_1 n n 

2 \.ls,2{-µs,2 ,: (µ. 1+µ. 2)jw.-y.j + ,: jw.-y.j} 
j=l J, J, J J j=l J J 

o, 
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where in the last inequality we useµ, 1 + µ, 2 = µ 2 for all j, as 
J, J, s, 

follows from equation (7.5.1). Consequently, a has no T-complete facets. 

On the other hand if x = -max. Jx. J for some s, then (s,2) ET, (s,1) 1 T, s 1. 1. 'f-

µs, 1 = 2 - 2 Li Ai> 0 and 

n 
-ys + L 

j=l 
Jw. - y. I. 

J J 

Following the same arguments as above we again obtain that 

n 
L (µ, 1 -µ. 2)(w.-x.)>O. 

j=l J, ,J, J J 

Combining all of this together we have that no simplices outside B(p') 

can be generated. Hence, the algorithm terminates within a finite number 

of iterations. D 

Now we give an application due to Todd and Wright [1979]. 

Let Bn = {x E RnJ max. Jx. J ~ 1}. 
1. 1. 

THEOREM 7.6.5. If f: Bn + Rn is continuous, and if f(-y) = -f(y) for all 

y E bd Bn, then there exists an x * E Bn such that f (x *) = 0. 

This theorem is a version of the Borsuk-Ulam theorem. To apply the algo

rithm for proving the theorem and to compute a zero-point off, we 

have to adapt the triangulation and the labelling rule. 

First we take a triangulation G of Bn which is centrally symmetric and 

subdivides the orthants of Bn, e.g. the K'triangulation with y = O and 
-1 

d. = m for all j. So, if, is a boundary-face of G, then-, is 
J 

also a boundary-face of G. Moreover, let for TE Z the region A(T) be 

defined as in section 2 for y = O, i.e. A(T) is the suborthant 

A(T) L A. kq(j,k) for nonnegative A. k} 
(j,k)ET J, J, 

where q(j,1) = e(j) and q(j,2) = -e(j). Then each A(T) is triangulated 

by G restricted to A(T). Let G(T) be this triangulation of A(T). Concerning 

the labelling rule, each point x E Bn receives a label according to the 

standard labelling rule with respect to f(x) (instead of f(x) - x). For 

TE z, T-completeness is defined as in the sections 3 and 5. Then we 

have the following important lemma. 
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LEMMA 7.6.6. For TE Z let T be a T-complete facet of G(T) such that 

T lies in the boundary of Bn. Then the facet-Tis a T'-complete facet of 

the triangulation G(T') in bd Bn, where T' E z is such that 

The algorithm now starts in the point .Q and operates as described in the 

sections 4 and 5 with some modifications. If in step 1 a T-complete facet 

Tin the boundary of Bn is generated, then the algorithm continues on the 

other side of Bn by putting T = -T and T T' whereas a and Rare adapted 

such that cr is the (unique) t-simplex in G(T) having the new T as a facet 

and such that R gives the number of steps between the starting point O and 
1 

the vertex y of cr. If the K' triangulation underlies the algorithm, then 

a becomes -a whereas the (j,1) and (j,2) components of Rare interchanged 

for all j. Clearly, this switch step is unique and feasible and does not 

affect the convergence-proof. We refer to Todd and Wright [1979] to solve 

the problem how to start with another point than _Q. They also propose 

in their paper a practical way of handling degeneracy. It is based on a 

lexicographic pivoting rule. Moreover, they give in the same paper an 

application of the Borsuk-Ulam theorem to a system of polynomial equations. 

Finally we make some remarks. Wolsey [1973], Saigal [1977c], Saigal and 

Todd [1978] have studied the rate of convergence that can be achieved by 

simplicial algorithms operating in Rn with vector labelling. To obtain 

fast convergence when the function is smooth, Saigal and Todd [1978] take 
k 

an approximate Newton-step with the approximate fixed point x before the 

k-th restart is made. Therefore they make use of the approximate Jacobian 

in the point xk. This matrix can easily be derived from the system of 

linear equations corresponding to the completely labelled simplex 
k 

containing x. The mesh of the triangulation will then be taken as the 

minimum of the length of the Newton-step and one half of the previous 

mesh. Furthermore, the result of the Newton-step becomes the new starting 
k k 

pointy rather than x. Under some rather strong conditions of the 

function f, the algorithm will find in the limit in exactly n+l pivot 

steps a com~letely labelled simplex. Todd [1878b,1980] treated this 

matter for Van der Laan and Talman's basic algorithm and for the 

algorithm described in this chapter for the case N = n. Recently, Saigal 

discovered how the rate of convergence depends on the underlying 
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triangulation (see Saigal [1979]). The (n+ln+l)-triangulation in case 

N = 1 and the K' triangulation in·case N = n seem to be the triangulations 

involving the highest convergenceratefor the variable dimension algorithm 

on Rn. Wright [1979] recently introduced a variable dimension algorithm on 

Rn with 2n directions, which can be considered to be dual to 

the 2n-case. His algorithm was based on the algorithm described in this 

chapter for the case N = n. Finally, we remark that Todd and Wright [1979] 

found a geometric interpretation for our algorithm for the case N = n. 

In chapter 8 we generalize this interpretation for the whole class of 

algorithms. Moreover, we.give in the same chapter two other geometric 

interpretations with only n + N artificial points on an extra level (in-
N 

stead of rrj=l (mj + 1)). 

7. 7. COMPUTATIONAL EXPERIENCE • 

For both extreme cases the algorithm was applied for vector labelling 

to the same ten-dimensional variant of the problem considered by Kellog, 

Li and Yorke [1976] as in chapter 5. First, ten starting points y were at 

random chosen such that O < yi <½for all i. For N = 1 the algorithm was 

applied for both the Kand (n+ ✓n+l)-triangulation. For all applications 

the mesh was equal to /io/40. Only one run was made so that we obtain a 

good comparison of the number of iterations if large movements have to be 

made. The accuracy was about 10-5 for N = 1 and 10-4 for N = 10. The results 

are given in table 7.7.1. 

Clearly, for all runs the computation time of one function-evaluation is 

the same (on the average). However, if N 1 we have to perform a linear 

programming step in an (n+l)-dimensional matrix during each iteration, 

whereas if N = n a pivot step has to be made in a Zn-dimensional matrix. 

Therefore we may expect that the computation time of a pivot step is about 

4 times as much for N = n as for N = 1. Observe, however, that the 

algorithm starts always with an identity matrix. If N = 1, the method 

terminates as soon as n+l unit-columns have been eliminated. The 

same holds for N n (or if 1 < N < n). Since it is not necessary to 

store or update unit columns, the difference in computation time to perform 

a pivot step is quite modest. The difference disappears at all if a 

parallel machine is used (see Forster [1980]). For integer labelling the 

algorithm for N = n was applied to the 20- and 80- dimensional problems 
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N 1 N = n 

* Starts K AK K' 

1 153 109 117 

2 153 91 67 

3 153 88 101 

4 182 112 97 

5 168 97 76 

6 205 129 74 

7 191 101 96 

8 104 55 72 

9 185 117 85 

10 200 131 121 

Total 1694 1030 906 

Table 7.7.1. Number of iterations, n 10. 

considered by Kellog, Li and Yorke [1976]. For both runs the starting point 

was put equal to (1, •.. , l)T. Moreover, we take dj = 2 for all j and a 

factor of incrementation of 2. The results are shown in table 7.7.2. 

n = 20 n = 80 

Grid size 
-1 iterations accuracy iterations accuracy 

.5 2 .8 5 .9 

2 35 .2 135 .24 

8 58 .05 204 .06 

32 81 • 01 281 .015 

128 98 .003 364 .004 

512 121 .008 439 .001 

Table 7.7.2. Number of iterations, n 20 and n 80. 

Observe that the mean number of iterations in each stage is about ½n 

whereas for N = 1 at least n+l iterations have to be done. For both the 

alternative labelling rule and the (standard) vector labelling rule we 

also cannot expect this saving. But then the accuracy iS better so that 

we can increase the factor of incrementation by using the acceleration 

technique proposed by Saigal and Todd [1978]. Further research has to be 
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done to decide which factor of incrementation is "optimal", in particular 

in case of integer labelling. 

Finally, we compare our algorithm for N c 1andN = n with Reiser's 

algorithm. Therefore, we applied both algorithms to a 20-dimensional 

problem of Garcia and Gould [1978]. Reiser [1978a,page 70] started with 

a grid size of 3-l in the zero-point and used a factor of incrementation 

of 5. The results are given in table 7.7.3. Since for all runs the number 

of iterations was the same in the first stage (639), we subtracted this 

number everywhere. For the case N = n the algorithm was applied both for 

the "standard" labelling,rule of section 3, denoted by K~, and for the 

"alternative" labelling of section 6, denoted by K~. 

Stage Reiser K K' K' 
s a· 

2 92 57 41 53 

3 229 78 80 74 

4 366 127 157 101 

5 483 148 190 131 

6 580 188 258 152 

7 677 209 305 186 

8 804 237 369 207 

Table 7.7.3. Number of iterations, n 20: 

Observe that the run for N = n with the standard labelling rule is only 

better in the second stage. However, the approximation is so bad· that it 

takes a lot of iterations to find an approximate fixed point in the next 

stage. This phenomenon is larger as the factor of incrementation increases. 

The same feature holds for Reiser's algorithm. The accuracy for the latter 

was comparable with that of our variable dimension algorithm in case N = n 

with "standard II labelling whereas the other two runs (K and K') were also 
a 

involved with the same accuracy. 
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CHAPTER 8 

GEOMETRIC INTERPRETATIONS OF THE ALGORITHMS 

8.1. INTRODUCTION. 

In this chapter three interpretations with an artificial level of 

points are given for the algorithms presented in the previous chapters. 

The first interpretation gives a subdivision of the convex hull of the 

artificial level and the natural level, the second interpretation yields 

a triangulation and the last one neither a triangulation nor a subdivision. 

However, for the extreme case N = 1 all interpretations coincide and give 

a triangulation. The vertices on the extra level are labelled in such a 

way that the artificial set on this level is in some sense "completely 

labelled" yielding a fixed point of a linear function. From this set on a 

unique path of adjacent polyhedra (simplices) can be generated with 

common "completely labelled" facets. It will appear that if this path 

terminates the face of the terminal polyhedron (simplex) on the natural 

level yields an approximate fixed point. Actually, the intersection of 

the path of polyhedra (simplices) with the natural level is just the 

sequence of simplices of variable dimension of the algorithm. Hence, the 

algorithms presented in the previous chapters can be viewed (in case of 

vector labelling) as tracing zeroes of a piecewise linear homotopy 

function ~(x,o) from the artificial level (o = 0) to the natural level 

(o = 1 >. 
For the case N = 1 the interpretations were found independently by 

Van der Laan and Talman [1979a,b], Todd [1978b] and Barany [private 

communication] (see also Van der Laan and Talman [1980c] and Van der 

Laan [1980]). In case N = n the first interpretation on Rn was 

discovered by Todd and Wright [1979] (see also Todd [1980]). Based on 

their work Van der Laan and Talman [1979c] developed the three interpreta

tions to be discussed in this chapter. 



Section 2 presents the first interpretation of the variable dimension 

algorithm on S discussed in chapter 6. In this section we subdivide 

the set S x [0,1] into polyhedra, where the zero-level will denote the 

artificial level and the one-level the natural one. The second inter

pretation on Swill be discussed in section 3. For this interpretation 

the number of artificial vertices is equal to the number of variables. 

Moreover, these points form the vertices of a simplex. This has the 

advantage that we obtain a triangulation. The third interpretation is 

closely related to the second one. Whereas the number of artificial 
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vertices is the same, they, now yield a polytope having the same dimension 

as S. This interpretation will also be discussed in section 3. Finally, 

section 4 modifies the three interpretations for the class of algorithms 

on Rn discussed in chapter 7. 

8.2. INTERPRETATION WITH THE SETS ON THE ZERO-LEVEL. 

In this section we give a geometric interpretation of the variable 
ID• 

dimension algorithm on the product space S of N unit simplices SJ, 

j = 1, .•. ,N, by subdividing the set S x [0,1] into polyhedra. For given 

grid size vector d and starting pointy let S be triangulated into 

simplices as described in section 6.2. Then we subdivide the set S x [0,1] 

as follows, where u(p) = u(p1 , .•• , pN) denotes the vertex of S with 

u. h(p) = 1 when h = p. and u. h(p) = 0 elsewhere, 1 ,;; p. ,;; m.+1, j EI 
J, o J J, J J n 

Let the regions A (Tl be defined as in section 6. 2. For T E Z, each gridpoint 

XE A(T) 

(j ,pj) { 

on the one-level is connected with all the vertices·u(p) with 

T for all j E IN on the zero-level. In particular, (y,1) is 

connected with all vertices of Son the zero-level. Moreover, a grid 
. t o ( ) 1 . d . poin x EAT, TE Z, is.connecte with only one vertex on the zero-

level, viz. the vertex u(p1 , ••. ,pN) where {(j,pj) I j = 1, ... ,N} is the set 

of indices not in T. Note that in the latter case an (M+l)-dimensional 
1 

simplex is formed when we consider an M-simplex cr(y ,TI(T)) of the 

triangulation G(T) of A(T) on the one-level. If T f z 1 , then a simplex 

cr(y1 ,TI(T)) of G(T) yields a polyhedron. Recall that if cr(y1 ,TI(T)) is a 
. t+l t+l o 

simplex of G(T.l, then y is a proper point of A(T), i.e. y E A(T). 

Following the arguments of Todd and Wright [1979] we now prove that the 

just defined collection L of polyhedra indeed subdivides S x [0,1]. 

For TE z, let E(T) denote the set of vertices u(k 1 , .•• ,kN) of Son the 
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zero-level such that (j,kj) ¢ T for all j E IN. 

THEOREM 8.2.1. Each point (x,o) of s x [0,1] lies in a polyhedron of L, 

and the intersection of two polyhedra of Lis a face of each. 

PROOF. Let T be the unique element of z such that x E A(T). Clearly, for 

any (j,k) ET there are 

and nonnegative numbers 

unique numbers A. k,a. k(i,h)~(i,h) ET' = T\{(j,k)}, 
J, J, 

S. k(p) for u(p) E E(T) such that 
J ,. 

x = A. ky + L a. k(i,h)q(i,h) + L S. k(p)u(p). 
J, (i,h)ET' ], u(p)EE(T) ], 

Since x E A (T) we must have that A. k s. 1. Let T be a subset of T such that 
J, 

(j,k) ET if A. k < o and (j,k) f T if A. k > o. Observe that 
J, J, 

A. k = x. k/y. kif y. k > 0 and (j,k-1) ¢ T, 
J, J, J, J, 

where k-1 = m.+1 if k = 1. 
J_ 

It is easily seen that the affine hull of the elements of E(T) and (x,o) 

intersects the region A(T) on the one-level in a single point, say (x,1). 

Recall that the rank of the matrix with columns q(i,h), (i,h) ET, is equal 

to ITI when TE z. Let o(y1 ,TT(T)) beat-simplex of G(T) containing x, 

where t = ITI. Then (x,o) lies in the polyhedron P(o(y1 ,TT(T))) of L with 

as vertices the elements of E(T) and the vertices of o on the one-level. 

This proves the first part of the theorem. 

Next, suppose P1 and P2 are two polyhedra in L 9ontaining (x,o) and let 

o1 and o2 be the corresponding faces on the natural level, i.e. 

o. x {1} = P. n (S x {1}), i = 1,2. Then (x,o) is contained in the subpoly-
1. 1. 

hedron with as vertices the elements of E(T*) and the vertices of the 

* face cr1 no2 on the one-level, where T is the largest subset T of T defined 

above, i.e. (j ,k) E T* if and only if A. k $ o. Clearly, this polyhedron 
J, 

is a common face of both P1 and P2 • [] 

Let f be a continuous function from S into itself. We now show that the 

path of simplices of variable dimension generated by the algorithm with 

vector labelling,described in chapter 6, corresponds to a unique path of 

adjacent polyhedra in L such that the common facets contain a zero of the 

piecewise linear homotopy function 1/J(x,o) obtained by setting 



1/1 (x,0) Cx - e X E S 

and 

1/1 (x, 1) X - f(x) X E S (d) • 

where S(d) is the set of grid points of Sand where C is the diagonal 

(M + N) x (M + N) matrix whose (j,k)-th diagonal element is equal to 
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mj + 1, and extending 1/J(x,aj linearly on each piece of L. Since 1/J(x,o) is 

linear on the zero-level, it is not hard to check that 1/J is linear on each 

polyhedron of L(cf. Todd and Wright U979,page 227). Inthenexttheoremwe 

prove for a facet T (w1 , ••• ,wt) of the triangulation G(T) of A(T), T E z, that 

, is T-complete if and only if 1/J contains a zero in the polyhedron P(T), 

where P(T) is the polyhedron with vertices the elements of E(T) and the 

vertices of Ton the natural level. 

Therefore, each vertex u(p) of Son the zero-level is labelled by Jl,(u(p) ,0), 

where 

Jl,(u(p) ,0) C u(p). 

Each point x ES on the natural one-level receives a label according to 

the standard vector labelling rule on S. Note that for all j E IN 

and 

£,k(u(p),0) 
J, 

JI,. k(u(p) ,0) 
J, 

m, + 1 
J 

0 

if k 

if k -/- p .. 
J 

1 t 
THEOREM 8.2.2. Let T(W , ••• ,w) be a (t-1)-facet of G(T), TE Z. Then the 

system of linear equations 

(8. 2 .1) 
t 
l: 

i=l 
= e 
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has a (unique) nonnegative solution 

of linear equations 

* * (X ,µ) if and only if the system 

(8. 2. 2) 
t 
z: 

i=l 
z: 

u(p)€E(T) 
v(u(p))Cu(p) 

has at least one nonnegative solution (x'*,v*). 

= e 

'v* * * 'v* 
PROOF. Assume that (8.2.2) has a feasible solution (X ,v ). Let Xi Xi 

* for all i, and defineµ. k by 
J, 

* * µ. k = (m. + 1) Z: v (u (p)). 
J, J u(p)€E(T) 

Then (X*,µ*) is a feasible solution of (8.2.1). Since the ~:•s are unique 

as follows from the (j,k)-th equations for (j,k) € T, (X*,µ*) must also be 

unique. 

Conversely, let (X*,µ*) be the unique feasible solution of (8.2.1). 

Let D(X*,µ*) be the set defined by 

'I, I 'I, * {(X,v) X = X and z: 
u(p)€E(T) 

p.=k 
J 

v(u(p)) 

with 

** 'VI<* ** 

* -1 µ. k(m.+1) 
J, J 

v ;c,, 0, (j ,k) ¢ T}. 

Clearly, D(X ,µ) is nonempty and each (X ,v) € D(X ,µ) is a feasible 

solution of (8.2.2). D 

COROLLARY 8.2.3. If for T € Z a simplex ,(w1 , ••. ,wt) of G(T) is T-complete, 

'v* * * * * * then for each (X ,v) € D(X ,µ) the point (x ,o) is a zero-point of~ in 

P(T), where 

and 

* X t "'* i Z: · A.w + 
i=1 1 

It is easily verified that 

* v (u(p) )u(p) 



t 
l: 

i=1 
l: 

u(p)EE(T) 
* V (u(p)) 
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1. 

* * * Observe that l: v (u(p))u(p) = l: µ, ke(j,k)/(m.+1) so thatx is independent 
J, J 

""* * of the solution (A ,v ). Consequently, the variable dimension algorithm can 

be interpreted as a method which generates a unique path of adjacent 

polyhedra in L such that the common facets contain a zero-point of~-

The method starts with the polyhedron P({y}) = conv (S x {0} u {(y,1)}). 

The facet S x {0} of P({y}), which is a boundary-facet of S x [0,1], 

contains the trivial zero-point (c- 1e,0) of~- As soon as a zero-point of 

~ in S x {1} is generated, all v* become equal to zero and the method 

terminates. It is easily seen from theorem 8.2.2 that the intersection 

of the path of generated polyhedra with the natural level is the path of 

simplices of the variable dimension algorithm described in chapter 6. 

8.3. TWO INTERPRETATIONS WITH M+N POINTS. 

To give a geometric interpretation of the variable dimension 

algorithm on S yielding only simplices, we triangulate the set 

~ conv ((SM+N-l x {0}) U (S x {1})). 

So, we have only M+N vertices on the artificial level. As in the previous 

section Sis triangulated on the natural level for some grid size vector d 

and starting pointy. 
'I, 

Let G be the set of (M+N)-simplices which are obtained by connecting each 

grid point x in A(T) on the one-level with 
M+N-1 , 1 

S on the zero-level such that (i,h) ~ 

is connected with all vertices of SM+N-l x 

all the vertices e(i,h) of 

T, T € z. In particular (y,1) 

{O}. 

'I, 'I, 
THEOREM 8.3.1. The set G is a triangulation of s. 

'I, 

PROOF. Let (v,o) be a point of S. Then there are points x ES and 

z € SM+N-l such that 

V OX+ (1-o)z, 
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and SO V - oy o(x - y) + (1 - o)z. 

Since X and y E s, we ~-:.ave z:mj+l 
k=l 

(x - y). k 0 for all j E IN. J , 
Therefore 

m.+l m.+1 
J J 
z: (v - oy) . k (1 - al z: zj ,k ;:: 0 j 1, ... ,N. 

k=l J, k=l 

* Recall that z E SM+N-l 

that 

Hence, there is a unique index set T E Z such 

V - oy 

for unique positive aj,k and nonnegative Si,h. 

* Let T be the subset of T such that (i,h) ET if S. h > 0 and define 
1., 

a = O for all (j,k) E T*\T. Then we obtain 
j ,k 

V - oy 

and so 

where 

V = y + 0-l Z: S. hq(i,h). 
(i,h) ET 1 ' 

Observe that La. k = 1 - o. Since all S. h's are positive, we have that 
J, 1., 

v E A(T). Let cr(y1 ,TI(T)) be a simplex of the triangulation G(T) of A(T) 

containing v. Then (v,o) lies in the (M + N)-simplex with vertices e(j,k), 

(j,k) i T, on the zero-level and the vertices of a on the one-level. This 
'\., 

proves that the union of all simplices is equal to S. 

Finally, let cr 1 and cr 2 be two (M + N)-simplices of ~both containing 

(v,o), and let,.= cr. n (S x {1}), i = 1,2. Then (x,o) is contained in the 
1. 1. '\., * 

face of the triangulation G with vertices e(j,k), (j,k) ~ T, on the zero 

level and the vertices of , 1 n , 2 on the one-level. Clearly, this face is 
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a common face of both o1 and o2 , which proves the theorem. D 

The artificial 0 vertices of SM+N-l on the zero-level are labelled as follows: 

R,(e(j,k) ,O) (M + N)e(j,k) (j ,k) e: I (M) • 

Clearly, a (t-1)-simplex o(w1 , ••• , wt) of the triangulation G(T) of A(T) 

is T-complete if and only if the sytem of linear equations corresponding 

"' to the unique (M+N-1)-facet P(o) of G having o as the intersection with 

the natural level 

t 
E 

i=l 

(.I, i 
X.R.(w) + 

l. 
"' E µ,kR.(e(j,k),O) 

(j,k)4T J, 
= e 

has a nonnegative solution ct*,µ*). Obviously, if (A*,µ*) is the solution 

of (8.2.1) then A*= t* andµ*= (M + N)µ*, and reversely. Consequently, 

if o(w1 , ••• ,wt) is a T-complete facet of G(T), then the point (x*,o*), 

where 

* X 

t 
E 

i=l 
"'* E µ, ke(j,k) 

(j,k)4T J, 
and o* 

t 
E 

i=l 
r 
i' 

is a zeropoint in P(o) of the piecewise linear homotopy function w(x,o), 

where 

(M + N)x - e xis a vertex of SM+N-l 

and 

w(x,1) X - f(x) x e: S(d). 

Observe that lemma 6.5.3 implies 

The variable dimension algorithm discussed in section 6.5 can therefore 

be interpreted as tracing zeroes of the function w starting with the point 
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e/(M+N) on the artificial level and terminating with an approximate fixed 

point off as soon as a zero-point is generated on the natural level. 
~* l The latter occurs if and only ifµ (j,k) = 0 for all (j,k) ~ T. Moreover, 

the intersection of the path of the (M + N)-simplices of G containing these 

zeroes with the natural level is the path of simplices of variable 

dimension of the algorithm. 

A closely related interpretation involving also M + N artificial points 

is the following. For (j,k) E I(M), let v(j,k) bethe vertex y - q(j,k), 

and let V be the convex hull of all these vertices. Consider now the set 

iJ conv ((V x {O}) u (S x {1})). 

Each grid point x of A(T) on the natural level is connected with all the 

vertices v(j,k) for (j,k) fl' on the zero-level. In particular,the 

starting point y is connected wit;: all vertices of V x {O}. Doing so, 

we obtain a finite collection of polyhc>dra each having M+N+l vertices. 

Clearly, when TE z, a simplex o(y1,1r(T)) i_n G(T) on the one-level is the 

face of only one polyhedron P(o) such that P(o) n V x {O} is the convex 

hull of the vertices v(j,k), (j,k) f T, on the zero- 1 evel. However, the 

collection of polyhedra is neither a triangulation nor a :ubdivision of 

~ (except when N = 1),but if we label the vertex v(j,k) on t~e zero-level 

by (M + N)e(j,k) the polyhedron P(T) of a (t-1)-simplex Tin G(TJ contains 

a zero of the piecewise linear function iJi,(x,o) if and only if Tis a 

T-complete simplex in G(T), whe~e 

and 

(M + N)x - e 

1jJ (x,1) = x - f(x) 
T 

x = v(j,k), (j,k) f T 

So, although we have neither a subdivision nor a triangulation, from 

V x {0} on a unique path of polyhedra can be generated by pivot and 

replacementsteps._Clearly, no polyhedron can be revisited. Moreover, the 

intersection-of the path with the natural level is the sequence of 

simplices of the variable dimension algorithm on S. Note that all three 

interpretations conincide if N = 1. 

We remark that the last two interpretations can be easily adapted for 
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integer labelling. For the first interpretation it seems to be rather 

complicated. However it can be done by labelling facets and by giving a 

single point more than one label. We will not further discuss this matter. 

Finally, we remark that the second interpretation makes it possible to 

apply index and orientation theory. Further research is needed. In the 

next section we will modify the three interpretations for the class of 

algorithms on Rn presented in chapter 7. 

8.4. MODIFICATION FOR THE ALGORITHM ON Rn. 

Let Rn be triangulated as described in section 7.2 for given 

starting pointy and numbers m1 , .•. ,Il\J with sum n. Moreover, let f be a 

continuous function from Rn to Rn and let g: Rn+ Rn+N be defined as in 

section 7.3. 

To modify the first interpretation presented in section 2, we first 

define the artificial set on the zero-level. Let1 for j € IN, 
1 

8. = 8.(x.,n(I )) 
J J J mj 

1 . mJ• . . 1 m. +1 
be the mj-simp ex in R with vertices xj, ••• ,xjJ 

such that 

i) 

ii) 

iii) 

n(I ) 
m. 

J 

k+l 
X, 

J 

(m.-i+l)p.(i)}, 
J J 

(1, ..• , mj) is the standard permutation of the 

elements of I 
mj 

k 1, ... , m., 
J 

where yj = (yj,l' ••• , 

triangulation matrix Pj 

).'I" ( ) y, and where p. i is the i-th column of the 
J ,m. J 

Jm, 
of R J as defined in section 7.2. Observe that 

y. is the barycentre of 8 .• Finally, let 8 be the product space of the 
J J 

simplices 8., i.e. 
J 

N 
8 TI SJ .• 

j=l 

Then 8 is a polytope with vertices u(p) 

pi€ Im.+l' for all i, 
i 
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k 

The set 9 will be the artificial set on the zero-level. Proceeding 

along the same lines as in section 2 we obtain a subdivision L of the set 

0 conv ((9 x {O}) u (Rn x {1})) 

when grid points x E A(T) on the natural one-level are connected with all 

the vertices u(p) E E(T) on the zero-level for any TE Z, where 

E(T) {u<pl I (j,p,) 4 T for j = 1, ••• ,N}. 
J 

Note that fort> 0 the number of grid points in A(T} is unbounded, where 

IT! = t and TE Z. Hence, the subdivision is not locally finite. However, 

we still have the property that every compact subset of 0 is covered by 

a finite number of relative interiors of faces of L. Now, each vertex u(p) 

of 0 on the zero-level is labelled by 2(u(p) ,0), where for (j,k) E I(m) 

2. k(u(p} ,O) 
J, 

2. k(u(p),O) 
J, 

m. + 1 
J 

0 

if k 

ifk-/p .• 
J 

Of course, a point (x,1) E Rn x {1} receives the label 2(x) according to 

the labelling rule defined in section 7.5. Following the same arguments 
· 1 t 

as in section 2, it is easy to see that a (t-1)-simplex a(w , ••• ,w in 

G(T) is T-complete if and only if the system of n + N linear equations 

with respect to the polyhedron P(a) having only a as face on the natural 

level, has a nonnegative solution. More precisely, the sytem of linear 

equations 

t 
E 

i=l 
E µ(j,k)e(j,k) 

(j ,k) fT 

* * 

= e 

has anonnegative solution (A ,µ) if and only if the system 

:t 
E 

i=l 
E v (u (p))2 (u (p) , 0) 

u(p)EE(T) 
= e 



has at least one solution (~*,v*). Again we have A* rand 

* (m.+1) 
J 

L 
u(p)E:E(T) 

p.=k 

V (u(p)) for all (j,k) f T. 

J 

Moreover, the point (x*,o*) defined by 

and 

* X 

t 
L 

i=l 

t 

* i A,W + 
J. 

* L \ 
i=1 

L 
u(p)E:E(T) 

* v (u(p) )u(p) 

is a zero-point of the piecewise linear homotopy function t with respect 

to the subdivision where w is obtained by setting 

w(x,O) ,11,(x,O) - e xis a vertex of 8 

and 

t(x, 1) g(x) xis a grid point 

end extending linearly on each piece of 0. 
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Therefore, the algorithmcan be seen as tracing a path of zeroes of w 
starting with the zero-point (y,O) and terminating as soon as a zero-point 

on the natural level is found. 

The second interpretation cannot be directly applied to the class of 
n ID• 

algorithms on R. Observe, however, that a point x. E: R J corresponds to 
J 

the point ~j in the set 

where 

m. 
w J 

'I, 

x. 
J 

O}, 

Then the function g: Rn+ Rn+N is equivalent to the function~ from 
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W IT~ 1 Wmj into itself if we define 
J= 

'\, 'v 
g(x) g(x) 

'v 
for all XE w. 

* "'* 'v Clearly, x is a zero-point of g if and only if x is a zero-point of g. 

The set Wis now triangulated in the same way as described in section 6.2 
'\, 

for the product space of simplices by using the block-diagonal matrix P 

whose j-th block~- is equal to the (m.+1) x (m.+1) extended matrix for 
J J J 

which the first m. rows are equal to P. and the last row is given by 
T J J n+N-1 

-e P.. If P is of the (a., S.) -form we can take the set -s as the 
J j J J 

artificial set on the zero-level. Then the set W defined by 

W = conv ((-Sn+N-l x {O}) U (W x {1})) 

'\, 

is triangulated by connecting a grid point x in int A(T) for TE Z on the 

natural level with all the vertices (-e(i,h),O) for (i,h) i T, where 

'\, 

A(T) 
'\, '\, 

y + ~ A. k p(j,k) for 
(j,k)ET J, 

nonnegative numbers A. k}. 
J, 

By this way the algorithm can be again interpreted as tracing zeroes of 

the piecewise linear homotopy function t where 

t (x,O) 

and 

'\, 

t (x,1) 

-(n + N)x - e 

'\, '\, 

g(x) 

xis a vertex of -sn+N-l 

'\, 

xis a vertex of W. 

To do so, we label a point x on the zero-level by t(x,O) = -(n+N)x, 
'\, '\, 

whereas t(x,1) = t(x) if xis a point in W. Clearly, a (t-1)-simplex 
1 t 

cr(w, ••• , w) in G(T), TE Z, is T-complete if and only if the system 

of linear equations corresponding to the (unique) simplex T having 
'v1 'vt 

cr(w, •.• , w )· as its intersection with the one-level, has a feasible 

solution. This solution gives us the zero-point oft in T, etc •. 
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The third interpretation is straightforward by taking y - p(j,k) for 

(j,k) E I(m} as the artificial vertices on the zero-level. Observe that 

the three interpretations again coincide for N = 1. Based upon these 

coinciding interpretations in case N = 1~ Van der Laan and Talman [1980b] 

and Shamir [1979] developed their continuous-deformation algorithms on Sn 

and Rn. It is an interesting question whether such an algorithm can be 

developed on Sor Rn if N > 1. If so, then this opens the possibility 

to develop a continuous-deformation algorithm generating an infinite 

path of adjacent simplices of variable dimension converging to a fixed 

point. Another interesting problem is the orientation of a simplex. 

For N = 1 the orientation theory of Eaves and Scarf {1976] and others 

can directly be applied but for N > 1 this is not clear. However, the 

second interpretation seems to be suitable for generalizing the concept 

of orientation used in the way as described by Van der Laan [1980, 

chapter 7] for the case N = 1. Finally, we mention that it is still an 

open question how to obtain an estimate of the number of stopping 

simplices if N > 1. This problem can probably be solved as soon as the 

orientation-problem is solved. 
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