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PREFACE 

This book has developed from lectures on reflexive and superreflexive 

Banach spaces given at the University of Amsterdam. A Banach space Xis call­

ed reflexive iff the canonical embedding of X into its second conjugate space 

x** is surjective. Although clear and simple, in some respects this defini­

tion is not very satisfactory. For instance, checking the reflexivity of a 

given space against this definition requires the computation of the first 

and second conjugate spaces, a generally difficult task. One would like to 

avoid this and to characterize reflexive spaces intrinsically, i.e. without 

reference to their conjugates. Developing such characterizations is what a 

large part of Chapter I of this book is about. In the process we shall gain 

a better insight into the structure of reflexive spaces. In particular it 

will become apparent that reflexivity is a property intimately connected 

with the geometry of the unit ball. Roughly, what makes a space reflexive is 

the absence of certain large (i.e. infinite-dimensional) flat areas in the 

unit ball, away from the origin. Thus reflexive spaces can be thought of as 

spaces whose unit balls possess a certain degree of infinite-dimensional 

rotundity. This is just one of various types of characterizations developed 

in Chapter I, but it is of particular importance in connection with super­

reflexivity, the subject of Chapter II. 

It is a classical result that every uniformly convex space is reflexive. 

However, not every reflexive space is uniformly convexifiable (i.e. can be 

given an equivalent uniformly convex norm). The question of characterizing 

the uniformly convexifiable spaces has long been open. It is now known that 

the latter coincide with the so-called superreflexive spaces, which form a 

proper subclass of the reflexive ones. It was R.C. JAMES ([54]) who first intro­

duced the notion of superreflexivity, expecting it to be equivalent to uni­

form convexifiability. As P. ENFLO ([33]) has shown, this idea was sound. In 

terms of the geometry of the unit ball, a space fails to be superreflexive 

iff its unit ball satisfies certain finite-dimensional flatness conditions 

analogous to the infinite-dimensional ones characterizing non-reflexive 

spaces. 

Further geometric properties of superreflexive spaces are taken up in 

the latter part of Chapter II. In particular we relate superreflexivity to 



a geometric parameter called the girth ([90]) of the unit ball, defined as 

the infimum of the lengths of all closed centrally symmetric curves on the 

unit sphere. A Banach space is superreflexive iff its girth is larger than 

4 ([59]). If the girth of the unit ball of Xis 4 and is achieved, i.e. if 

there exists a so-called "girth curve" of length exactly 4, then Xis called 

flat ([42]). Some results on flatness are proved and a characterization of 

superreflexivity in terms of flatness is given. We also discuss other super­

properties equivalent to superreflexivity. The final section of Chapter II 

is devoted to connections with iP spaces. It was long hoped that the spaces 

iP (1 $ p < 00 ) and c 0 would turn out to be the fundamental building stones 

in Banach space theory, in the sense that every Banach space would contain 

one of them isomorphically. This hope was crushed by B.S. TSIRELSON ([101]), 

however, who constructed a reflexive space containing no iP. Notwithstanding 

some positive results connecting superreflexive spaces with iP spaces ([55], 

[38]), even superreflexive spaces need not contain any iP, as T. FIGIEL & 

W.B. JOHNSON ([35]) have shown by a modification of Tsirelson's example. 

The selection of material for this book has been determined to some 

extent by personal taste and prejudice (and, undoubtedly, lack of knowledge), 

but mainly by our desire to concentrate on the geometry of the subject. The 

emphasis is on general theory. Examples and counterexamples are given only 

to illustrate the various notions introduced and to indicate the scope of 

th.e theorems proved. We make no pretence of being complete and the specialist 

may find his favorite topic missing. This is a price we gladly paid for our 

wish to keep both the size of this volume down and the exposition detailed 

enough for the beginning graduate student to be able to proceed without 

undue hardship. A preliminary section of prerequisites reduces the presup­

posed knowledge to a minimum. By providing full details of proof throughout 

the text we hope to have made this beautiful subject accessible to a large 

audience. 

Rather than scattering them throughout the text we have collected bio­

graphical references at the end of each section. Notation is for the most 

part standard. Let us mention here a few uses which may not be so common. 

sp A,sp{x,y, .•• }: linear hull of a subset A, respectively {x,y, ••. }, 

of a linear space, i.e. the set of all (finite) linear combinations 

formed with elements of A, respectively {x,y, .•• }. 

[A]= sp A, [x ] 00 
1 , closed linear hull of a subset A, respectively n n= 

{xn: n E lN}, of a normed linear space, i.e. the closure of sp A, 



respectively sp{x1 ,x2 , ... }. 

-T T A: closure of a subset A of a space equipped with a topology . 

I am indebted to Mr. A.J. Pach for the work he did in connection with 

this book. Not only did he write a preliminary (Dutch) version of part of 

the present text while I was lecturing on it, but he also critically read 

V 

a large part of the final manuscript, pointing out errors and suggesting 

many improvements. Needless to say, all remaining mistakes are mine. Finally 

I would like to thank Mrs. c. Klein Velderman for her excellent typing and 

the Mathematical Center for accepting this volume in their series. 

D. van Dulst 

August 1978. 





0. PREREQUISITES 

For the convenience of the reader we review in this section some basic 

facts frequently used later on in these notes and which the reader should 

be familiar with. We shall presuppose only very little knowledge of Banach 

spaces, roughly the contents of Chapter I of [44]. All other results re­

called in this section will be provided with (short) proofs. 

In the study of Banach spaces also topologies other than that defined 

* by the norm are important tools, notably the weak and weak topologies. 

These can best be understood against the background of topological vector 

spaces which we now briefly discuss. Let X be a vector space. (We always 

consider vector spaces over the reals, for simplicity.) A subset Ac Xis 

called convex if AX+(l-A)y EA whenever x,y EA and O ~A~ 1, and balanced 

(or circled) if AA c A for all JAi ~ 1. IAY~l AA is the smallest balanced 

set containing A and is called the balanced hull of A. Likewise the convex 

hull, denoted by co A, is the smallest convex set containing A and consists 

of all elements of the form A1x 1 + ••• + Anxn, with n E lN, A1, ••• ,An "° 0, 

I1=l Ai= 1. A set which is both balanced and convex is called absolutely 

convex. The smallest absolutely convex set containing a given subset 

Ac Xis called the absolutely convex hull of A. It is easily verified 

that it equals the convex hull of the balanced hull of A and consists of 

all elements A1x 1 + ••• + Anxn with n E lN, A1 , ••• ,An E lR and I1= 1 l\1 ~ 1. 

Ac Xis called absorbing if for every x EX there exists a AO;;,: 0 such 

that x E AA whenever JAi "° A0 • If A is balanced, then it is absorbing when­

ever lJ nA = X. A function p on X is a seminorm on X if 
nE°JN 

(i) 0 ~ p(x) < 00 for all x EX, 

(ii) p(Ax) = JAJp(x) for all A E lR and x EX, 

(iii) p(x+y) ~ p(x)+p(y) for all x,y Ex. 

Thus a seminorm differs from a norm in that it may be O on non-zero elements. 
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DEFINITION 0,1. A topological vector space (t.v.s.) Xis a vector space 

equipped with a topology for which the maps 

(i) (x,y) + x+y from xxx into X, and 

(ii) (A ,x) + AX from ]RXX into X 

are continuous (xxx and lRXX have the product topologies). 

In particular, translations in a t,v.s. are homeomorphisms, so the 

topology of a t.v.s. is completely determined by a base U of neighborhoods 

U for the zero element. It easily follows from the continuity of the al­

gebraic operations that all 0-neighborhoods are absorbing and that the 

closed balanced 0-neighborhoods form a basis. If X has also a 0-neighbor­

hood base consisting of convex sets (which does not follow from the defi­

nition of a t.v.s.) then Xis said to be locally convex. A locally convex 

topological vector space is briefly called a locally convex space (1.c.s.), 

A l.c,s. is easily seen to possess a 0-neighborhood base consisting of 

closed absolutely convex sets, Namely, take any 0-neighborhood base U and 

form the closed absolutely convex hulls of all U EU (the closed absolutely 

convex hull of a set A is by definition the smallest closed absolutely 

convex set containing A and is obviously the closure of its absolutely 

convex hull). 

If A is an absolutely convex absorbing set in a vector space X (no 

topology for the moment), then the gauge or Minkowski functional pA is the 

function on X, defined as follows: 

(x E X). 

PA is easily seen to be a seminorm and, moreover, 

Conversely, if pis a seminorm on X then {x EX: p(x) < 1} and 

{x EX: p(x) S 1} are absolutely convex and absorbing and p = pA for an 

absolutely convex absorbing set A iff 

{x EX: p(x) < 1} c Ac {x EX: p(x) s 1}. 

Supposing now that Xis a l.c.s., it is obvious from these observations 

that there is a 1-1 correspondence between the closed absolutely convex 

0-neighborhoods U and the continuous (i.e. continuous at 0) seminorms p 

on X, namely 
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u = {x EX: p(x) s 1} +-+ p = Pu· 

A linear form f on Xis continuous iff f is continuous at O, i.e. iff 

lf(x) I s 1 for all x EU, where U is some closed absolutely convex 0-neigh­

norhood, i.e. iff lf(x) I s p(x) (x EX), for some continuous seminorm on X 

(take p = Pu). Two topological vector spaces X and Y are called (topolog­

ically) isomorphic (notation: X ~ Y) if there exists a linear homeomorphism 

of X onto Y. Every finite-dimensional t.v.s. Xis easily shown to be iso­

morphic to nl, where n = dim x. Whenever we wish to emphasize the topology 

T of a t.v.s. X, we write it as (X,T). 

* The dual space X of a t.v.s. Xis the set of all continuous linear 

forms on x. x* is a vector space with the usual definitions of addition 

and scalar multiplication. The hyperplanes in X are the kernels of the 

linear forms on X and they are either closed or dense, according as the 

corresponding linear form is continuous or discontinuous. In the case of 

a l.c.s. X the Hahn-Banach theorem guarantees that x* contains "sufficient­

ly many" elements. We state it in two forms, a geometric and an analytic 

one, which can be derived from one another. One should observe that in the 

absence of local convexit~, the only non-empty open convex subset of X may 

be X, in which case the Hahn-Banach theorem is empty. 

THEOREM 0.2 (Hahn-Banach). 

geometric form: Let X be a t.v.s., A#¢ an open convex subset of X and 

Ma linear manifold in X such that Mn A 

affine hyperplane Hin X such that H n A 

¢. Then there exists a (closed) 

¢ and H => M. 

analytic form: Let X be a vector space, pa seminorm on X and Ma linear 

subspace of x. If f is a linear form on M satisfying lf(x) I S p(x) for 

all x EM, then f can be extended to a linear form on X satisfying the same 

inequality on X, i.e. there exists a linear form g on X such that f(x) =g(x) 

for all x EM and lg(x) I S p(x) for all x Ex. 

In particular, taking for X a l.c.s. and for pa suitable continuous 

seminorm on X, one sees that every continuous linear form on a linear sub­

space Mc X can be extended continuously to X. In the case of normed linear 

spaces, the extension can be made with preservation of the norm (take 

p (x) = II fll II xii (x E X) , II fl! denoting the norm of f on M). 

DEFINITION 0.3. Let X and Y be two vector spaces and let<•,•> be a bilinear 

form on xxY, i.e. for fixed x EX (respectively y E Y) y + <x,y> 
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(respectively, x + <x,y>) is a linear form on Y (respectively, X). Then 

the pair X,Y with this bilinear form is called a dual pair (denoted by 

<X,Y>) provided the following conditions hold: 

(i) <x,y> 

(ii) <x,y> 

0 for all x E X => y = 0, 

0 for all y E Y => x = 0. 

* An example of a dual pair is a l.c.s. X together with its dual X and 

* the "canonical" bilinear form<•,•> on xxx defined by 

* * <x,x > := x (x) (x Ex, x* Ex*). 

Indeed, (i) is trivially satisfied and (ii) holds by the Hahn-Banach theo­

rem: given x # O, define a continuous linear form x* on sp{x} (= the linear 

* span of x) by x (ax)= a (a E JR) and extend it continuously to x. Then 
* * * x EX and <x,x > 1 # o. 

Now let <X,Y> be a given dual pair. We shall define Hausdorff locally 

convex topologies cr(X,Y) and cr(Y,X) on X and Y respectively and derive some 

properties of these topologies. cr(X,Y) will be determined completely once 

we have described a neighborhood base for an arbitrary fixed element x EX. 

By definition such a neighborhood base consists of all sets of the form 

where n Elli, y 1 , ••• ,yn E Y and E > 0 are arbitzary. It is easily checked 

that these sets are convex and define a topology on X for which the alge­

braic operations are jointly continuous. Thus X with the topology cr(X,Y) is 

a l.c.s. Furthermore, 

I. cr(X,Y) is a Hausdorff topology. 

PROOF.Let x 1 ,x2 EX with x 1 # x2 be arbitrary. Using (ii) in Definition 0.3, 

choose y E Y such that <x 1-x2,y> # 0 and E > 0 such that O < E < ½ I <x 1-x2 ,y> I. 
Then V(xl;y;E) n V(x2;y;E) = ¢. 0 

* II. (X,cr(X,Y)) can be identified with Y. 

* * PROOF. Let us denote (X,cr(X,Y)) by X. For each y E Y we define a linear 

form ¢(y) on X by 

¢(y) (x) = <x,y> (X E X, y E Y). 

* Clearly, each ¢(y) is continuous for cr(X,Y), so¢ maps Y into X. 



Furthermore,¢ is linear and 1-1 (by (i) in Definition 0.3), so it remains 
* * * to show that¢ is surjective. Let x EX be arbitrary. Then x (0) = 0 and 

* by continuity there is a 0-neighborhood V(O;y 1 , ••• ,yn;E) on which Ix I is 

bounded by 1, i.e. 

X € X, l<x,y,>I $ E (i= 1, ..• ,n) ~ lx*(x) I $ 1. 
l. 

* It follows in particular that ker x 
n 

::o n 
i=l 

exercise (use induction on n) to show that 
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Thus we may and do identify Y with x* (i.e. we suppress the¢ notation). 

III. cr(X,Y) is the coarsest topology on X for which the elements of Y 

are continuous. 

PROOF. We have already noted that the elements of Y are continuous for 

cr(X,Y). Conversely, let T be any topology on X for which the elements of Y 

are continuous. Let V(x;y1, ••• ,yn;E) be an arbitrary basic cr(X,Y)-neighbor­

hood of an arbitrary x Ex. By assumption, for every i E {1, ••. ,n} there 

exists a T-~pen Oi such that x E Oi and l<x'-x,yi>I $ E whenever x' E Oi. 

Then O := i~l Oi is T-open and x € O c V(x;y 1, ••• ,yn;E), proving that Tis 

finer than cr(X,Y). D 

By the symmetry of X and Yin the definition of a dual pair, it is 

obvious how cr(Y,X) should be defined. Analogous properties hold for a (Y,X) 

(simply interchange X and Y everywhere). 

Now let x be a l.c.s. with topology T and let us denote (X,T)* by x*. 

* We have seen above that <X,X > is a dual pair (with the canonical bilinear 
* * * * form <x,x > = x (x)), so that cr(X,X) and cr(X ,X) are defined. In partic-

ular we have now two topologies on X, namely T and cr(x,x*). By II both give 

* * rise to the same dual space, namely X, and by III cr(X,X) is coarser than 

T. In general cr(x,x*) is strictly coarser than T. As an example, let us 

consider a normed linear space X (so that Tis the norm topology). 

* PROPOSITION 0.4. Let X be a normed linear space and X its dual. Then 

* a(X,X) coincides with the norm topology iff dim X < 00 • 

PROOF. We have already remarked that finite-dimensional topological vector 

spaces of a fixed dimension n are all isomorphic to :fin, so that sufficiency 
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* * is clear. Suppose now that dim X = 00 and let V = V(O;x1 , •.• ,xn;E) be an 

arbitrary basic 0-neighborhood for a(x,x*). Then V contains the linear sub-
n * space L := iQl ker xi. Since dim X = 00 , L ~ {O} and, therefore, unbounded 

* (in norm). Thus the unit ball of X cannot contain V, proving that a(X,X) 

is strictly coarser than the norm topology. D 

Let X be a vector space and let T1 and T2 be two locally convex topo­

logies on X (i.e. (x,T1) and (x,T2) are l.c.s.). T1 and T2 are called com-

* * patible iff they yield the same dual spaces (i.e. (x,T1) = (x,T2) ). 

PROPOSITION 0.5. Let X be a vector space and let T1 and T2 be compatible 

locally convex topologies on x. Then for any.convex set Ac X (so in par­

ticular for every linear subspace of X) the T1-closure of A coincides with 

the T 2-cl osure. 

* * * PROOF. Let X denote the joint dual (x,T1) = (X,T2) and let Ac X be 

* convex. It obviously suffices to show that the a(X,X )-closure equals the 
~ - * T 1-closure of A. Let us denote these by A and A, respectively. Since a (X,X ) 

is coarser than T1 (by III), A~ A. To prove the other inclusion, let 

xi A and let O be an open·convex T1-neighborhood of x such that On A ¢. 

Then A - O is a T 1-open convex set (note that A is again convex) not con­

taining 0. By the Hahn-Banach theorem (geometric form with M = {O}), there 

exists a T 1-closed hyperplane H (through 0) with H n (A- 0) = ¢. Hence there 
* * * exists an x EX with x 

. * * S := ~nf<x',x > > <x,x >. 

> 0 on A- O. It follows, since O is open, that 

Thus, choosing O < E < S-<x,x*>, the a(x,x*)-
X EA * 

neighborhood V(x;x ;E) is disjoint with A, proving that xi A. D 

A similar argument proves the so called bipolar theorem. We need some 

definitions first. Let <X,Y> be a dual pair and let Ac X be arbitrary. Then 
0 0 

the polar (set)A ofAis A := {y E Y: l<x,y>I ~ 1 for all x EA}. Similar-
0 ly, interchanging X and Y, the polar B c X of a subset B c Y is defined. 

In particular AOO ·= (AO)O is a subset of X, whenever Ac x. AOO is called 

the bipolar (set) of A with respect to the dual pair <X,Y>. It is not dif­

ficult to show that polar sets are always absolutely convex, a(X,Y) (or 

a(Y,X))-closed and that Ac AOO for all Ac X. The bipolar theorem asserts 

that AOO is (for any Ac X) the a(X,Y)-closed absolutely convex hull of A. 

PROPOSITION 0.6 (bipolar theorem). Let <X,Y> be a dual pair and let Ac X 

b b . h 00 . h ( ) ear itrary. Ten A is tea X,Y -closed absolutely convex hull of A. 
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PROOF. We have already observed that AOO is cr(X,Y)-closed and absolutely 

convex. Let A1 be any cr(X,Y)-closed absolutely convex subset of X containing 

A and let x E X\A 1 be arbitrary. By the Hahn-Banach theorem (cf. the proof 

of Proposition 0.5) there exists a cr(X,Y)-continuous linear form, i.e. an 

element of Y such that <x,y> > 1 and <x' ,y> < 1 for all x' E Al. Since A1 

is balanced, I <x' ,y> I 1 for all x' E Al, i.e. 
0 0 Thus xi A00 , < y E Al C A • 

since <x,y> > 1. This shows that Aoo c A1 and therefore concludes the 

proof since A1 was an arbitrary cr(X,Y)-closed absolutely convex set contain­

ing A. 0 

Let <X,Y> be a dual pair and let V c Y be a linear subspace. Occasion­

ally we shall have to consider the locally convex topology cr(X,V). A 

cr(X,V)-neighborhood base for an element x EX is given by the sets 

V(x;y1 , ••• ,yn;£) with y 1 , •.• ,yn EV. cr(X,V) is not Hausdorff in general. It 

is iff for every x EX, x # 0, there exists a y EV such that <x,y> # 0, as 
* one immediately sees. Since (Y,cr(Y,X)) = X, this condition is equivalent 

to V being cr(Y,X)-dense in Y, by the Hahn-Banach theorem. 

* We now turn to Banach spaces. If Xis a Banach space, let X and 
** * * X (X) denote its dual (or conjugate) and bidual, respectively. Ele-

* ** * ** ments of X, X, and X are written as x,x ,x , respectively. We define a 
** map TIX of X into X as follows (using the notation<•,•> for the canonical 

* * ** duality of the pairs <X,X > and <X ,X >): 

(0 .1) <x*,TI (x)> 
X 

* <x,x > (X E X, * * X E X ) • 

TIX is clearly linear. We show that it is an isometry. Indeed, for any 

x0 EX we have 

* * On the other hand, by the Hahn-Banach theorem there exists an x0 EX satis-

* * fying <x0 ,x0 > = llx0 11 and llx011 = 1, so that the last inequality is an equal-

ity. 

TIX is called the canonical embedding of~ into x** We often write TI 

for TIX if no confusion is likely. Even more often we identify X with TIX 
** and simply regard X as a subspace of X 

DEFINITION 0.7. A Banach space Xis called reflexive iff TIX is surjective, 

** X 
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* COROLLARY 0.8. A Banach space Xis reflexive iff a(X ,X) 

PROOF.=>: immediate from (0.1). 

* ** cr (X ,X ) . 

* * ** * ~, We know that the locally convex topologies cr(X ,X) and cr(X ,X ) on X 

** * yield duals X and X , respectively. On the other hand, since cr(X ,X) and 

* ** ** ** cr(X ,X ) are equal, so are their duals. Thus for every x EX there 

exists an x EX such that 

* ** <x ,x > * <x,x > * * for all X EX. 

* Since <x,x > * ** <x ,TTX(x)> this means precisely that TTXX = X □ 

For a Banach space X * . cr(X,X) is called the weak (w) topology on X, 

* * * * while cr(X ,X) is called the weak (w) topology on X. Thus on a dual 

* Banach space X we have, apart from the norm topology, two generally dis-

* ** * tinct topologies, the weak topology cr(X ,X ) and the weak topology 

cr(x*,x), which should not be confused. Equality occurs precisely when X 

is reflexive, by Corollary 0.8. 

We now want to characterize reflexive spaces by the weak compactness 

of their unit balls. The e,ssential step is Alaoglu' s theorem. 

PROPOSITION 0.9 (Alaoglu's theorem). The unit ball BX* of a dual Banach 

* * space X is weak -compact. 

PROOF. For every x EX put lRx:= IR, with the usual topology. Consider the 

product xPx IRx with the product topology and denote its elements by 

a= (ax)xEX" We define a map 

by 

* * (x E X ) • 

* * * Then¢ is a homeomorphism (into) for the weak topology cr(X ,X) on X. 

* This is an immediate consequence of the definitions of cr(X ,X) and of the 

product topology. Hence it remains to be shown that ¢(Bx*) is compact. Note 

* first that ¢(B *) c TT [-llxll,llxll], since for every x EBX* and every xEX, 
X * XEX 

l<x,x*>I:,; llxllllx II:,; llxll • TT [-llxll,llxll] being compact by the Tychonoff 
XEX 

theorem, it suffices to prove that ¢(Bx*) is closed in xPx lRx. Let x,y EX 

and >-,µ E IR be arbitrary and consider the map a -+ a, + - >-a - µa 
AX µy X y 

(a E xPx IRx). Clearly it vanishes on ¢(BX*) and therefore, by continuity, on 



qi(Bx*) as well. Also, since qi(BX*) c x~X [-llxll,llxll] and the latter set is 

closed, we have qi(B *) c TI [-llxll,llxll]. Combining both facts we conclude 
X XEX 

that for any a= (ax)xEX E qi(Bx*) the map x ➔ ax (x EX) is a continuous 

linear form with norms 1, meaning that a E qi(Bx*'· This proves that 

qi(Bx*) is closed. D 

PROPOSITION 0.10. Let X be a Banach space and let us identify X with the 

9 

** ** * subspace TIX of X • Then the a(X ,x )-closure of BX is Bx**' In particular 
** * ** Xis a(X ,x )-dense in X 

PROOF. Observe that Bx* is the polar of BX with respect to the dual pair 
* ** * <X,X > (or <X ,X > if we wish). Similarly Bx** is the polar of Bx* with 

** * re::ec; to <X ,x >. Hence Bx** is the bipola:*of*BX with respect 

<X ,x >. BX being absolutely convex, the a(x ,X) density of BX 

to 

is now an immediate consequence of the bipolar theorem. The last statement 
** is obvious, since X 

PROPOSITION 0.11. Xis reflexive iff BX is weakly compact. 

PROOF. By 

moreover, 

coincides 

** * Alaoglu's theore~ Bx** is a(X ,X )-compact. It is obvious, 
** * ** * that a(X ,X) Ix (= the topology induced by a(X ,x) on X) 

* ** * with a(X,X ). Thus if x = x then Bx(= Bx**) is a(X,X )-compact. 
** * * Conversely, since BX is a(x ,X )-dense in Bx**' a(X,X )-compactness of BX 

** implies Bx**= Bx, so x = x. □ 

Two Banach spaces X and Y are called (topologically) isomorphic 

(notation X ~ Y) iff there exists a (topological) isomorphism (i.e. a 

linear homeomorphism) of X onto Y, If there exists a linear isometry of 

X onto Y then X and Y are called isometric (notation X ~ Y), Let T be an 

isomorphism of X onto Y, Then IIT-lll-l B c TB c IITIIB. Also (see below) T 
y X y 

is a weak homeomorphism, i.e. a homeomorphism for the weak topologies 

* * a(X,X) and a(Y,Y ). Hence Proposition 0.11 implies, since BX and BY are 

weakly closed by Proposition 0.5, 

COROLLARY 0.12. Let X and Y be isomorphic Banach spaces. Then Xis reflexive 

iff Y is reflexive. 

* PROPOSITION 0.13. Let X be a Banach space. Then Xis reflexive iff X is 

reflexive. 
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* PROOF. Suppose that X is reflexive and assume for contradiction that 
** *** *** TTXX ~ X • By the Hahn-Banach theorem there exists an x EX such 

*** *** *** * 
that x f O and x ITT x = O. By assumption X = TTx*X ,*so*t*here 

* * X * *** ** *** exists an x EX with TTX*(x) = x , i.e. <x ,x > <x ,x > for 
** ** *** * * all x EX In particular <TTX(x),x > = <x ,TTX(x)> <x,x > for all 

*** * x EX. Since x JTTxX = O, it follows that x = 0, contradicting 

TTX*(x*) = x*** f 0. Conversely, suppose that Xis reflexive. By Alaoglu's 

theorem Bx* is a(x*,x)-compact, and therefore a(x*,x**)-compact by Corol­

lary 0.8. Now apply Proposition 0.11 to x*. D 

* To conclude this discussion of the weak and weak topologies, we 

prove two simple facts which will be of use later. 

PROPOSITION 0.14. Let X be a l.c.s. with dual x* and let Y c X be a linear 

* * subspace. Then a(Y,Y) = a(x,x) Jy· 

* PROOF. Observe that Y is a l.c.s. in its own right, so that its dual Y 

* * * and a(Y,Y) are defined. The equality of a(Y,Y) and a(X,X) JY follows 

from {x*Jy' x* Ex*}= y* and this last equality is an immediate conse­

quence of the Hahn-Banach theorem. 0 

* Unlike norm-topologies, weak and weak topologies are in general not 

metrizable. We have, however, 

* PROPOSITION 0.15. Let X be a separable Banach space. Then BX* with thew 

topology is metrizable. 

PROOF. Let us first recall the following simple topological fact: If T1 

and T2 are two compact Hausdorff topologies on a set T which are comparable 

(i.e. T1 finer than T2 or conversely), then T1 T2" Now let {xn} be a dense 

sequence in the unit sphere SX : = { x E X: II xii 1}. We define a metric d 

* on X as follows 

I * * * 
(X ,y E X ) • 

n=l 

We leave to the reader the easy proof that dis indeed a metric and show 

* I * that the identity map (BX*'a(X ,X))->- (BX*'d) is continuous. Let x0 
~oo -n+l E 

and E > * O be arbitra:y. Choose n0 E lN * so that L.n=no+l 2 : :I\ and 

V = V(x0 ;x1 , ••• ,xn0 ; 2). Then for any x Ev n Bx* we have d(x ,x0 ) 
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" -n * * no -n * * co n * * f 2 J,x ,x -x >I = L 2 l<x ,x -x >I + L 2- l<x x -x >I S 
n=l n O n=l n O n=n0+1 n' 0 

,no 2-n ~2- + ' 00 

12-n•2< E. This proves the continuity of I. Since Bx* is 
ln=l L.n=n0+ 
o(x*,x)-compact by Alaoglu's theorem, the observation made at the beginning 

* of the proof shows that I is a homeomorphism. Thus (Bx*'a(X ,X)) is metriz-

able. 0 

Let X and Y be Banach spaces and T: X ➔ Ya bounded linear operator. 
* * * The adjoint operator T: Y ➔ X is defined by the formula 

* * <x,T y > * <Tx,y > * * (XE X, y E Y ). 

* * * (Note that for every y E Y the map x ➔ <Tx,y > is continuous and linear 
* * * in x, so that there exists an element Ty EX satisfying this formula.) 

T* is clearly linear. Also T* is bounded and IIT*II = IITII. Indeed, 

sup* 
llxll,lly lls1 

* * sup* J<x,T y >I 
llxll ,lly II Sl 

sup IITII II xii lly*II 
llxll,lly*lls1 

IITII. 

To prove the reverse inequality, choose E > 0 arbitrarily, and x0 EX 

with II x0II = 1 so that 11Tx0II e'C IITII-E. Then, using the Hahn-Banach theorem, 
* * * * choose y0 E Y so that <Tx0 ,y0> = 11Tx0 11 and lly0 II = 1. It now follows that 

* * * * * * IIT II e'C IIT y0 II e'C <x0 ,T y0> = <Tx0 ,y0> = 11Tx0 11 > IITII-E and, therefore, 

IIT*II e'C II TII since E > 0 was arbitrary. 

We list now some properties of bounded linear operators T: X ➔ Y and 

their adjoints which will be used repeatedly without further reference. 

I.Tis weakly continuous, i.e. continuous for the topologies 

* * a(X,X) and a(Y,Y ). 

* * * PROOF. Let x EX and a basic a(Y,Y )-neighborhood V := V(Tx;y 1 , ••• ,yn;£) 
* * * * * for Tx be given arbitrarily. Then U := V(x;T y 1 , ••• ,T yn;£) is a a(X,X )-

neighborhood of x satisfying TU c V. D 

In particular, since T*, y* ➔ x* is bounded, it is weakly continuous, 
* ** * ** i.e. continuous for a(Y ,Y and J(X ,X ). Also 

* * * * II. T is weak continuous, i.e. continuous for a(Y ,Y) and a(X ,X). 

* * * * * PROOF. y E Y and a basic w -neighborhood V := V(T y ;x1 , .•• ,xn;£) being 
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* * * arbitrary, U := V(y ;Tx1 , ••• ,Txn;E) is a weak -neighborhood of y satis-

fying T*u c v. 0 

** ** ** * In particular T X + Y is both w- and w -continuous. Identifying 

** ** X and Y with the subspaces rrXX and rrYY of X and Y , respectively, we 

have 

** ** * III. T I = T and T is the unique w -continuous extension of T: X + Y -- X ----------,.*-* _____ *_* ___________________ _ 

to an operator from X into Y 

* * * ** PROOF. Let x € X be given. Then for ally € Y we have <y ,T TTX(x)> 
* * * * * * ** <Ty ,rrx(x)> <x,T y > = <Tx,y > = <y ,rrYTx>. Hence T rrx = rrYT and 

** therefore, suppressing the identification maps rrx and rry, T /x = T. As to 

the second statement in III, we know already that T** is w*-continuous and 

** T Ix= T, so that only uniqueness remains to be proved. But this is immedi-

ate since Xis cr(x**,x*)-dense in x** (Proposition 0.10). 0 

0 
Let <X,Y> be a dual pair. For linear subspaces L c X the polar L of L 

in Y is customarily denoted by L~ and is called the annihilator of L. Since 

Lis linear, we have 

L~ = {y € Y: <x,y> = 0 for all x € L}. 

Clearly L~ is also a linear subspace (of Y) and (as a polar set) cr(Y,X)­

closed. 

Now let X be a Banach space and L c X a linear subspace. Then (without 

further reference to dual pairs) L~ denotes the annihilator of Lin x* 

Thus L~~ := (L~)~ is a subspace of x**. The annihilator of a subspace Mc 

with respect to the dual pair <x,x*> will be denoted by MT. Clearly L~T 

L~~ n X (Xis identified, as usual, with rrXX). By the bipolar theorem L~T 

* is the cr(X,X )-closure of L, which equals the norm-closure (by Proposition 

0.5). Similarly, L~~ is the cr(x**,x*)-closure of L. 

Using these notations we now identify the duals of subspaces and 

quotients of Banach spaces. 

PROPOSITION 0.16. Let Y be a closed subspace of a Banach space X. Then 

(i) y* ;:; x* /Y~, 

(ii) (X/Y) * ;:; Y~. 

PROOF. (i): Let I: Y + X be the identity embedding. Then, for all x* € x* 

* X 



and y E Y, 

* * <y,I X > * <Iy,x > * <y,x >, 

* * * * 
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so that Ix x ly· In other words, I is nothing but the restriction map. 

Clearly ker 1* = yL, and by the Hahn-Banach theorem 1* is surjective. Thus 

1* induces a linear bijection T from x*/yL onto Y*. We claim that Tis an 

* * isometry. Indeed, given any y O E Y 

* * * * * 
an XO EX with XOIY Yo and llxoll 

there exists by the Hahn-Banach theorem 

= lly~II. Therefore we have 

IIT-\*O11 inf II x*II 
* * 

X IY=yO 

* * * (ii): Let Q: X + X/Y be the quotient map and Q : (X/Y) + X its adjoint. It 

is immediate from the definition of the quotient norm that Q(int BX) = 

int Bx;y· Hence int BX/Y c 

* (into). Indeed, for all z 

sup 
ZEQBX 

sup 
llxll s1 

* QBX c BX/Y" We claim that Q is an isometry 

E (X/Y)* we have 

sup 
llxll s1 

sup l<z,z*>I 

ZEBX/Y 

l<Qx,z*>I 

II z*II • 

It remains to be shown that Q*((X/Y)*) YL. g*((X/Y)*) c YL is clear, 

since for all z* E (X/Y) * and y E Y we have <y,Q*z*> = <Qy,z*> = <O,z*> = O. 

To prove the reverse inclusion, let x* E YL be arbitrary. Define z* E (X/Y)* 

by <Qx,z*> = <x,x*> (x EX). (z* is well defined since x* E YL, and z* is 

* * * * * continuous). Then Q z x, since for all x EX we have <x,Q z > = 

* * <Qx,z > = <x,x >. D 

As examples of Banach spaces we shall often use the classical sequence 

spaces c O, and iP (1 Sp s 00 ). We recall the definitions here. c O is the 

space of real sequences x ={I;} with lim I; = O and with norm llxll = 
n n+oo n 

sup Is I. For any 1 s p < 00 , iP is the space of real sequences x 
nElN n 
with l:=1 lsnlp < 00 , and norm llxll = (L:=1 lsnlp)l/p_ Finally, £00 

space of all bounded real sequences x = { I; } with norm II xii = s~ 
1 n 1 oo nE 

£, that of£ with£ and that 

= { I; } 
n 

is the 

dual of c O can be identified with 

(1 < p < 00 ) with £q, where!+!= 
p q 

al duality becomes, in each case, 

1. With these identifications, the canonic­

<{/; },{n }> = 100 
1 I; n. In particular n n ln= n n 
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.11.P (1 < p < co) is reflexive. For each n € lN, t; (1 s p S co) and (c0 ) n 

denote then-dimensional space lRn with the iP- and c0-norm, respectively. 

For any compact topological space K, C(K) denotes the Banach space of all 

continuous real functions x on K with norm UxU = sup /x(t) /. 
tEK co 

£ and C([0,1]) share an important property. 

PROPOSITION 0.17. Every separable Banach space X can be isometrically 

embedded in l 00 as well as in C([0,1]). 

PROOF. a) Let X be separable and {xn} a dense sequence in its unit sphere 

SX. For 

* <xn,xn> 

Clearly 

* * each n E lN use the Hahn-Banach theorem to select an x EX with 
n 

Ux*U = 1. Now define the map T: X-+ ico by Tx = {<x,x*>} (x E X). 
n n 

Tis linear. To show that Tis an isometry, let x EX with UxU 

be given and let£> O be arbitrary. Choose n0 E lN so that Ux-x II < £. 
no 

* * * Then DTxU;,, /<x,xn >I;,, l<x ,x >I - l<x-x ,xn0>1 
0 no no no 

> 1-£. Since£> 0 was 

arbitrary, U TxU ;,, 1 U xU • Obviously U TxU s U xU so U TxU = U xU for all XE X. 

b) Again let X be a separable Banach space. We know already that Bx*' with 

the topology cr(x*,x) is a compact metric space {Propositions 0.9 and 

0.15). Let us denote it by,K. Then clearly the map T: X-+ C(K) defined by 

(Tx) (x*) = <x,x*> (x EX, x* EK) is a linear isometry. It therefore 

remains only to exhibit a linear isometry of C(K) into C([0,1]). It is a 

well known topological fact ([66], page 166) that every compact metric 

space, in particular K, is the continuous image of the Cantor discontinuum 

l. So let¢: l-+ K be a continuous surjection. Now define R: C(K)-+ C(l) by 

(Rf) (t) = f(¢(t)) (t El, f E C(K)). Clearly Risa linear isometry. Final­

ly, viewing las a subset of [0,1], every f € C(l) can be extended to a 

function Sf E C([0,1]) by defining Sf linearly in all components of 

[0,1]\l. It is simple to check that the so defined map S: C(l)-+ C([0,1]) 

is a linear isometry. Now SRT is the desired isometry of X into C([0,1]). D 

Apart from taking subspaces and quotients there are other ways of 

forming new Banach spaces from given ones. One of these we now discuss. 

DEFINITION 0.18. Let {X} be a sequence of Banach spaces. Then, for any 
n 

1 s p < co, the iP-sum (Lco 1 e X) is the Banach space consisting of all 
n= n tP 

sequences x = {x} such that x EX (n = 1,2, ••• ) and lco 1 Ux JIP < 00 , with 
n 1 n n n= n 

the norm Uxll = (r_1 llx lip) /p Similarly the c0-sum cf'_1 e X) (resp. 
co co n- n n- n CO 

the£ -sum (Ln=l e Xn)£00 ) is defined as the Banach space of all sequences 



15 

x = { x } with x e: X ( n = 1 , 2 , ••• ) and lira II x II 
n n n n.- n 

0 (resp. sup llx II < oo), 
ne:JN n 

with the norm II xii = sup II x II • 
ne:JN n 

We leave it to the reader to verify that the objects defined above 

are indeed Banach spaces. The proofs are completely analogous to those for 

the case X 
n 

:JR (n = 1,2, ••• ), i.e. X one of the classical sequence spaces 

c 0 , iP (1 ~ p ~ oo). 

We now identify the duals of c 0- and iP-sums. 

PROPOSITION 0.19. Let {x} be a 
n 

(}::=l@ Xn)tP (1 < p < 00 ). Then 

Analogously, ((}:00 

1 @ X) i* -
00 * n= n c 0 

(Ln=1 @ X n) t 000 

sequence of Banach spaces and let X 

* ,oo * 1 1 
X ~ (l l @ X ) 0 q, with - + - = 1. n= n ~ p q ,oo * ,oo * -
(ln=l@ Xn)tl and ((ln=l@ xn>i1l = 

PROOF. We carry out the proof for the case 1 < p < 00 and leave it to the 

reader to modify it so as to fit the other cases. For every n e: lN let In 

denote the linear isometry of Xn onto the subspace {0}@ {0}@ ••• @ {0}@ 

Xn@ {0} ••• of x = (}::=l@ Xn)tP defined by 

I 
n 

xn --r (0, ••• 10,xn,o, ••• ) 

* * * * * Then In is an isometry of (In Xn) onto Xn. For every x e: X and every 

* * * * 00 * * n E JN write x := I (x II ) and define a map T: X + nDl X by Tx 
* * * n n nxn n 

{x} (x EX). Clearly Tis linear and we intend to show that Tis an 
n * 1 1 

isometry onto (l,:=l@ Xn)tq' p + q = 1. First let us note that for every 

x* Ex* and every x {x} EX we have 

(0. 2) 

* <x,x > 

We claim that 

(0. 3) 

n 

I 
n=l 

implying, in particular, that 

(0.4) 

for every x* e: x*, 
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* * Fix x EX. It suffices to show that for an arbitrary k E lN 

(t llx*llq)l/q :S llx*II. Putting;\ . llx*II (n = 1, ••• ,k) and using the 
n=l n n n k p l/p _ 

duality of£~ and£~, choose µ 1 , ••• ,µk ~ 0 such that (Ln=l µn) - 1 

and ,k ;\ µ = (1k ;\q)l/q. Now let£> 0 be arbitrary and select for 
ln=l n n ln=l n 

each n E {1, ••• ,k} an x E x such that llx II = µ and <x ,x*>> llx*llllx II -k~. 
n n n n l/ n n n n 

Then x := (x1 , .. .,xk,O,O, ••• ) Ex and llxll = (L~=l µ~) P = 1. Using (0.2) 

we obtain llx*II ~ <x,x*> = ,k <x ,x*> ~ ,k (llx*llllx II - ~) = (1k ;\ µ) -
ln=l n n l.n=l n n k ln=l n n 

- £ = (L~=l ;\~) l/q - £ = ([~=l II x:11 q) l/q - £. Since £ > 0 was arbitrary, this 

proves (0.3) and therefore (0.4). On the other hand, by (0.2) and Holder's 

inequality, 

11x*11 sup I <x,x*> I $ 

lixll=(r !Ix lip) l/p:Sl 
n=l n 

00 

(0.5) $ sup I I <x ,x*> I $ 

(Loo II X 11P) 1/p:Sl n=l 
n n 

n=l n 

00 

( Y llx*11q)l/q_ $ sup I llx II llx*II $ (r 11 x II p) 11Ps1 n=l 
n n n=l n ' 

n=l n 

* Together, (0.3) and (0.5) show that Tis an isometry of X 
\00 * * (l.n=l e Xn)iq• But Tis also surjective, since every {xn} 

is the T-image of the element x* Ex* defined by <x,x*> = 

** \00 ** \00 ** REMARK 0.20. If 1 < p < 00 , then X = ((ln=l e Xn)tP) = (ln=1 e xn )tP 

(apply Proposition 0.19 twice). Some reflection shows that under the iden-
** \00 ** \00 

tification o:X with (ln=l e Xn ) tP' TIXX corresponds to (ln=l e 1Txn Xn) tP" 

Hence X = (Ln=l e Xn)£P is reflexive iff each Xn is. Finally, let us con­

sider the degenerate case of finitely many Banach spaces x1, ••• ,xk. Then 

(Lkn=l e Xn) 0 p (1 :Sp :S 00 ) and (Lk 1 e X) all coincide as vector spaces 
N k n= n c0 

with the product X. Furthermore, all norms are equivalent and generate the 

product topology on xk. Whenever we consider a product of finitely many 

Banach spaces without explicitly mentioning the norm, we shall have in mind 

any of the above equivalent norms. 

We end this summary by recalling some miscellaneous results. 

PROPOSITION 0.21 (Banach-Steinhaus theorem). Let X be a Banach space and 

Ya normed linear space. If {Ta}aEA is a set of bounded linear operators 
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from X into Y such that {T x} A is bounded in Y for every x EX, then 
Cl Cl€ 

sup 11T II < co 

Cl€A a 

COROLLARY 0.22. If Xis a Banach space and Ac X, then A is norm bounded if 

{<x,x*>: x EA} is bounded for each x* Ex*. 

* PROOF. Apply Proposition 0.21 with X and Y replaced by X and JR and to 

the subset TIA c x** D 

A linear operator T from a Banach space X into a Banach space Y is 

called compact iff TBX is compact. Trivial examples are finite rank oper­

ators, i.e. linear operators with finite-dimensional range. The compact 

operators form a closed subset of the Banach space B(X,Y) of all bounded 

linear operators from X into Y, with the operator norm. In particular, 

limits of finite rank operators are compact. The converse does not hold in 

general. It does for most concrete Banach spaces. 

* * Let X be a Banach space with dual X and let II • II 1 be a norm on X 

equivalent to the given dual norm II II on x*. Then II 11 1 is a dual norm (i.e. 

* * there exists a norm II 11 1 on X such that llx 11 1 = sup{ l<x,x >I: llxll 1 ::; 1} for 
* * * * * * all x E X) iff B := {x e X : llx 11 1 ::; 1} is w -closed. Indeed, we have 

* observed earlier that a dual unit ball is a polar set and as such w -closed 

* (even w -compact), so that the condition is necessary. Conversely, if Bis 

w*-closed then, by the bipolar theorem, B = BOO (with respect to <x,x*>). 

Clearly the gauge of BO c Xis a norm whose dual is II 11 1 • Another way to 

* * express the condition that Bis w -closed is to say that II 11 1 is w -lower 

semicontinuous. By definition a real function f on a topological space Tis 

lower semicontinuous iff {t ET: f(t) ::; a} is closed for every a E JR. 

Finite sums as well as arbitrary suprema of lower semicontinuous functions 

are again lower semicontinuous. 

PROPOSITION 0.23 (closed graph theorem). Let X and Y be Banach spaces and 

let T: X + Y be a closed linear operator (i.e. the graph {(x,Tx): x Ex} 

of Tis closed in XXY). Then Tis bounded. 

A vector space Xis said to be the algebraic direct sum of subspaces 

Y and Z, notation X Y al z, iff X =Y + z and Y n z = {0}. Suppose that x 

is a Banach space and that X Y al Z. Then by the closed graph theorem 

it follows that whenever Y and z are closed, the projections from X onto Y 

(resp. Z) with kernel Z (resp. Y) are bounded (and conversely). Equivalently, 
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this means that Xis isomorphic to the product space yxz via the map 

(y, z) -+ y + z (y E Y, z E Z) • In this case X is called the topological 

direct sum of Y and Z. 

PROPOSITION 0.24 (open mapping theorem). Let X and Y be Banach spaces and 

T: X ➔ Ya bounded linear map onto Y. Then Tis open (i.e. TO is open in Y 

for every open O c X) and therefore T induces an isomorphism from X/kerT 

onto Y. 

Our next goal is to prove the Krein-Milman theorem. 

DEFINITION 0.25. Let X be a vector space and Cc X. A subset B c C is 

called C-extremal if x,y EB whenever x,y EC and AX+ (1-A)y EB for some 

0 <A< 1. If a one-point subset {x0 } c C is C-extremal, then it is called 

an extreme point of C. Thus x0 is an extreme point of C iff x 0 = AX+ ( 1-A) y, 

O <A< 1, x,y EC imply x 0 = x = y. 

Observe that if Ac B c Cc X and A is B-extremal and Bis C-extremal, 

then A is C-extremal. 

LEMMA 0.26. Let X be a l.c:s. and Ca compact subset of x. Then Chas an 

extreme point. 

PROOF. Consider the collection B of all non-empty compact c-extremal sub­

sets of c, partially ordered by inclusion. Observe that B ~ ¢, since 

trivially CE B. If {B} I is a chain in B (i.e. a totally ordered sub-
a aE 

collection of B), then, by compactness, B := a~I Ba~¢. It is also readily 

verified that Bis C-extremal and therefore is a lower bound for {Ba}aEI 

in B. Consequently by Zorn's lemma B has a minimal element, say B0 • It 

will now suffice to show that B0 consists of one point. Suppose for contra­

diction that x 1 ,x2 E B0 , x 1 ~ x 2 . Use the Hahn-Banach theorem to select an 
* * * * * x EX such that <x1 ,x > ~ <x2 ,x >. Since B0 is compact, x attains its 

* . infimum over B0 , say a. Thus B1 {x E B0 : <x,x >=a} is non-empty, 

comp~ct and also B1 ~ B0 , since x 1 and x 2 do not both belong to B1 . 

Finally, B1 is C-extremal, contradicting the minimality of B0 • Indeed, sup­

pose that x,y E B0 and AX+ (1-A)y E B1 , for some O <A< 1. Then 

A<x,x*>+ (1-A)<y,x*> = a, implying that <x,x*> = <y,x*> = a, i.e. x,y E B1 • 

Thus B1 is B0-extremal. Since B0 is C-extremal, so is B1 , by the observation 

immediately preceeding the lemma. D 



PROPOSITION 0.27 (Krein-Milman theorem). Let X be.a l.c.s. and let 

B c Cc X with C compact and convex. Then t;he following are equivalent: 

(i) co B = C, 

(ii) ext C c B .• 
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(co B denotes the closure of the convex hull of Band ext C the set of 

extreme points of c.) In particular, c = co ext c and exte" is the smal­

lest closed subset B of C satisfying co B = C. 

PROOF. (ii)_,. (i): Suppose co B ~ C and choose x0 € C\co B. By the Hahn-
* * * * Banach theorem there exists an x EX such that <x0 ,x >> x~~B <x,x >. 

Put a:= max{<x,x*>: x E c}. As in the preceeding proof it follows that 

A:= {x EC: <x,x*> = a} is non~empty, compact and C-extremal. By the 

choice of x*, An co B =¢,so An B =¢.By lemma 0.26 A has an extreme 

point, say x 1 • Since A is c-extremal, x 1 is also an extreme point of c, 

while x 1 i B. This contradicts (ii). 

(i).,. (ii): Let x E ext c be arbitrary and let V be any closed absolutely 

convex 0-neighborhood in x. The compactness of B implies the existence of 
n 

finitely many x 1 , ••• ,xn EB such that B c iMl (xi+V). Put Ki:= 

co((xi+V) n B) (i = 1,.u,n). Then K1, ••• ,Kn are convex and compact, and 

B C 2=1 Ki Cc. Hence 

(0.6) C = co B 

n 
(Observe that co(iMl Kil is compact as the image of the compact set 

{(A 1, ••• ,An,y1 , ••• ,yn): Yi E Ki, Ai~ 0 (i = 1, ••• ,n), l~=l Ai= 1} c 

mnx K1 x ••• xKn under the continuous map (A 1, ••• ,An,yl, ••• ,yn) ➔ 

A1y 1 + ••• + Anyn). (0.6) implies that x = A1y 1 + ••• + Anyn for some 

Yi EK., A. ~ 0 (i = 1, ••• ,n), with l~ 1 Ai= 1. At least one A. is non-
1 l. l.= l.A• 

zero, say A1,. If A1, ,f,. 1 we write x = A1, y 1• + (1-Ai) (L·~· -1 , 1 y.) 
Q Q Q Q Q J.rJ.o -Aio J. 

and infer from x E ext C that x = Yio· The same conclusion holds 

if Aio = 1. Hence, since yio E Kio and vis closed and convex, x E Kio c 

xi0 + V. V being also balanced, we have xi0 € x + V and therefore, since 

xi EB, (x+V) n B ,f,. ¢. Since the collection of all closed absolutely 
0 

convex 0-neighborhoods forms a base, and V was arbitrarily chosen in this 

collection, it follows that x € B. Thus ext Cc B, since x € ext C was 

arbitrary. The last statements of the proposition are obvious consequences 

of the equivalence (i) - (ii). D 
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Finally we mention without proof (cf. [87]) a special case of the 

Krein-~mulian theorem. We shall use it only twice. 

PROPOSITION 0.28 (Krein-Smulian theorem). Let X be a Banach space and let 

V be a linear subspace of x*. Then Vis a(x*,x)-closed if (and only if) 

. * Bx* n V = Bv is a(X ,X)-closed. 



CHAPTER I 

1. THE EBERLEIN-SMULIAN THEOREM 

After a preliminary discussion of the notions of compactness, sequen­

tial compactness, countable compactness and the implications between them, 

we come to the main result in this section, ·the famous Eberlein-Smulian 

theorem, It states that in every topological space homeomorphic to a subset 

of a Banach space with its relative weak topology, the above three notions 

coincide, 

DEFINITION 1.1. Let T be a Hausdorff topological space. 

(a) Tis compact iff any of the following equivalent conditions is satisfied: 

(i) each open cover of _T has a finite subcover, 

(ii) each family of closed subsets of T with the finite intersection 

property has a non-empty intersection, 

(iii) each net in T has a limit (or cluster) point, 

(iv) each net in T has a convergent subnet. 

(b) Tis countably compact iff any of the following equivalent conditions 

holds: 

(i) each countable open cover of T has a finite subcover, 

(ii) each countable family of closed subsets of T with the finite 

intersection property has a non-empty intersection, 

(iii) each sequence in T has a limit point. 

(c) Tis sequentially compact iff 

(i) each sequence in T has a convergent subsequence. 

For the proof of these equivalences we refer to [66]. 

REMARK 1.2. Evidently the following implications always hold: 

compact~ countably compact 

and 

sequentially compact~ countably compact. 

No other implications are true in general, as we shall presently see. 
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The next two lelllillas deal with special cases in which some or all of 

these notions coincide. 

LEMMA 1.3. A Hausdorff space T satisfying the first axiom of countability 

is sequentially compact iff it is countably compact. 

PROOF. Assuming T to be countably compact, let {tn}be any sequence in T. 

Then {tn} has a limit point t. If {Un} is a decreasing neighborhood base 

fort, then we may choose a subsequence {nk} c lll such that tnk E Uk 

(k = 1,2, ••• ). Obviously lim tnk = t. Thus Tis sequentially compact. D 
k~ 

LEMMA 1.4. Let T be a metric space. Then 

T compact - T countably compact - T sequentially compact. 

PROOF. Since a metric space satisfies the first axiom of countability, it 

suffices, by Remark 1.2 and Lelllilla 1.3, to show: T countably compact~ 

T compact. So let T be countably compact. We prove compactness in three 

steps. 

(i) For every E > 0 T has a finite E-net (i.e. given E > 0, there exist 
n 

finitely many points t 1 ,.:.,tn ET so that T = i~l UE(ti), where 

U (t) = {t' E 
E 

T: d(t,t') < E}, d the metric of T). Indeed, if not, then 

for some E > 0 there exists an infinite sequence {tn} in T with d(ti,tj) 

~ E whenever if j. Such a sequence can have no limit point. 

(ii) For every open cover {o} of T there exists an E > 0 such that 
a aEA 

for each t ET there is an a= a(t) EA satisfying UE(t) c Oa. Indeed, if 

not, then for some open cover {o} A of T there exists for every n E lN a a aE 
tn ET such that Ul/n(tn) ¢ oa for all a EA. Lett be a limit point of 

{t} and suppose that t E oao· Let E > 0 satisfy u (t) c oa. By the defini-n 2 E Q 
tion of a limit point there is an n0 > E with tn0 E UE/ 2 (t). Thus 

u 11n0 <tn0 l c uE12 <tn0) c UE(t) c oa0 , a contradiction. 

(iii) Finally, to show compactness, let {O} A be any open cover of T a aE 
and let us take E > 0 as in (ii). By (i} there exists an E-net {t1 , ..• ,tn} 

for T. By the choice of E, for each i E {1, •.• ,n} there exists an Oai with 
n 

UE(ti) c Oai· Hence {oai}i=l is a finite subcover of {oa}aEA. D 

We now give two examples showing that the two implications in Remark 

1.2 are the only ones that hold in general. 



EXAMPLE 1. Let A be an uncountable set and put T := [ 0, 1 ]A, with the 

product topology. Elements of Tare denoted by t = {t} A" Let us also a. a.e: 
consider the subset S := {t {t } A e: T: {a. e: A: t ,f, 0} countable}. Then a. a.e: a. 
S ~ S = T. Thus, since Tis Hausdorff (and, of course, compact by the 

Tychonoff theorem), Sis not compact. However, Sis sequentially compact 

and therefore also countably compact. Indeed, let {t(n)}=_1 be a sequence 
(n) (n) n- (n) 

ins, t = {t } A (n = 1,2, ••• ). Putting An:= {a.e:A: t ,f, 0} a. a.e: a. 
(n = 1,2, ••• ), it is clear that t(n) = 0 for all n and for all a. outside 

= a. 
the countable set B := U A. A simple diagonal argument now yields a 

(n ) n=t n 
subsequence {t k} of {t n)} converging to some t = {t} e: T. Obviously 

a. 
ta. 0 for a. i B, so that t e: S. 
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EXAMPLE 2. Let T be as in Example 1, with the special choice A= [0,1]. 

Again T (which we regard as the space of all functions f: [0,1] + [0,1]) 

is compact, hence countably compact, but not sequentially compact. To see 

this, consider the functions fn e: T (n = 1,2, ••• ) defined as follows: 

for fixed n, fn increases linearly from Oto 1 in each interva1[ 1~n'~;~), 

k = 0, ••• ,10n-1, and fn(1) = 0. In other words, if x = 0,x1x2 ••• xn··· is 

the decimal expansion of x e: [0,1) (allowing no infinite repetition of 9's) 

then 

(1.1) 

We claim that the sequence {fn} has no convergent subsequence. Indeed, 

suppose for contradiction that {fnk} converges. This means that {fnk(x)} 

converges for every x e: [0,1]. Now let x be any point in [0,1] whose deci­

mal expansion satisfies e.g. the relations 

if k even 

if k odd. 

1 
Then, by ( 1.1), I fnk+l (x) - fnk (x) I 2: 1() for all k e: lN, contradicting the 

convergence of {fnk}. 

REMARK 1.5. Since Tin Example 2 is countably compact, the sequence {f} 
n 

does have a limit point (infinitely many, in fact). It is therefore a mis-

take to think of a limit point of a sequence as a limit of a convergent 

subsequence, unless the first axiom of countability holds (cf. the proof 

of Lemma 1.3). A further word of caution seems appropriate here: Since 

every sequence is in particular a net, the sequence {f} in Example 2, by 
n 
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Definition 1.1 {a) (iv), has a convergent subnet. Thus a subnet of a sequence 

need not be a subsequence. 

Besides for metric spaces the equivalences of Lemma 1.4 also hold for 

every topological space which is homeomorphic to a subset of a Banach space 

with its relative weak topology. One should note that in general the weak 

topology of a Banach space is not metrizable and does not satisfy the first 

axiom of countability, not even when restricted to weakly compact sets 

(consider e.g. the weakly compact unit ball of a non-separable Hilbert 

space). This makes the above mentioned fact all the more surprising. In 

order to be able to deal also with non-closed sets, we give the following 

DEFINITION 1.6. Let T be a Hausdorff topological space and let Ac T. Then 

(i) A is relatively compact iff A is compact, 

(ii) A is relatively countably compact (in T) iff every sequence in A has 

a limit point in T, 

(iii) A is relatively sequentially compact (in T) iff every sequence in A 

has a subsequence that converges in T. 

REMARK 1.7. One should not ,confuse "A relatively sequentially (countably) 

compact" with "A sequentially (countably) compact", since these may be dif­

ferent statements. E.g. the set Sin Example 1 is (relatively) sequentially 

compact, but S =Tis not sequentially compact (cf. Example 2). 

We are now ready for the statement of the Eberlein-Smulian theorem. 

THEOREM 1.8. Let A be a subset of a Banach space X. Then the following are 

equivalent. 

(a) A is relatively a (X,X * )-compact, 

(b) A is relatively * sequentially a(X,X )-compact, 

(c) A is relatively * countably a(X,X )-compact. 

Moreover, these equivalences also hold with "relatively" deleted everywhere. 

Our proof will follow R. WHITLEY's ([105]). To keep it relatively short, 

we isolate some technicalities first in the next lemmas. X will denote a 

Banach space throughout the rest of this section. 

* * LEMMA 1.9. Let X be separable. Then X contains a countable set {xn}n=l 

* which is total (i.e. <x,xn> = 0 for all n E lN implies x = 0). 
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PROOF. Let {x} be a dense sequence in the unit sphere SX of X. Using the 
--- n 

* * * Hahn-Banach theorem, select for each n E JN an xn EX with <xn,xn> 

llx*II = 1. We clallll that {x*} is total. For, if x E SX is arbitrary, there 
n n 

exists an n E JN with llx-x II< 1. Then l<x,x*>I 2:: l<x ,x*>I - l<x-x ,x*>I 2:: n n n n n n 
2:: 1 - llx*llllx-x II > 0, proving that {x*} is total. D 

n n n 

* LEMMA 1.10. Let F be a finite-dimensional linear subspace of X and let 

£ > 0 be arbitrary. Then there exist finitely many points x1 , ... ,xn E SX 

such that 

max 
i=l, ... ,n 

* for all X E F. 

PROOF. Since SF is compact it 

for each i E {1, .•. ,n}, an xi 

. . £ * * has a finite 2-net {x1 , •.. ,xn}. Now choose, 
* £ E SX such that l<xi,xi>I > 1 - 2 . These 

x 1 , ... ,xn will do, as we now show. 

out loss of generality that llx*II = 
that llx*-x~ II < -2£. Then l<x• ,x*>I 

io io 
£ £ 

>1-2-2 1-£. □ 

* 

* Let X E F be given. We may assume with-

1. Let i 0 E {1, ... ,n} be selected so 
* * * 2:: I <x • ,x • > I - I <x · ,x -xi > I > io io io o 

LEMMA 1.11. Let X contain a countable total subset (this is the case 

whenever Xis separable, by Lemma 1.9, but also e.g. for X = t 00
) and let 

* * Ac X be cr(X,X )-compact. Then cr(X,X )IA is metrizable. 

* * * PROOF. Observe first that for every x EX the set {<x,x >: x EA} is 

compact, whence bounded in JR, so that A is norm bounded by the Banach­

Steinhaus theorem (see Corollary 0.22). Let {x*} c x* be a total sequence. 
n 

We may assume that llx*II = 1 (n = 1,2, ... ). From this point on the proof 
n 

runs as that of Proposition 0.15: 

00 

d(x,y) := L 2-nl<x-y,x*>I 
n=l n 

(x,y E A) 

defines a metric on A and the identity map (A,cr(x,x*)) ➔ (A,d) is contin­

uous, whence a homeomorphism. D 

PROOF OF THEOREM 1.8. (a)* (b): Let Ac X be relatively cr(x,x*)-compact 

and let {xn} be any sequence in A. Since Y := [xn] is separable and 
* * * cr(X,X )-closed (Proposition 0.5) and cr(Y,Y) = cr(X,X >i (Proposition 0.14), 

Lemma 1.11 implies that the cr(x,x*)-compact set {-x-,-n---'-:-JN-}cr(x,x*) is 
n 

metrizable. Therefore, by Lemma 1.4, {x} has a weakly convergent subsequence. 
n 
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(b) ~ (c): trivial. 

* (c) ~ (a): Let Ac X be relatively countably cr(X,X )-compact. We observe 

first that A is norm bounded, by the Banach-Steinhaus theorem, so that 
-cr(x** x*) ** * 
TIA ' is cr(X ,x )-compact by Alaoglu's theorem. Throughout the rest 

of the proof we suppress the TI-notation and identify X with TIX. Since 
** * * cr(X ,X )jx = cr(X,X) the proof will therefore be finished once we have 

-cr(x** x*) ** -cr(x** x*) 
shown that A ' c X. Let x 0 EA ' In order to show that 

** x 0 EX, we shall construct a sequence {xn} in A such a way that its only 

** * ** possible cr(X ,X )-limit point is x 0 . Since by assumption {xn} has a 
* ** * cr(X,X )-limit point, i.e. a cr(X ,X )-limit point which belongs to X, we 

** must have x 0 EX. 

We choose inductively an increasing sequence 1 = n 1 < n 2 < .•• < nk < ••. 

{ }oo {x*}oo in lN, a sequence xk k=l in A and a sequence n n=l in Sx* so that the 

following conditions are satisfied: 
* ** 1 (i) max{/<xn,xO -xk>/: n=l, ... ,nk} < k (k=l,2, ... ); 
* ** 1 ** ** (ii) max{ /<xn,x >/: nk < n$ nk+l} > 211x II for all x E 

(k= 1,2, ... ). 

* This is done as follows. We begin by choosing x 1 E 

** E Acr(x**,x*), there exists an EA such that XO xl 

Sx* arbitrarily. Since 
* ** /<x1 ,x0 -x 1>/ < 1. 

* * Using Lemma 1.10 we can now choose finitely many 
* ** 1 ** 

elements x 2 , ... ,xn E Sx* 

** 2 such that max{l<xn,x >I: 1<n$n2 } > 211x II for all x in the finite-

** dimensional space sp{x0 ,x1}. Thus with these choices (i) and (ii) hold 

for k = 1. Suppose now that 1 = n 1 < n 2 < ... < nko+l' x 1 , ... ,xk0 E A and 

* * x 1 , •.. ,xn E Sx* have been chosen so that (i) and (ii) hold for 
ko+l . ** -cr<x**,x*) 

k = 1, ... ,k0 . Since x0 EA , there exists an xk +1 EA such that 
* ** 1 0 

max{l<xn,xO -xk +l>I: n= 1, ... ,nk +l} < k +l· By Lemma 1.10 we can now 
. . 0 * ~ 0 * ** 

select finitely many xn 1 , ... ,xnk 2 E SX* so that max{l<x ,x >I: 
1 kQ+ o+ ** n 

nko+l < n :,; nk0+2 } > 211x *II for all x** E sp{x0 ,x 1 , ... ,xko+l}. This 

completes the inductive definition of the three sequences. 

* By assumption {xk} has a cr(X,X )-limit point x 0 EX. To show that 

= x 0 , let us observe that, clearly, x 0 E sp{x1 ,x2 , ... }, so that 
- ** sp{x0 ,x 1 ,x2 , ... }. In particular, (ii) then implies that 

** Hence x 0 = x 0 will be proved once we have shown that 

for all m E lN, 



or, equivalently, that 

l<x*,x**-x >I < 2 
m O O k 
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whenever~ 2! m. 

To prove this last inequality, fix m and k so that nk 2! m. By the triangle 

inequality we have for all n E JN 

(1. 2) l<xm*,x0**-x0 >! ~ l<x*,x**-x >I + l<x -x ,x*>I. 
m O n n O m 

* ** 1 1 By (i) l<x ,x -x >I < - < - for all n >k, since m ~ nk < nn 
m O n n k 

for all these n. Also, x0 being a weak limit point of {xk}, there exists an 

n > k such that l<x -x0 ,x*>I <~-Substituting this x in (1.2) yields 
* ** 2 n m n ** 

l<x ,x -x >I < k- and therefore the desired c.onclusion x 0 - x m o o - o· 
A trivial modification of the above proof shows that one may delete 

the word "relatively" everywhere in the statement of Theorem 1.8. Indeed, 
* one only needs to observe that if A is countably a (X,X )-compact, the above proof 

of (c) ~ (a) shows that ii.?<x**,x*)= A, so that A is cr(x,x*)-compact. D 

* 
REMARK 1.12. It follows in particular that Acr(X,X) is sequentially (count-

* ably) o(X,X )-compact if (and only if) A is relatively sequentially 
* , (countably) cr(X,X )-compact, a fact which is not true for general topol-

ogical spaces (cf. Remark 1.7). 

To conclude this section, we note the following useful consequence of 

the Eberlein-Smulian theorem. 

COROLLARY 1.13. Xis reflexive iff all its separable closed linear subspaces 

are reflexive. 

PROOF. For the "if" part, observe that the assumption implies sequential 
* ~ cr(X,X )-compactness and therefore, by the Eberlein-Smulian theorem, 

* cr(X,X )-compactness of BX, since every sequence in BX is contained in a 

closed (and therefore weakly closed, by Proposition 0.5) separable linear 

* * subspace Y, and since o(Y,Y) = cr(X,X )!Y (Proposition 0.14). The "only if" 

part is a trivial consequence of Propositions 0.5, 0.11 and 0.14. D 

REMARK 1.14. Corollary 1.13 can be strengthened. It suffices, for reflex­

ivity of X, that all its (separable) closed linear subspaces with a basis 

are reflexive. This result was first proved by A. PELCZYNSKI ([80]) in 

answer to a question raised by I. SINGER ([95]). We shall encounter a dif­

ferent proof of this fact in Section 10 (cf. Remark 10.2). 



28 

NOTES. Examples 1 and 2 are taken from [69]. Theorem 1.8 goes back to [32] 

and [99]. Our presentation follows [105]. Another proof of the Eberlein­

Smulian theorem is due to A. PELCZYNSKI ([81]). Many interesting and deep 

results have been proved in recent years about Eberlein compacts, i.e. 

topological spaces homeomorphic to weakly compact subsets of Banach spaces 

with their relative weak topology. To mention a few: if Tis an Eberlein 

compact and Sc T, then the closure of S coincides with its sequential 

closure; any separable Sc Tis metrizable, and T has a dense set of 

G0-points. Also a purely topological characterization of Eberlein compacts 

is known ([1],[18],[86]). 



2. SUBREFLEXIVITY 

If Xis reflexive, then by the weak compactness of BX there exists for 

every x* E x* an x E such that <x,x*> = llx*II. In other words every x* Ex* 
BX* 

attains its supremum llx II on BX. It is a deep result, due to R.C. JAMES 

([53]) and to be proved in a later section, that this property characterizes 

* * reflexive spaces. Thus for a non-relexive X the elements x EX attaining 

* their sup on~ form a proper subset of X. E.g. let X be the non-reflexive 

* w1·th 01 • An element x* {n} E i 1 takes space c0 and let us identify X ~ n 

the value llx*II r:=1 Inn! on Bea iff ~ 0 for all but finitely many n, 

since x = {i;n} Eco with llxll = sup Ji; J s. 1 satisfies <x,x*> = r' l n I; 
Inn! nElN n n= nn 

r:=1 Inn! iff i;n = -n- whenever n f o. In this example the (proper) sub-
* * n n * 

set of X of all x attaining their sup on BX is (norm) dense in X . Hence 

c0 is subreflexive in the sense of the following 

DEFINITION 2 .1. A normed linear space X is called subreflexive iff {x * E x* I 

* 3x E BX: <x,x > llx*II} is dense in x*. 

The main result in this section is 

THEOREM 2.2. Every Banach space is subreflexive. 

For the proof we need the lemma below. It is a precise statement of 

* * the following intuitively obvious fact: two elements x ,y E Sx* whose 

kernels are almost parallel must be either almost equal or almost antipodal. 

* * LEMMA 2.3. Let X be a normed linear space,£> 0 and x ,y 
* £ * * that J<x,y >I S. 2 whenever x E (ker x ) n BX, i.e. lly jker 

E sx*. Suppose 

x*II S. ~- Then 

either llx* +y*U s. £ or llx* -y*II s. £. 

* * * * PROOF. Let z be a Hahn-Banach extension of y I to X, soy -z ker x* 
on ker x* and llz*II S. ~- Then y*-z* = ax* for some a E IR. Furthermore, 

0 

jl- lo.I I= lliy*II -lly*-z*II IS. llz*II s. ~- Thus we have, if a~ 0, 
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II (1-a.)x* -z*II s I 1-a.l + II z*II J 1-I a. I J + II z *11 E' 

and, if a. S 0, 

llx*+y*II ll(l+a.)x*+z*II s ll+a.l+llz*II = jl-la.lJ+llz*II s ~+~ = E. 0 

Theorem 2.2 is a special case of the following slightly more general 

result. 

THEOREM 2.4. Let A be a bounded closed convex set in a Banach space X. 
* *I * * * Then {x EX 3xEA:<x,x > = sup{<y,x >: y EA} is dense in X 

PROOF. It clearly suffices to show that M := {x* E Sx*I 3xEA: <x,x*> 

sup{<y,x*>, y EA}} is dense in Sx*" So let x* E SX* and 0 < E < 1 bear­

bitrary. Our aim is to produce a y* EM satisfying llx*-y*II s E. Fix 

K > 1+~. We partially order A by means of the closed convex cone 
E 

(2 .1} C(x*,K} := {x EX: I/xii s K<x,x*>}, 

i.e. 

(2.2) x s y <==> lly-xll s K{ <y,x*> - <x,x*>}. 

a} We first use Zorn's lemma to show that A has a maximal element. To this 

end, let W be a chain in A. (2.2) implies that {<x,x*>, x E w} is a (bound­

ed} monotone net in JR and therefore converges to its supremum. Again 

using (2.2), we infer that Wis a Cauchy net (in norm} and thus, by the 

* completeness of X, W converges to some y EA. Since x and the norm are 

both continuous, it follows that y is an upper bound for Win A. Now Zorn's 

lemma yields the existence of a maximal element z EA. In geometric terms, 

this means that 

(2.3) An {z + C(x*,K}} = {z}. 

* Since int C(x ,K} :, {x EX: llxll < K<x,x*>} f c/J, it is easily checked that 

C(x * ,K} = int C(x * ,K} • Thus the Hahn-Banach theorem (applied to the open 
* 

convex set A - int C(x ,K} and the linear manifold {z}} enables us to 

* * separate z + C(x ,K) from A by an element y E Sx* satisfying 

(2.4) 

* It follows from (2.4) that y EM and that 

(2.5) * <x,y > ~ 0 for all x E C(x*,K). 



b) The next step is to show that our choice of K > 1 + ~ makes the cone 
e: 

ccx*,K) large enough so that (2.5) implies lly*lk *n :,; ~- First let us 
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2 * er x * 
choose x € SX so that 1 + - < K<x,x >. For every v € (ker x) n BX we have 

2 2 * e: 2 * 2 * 
llx± -v D :,; 1 + - < K<x,x > = K<x± -v,x >, so that x± e:-v € C(x ,K). Hence 

e: e: 2 * e: * e: * e: 
(2.5) yields <x± -v,y .:: 0, i.e. l<v,y >I :,; 2<x,y > :,; 2. This proves that 

e: * * Dy*lker x*II :,; ~- Lemma 2.3 now shows that either llx +y D :,; e: or 

Ux*-y*II :,; e:. 

c) It remains to rule out the case llx*+y*II :,; e:. To this end, note that 
-1 * since e: and K were chosen< 1, we can pick aw€ SX satisfying <x,w > > 

> max (e:,K-1). In particular llwll:,; K<w,x*>, i.e. w € C(x*,K). Thus, by 

* * * * * * (2.5), <w,y > .:: 0 and therefore e: < <w,x > :,;_ <w,x +y > :,; Dx +y II. 

This completes the proof. D 

The remainder of this section is devoted to two examples. The first 

one shows that completeness of Xis essential for subreflexivity and the 

second, in conjunction with the first, that subreflexivity is not an 

isomorphic invariant. 

EX.AMPLE 1. Let X be i 2 , with the following norm (which is equivalent to 
2 the i -norm): 

00 

llxll = I ~1 I + c J. 
n=2 

(x = {~ } ) . 
n 

Then, by Proposition 0.19, x* is i 2 with the norm 

00 

llx*II = max(ln 1 1, ( I lnni 2/'i 
n=2 

* Let {e} (respectively, {e }) denote the sequence of unit vectors in X 
n * n 

(respectively X) and let I be a Hamel base for X containing {e }. The 
n 

linear form f on Xis defined by f(x) = 1 fonx €I.Clearly f is not 

bounded, so Y := ker f 

We claim that Y is not 

* * is dense in X. Thus Y can be identified with X. 
* * * subreflexive. In fact {y € SY*: Hy -e111 < 1} con-

tains no element that attains its sup on BY. To see this, note that for an 
* * * * * * element y = { n } € Y = X it follows from II y II = II { n } II = 1 and II y -e II < 1 

n 00 2 ½ * n 1 
that n1 = 1 and <In=2 lnnl ) < 1. Hence <x,y > < 1 for all x € BX\{e 1}. 

It remains to observe that e 1 t Y. 

EX.AMPLE 2. Since the norm II xii I ~1 I + t 2 ½ 
( n=2I ~n! ) (x = {~ } € 

n 
i2) is 

equivalent to the Hilbertnorm, the non-subreflexive space Y above is iso-

morphic to a dense subspace of the Hilbertspace i 2 • We claim that any 
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dense subspace X of i 2 is subreflexive. Thus subreflexivity is not an iso­

morphic invariant. x* can again be identified with t 2 Let x* E Sx* be 

* arbitrary. Then there exists a sequence {xn} c SX such that k¼lll <xn,x >= 1. 

* By the Hahn-Banach theorem, for each n E :JN there exists an xn E Sx* such 

1. Then 

Hence lim llx*+x*II = 2. In view of the parallelogram law n-->«> n 

it follows that 

attains its sup 

lim llx*-x*II 
n-->«> n 
on Bx. 

* O. This proves·our claim, since each xn 

NOTES. The main result in this section is due to E. BISHOP & R.R. PHELPS 

([10]). The present proof owes some streamlining to J. DIESTEL ([27]). The 

examples 1 and 2 appear in [84]. Given two Banach spaces X and Y, let 

B(X,Y) denote the Banach space of all bounded linear operators from X into 

Y, and let P(X,Y) be the subset of B(X,Y) consisting of all the operators 

which attain their norm on BX, i.e. all those T for which there exists an 

x E BX with IITxll = IITII. Theorem 2.3 says that P(X,Y) is dense in B(X,Y) if 

dim Y = 1. One may ask more generally for which X and Y P(X,Y) is dense 

in B(X,Y). For a discussion of this question see [70]. 



3. LOCAL REFLEXIVITY 

In view of the result of R.C. James quoted at the beginning of section 

2, it is natural to regard subreflexivity as a weakened version of the prop­

erty of reflexivity. By Theorem 2.2 it holds.for every Banach space. In this 

section we consider another weakening of reflexivity which holds for every 

Banach space. The result we have in mind is known as the principle of local 

reflexivity. It will be of great use to us further on in these notes. It is 
** valid for arbitrary Banach spaces X and says roughly that, although X may be 

much larger than X, it has essentially the same finite-dimensional subspaces. 

More precisely: 

THEOREM 3.1 (principle of local reflexivity). 

Let X be a Banach space { identified with ,rX) and let G be a fini te-dimen­

sional subspace of x** Then, given E > 0 there exists a 1-1 linear opera­

tor T: G + X satisfying 

(i) Tx = X for all XE XnG, 

(ii) IITll II T-111 < 1 + E. 

If, in addition, a finite-dimensional subspace F c x* is given, T may be 

chosen so that also 

(iii) <Tx**,x*> = <x*,x**> for all x** E G and all x* E F. 

REMARK 3.2. Assuming that XnG ,f, {O}, (i) and (ii) imply that (1+E)-1llxll :s; 

:s; IITxll < (l+E)llxll for all x E G. Hence the theorem says that every finite­

dimensional subspace G c x** can be "almost isometrically" mapped (by T) 
** into x, subject to the further conditions that TlxnG = idXnG and that Tx 

** ** and x coincide on F for every x E G. 

We shall first show that a T satisfying (i) and (ii) exists and deal 

with (iii) later. We begin with a few lemmas. 

LEMMA 3.3. Let c 0 ,c1 , ••• ,cn be n+l open convex sets in a normed linear 
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n 
space X, with .n0 C. = ¢. 

i= i n 
n . f • n T: X ➔ JR sat1.s y1.ng i=0 

Then there exists a continuous linear map 

TC, =<p. 
l. 

n 
PROOF. We set X. = X (i 
--- l. 

1, ••• ,n) and consider in the product space iDl Xi 

the convex open subset 

QI 1, • • • ,n} • 

n 
The assumption iQO Ci= <p translates into (0,0, •.• ,0) i C. Hence by the 

* * * n * 
Hahn-Banach theorem there exists an element x = (x1 , ... ,xn) E (iDl Xi) 

n * * . ,n * 
= iDl Xi such that x > 0 on C, i.e. li=l <x0-xi,xi> > 0 for all choices of 

E Ci, i = 0,1, ... ,n. Now we define a conti.nuous linear T: X ➔ lRn by 
* * n (<x,x1>, ... ,<x~xn>) (x EX) and claim that iQO TCi <p. Indeed, suppose 

a= (a1 , ••• ,an) E iQO TCi. Then there exist elements xi E Ci (i = 0, ..• ,n) 

* * . such that (a 1, ••. ,an) = (<xi,x 1), .•. ,<xi,xn>) for all l. 0, ••• ,n. In par-
. . * * . ,n * ticular <x0 ,xi> <xi,xi> (1 = 1, .•. ,n), so li=l <x0-xi,xi> = 0, a contra-

diction. D 

LEMMA 3.4. Let C be an open convex set in a normed linear space X. Then 

C = int C. 

PROOF. The inclusion Cc int C being trivial, let x E int C be given. If 

y EC, y f xis arbitrary, then xis an interior point of a segment [y,z] 

with z E C, since int C is open. Choose a sequence { z } c C with lim z = z • 
n n-><x> n 

Then, for some 0 <A< 1, 

X for all n E lN • 

1-\ 
Since fi¼l;l zn = z the assumption that C is open implies that y + -,-(z-zn) E C 

for large n. Hence x EC, since C is convex. D 

LEMMA 3.5. Let Y be a Banach space, Kc Yan open convex subset, Z a finite­

dimensional Banach space and S: Y ➔ Z a bounded linear surjection. Then 
** ** * S (~) = S(K), where K denotes the (norm) interior of the a(Y ,Y )-closure 

of K. 

** * PROOF. Since S is the unique w -continuous extension of Stoa map from 
** ** Y to z * Z, and thew - and the norm topologies coincide on the finite-

dimensional space Z, we have 

(3 .1) S(K). 
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. -crcy** y*) 
Also, it follows from the equality BY ' = By** (Proposition 0,10) that 

* the interior of any set in Y is contained in the interior of its w -closure 
** in Y 

(3.2) 

In particular Kc;, since K is open. Therefore 

** S(K)cS (!), 

Combining (3,1) and (3.2) yields 

(3.3) ** --S(K) Cs (!) C S(K). 

** Now by the open mapping theorem (Proposition 0.24) Sand S are open, so 

** that both S(K) and S (!) are open. Applying Lemma 3.4 to the open convex 

set S(K) yields S(K) = int S(K). Hence, since s**<!) is open, we have, by 
** (3.3), S(K) = S (!), 0 

We now come to the final preparatory lemma. It states the intuitively 

obvious fact that the unit sphere of a finite-dimensional space can be 

approximated by a polyhedron. 

LEMMA 3.6. Let G be a finite-dimensional Banach space, 0 < o < 1, and let 

{y1, ••• ,ym} be a o -net for SG. Then the set 

C := o:~=1 cxiyi: (Xi€ JR (i = 1, ... ,m), I~=l lcxil S 1} satisfies 

PROOF. The second inclusion is obvious, Suppose the first is false. Then 

there exists a y0 t c satisfying lly0 11 s 1-o. c is absolutely convex and 

compact as the image of the absolutely convex and compact set {(cx1 , ••• ,cxm): 

l~=l !ail s 1} c JRm under the continuous linear map (cx 1 , ••• ,cxm) + l~=lcxiyi. 

Therefore the Hahn-Banach theorem yields a y* € G* satisfying 

(3.4) 

We may assume lly*II 1. Then 

(3.5) 

On the other hand, for every y € SG there exists an i 0 € {1, ••• ,m} with 

lly-Yi II < o, so that 
0 

I <y, y * > I s I <y . , y * > I + I <y-Yi , y * > I s : <y i , y * > I + II y * II II y-y, II < I <y . , y * > I + o • 
1 0 o o ~o 1 0 
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Therefore 

(3.6) max l<y,y*>I :,; 
llyil=l 

max l<y.,y*>I + o. 
i=l, ..• ,m 1 

Thus (3.4) and (3.6) yield the following inequality contradicting (3.5): 

max i<y.,y*>I;:,: 11/11-.s = 1-0. 
i=l, ..• ,m 1 

PROOF OF THEOREM 3.1. 

Step 1. Let E > 0 be arbitrary. Choose O < o < 1 such that 

(3.7) 0 < l+o 1 
(1-ol (1-2.si - .s (l+ol < + E. 

□ 

** ** Compactness allows us to choose a o-net {y1 , .•• ,ym} for SG. We now claim 

that a linear map T: G + X will satisfy (ii) whenever 

(3.8) 1 2,, II **11 < 1+" - v < Tyi v (i = 1, ... ,m). 

** Indeed, suppose that (3.8) holds. By Lemma 3.6 any y E SG can be written 
** ,m ** ,m 1 

as y li=l aiyi with li~l !ail :,; 1_0 . Hence, by (3.8), 

m m 
< l+o IITy**n :,; I lail IIT/*11 :,; (l+o) I iail 

i=l 
1 

i=l 
- 1-0' 

so 

(3.9) IITII < 1+8 
- 1-0· 

On the other hand there exists an i 0 E {1, ••. ,m} such that lly**-y~*II < 8, 
10 

so that it follows from (3.8) and (3.9) that 

;:,: c1-20J-( 1+0 )0 
1-0 

(1-8l (1-20J - 0c1+0l 
1 - 8 

Thus 

(3 .10) :,; 1 - 8 
o-0l 0-20 l - 0 (1+8 l • 

Together with (3.9) and (3.7), this yields (ii). 

Step 2. We now make an attempt to define T: G + X so that it 

G/GnX ** ** and (3 .8). Let k = dim and let z 1 , ... ,zk E G be such 

sp({z:* ** (GnX) ). ** ** G = , •.. ,zk} u Then the elements Y1 I••• 1Ym 

satisfies (i) 

that 

(chosen in 
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step 1) can be uniquely written as 

(3.11) (i 1, ... ,m), 

with a. .. e: ]R and b. E GnX. Clearly a linear map T: G + X satisfying (i) 
iJ i ** ** 

can be fully defined by arbitrarily prescribing the images Tz 1 , , , .Tzk E X. 

we denote these (yet to be determined) images by x 1 , ... ,xk, respectively. 

Thus, the problem of satisfying (3.8) is to pick x 1 , ... ,xk EX in such a way 

that the inequalities 

(3.12) 1-28 < (IITy~*II =) 
i 

(i 1, ... ,m) 

* * hold. For this let us first select x 1 , ••• ,xm E sx* so that 

(3.13) (i = 1, ... ,m) 

k 
and then consider in Xk (= jUl X. with 

J k 

C. := {(x1 , •.. ,x. ): l<x~, l 
i K i . l 

. ]"' 

1, .•. ,k) the sets 

m m 
Suppose for the moment that iQl (Kinci) f ¢. Let (x1, ••• ,xk) E iQl (Kinci). 

We claim that with this choice of x 1 , ... ,~ the inequalities (3.12) hold. 

This is obvious for the inequalities on the right. For those on the left, 

observe that, for all i E {1, .•. ,m} 

k 

I 
j=l 

a. .. x.+b.11 
iJ J i 

k 
- I <x~, L 

i j=l 
a. .. x. -
i] J 

* k l<x~,y~*>I - l<x., l a. .. x. -
i i i j=l iJ J 

m 

k 
I <x ~, l a. . . z ~* + b. > I 

i j=l iJ J i 

1 - 28. 

Step 3. It ~emains to be shown that iQl (Kinci) f ¢. Suppose for contradic-

tion that iQl (Kinci) =¢.Since the Ki and Ci are open and convex we may 

use Lemma 3.3 to obtain a continuous linear map S: xk + ]R 2m-l such that 
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(3.14) 

We now introduce the following auxiliary subsets of (x**ik. 

and 

** C. 
1. 

(i=l, •.. ,m), 

k k 
** ** * \ ** \ ** : = { x 1 , •.• , xk ) : I <x . , l a. . . x . - l a . . z . > I < 0 } ( i = 1 , ••• , m) • 

1. j=l l.J J j=l l.J J 

At this point the reader should realize (cf. Remark 0.20) that 

(3.15) l(Xk)** and (x**ik may be identified and that the w*-topology 

((xki**,(xk)*) corresponds under this identification with 

* ** * the product of thew -topologies cr(X ,X ). 

Let us suppose for the moment that we have proved the inclusions 

(3 .16) ** K. c: K. 
l. -1. 

and ** C. c: C. l. -1. 
(i = 1, ... ,m), 

where K. and C. are defined as in Lemma 3.5, but this time with respect to 
-1. -1. k , ** ** 

the Banach space X. Since obviously Ki c: Ki, Ci c: Ci (i = 1, .•. ,m) and 
** ** since by Lemma 3.5 S(Ki) S (~i), S(Ci) = S (~i) (i = 1, .•. ,m), it fol-

lows, using (3.16), that 

(3.17) (i 1, ... ,m). 

** ** ** ** (s (K. ) n S (C. )) =¢,and therefore in particular 
l. l. 

** ** ¢, contradicting the obvious fact that (z 1 , •• ,zk) E 

** ** Step 4. We now prove (3.16). Since all Ci and Ki are open it suffices to 
** ** * show that Ci (respectively Ki) is contained in thew -closure of Ci 

(respectively Ki) (i = 1, ..• ,m). First we deal with the Ci. Fix i and 
** ** ** (x 1 , .•. ,xk) EC .• For every j E {1, .•. ,k} let {x. } be a net in X 

* 1. ** J,a aEA 
that w -converges to x .. (Observe that we are allowed to use the same 

J 
** * index set A for all j, namely a cr(X ,X )-0-neighborhood base.) Then the 

} k * ** ** net { (x1 , ..• ,xk ) A in X w -converges to (x 1 , .•. ,xk ) , by (3.15). It , a , a aE 
is now obvious that the inequality 

k k 
* \ \ ** I <x. , l a .. x . - l a .. z . > I < o 
1. j=l 1.J J,a j=l 1.J J 



holds, i.e. (x1 , ••• ,x. ) e: c1., for sufficiently large a. ,a x:,a 
In the case of the Ki we must manoeuvre a bit more carefully: the 

argument analogous to the one given above for C. yields only that 
k k ** * 1 

l,=l ai .x. a+ bi + lj=l ai .x. + bi weak , but allows no conclusion at all 
J JkJ, J J ** ** ** 

about 11 }:j=l a1 jxj ,a+ b1 U. Fix i and (x1 , ••• ,~ ) e: Ki • Let us observe 

first that the case ai,j = 0 for j = 1, ••• ,k is trivial, so that we may 

assume ai,jo ~ O for some j 0 e: {1, ••• ,k}. We now choose nets {x0 }ae:A and 

{x. } A (j e: {1, ••• ,k}\{j0}) in x such that J ,a ae: 
k 

* l ** w -lim X a1 jxj +bi 
a a 

j=l 

* -lim ** (j e: {1, ••• ,k}\{j0 }) w X, x. 
a J ,a J 
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and such that, in addition, Ux 8· < 1+15 for all a e: A (use Proposition 0.10). 
a 

Then we define, for a e: A, 

* ** It follows that also w - lim x. a = xJ. and therefore, by ( 3 .15) , 
* . '* Jo,** 0 k 

w-lim (x1 , ... ,xk ) = (x1 , ••• ,~).Moreover, DI,_1a1 jxj +b.11 = 
a ,a ,a J- ,a i** * 

= Dx II< 1+15, so that (x 1 , ••• ,x. ) e: Ki for all a e: A. Hence K. cw -clK, 
a ** ,a x:,a i i 

and therefore Ki c ~1 . This completes the proof of the first part of 

Theorem 3.1, concerning (i) and (ii). 

At this point we interrupt the proof for two more lemmas. 

LEMMA 3.7. Let. X be a Banach space, Kc X open and convex, and let L c X be 
,_, . 

a closed linear subspace of X with codim L < m. Then Kn L c KnL, where K 

is defined as in Lemma 3.5 and ** * denotes cr(X ,x )-closure. 

** * PROOF. Fix x0 e: ~ n L. We shall construct aw -convergent net in Kn L 

with limit x;*. For the index set of this net we take the collection Hof 

all finite-dimensional subspaces of x* containing Li, ordered by inclusion. 

Given He: H, let us consider the restriction map x** + x**IH of x** onto H*. 

Since it is clearly w*-continuous and dim H* < m, it is legitimate to write 
** * ** it as T , where T: X + H is the restriction of T to X. By Lemma 3.5 

** T (~) = T(K), so in particular there exists an element ~ e: K with 
** ** ** T (x0 ) = T(xH). The last equality means that x0 

and therefore on Li c H. Since ** e: L = Lii XO 

coincides with~ on H, 
i 

, it follows that xH = 0 on L, 
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i.e. xH € LLL n x = L. In this way we find for every H €Han XH € KnL so 

** * ** that xH x0 on H. Evidently the net {xH}HEH w -converges to x0 and the 

proof is complete. D 

LEMMA 3.8. Let X be a Banach space, K1, ••• ,Kn c X open and convex, and 

L c X a closed affine subspace with codim L < 00 • Then we have 

(3.18) L n ~ 1 n •.. n ~n f ¢ 

PROOF. Applying a translation if necessary, we may assume that o EL, i.e. 

that Lis a linear subspace. 

a) Let us observe that (3.18) holds in the special case that L 
** 

X. Indeed, 

in that case (3.18) reads, since L = X = X 

(3.19) 

and (3.19) is easily proved by combining Lemmas 3.3 and 3.5. 

b) We now prove (3.18) for L # X. Let Mi:= KinL (i = 1, ••• ,n) and let ~i 
** ** * be the (norm) interior in L of the cr(L ,L )-closure of Mi. Then (3.19) 

applied to the Banach space Land the convex open sets M1 , •.• ,Mn c L yields 

the implication 

(3.20) 

Next we recall that L** may be identified with L (Proposition 0.16, and 

L = LLL) and that with this identification, cr(L**,L*) coincides with 
** * ** * ** * cr(X ,X) IL" Hence, since Lis cr(X ,x )-closed, the cr(L ,L )-closure of 

** * Mi equals Mi, the cr(X ,X )-closure of Mi (i = 1, ••• ,n). Since also by the 

preceding Lemma 

,...__, 
K. n L C K.nL M. (i = 1, ••• ,n), 
-l. l. l. 

and K. n L is norm open in L, we get 
-1. 

(3. 21) K. -1. 
n L c M. 

=1. 
(i = 1, ••. ,n). 

It now remains to combine (3.20) and (3. 21) : 

L n ~ 1 n .•. n K (~1 nLJ n ••. n (K nL) # ¢ 
-n -n 

,,. ~1 n n M # ¢ 
=n 

,_. M 1 n n M = LnK1 n ... n K f ¢. 
n n □ 
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We are now prepared to finish the proof of Theorem 3,1. 

** ** END OF THE PROOF OF THEOREM 3.1. Let z 1 , ••• ,zk be as in step 2 and put 

( ** ** .L)k) k . . d' L := (z1 , ••• ,¾) + (F n x--. F being finite- imensional, there 
** exists for every j € {1, ... ,k} a yJ. € X with YJ'IF z. j J F. Hence 

(3.22) 

and Lis therefore a closed affine subspace of Xk with codim L <=.More-
.L .L r:--...J .L 

over, it is easily checked that (F n X) = F, so that F.L n X = F • There-

fore, using (3.15) again, 

(3.23) 

Suppose now that it has been proved 
m 

m 
that L n (iQl (K.nC.)) f ¢. Taking 

i i ** 
know from step 2 that Tz1 (x1, ••• ,~) € L n (iQl (Kinci)), we 

** = x1, ••• ,Tzk xk defines a linear map satisfying (i) and (ii). Also (iii) 

holds, for this choice of x1, ... ,~ and T. Indeed, since (x1, ... ,~) € L we 
** ** ** ** .L k . ** ** .L have (Tz1 , ... ,Tzk) - (z 1 , ... ,zk) € (F) , i.e. Tz. -z. € F for 

j = 1, ••• ,k, and therefore also Tx**-x** € F.L for al1Jx**J€ G, which proves 
m 

(iii). Finally, to see that L n (iQl (KinCi)) f ¢, observe that 
** ** ~ m ** ** ** ** (z1 , ... ,zk ) e L n (iQl (Ki nci )). Since Ki c ~i and Ci c S:i (i= 1, .•• ,m) 

(by step 4), we therefore have L n (iQl nsinQi)) f ¢. Hence, by Lemma 3.8, 
m 

L n (iQl (KinCi)) f ¢. 0 

NOTES. Theorem 3.1 is due to J. LINDENSTRAUSS & H.P. ROSENTHAL ([73]), 

except for the last part concerning (iii), which was obtained later in [62]. 

Lemma 3.3 is due to V. KLEE ([67]), but the present proof is taken from 

[73]. For a different proof of Theorem 3.1 we refer to [25]. 



4. A RENORMING OF NON-REFLEXIVE SPACES 

If one defines on a reflexive space (X,11~11) a new equivalent norm 

Iii • 111 , then also (X, 111 111 ) is reflexive ( Corollary O .1 2) • In particular for 

any choice of equivalent norm (X, Ill Ill) is isometric to a conjugate Banach 

space. It may be asked whether this last property characterizes reflexive 

spaces. Phrased differently, the question reads: Does there exist on every 

non-reflexive space (X,11 II) an equivalent norm Ill Ill such that (X,l:1·111) is 

not isometric to a conjugate Banach space? Since for every conjugate 
** Banach space X (identified with TTX) there exists a projection P from X 

* * onto X with llpll = 1 (if X = Y, take P = TTY), the following result implies 

a positive answer to the question above: For every non-reflexive space 

(X,11 II) there exists an equivalent norm Ill Ill such that (X,111 Ill) admits no 

projection P from x** onto X with IIIPIII = 1. In this connection let us point 

out that some spaces which are not isometric to conjugate Banach spaces are 

nevertheless the range of norm 1 projections from their biduals, e.g. 
1 

L [0,1], or any other non-dual AL-space (see [88]). The proof of the above 

renorming result will occupy us for the rest of this section. An important 

tool will be the notion of the characteristic of a linear subspace of a 

conjugate Banach space. 

* Let X be a Banach space and V c X a linear subspace. As before, for 
* ,..., * ~ any subset A of X, A will denote its w -closure. We define V := y0 aB, 

~ * a_ V 
i.e. Vis formed by adjoining to Vall w -limit points of bounded subsets 

~ ~ 
of V. Clearly Vis again a linear subspace and V c V c V. If Xis separable 
~ * Vis nothing but thew -sequential closure of V, since in this case the 

* w -topology is metrizable on bounded sets (Proposition 0.15) and since 

* w -convergent sequences are always norm bounded (Banach-Steinhaus theorem). 

Furthermore, we note the following restatement of the Krein-Smulian theorem 

(Proposition 0.28): 

(4 .1) V = V -v 
~ v. 



Rl 
A more careful look at the operation V + V shows that it can occur 

(even for separable X) that 

(4. 2) V * X and Rl * V f, X • 

An example will be given later. Suppose v 0 is a fixed linear subspace of 

43 

* Rl Rll>:l Rl 
x satisfying (4.2). Substituting v0 ·for v in (4.1) shows that (v0 ) f, v0 , 

Rl 
so 'that V +Vis not a legitimate closure operation. To round off these 

preliminary observations let us point out the following equivalence: 

(4. 3) 
Rl 
V 

Rl * Indeed, V = X means n~l nBV * X, so by Baire's·theorem BV contains an 

interior point. Hence o E int BV. The converse implication is trivial. 

We are ready now to introduce the characteristic of V. 

* DEFINITION 4.1. Let X be a Banach space and V c X a linear subspace. Then 

the number 

(4.4) 

is called the characteristic of v. 

REMARK 4.2. Evidently O ~ r(V) ~ 1 for every V c x* If V f, x*, then r(V) =O. 

However, the converse does not hold, as is seen by combiniflg (4.2) and (4.3). 

We now derive some useful expressions for r(V). 

* LEMMA 4.3. Let X be a Banach space and V c X a linear subspace. Then 

(4.5) r(V) inf sup J<x,x*>J. 
XESX x*EBV 

PROOF. This is a simple application of the bipolar theorem applied to the 

* dual pair <X,X >. Recall that for an absorbing absolutely convex set A, 

* PA denotes its gauge. Since supx*EBVJ<x,x >J = p(BV) O(x), the right member 

of (4.5) equals 

inf p O (x) sup{a 0: 0 
c Bx} 2'. a(Bv) 

XESX (BV) 

sup{a 2'. 0: Boo 
V ::, aBx*} = 

sup{a 2'. 0: BV ::, aBx*} r(V). □ 
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* LEMMA 4.4. Let X be a Banach space and V c X a linear subspace. Then 

(4.6) r(V) = [ sup{llxll: X € B~(X,V)} r1 

PROOF. We first assume that Vis cr(x*,x)-dense in x*. Then both <x,x*> and 

* <X,V> are dual pairs. By the bipolar theorem applied to <X,X > we have the 

equivalence 

(4. 7) for all ct 2". 0. 

On the other hand the bipolar theorem applied to <X,V> yields 

(4.8) 

Thus, combining (4.7) and (4.8), 

for all ct 2". O. 

(4.6) now follows from this and the definition of r(V). In the case that V 
* * is not w -dense in X we have r(V) = o. Also, there exists in this case 

T 
x0 € V, XO 'F o. Clearly { } Bcr(x,v) sp x0 c X , so that sup{ II xii : XEBcr(X,V)} 

X 
Hence (4.6) holds also in this case. □ 

The next lemma connects r(V) with the norm of a certain projection. 

LEMMA 4.5. Let X be a Banach space and * V C X a linear subspace. Then 

(4.9) r(V) = inf{llx+x**II: ** VJ. L X € sx, X € 

In particular, if V is w* -dense in x* (equivalently, VJ. n X = {O}J then 

r(V) = ir¾,r, where Pis the projection from X ~VJ.onto X with kernel VJ.. 

** 1. PROOF. We prove (4.9) first. Let x E SX and x EV be arbitrary. Then, 

using (4.5), we have 

llx+x**II sup 
x*EB 

x* 

sup /<x,x*>/ 2': r(V). 
x*EB 

V 

an 

a, 
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On the other hand if E > 0 is arbitrary, (4.5) implies the existence of an 

x E SX such that 

sup l<x,x*>I < r(V)+E. 
x*EB 

V 

This means that the restriction of x to V has norm< r(V)+E. This restric­

tion therefore has a Hahn-Banach extension y** E x** with II y **II < r (V)+E. 

Since y**-x E VJ_, we have y** = x+x** for some x** E VJ_. Thus (4.9) is 

proved. 

Let us now suppose that V x*, i.e. vJ_nx {O}. P being the projec-

tion defined above, we have, by (4.9), 

{ II xii ** J_} II pll sup ** . 0 f xEX, x E V 
llx+x II 

[ { llx+x**II ** J_}]-l -1 
= inf llxU : 0 f xEX, x E V = r (V) . 

For completeness we now give the example promised earlier of a V 

satisfying (4.2). 

□ 

EXAMPLE. Let X = c0 • We shall construct a linear subspace V c x* = i 1 which 

is w*-dense, but satisfies r(V) = O, i.e. V = x* and~ f x*. We partition 
1 1 1 2 2 2 

lN into infinitely many infinite sequences (n1 ,n2 ,n3 , ••• ),(n1,n2 ,n3 , ••• ), 

k k ** oo •.. ,(n1 ,n2 , ..• ), ... and define a linear subspace W c x = £ as follows: 

for all i = 2, 3, . . . and 

k=l,2, ... }. 

* J_ It is easily checked that Wis w -closed and that wn c0 = {O}. Hence W=V, 

for some linear subspace V c i 1 (V := WT will do, by the bipolar theorem). 

From VJ_ n c0 = { O} it follows that V is w * -dense in £ 1 . We claim that r (V) = 0. 

To prove this it suffices, by Lemma 4.5, to produce for every k E lN an 
** VJ_ II x+x**II < ! X E Seo and an x E = w with - k" Fix k E lN. We choose 

k ** 
X {l;n} E co such that I; k -1 and I; = 0 for all n f nl, and X 

n1 1 n_ 
{ l;n} E w such that r; k = 1, r; k = k (l. = 2, 3, ... ) and r; 

nf 
= 0 for all 

n1 ni 1 l. 
£ f k and all i E lN. Then llx+x**II = - and the proof is complete. k 

REMARK 4.6. Examples like the above abound. In fact we shall see in Theorem 

* 7.21 that for every Banach space X the existence of aw -dense linear sub-

space V c x* with r(V) = 0 is equivalent to non-quasireflexivity of X (Xis 
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** called quasireflexive iff dim X /TIX< 00). 

We now return to the question discussed at the beginning of this sec­

tion. First we wish to prove a renorming theorem which we shall need again 

in section 8. The main result (Theorem 4.8) will be a corollary of this. 

PROPOSITION 4.7. Let X be a Banach space and W a separable linear subspace 
* of X Then there exists an equivalent norm Ill Ill on X such that, whenever 

{x*} * satisfying w*-lim * * limlllx* Ill lllx* Ill is a net in X X = X and = for a a a a a 
* * * some X E w, then we have lim X = X in norm. 

a a 

PROOF. Let F1 c F2 c ••• c Fn c be an increasing sequence of finite-

dimensional subspaces of W such that n~l F n ~ W. We define a norm 111 • 111 

* on X as follows: 

00 

* * \' 1 * lllx Ill := llx II + l - dist(x ,F ) <x* E x*). 
n=l 2n n 

(By dist we mean the distance with respect to II· II • ) Checking that 111 • 111 is 

a norm is no problem. Also clear is that llx*II :c; lllx*III :c; 21/x*II for all 

x* E x*, so that II .I/ and IIL• 111 are equivalent on x*. We need to know that 

Ill • Ill is the dual of some norm 111 • Ill on X ( the latter is then evidently 

also equivalent to 11•11 on X). Necessary and sufficient for this is that 

111•111 is w* lower semicontinuous. This condition is satisfied here, how-

* ever, since each of the functions x 

* w -lower semicontinuous. 

* + dist(x ,Fn) is easily seen to be 

Now suppose that x* E Wand a net {x*} c x* are given so that 
a 

= x* and limlllx:111 = lllx*III. We show by contradiction that * * w -lim x 
a a 

0 (equivalently, limlllx* -x* Ill = 0). If not, there exists a 
a* a* * 

lim!! x * -x*II = 
a a * 

subnet {x ,} 
a 

and e: > 0 so that llx ,-x II 2 2e: for all a'. Note that by w 
a 

lower semicontinuity we have 

liminfl/ x *, II 2 II x *11 
a' a 

and * * liminf dist(xa''Fn) 2 dist(x ,Fn), 
a' 

for each n E JN. Thus the definition of Ill • Ill, together with lim Ill x *, Ill 

= lllx * Ill implies that, 
* a' * a 

for each n E Thi, lim dist(x , ,F ) = dist(x ,F ) . 
a; a n n * --;;,;--

Since x E W = n~l Fn, we have ~.¼ill dist(x ,Fn) = 0. Thus there exist an 

n0 E lN and an a0 
fying llx* -y* II < 

ex' ex' 
dimensionality of 

* such that for each a' 2 a0, there is a ya' E Fno satis-

e:. Passing to a subnet if necessary, using the finite-

* * Fn, we may suppose that {y ,} converges to some y E Fno· 
O a 



Thus llx*,-y*II < E for large enough a'. Taking the w*-limit we obtain 
a 

llx*-y*II ~ E. Combining the last two inequalities yields llx* -x*II < 2E for 
a' 

large a', contradicting the choice of {x*,} and E. D 
a 

THEOREM 4.8. Let X be a non-reflexive Banach space. Then there exists a 

norm 111 • Ill on X, equivalent to the given norm, such that there exists no 

projection P from x** onto X with norm IIIP Ill 1. 

PROOF. Since Xis not reflexive, neither is x* (Proposition 0.13). Hence 

BX* is not weakly compact (Proposition 0.11). By the Eberlein-Smulian 

* theorem B * therefore contains a sequence {x} which fails to have a weak 
X n 
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limit point. By Alaoglu's theorem {x*} does have a w*-limit point, say x*. 
n 

* * * * Now let W be the (separable) linear subspace of X spanned by x ,x1 ,x2 , ••• 

We claim that x** cf x + wl.. Indeed, x** = x + wl. would imply the equality of 
* ** * cr(X ,x )/wand cr(X ,X)/ and this is precluded by the 

* w * ** * is a cr(X ,X) - but not a cr(X ,x )-limit point of {xn} 

* choice of W: x 

CW. 

E W 

Now let 111•111 be any norm satisfying Proposition 4.7, with respect to 

* this W. We claim that rlll•III (V) < 1 for every closed linear subspace V c X 

with V P W. (r Ill• Ill (V) of, course denotes r (V) with respect to the norm 

111•111.) Indeed, let V -t, Wand pick x* E W\V, lllx*III = 1. Supposing that 

net {x*} c V such that w*-lim x* 
a a a 

x* and r I II I II (V) = 1 , there exists a 

lllx* Ill ~ 1 for all a. By w* lower 
a semicontinuity it follows that limlllx* Ill 

a 
= 1 = 111 x * 111 • Hence Proposition 4. 7 implies limll x * -x *11 = 0, so x * E V, 

a a 
a contradiction. 

Finally, suppose that P is a projection from x** onto X with IIIP Ill= 1. 

Since x** cf x + w1., there exists an x** E (ker P) \Wl.. Taking v := ker x** c x*, 

we have V -t, W, since x ** E Vl.\Wl.. Hence r I II • I II (V) < 1, by the above. On the 

other hand, however, by Lemma 4.5 we have, since VJ.= sp{x**}, 

r 111 • 111 (V) 
IIIP / Xalsp{x**} Ill 

1 

IIIPIII 

a contradiction which finishes the proof. D 

1, 

COROLLARY 4.9. Every non-reflexive Banach space admits an equivalent norm 

for which it is not isometric to any conjugate Banach space. 

PROOF. Any norm Ill Ill as in Theorem 4.8 does the job. Indeed, it suffices 

* * to observe that for any conjugate Banach space X = Y, ny is a norm one 

projection from x** onto X. D 
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NOTES. The phenomenon expressed in (4.2) was first noticed by S. MAZURKIEWICZ 

([77]), in response to a question of S. Banach. J. DIXMIEP. defined and sys­

tematically studied characteristics in [29]. Among other things he proved 

the Lemmas 4.3, 4.4 and 4.5. The example is also taken from [29]. The result 

mentioned in Remark 4.6 was proved by W.J. DAVIS & J. LINDENSTRAUSS ([23]). 

Proposition 4.7 was first proved by M.I. KADEC ([63]) and V. KLEE ([68]) in 

* the case of a Banach space X with separable dual X W. The present proof 

was given by W.J. DAVIS & W.B. JOHNSON ([20]), who actually proved a slight­

ly stronger result. Finally, Theorem 4.8 is due to D. VAN DULST & I. SINGER 

([31]). Corollary 4.9 was already shown in [20]. 



5. ELEMENTARY FACTS ABOUT 

BASES AND BASIC SEQUENCES 

Later we shall wish to characterize reflexivity in terms of bases and 

basic sequences. In this section we collect some facts needed for this and 

other purposes. 

DEFINITION 5.1. A sequence {xn}:=l in a Banach space Xis called a 

(Schauder) basis for X iff for every x EX there exists a unique sequence 

{an} c :rn. such that x = 2:=l anxn (where the series converges in norm). 

Evidently the existence of a basis implies separability. The converse 

is not true: P. ENFLO ([34]) has constructed a separable Banach space which 

fails to have a basis (and does not even satisfy the so-called approxima­

tion property), thereby solving a famous problem. In fact it is now known 

([76]) that the classical sequence spaces c 0 and iP (2 < p < 00 ) all contain 

subspaces without bases. Most concretely defined spaces have bases. Trivial 

examples are c0 and iP (1 s p < 00 ). For each of these the unit vectors 

en= /O,O,.:,i"'O'l,O, ... ) (n E lN) form a basis, usually referred to as the 

standard Basis. 

A somewhat less trivial example of a Banach space with a basis is 

C([0,1]). Let t 1 := O, t 2 := 1, t 3 ,t4 , ••• be a sequence of distinct points 

which form a dense subset of [0,1]. For each n > 2 let In be the open inter­

val of the partition of [0,1] determined by t 1 , ... ,tn-l which contains tn. 

We now define {xn} c C([O,l]) as follows: 

( 5. 1) {

x 1 (t) = 1 

X (t) = {0 

n 1 

and 

if t !! In 

if t = t n 

t for all t E [0,1], 

and extended linearly to [ 0, 1] (n = 3, 4, .•. ) 

We postpone the proof that {xn} is a basis for C([0,1]) until later. 
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Let 

cient a 
n 

{xn} be a basis for X. Then for each fixed n E lN then-th coeffi­

in the expansion x = \ 00 

1 ax clearly depends linearly on x. A Ln= n n 
first important fact is that this linear form is also continuous. 

PROPOSITION 5.2. Let {xn} be a basis for a Banach space X. For each n E lN 

* the linear form xn defined by 

(x = I 
n=l 

a X EX) 
n n 

* is bounded on X (and therefore the notation xn is justified). Moreover, 

there exists a constant C > 0 such that 

llx llllx*II s; c 
n n for all n E lN. 

In fact (with a notation to be introduced later) C = 2v{xn} will do. 

{x~} is called the sequence of coefficient functionals of the basis {xn}. 

PROOF. We introduce on X a new norm as follows: 

llxll 1 := sup 
nElN 

n 

I 
i=l 

a.x.11 
i i 

(x 

It is trivial to check the norm properties ( for the proof of II xii 1 = 0 

~ x = 0 observe that X -I 0 for all n E lN, by the uniqueness of the expan-n 
sions x = 2:=1 anxn). Also clearly llxll s; II xii 1 for all x Ex. Let us suppose 

for the moment that we have shown (x,11 II 1 l to be complete. Then by the open 

mapping theorem there exists a constant C > 0 such that 

II xii s; II xii 1 1 
s; 2cllxll for all x EX. 

In particular for every n E lN and all x EX we have 

l<x,x*>I 
n 

ll<x,x*>x II II\~ 1<x,x~>x,II + ll\~-1
1<x,x~>x.ll 

n n Li= i i Li= i i -~11-x~ll--s:------~~x~~------s: 
n n 

2llxll 1 II II s; < C X 
rxu-11x7r 

n n 

Thus II x *11 II x II s; C for all n E lN and the proof is finished. (The statement 
n n 

that 2v{x} may be taken for C will become clear right after the definition 
n 

of v{x }' see Remark 5.8.) 

V~rification of the completeness of (x,11 11 1) is an easy exercise the 
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details of which we leave to the reader: If {x(k)}:=l is a Cauchy sequence 
(k) ,oo (k) 

for II 11 1 , where x l · _ 1 a.. x. (k = 1, 2, •.• ) , then for each fixed i E IN 
(k) oo i- J. J. 

the sequence {a.i }k=l is Cauchy and thus convergent to some a.i E IR. The 

series l:=l a.ixi is then seen to converge and its sum xis the limit of 

{x(kl}. 0 

We now want to derive a more geometric criterion for deciding whether 

or not a given sequence is a basis. First we introduce the notion of a 

biorthogonal system. 

DEFINITION 5.3. A biorthogonal system in a Banach space Xis a pair 

{x },{x*} of sequences {x} c X, {x*} c x* satisfying the orthogonality 
n n n n 

relations 

(i,j = 1,2, ••• ). 

It is called complete if [xn] = X. 

Note that if a biorthogonal system {x },{x*} for Xis complete, the 
n n 

* x are uniquely determined by the xn. Obviously, if {xn} is a basis for X, 
n * 

then {xn} and its sequence of coefficient functionals {xn} form a complete 

biorthogonal system. Furthermore, to every biorthogonal system {x },{x*}, 
n n 

in particular to every basis {xn}' there is associated a sequence of bound-

ed projections p : X-+ X of finite rank, defined by n 

n 

I * Pn(x) <x,xi>xi (n E IN). 
i=l 

Note that PP =PP nm m n Pmin(n,m) for all n,m E IN. 

The next proposition gives a necessary and sufficient condition for a 

complete biorthogonal system to be a basis (together with its coefficient 

functionals). We shall see later (Example 2) that this is not always the 

case. 

PROPOSITION 5.4. Let {x },{x*} be a complete biorthogonal system for a 
n n 

Banach space X and let {Pn} be the associated sequence of projections. Then 

the following are equivalent: 

(i) {xn} is a basis for X, 

(ii) the sequence {Pn} is uniformly bounded, 

(iii) h¼!J! Pn(x) = x for all x EX. 
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PROOF. (i) * (iii): If {xn} is a basis for X, then by 

be the sequence of its coefficient functionals. Hence 

h.¼!J! Pn(x) for all x € X. 

(iii)* (ii): Apply the Banach-Steinhaus theorem. 

(ii)* (i): Assume that {Pn} is uniformly bounded. Let x = I:=l aixi 
1;m * Li=l <x,xi>xi be an arbitrary element of sp{xn}. Then x P nx for all n:?: m, 

so x = lim P x holds on sp{xn}. Now the fact that X = [xn] together with n-+<x> n 
the uniform boundedness of {Pn} implies that 

I for all x € X. 
i=l 

Since this expansion is obviously unique, we have shown that {xn} is a 

basis for X (with {x*} as its sequence of coefficient functionals). D 
n 

The next question that needs to be answered is the following: given a 

sequence {xn} c X such that [xn] = X, when does there exist a sequence 

{x*} c x* such that {x },{x*} forms a (complete) biorthogonal system? 
n n n 

A necessary condition is clearly that {xn} be linearly independent, but 

this does not suffice, as we shall see below (Example 1). 

PROPOSITION 5.5. Let {xn} be a sequence of non-zero elements in a Banach 

space X such that [xn] = X. Then the following are equivalent: 

(i) 

(ii) 

xn i [x1, .•. ,xn-l'xn+l'"""J for all n € ID. 

There exists a sequence {x*} c x* such that {x },{x*} is a (complete) 
n n n 

biorthogonal system. 

(iii) For every n € ]Ii[ there exists a constant en> 0 such that 

II"~ 1a.x.11 s; C 11\'~+ml a.x.11 for all m E ]Ii[ and all a 1 , ... ,an+m E JR. Li= ii n Li= ii 

PROOF. (i) _,, (ii): This is an obvious consequence of the Hahn-Banach theo-

rem. 

(ii)* (iii): For every choice of n,m € IN and a 1 , ••. ,an+m E JR we have 

Ill~ 1a.x.11 = IIP (t+ml a.x. )II s; llp lllll~+ml a.x.11, where P is then-th pro-
i= ii n i= ii n i= ii n 

jection associated to the biorthogonal system {x },{x*}. Take C llp II 
n n n n 

(n=l,2, ... ). 

(iii)* (ii): Let us observe first that (iii) implies linear independence 

of the sequence {xn}. Thus for every n € ]Ii[ there is a well defined linear 

form x* on sp{x} satisfying 
n n 



0 
mn 

(m , n = 1 , 2 , ••• ) • 

* It now suffices to show that each xn is bounded on sp{xn}, so that it can 

* be extended uniquely to an element of X (this will justify the somewhat 
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* ,k premature notation xn). Fix n E lN and let x = li=l a.x. E sp{x} be arbi-
1. l. n 

* trary. We may assume k ~ n since otherwise <x,xn> = 0. Then by (iii) we 

have 

so that 

l<x,x*>I 
n 

II <x,x*>x II 
n n 

llx II 
n 

< 00 

Ila x II n n 
-l-lx-11-:,; 

n 
Ix II 

n 

(en +cn-1) 
:,; llx II llxll, 

n 

a.x.11 
1. 1. 

□ 

Now that we know (i), (ii) and (iii) to be equivalent we should obser­

ve that (iii) amounts to the statement II P II :,; C (n E lN), where P is the 
n n n * 

n-th projection associated to the (unique) biorthogonal system {x },{x }. 
n n 

Combining the two preceding propositions and the above observation 

yields the following characterization of bases. Note that (ii) below is a 

purely geometric and intrinsic criterion. 

THEOREM 5.6. Let {x} be a sequence of non-zero elements in a Banach space 
n 

X such that [xn] = X. Then the following are equivalent: 

(i) {xn} is a basis for X. 

(ii) 

(iii) 

(iv) 

There exists a constant C ~ 1 such that 

II}:~ 1a.x. II t+m :,; ell . 1 a.x.11 for all n,m E lN and all a1•···,an+m E lR. 
1.= 1. 1. 1.= 1. 1. 

There exists (unique) {x*} * {x } ,{x*} is a a sequence C X such that 
n n n 

(complete) biorthogonal system and the associated sequence of projec­

tions {Pn} is uniformly bounded. 

There exists a (unique) sequence {x*} c x* such that {x },{x*} 
n n n is a 

,°' * (complete) biorthogonal system and x = ln=l <x,xn>xn for every x EX. 

As an application we check that (5.1) defines a basis for C([0,1]). 

Let x E C([0,1]) and E > 0 be arbitrary. Using the density of {tn} in [0,1], 

choose n E lN so that the oscillation of xis less than Eon every interval 

of the partition of [0,1] determined by t 1 , ... ,tn. Now consider the func­

tion y = }::=l Sixi, where the coefficients Si are inductively defined by 
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i-1 
Si= x(ti) - L Sjxj(ti). 

j=l 

Since xi (tj) = Owhenever j < i, by (5.1), we find, for all 1 s j Sn, 

n 

I 
i=l 

s .x. (t .) 
l. l. J 

Since y is clearly piecewise linear, it follows now from the choice of n 

that llx-yll < e:. This proves that [x] = C([0,1]), x and e: being arbitrary. 
n 

It remains to check (ii) in Theorem 5.6. Let n > 1 and a 1 , ... ,an+l E lR be 

arbitrary and compare the functions'~ 1 a.x. and ,~+ll a.x .• They coincide 
li= ii li= ii 

outside In+l' while'~ 1 a.x. is linear on I 1 . Obviously therefore 
li= ii n+ 

Ii'~ 1 a.x.11 s 11,~+ll a.x.11. The same inequality is trivially satisfied for 
li= ii li= ii 

n = 1. We conclude that (ii) holds with C = 1. 

{xn} has norm 1 in the sense of the following 

DEFINITION 5.7. If {x} is a basis for X then the smallest C for which (ii) n 
in Theorem 5.6 holds, i.e. supllP 11, is called the norm of the basis {xn}, 

nE1N n 
(or the basis constant) and is denoted by v{xn}" 

REMARK 5.8. A look back at the proof of Proposition 5.2 now shows that if 

{xn} is a basis for X, with coefficient functionals {x:}, then 

llx llllx*II s 2v{ } for all n E lN. 
n n xn 

EXAMPLE 1. Let {xn} be a basis for a Banach space X, with coefficient 

functionals {x*}. Let x E X be such that <x,x*> I O for all n E lN, e.g. 
n n 

take x = r" 1 --1--x. Then the sequence {x,x1 ,x2 , ... } is linearly in­
n= 2n11 x II n 

dependent, but cleRrly does not satisfy the equivalent conditions of Prop-

osition 5.5. 

EXAMPLE 2. Let {en} be the standard basis for £ 1, with coefficient function­

als denoted by { e *} . Let 
n 

X 
n 

n 

== I 
i=l 

* * * 
xn := en - en+l (n 1, 2, ..• ). 

Then {x },{x*} is evidently a complete biorthogonal system, but {x} fails 
n n n 



to be a basis for t 1 • This is most easily proved by observing that 

llx llllx*II = n, so that Proposition 5.2 is not satisfied. 
n n 
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our next two results show that, with some care, new bases can be con­

structed from old ones. 

PROPOSITION 5.9. Let {xn} be a basis for a Banach space X with 

0 < inf II x II ~ sup II x II < 00 and let { a } be a sequence of non-zero real 
ne:IN n ne:JN n n 

numbers. Putting yn := Y,~=l aixi (n = 1,2, .•. ), we have that {yn} is a basis 

for X iff the sequence {lly 11/la 1 1} is bounded. 
n n+ 

PROOF. Let {x*} be the sequence of coefficient functionals. Putting 
n 

* 1 * 1 * (5. 2) yn := -x - --x (n = 1,2, .•. ), 
a n an+l n+l n 

one easily verifies that {y },{y*} is a complete biorthogonal system. n n 
Moreover, we claim that for all x e: X and n e: IN, 

n 
(5. 3) I 

i=l 

Indeed, for any X l==l 1\xi E: X and any n e: :IN, we have, by (5. 2) 

n n 

[:i 
1 * ] I * I * <x,yi>yi <x,xi > - -- <x,x. > y. 

i=l i=l ai+l i+l i 

n 

I 
i=l 

Now let us assume that the sequence of numbers yn := llynll/jan+l I is 

unbounded. Then, using that sup II x II < oo, we can extract a subsequence 
ne:lN oon 

that lim Ynk = 00 and }:k 1 1;✓-y;- ¾ +l converges, say to z. 
k-- = k k 

{y } such 
nk * 

Then <z,x 1> 
nk+ 

Hence 

(5.4) lim 
k--

1;✓-y;- (k = 1,2, .•. ) and <z,x~> = 0 for ii. {nk+l: k e: JN}. 
k i 

* <z,xnk+l> 

II lank+1l 
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On the other hand 

n 
(5. 5) um I z. 

n-+<» i=l 

(5.3), (5.4) and (5.5) now imply that the series }::=l <z,y:>yi diverges, 

so that {yn} fails to be a basis for X, by Theorem 5.6 (iv). 

For the converse, suppose that {llynll / lan+l I} is bounded. Observe 

first that the convergence of f" 1 <x, x * >x together with inf II x II > 0 
* n= n n nE Thi n 

implies that fi-¼lll <x,xn> = 0 for every x EX. Now the convergence of 

loo * * . 1 <x,x.>x., the boundedness of {lly II/la +ll} and lim <x,x 1> = 0, i= i i n n n~ n+ ,oo * 
imply, by (5.3), that li=l <x,yi>yi converges to x for every x EX. Thus 

{yn} is a basis for X, again by Theore~ 5.6 (iv). D 

PROPOSITION 5.10. Let {xn} be a basis for a Banach space X, let 0 = 

= m0 < m1 < .•. < mn < ••• be an increasing subsequence of Thi, and let 
IDn 

{y} be a sequence in X such that for each n E Thi {y.}. +l is a basis 
n IDn i i=mn-1 

for [x.]. Suppose furthermore that there exists an M > 0 such that 
i i=ffin-1+1 

V m 
n 

{yi}i=m +1 
n-1 

for all n E Thi. Then {yn} is a basis for X. 

PROOF. Since clearly [yn] = X it suffices to verify (ii) in Theorem 5.6. 

Let i,k E Thi and a 1 , ••. ,ai+k E lR be arbitrary. We must show that 

11}:~=l aiyill :,; ell}:~:: aiyill for some constant C independent of these choices. 

Choose n and q so that 

:,; m 
n 

and m 1+1:,; 
q-

i+k :,; m • 
q 

Then n:,; q and we assume that n < q, leaving the (simpler) case n = q to 
m. m-

the reader. Since for each j E lN {x.}. J 1 and {y.}. J are bases 
mj i i=mj_1+ ii= mj-1+1 

for the same subspace [x.J. +l' we can write 
i i=mj-1 

and 

;j 

m 

't 
i=m 1+1 q-

(j 1, ... ,q-1) 



Then we have, by the definition of the norm of a basis, 

mn-1 mn 
II l f3 X. II + MIi l f3. X. II :,; 
i=l ii i=m 1+1 ii 

n-

Jl,+k 

(2M+1) v {x }II) aiy ill. 
n i=l 

Thus (ii) in Theorem 5.6 holds with C = (2M+l)v{x }· D 
n 
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DEFINITION 5.11. A sequence {x} in a Banach space is called a basic sequen­
n 

ce iff it is a basis for its closed linear span [xn]. 

It is obvious that (ii) in Theorem 5.6 characterizes basic sequences 

among all non-zero sequences (simply replace X by [xn]). The norm of a 

basic sequence (which is by definition the norm of the basis {xn} for [xn]) 

is again the smallest C satisfying (ii) in Theorem 5.6. A subsequence of a 

basis is always a basic sequence. One might think that, given a basic se­

quence in a separable Banach space X, there exists a basis for X of which it 

is a subsequence. However, since there exists a separable space without a 

basis and since (as we shall soon see) every Banach space contains basic 

sequences, this is not true. Even if X has a basis, it may contain a basic 

sequence which cannot be extended to a basis for X ([99]). 

The existence of basic sequences will be a consequence of the follow­

ing simple 

LEMMA 5.12. Let X be a Banach space with dim X = 00 • Then, given any E > O 

and any subspace N c X with dim N < 00 , there exists a subspace Mc x with 

codim M < 00 such that dist(SN,M) > 1-E. 
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PROOF. Let {x1 , ..• ,¾} be an E-net for SN and choose for every iE {1, ••. ,k} 

* k * an x: E x* such that II x:11 = <xi ,xi> = 1. We claim that M := iQl ker xi 

satisfies the requirement. Indeed, let x E SN and y EM be arbitrary. Pick 

io E {1, .•. ,k} so that llx-xioll < E. Then 

llx+yll ~ II x . +yll - II x-x. II ~ <x. +y, x: > - II x-x. II 
10 10 10 10 10 

D 

PROPOSITION 5.13. Let X be an infinite-dimensional Banach space and let 
. . , h 1 E > O. Then X contains a basic sequence wit norm< l-E· 

PROOF. We define the required basic sequence inductively. Let x 1 ~ 0 be 

arbitrary. Then, putting N1 := [x 1], let M1 with codim M1 < 00 be such that 

Lemma 5.12 is satisfied for N1 , M1 and E. Pick x 2 E M1\{0}. Now let us 

suppose that for some n > 1, x 1 , ... ,x and M1 , ... ,M 1 have been defined so 
n i n-

that codim M. < 00 (i = 1, •.• ,n-1), x.+ 1 E .n 1 M.\{O} (i = 1, •.. ,n-1) and 
1 1 J= J , 

dist(SNi'Mi) > 1-E (i = 1, .•• ,n-1), where Ni:= [xj]~=l· Then, putting 

N := [x.]~ 1 , we determine M as in Lemma 5.12 so that codim M < 00 and 
n J J= . n n n 

dist(SN ,M) > 1-E and thereafter pick x 1 E .n 1 M.\{O}. This completes 
n n n+ J= J 

the inductive definition of {xn}. We claim that (ii) in Theorem 5.6 now 

holds for {x} with C = -1
1 • To see this, let n,m E lN and a 1 , ••. ,a E lR 

n -E n+m 
be arbitrary. We may assume without restricting the generality that 

ll'n1. __ 1 a 1.x1.II = 1. Then, since x 1 , ... ,x are chosen in M and I~ 1 a.x. 
l n+ n+m n 1= 1 1 

E SN, we have 
n 

n+m 
II I aixill ~ dist(SN ,Mn)> 1-E 
i=l n 

n 
(1-E) II 2 

i=l 
a.x.11. 

1 1 

Although basic sequences (even in a Banach space with a basis) cannot 

in general be extended to bases, there exists a certain special type of 

basic sequences (called block basic sequences) which always do admit such 

extensions. 

LEMMA 5.14. Let {xn} be a basis for a Banach space X, 0 = m0 < m1 < ... < 

D 

< mn < • • . an increasing subsequence of lN and {an} c lR. Then the sequence 

{yn} defined by 

a.x. 
1 1 

(n 1, 2, ••. ) 
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is a basic sequence provided yn f 0 for all n E lN. Moreover, v{yn} $ v{xn}" 

PROOF. For every n,k E lN and y l, ... ,y n+k E JR we have 

n n 

I 
j=l 

y.y .II 
J J I 

j=l i=m. 1+1 
J-

y .a.. x.11 
J l. l. 

n+k 

$ v {x }II I 
n j=l i=m. 1+1 

y.a..x.11 = 
J l. l. 

J-

□ 

DEFINITION 5.15. Let {x} be a basis for a Banach space X. Any sequence 
n 

{yn} as in Lemma 5.14 is called a block basic sequence (with respect to 

the basis {xn}). 

Before showing now that any block basic sequence can be extended to a 

basis, we make a simple observation. 

LEMMA 5.16. Let Y and Z be two hyperplanes in a finite-dimensional Banach 

space X. Then there exists-an isomorphism T: Y + Z satisfying 

1 
311yll $ IITyll $ 311yll for all y E Y. 

PROOF. lhless Y = Z (in which case the lemma is trivial), Y n Z has codimen­

sion 1 in Y as well as in z. Let us write Ynz = {yEY: <y,y*>=O}, with 
* * * y E Y , II y II = 1. Then by compactness there exists a y 0 E Y such that 

* * <y0 ,y > = lly0 II = 1. It follows that P(y) = y- <y,y >y0 (y E Y) defines a 

projection from Y onto Y n Z with II IY - PII = 1, so II PII $ 2. Similarly, there 

exists a projection Q from z onto Y n z with II Iz - QII = 1, so II QI! $ 2. 

Choose z 0 E ker Q, llz0 II = 1. We claim that the formula 

(x E YnZ, a. E JR) 

defines the desired isomorphism. Indeed, for all x E YnZ and a. E JR, 

and analogously 

□ 
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PROPOSITION 5.17. Let {xn} be a basis for a Banach space X and let {yn} 

with 
m 

n 

y n = . l 1 ai xi f. 0 
1.=mn-l+ 

be a block basic sequence with respect to {x }. Then there exists a basis 
n 

{z } for X such that 
n 

(5.6) 

and 

z 
m 

n 

m 
(5.7) [z.J.n +1 l. l.=m 

n-1 

PROOF. Put W 
n 

can select for every n a 

Evidently 

(n 1 , 2, •.. ) 

(n 1,2, ••• ). 

and we 

1. 

defines a projection P of W onto a hyperplane z c W with kernel spanned 
n n n mn_ 1 

by y and with II P II S 2. Since both Z and Y : = [xi• ]l.. ~m +l are hyper-
n n n n - n-1 

planes in Wn, by Lemma 5.16 there exists an isomorphism Tn: Yn + Zn satis-

fying 

(5.8) !11xll s IIT xii s 311xll 
3 n for all x e: Y. 

n 

We now define {z } by 
n r (x.) if mn-1+1 s i s m -1 n l. n 

z. 
l. 

if i (i yn = m 
n 

= 1,2, ..• ). 

It is obvious that (5.6) and (5.7) are satisfied. To prove that {zn} is a 

basis we use Proposition 5.10. Note first that, for all choices of n e: JN 

and Sm +1'···,sm e: m 
n-1 n 

(5. 9) 

since z 
m 

n 
yn E ker Pn and since zm +1 , .•• ,zm _1 E Zn 

n-1 n 
range Pn. Now 



(5.8), (5.9) and Hp II s 2 (n = 1,2, ••• ) imply that for all choices of 
n 

n € JN, mn_1+1 S k < i S mn and 13mn_1+1, ••• ,13i € lR, we have, taking 

13i+l = ... = 13~ = O, 

k 
}: 13. T (x. )D s 

i=m +1 l. n i 
n-1 · 

k mn-1 

}: 13.x.ll 
i=m 1+1 i l. 

n-

s 3\/{ }II l 13 x. II s 
xj i=m +l ii 

n-1 
m -1 n 

s 9\/{ }II }: 13iT (x. )II 
xj i=m +1 n l. 

n-1 
m n 

S 18v{ }II }: 13.z.ll 
XJ. . +1 l. l. 

i=mn-1 

i 
18v{ }II }: 13z.ll. 

xj i=m +1 i l. 
n-1 

Thus the condition of Proposition 5.10 is satisfied with 

M = 18\l{x.}' 
J 

so that {zn} is a basis .for X. - □ 

NOTES. Most of the material of this section is well known. The notion of 
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a basis goes back to J. SCHAUDER ([93]), who also constructed the basis 

for C([0,1]) given here. s. BANACH (cf. [5]) was already a~are of Theorem 

5.6 and Proposition 5.13. Proposition 5.9 is due to B.R. GELBAUM ([36]). 

Explicit proofs of Propositions 5.10 and 5.17 and Lemma 5.16 were given by 

M. ZIPPIN ([106]). A general reference for questions concerning bases is 

[971, from which some of our proofs were taken. 





6. CHARACTERIZATIONS OF REFLEXIVITY IN TERMS OF 
BASES AND BASIC SEQUENCES 

Before proceeding to the main results of this section we introduce 

shrinking and boundedly complete bases. First we have a look at the coeffi­

cient functionals of a basis and at the subspace spanned by them. 

PROPOSITION 6.1. Let {x} be a basis for a Banach space X and let {x*} be 
n n 

its sequence of coefficient functionals. Then {x*} is a basic sequence and . n 
v{x*n} ~ v{x }' The sequence of coefficient functionals associated to the 

* n * basis {x} for [x] is 
n n 

Hence 

{'ll(X ) I }. 
n [x*] 

n 

* X 

00 

L 
n=l 

for all x* € [x*]. 
n 

PROOF. Let {Pn} be the sequence of projections associated to the basis {xn}. 

By the biorthogonality of {x } ,{x*} we have, for all x € X, ·n,m € lN and n n 

Thus 

and therefore 

(n,m € lN, a 1 , ••• ,an+m € IR). 
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By Theorem 5.6 it follows that {x*} is a basic sequence with norm 
n 

V * 
{x} 

n 

:::; sup 
nElN 

llp*II 
n 

sup llp II 
nE lN n 

* The last statement in the proposition is clear since <xj,nxi> 

= oij Ci= 1,2, ... J. □ 

REMARK 6.2. Observe that the above proof shows that then-th projection 

associated to the basis {x*} for [x*J is 
n n 

* p nl * [x J 
n 

* In particular, since dim R(Pn) = n, it follows that 

PROPOSITION 6.3. Let {xn} 

v := [x*J c x*. Then r(V) 
n 

be a basis for a Banach space X and let 
1 

~ v{x} > O. 
n 

PROOF. Let x E SX and£> 0 be arbitrary. Then since x = t¼lll Pnx, there 

exists an n0 such that II x-Pn0 xll < £. Thus 

1 = llxll = sup 
x*EB 

x* 

* sup l<Pn x,x >I + £ 
x*EB O 

Hence 

sup 
x*EB 

V 

x* 

I <x, x *>I ~ 1 - 8 1 - 8 
sup Up II = v{x } • 

n n 
nElN 

Since£> 0 and x E SX were arbitrary, Lemma 4.3 now shows that 
1 

□ 

DEFINITION 6.4. A basis {xn} for a Banach space Xis called shrinking iff 

[x~J = x* and boundedly complete iff for every sequence {an} c lR 

'~ 1 ai.xi. converges whenever{'~ 1a.x.}00 

1 is bounded. A basic sequence {xn} 
Li= Li= ii n= 
is called shrinking (respectively, boundedly complete) iff {xn} is a 



shrinking (respectively, boundedly complete) basis for [x ]. 
n 

The following simple lemma gives an equivalent formulation of shrink­

ingness. 

* LEMMA 6.5. A basis {x } for a Banach space Xis shrinking iff limllx II 0 
n n- n 

* * for every x EX, where 

llx*II 
n 
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PROOF. llx*lln is by definition the norm of x* restricted to [xi]==n+l Since 

oo ~ · * n * * * n 
and since clearly ([xi \=n+l) = [xi ]i=l, we have II x II n = dist (x , [xi Ji=l). 

Hence limllx*II = 0 for all x* € x* is equivalent to [x*J = x*. D 
n..- n n 

DEFINITION 6.6. A sequence {xn} in a topological vector space Xis called 

a basis for X iff every x EX admits a unique expansion x = l==l aixi. It 

is called a Schauder basis if, moreover, the associated coefficient func­

tionals are continuous. 

In case Xis a Banach space every basis for Xis a Schauder basis, 

as we have seen in Proposition 5.2. The proof depended on tile closed graph 

theorem and for general topological vector spaces it does not hold. (See 

[97] for examples.) 

* We now establish a duality between bases and w -Schauder bases. 

PROPOSITION 6.7. Let {x*} be a sequence in a dual Banach space x*. Then 
n 

the following are equivalent: 

(i) {x *} is a w * -Schauder basis for x* (i.e. a Schauder basis for the 
n 

* * t.v.s. (X ,cr (X ,X)); 

(ii) X has a basis {x} which has {x*} for its sequence of coefficient 
n n 

functionals. 

PROOF. (i) ~ (ii): Assume that {x*} is a w*-schauder basis for x*. By defi­
n 

* nition the coefficient functionals are w -continuous, so we may identify 

them with a sequence {x} in X. Then {x },{x*} is a biorthogonal system and 
n n n 

* * * ~00 * * * for every x EX we have x = li=l <xi,x >xi, where the convergence is w. 

This means that 
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(6.1) * <x,x > I 
i=l 

* * <xi,x ><x,xi> * * for all XE x, X EX. 

It follows now from the Banach-Steinhaus theorem applied twice that the 

projections Pn := l:=l 

Theorem 5.6 it remains 

(n = 1,2, •.• ) for some 

* <•,xi>xi (n = 1,2, •.. ) are uniformly bounded. By 

* only to show that [x] = X. If not, then <xn,x0> = 0 
* * n x0 f 0 in X, contradicting (6.1). 

(ii)=> (i): Let {x} be a basis for X, with coefficient functionals {x*}. 
n n 

* * \00 * * Then for arbitrary x EX and x EX we have x = li=l<x,xi>xi, so <x,x > = 

\00 * * li=l <x,xi><xi,x >. Hence every * * * x EX has the expansion x 
,oo * * * 
li=l<xi,x >xi' where the convergence is w. This expansion is unique. 

,oo * ,oo * . 
Indeed, if li=l aixi 0, i.e. li=l ai<x,xi> = 0 for all x EX, then sub-

stituting x =xi.and using the biorthogonality of {x },{x*} yields a. = 0 
n n i 

(i = 1,2, ••. ). Finally, it is obvious that the coefficient functionals are 

{TI(Xi)}:=l' and these are w*-continuous. D 

We now prove a duality between shrinking and boundedly complete bases. 

PROPOSITION 6.8. Let {x} be a basis for 
n 

a Banach space x, {x*} its sequence 
n 

of coefficient functionals, and put V := [x *]. Then 
n 

(i) {xn} is boundedly complete iff {x~} 

(i.e. a shrinking basis for V); 

is a shrinking basic sequence 

(ii) {xn} is shrinking iff {x~} is a boundedly complete basic sequence 

(i.e. a boundedly complete basis for V). 

PROOF. Let us observe first that, since r(V) > 0 by Proposition 6.3, the 

* canonical map T: X ➔ V defined by Tx = TI(x) Iv (x EX) is an isomorphic 

embedding. Indeed, by Lemma 4. 3 r (V) II xii $ II Txll $ II xii for all x E X. 

V 

Now, for the proof of (ii), suppose first that {x} is shrinking. Then 

x*, i.e. {x*} is 
n 

* n 
a basis for X, with coefficient functionals {Tixn}. Let 

In * oo a sequence {an} c lR be given such that { . 1 a.x.} 1 is bounded. Then by 
i= J. J. n= 

tn * oo * * * Alaoglu's theorem {li=l aixi}n=l has aw -limit point x EX. Since 
,n * * * <x.,l· 1 a.x.> =a.whenever n ~ i, we have <x ,Tix.>= <x1.,x >=a. for all 

J. J= J J J. * 00 * J. * J. 

i E JN and it follows that x = '. 1 a.x .• Thus ' 00 a 1.x1. converges in norm. li= ii li=l 
This proves that {x*} is boundedly complete. 

n * 
Conversely, suppose that {x} is a boundedly complete basis for v. By 

* n 
Proposition 6.7, {x*} is aw -Schauder basis for x*. We must show that v=x* 

n 
* * Let x EX be given 

the Banach-Steinhaus 

* * . ,n * * 
arbitrarily. Then x = w ~¼m li=l <xi,x >xi. Thus by 

ln * * oo * theorem { . 1 <x.,x >x.} 1 is bounded. Since {x} is 
i= i J. n= n 
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' 
boundedly complete, the series I;=l <xi,x*>x: is norm convergent, obviously 

to x*. Hence x* EV. This completes the proof that {x} is shrinking. 
* n 

To prove (i), observe that, since {x} is a basis for V and {Tx} its 
n n 

sequence of coefficient functionals, it follows from (ii) that {x*} is 
n 

shrinking iff {Tx} is boundedly complete, and therefore, since Tis an 
n 

isomorphism, iff {xn} is boundedly complete. D 

We now come to the first main theorem of this section, which charac­

terizes reflexive spaces among those with basis. 

THEOREM 6.9. Let X be a Banach space with a basis {xn}. Then Xis reflexive 

iff {xn} is shrinking and boundedly complete .. Hence all bases for a reflexive 

space are shrinking and boundedly complete. 

PROOF. Suppose that Xis reflexive. Again put V := [x*J, where {x*} is the 
n n 

sequence of coefficient functionals of {x }. We know already that Vis w* 
n 

* * dense in X (even r(V) > 0). By reflexivity thew and the norm topology on 

x* are compatible, so V = x* (Proposition 0.5), i.e. {xn} is shrinking. To 

show that {x} is boundedly complete it suffices to observe that {x*} is a 
n . * n 

basis for the reflexive space V = X and therefore, by'the above, shrinking. 

Proposition 6.8 (i) now shows that {x} is boundedly complete. 
n 

Let us now suppose, conversely, that {xn} is 
** \00 

shrinking and boundedly 
** complete. Let x ** E X We claim that x li=l * ** <xi,x >Tixi, 

sense. Indeed, since {x} is shrinking, {x*} 
n n 

. * is a basis for X 

* in the w 

and therefore 

* * * \00 * * * ** every x EX can be written as x = li=l <xi,x >xi. Hence <x ,x > = 
\00 * * ** \00 * * ** · = li=l <xi,x ><xi,x > = li=l <x ,Tixi><xi,x >, proving our claim. It fol-

In * ** oo lows, by the Banach-Steinhaus theorem, that the sequence { . 1<x.,x >Tix.} 1 1= 1 . 1 n= 
is bounded. The assumption that {x} is boundedly complete now implies that 

\oo * ** n ** ** li=l<xi,x >Tixi norm converges, obviously to x Hence x E TIX and we have 

shown that Xis reflexive. D 

REMARK 6.10. The standard basis {e} for t 1 is boundedly complete, but not 
n 

shrinking (since (£ 1)* = £00 is non-separable). On the other hand, the stan-

dard basis {en} for c 0 is shrinking, since its coefficient functionals form 

the standard basis for t 1 , but not boundedly complete, for {L~=l ei} is 

bounded but not convergent. Hence shrinkingness or boundedly completeness 

alone do not imply reflexivity. The next result shows, however, that the re­

quirement that all bases for a space are either all shrinking or all boundedly 

complete, is enough to guarantee reflexivity. 
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THEOREM 6.11. Let X be a Banach space with a basis. Then Xis reflexive if 

(and only if) either (i) or (ii) below is satisfied. 

(i) All bases for X are shrinking. 

(ii) All bases for X are boundedly complete. 

PROOF. In view of Theorem 6.9 it suffices to prove the equivalence of (i) 

and (ii). 

(i) ~ (ii): Suppose {xn} is a non-boundedly complete basis for X. Then for 

some sequence {an} c IR and some constant M we have 

n 
(6.2) II l 

i=l 
a.x.11 s M 

1. 1. 
(n 1,2, ..• ), 

while{'~ 1 a.x.} is not a Cauchy sequence. Thus there exists an£> 0 such 
l1.= 1. 1. 

that for every n E lN II l~+k a. x. II > £ for some k E lN. In particular there 
i=n i i 

is a sequence O = m0 < m1 < ... < mn < ... in lN such that 

m 
n 

(6. 3) £ < I a.x.11 s 2M 
1. 1. 

for all n 1, 2, • • • . 

i=mn-1+1 

Now by Proposition 5.17 the~e exists a basis {zn} for X with 

(6.4) z 
m 

n 
(n 1,2, .•• ). 

Let {z*} be its sequence of coefficient functionals. We now.define 
n 

r· 
if i r/. {ml ,m2, ..• } 

ui = l..;=1 z if i m (n = 1, 2, .•. ) 
m. n 

J 
(6. 5) 

r r/. {m1,m2,···} z. if i 
* 

z~ -z 
u. 

* 1. 
(n = if i = m 1,2, •.. ), (i 1, 2, ..• ) . 

m mn+l n n 

Evidently {u },{u*} is a complete biorthogonal system for X. We shall show 
n n 

that {u} 
n 

is a non-shrinking basis for X, contradicting the assumption (i). 

For {un} to be a basis, it suffices by Proposition 5.4 that the projections ,n * Un:= li=l <•,ui>ui (n = 1,2, .. ) be uniformly bounded. Pick n E lN and sup-

pose~ Sn< ~+l" Then for every x EX we have, by (6.5), a change of sum-

mation, and (6.2), 
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n 
' 

k j 
* * * llu (x) II I <x,zi>zi + I [<x,z > - <x,z >] I z 

n 
i=1 j=1 m. mj+1 i=1 m. 

J J. 

i;imj 

n k k , * , *" , * * l<x,z.>z.11+11-l<x,z >z +l[<x,z>-<x,z >]z 
i=1 J. J. j=l mj mj j=l mj ~+1 mj 

s (v{z } + llz* IIM)llxll. 
n ~+1 

llz*llllz II$ 2v{ } for all n E JN, and since also Since by Proposition 5.2 

II z~II > e: for all n E lN, 

{Un} is uniformly bounded 

Furthermore, we have 

n n Zn * 
it follows that {zm} is uniformly bounded. Hence 

n 
and we have proved that {un} is a basis for X. 

for all n E lN 

and it follows therefore from (6.2) and Lemma 6.5 that {u} is not shrinking. 
n 

(ii)=> (i): Suppose {xn} is a non-shrinking basis for X. Lemma 6.5 then 

yields the existence of an x* E x*, II x *11 = 1 and an e: > 0 such that 

II x *11 n 2c e: for all n E JN. Thus there exists for this x* a s~quence {y n} 

of the form 

m n 
(6.6) yn I a.x. (n 1,2, ••• ), 

i=mn_1+1 
J. J. 

where 0 mo < ml < < m < ... , such that n 

(6. 7) 1 $ lly II $ 
2 (n 1,2, .•. ) n e: 

and 

(6.8) * <yn,x > 1 (n 1, 2, ... ) . 

mn * 
Let us put Wn := [xi]i=m +land Z := {x E W: <x,x >=O} (n = 1,2, ... ). 

n-1 * n n 
Then the formula Pn(x) = x - <x,x >yn (x E Wn) defines, for each n, a bound-

ed projection from W onto Z. In fact the sequence {P} is uniformly bound-
n n * 2 , n 

ed: II P II $ 1 + llx*II II y II $ 1 + llx II -. Now th.e same argument that was used 
n n e: 

in the proof of Proposition 5.17 shows that there exists a basis {zn} for X 
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satisfying 

(6.9) 

(6.10) 

(6.11) 

1s:llzlls: 2 

z 
m 

n 

n E 

0 

(n 1,2, ..• ) 

(n 1,2, •.• ) 

As usual {z*} will denote its sequence of coefficient functionals. Let us 
n 

now define 

(6.12) 

* u. 
1. 

,n-1 
lj=l 

if i mn (n = 2, 3, ... ) 

if i 

if i 2,3, ... ) (i 1, 2, ... ) . 

Using (6.8), (6.10) and (6.11), it is easy to check that this system 

{u },{u*} is biorthogonal and, moreover, complete. We shall show that {un} 
n n 

is a non-boundedly complete basis for X, contradicting the assumption (ii). 

For {un} to be a basis, it suffices by Proposition 5.4 that the projections 

Q : = I~ l <• ,u~>u. (n = 1,2, •.. ) are uniformly bounded. Pick n E lN and n i= 1. 1. 

suppose for definiteness that~ S: n < ~+l· Then, using (6.12), a change 

of summation and (6.9), it follows that for every x EX, 

IIQ xii= II 
n 

(6.13) 

n k i-1 
I <x,z~>z. + <x,x*>z + I [ <x,x*>- I <x,z* >] (z -z ) II 

i=l 1 1 ml i=2 j=l mj mi mi-1 

ii{m1 , ..• ,~} 

n 

I * + *>z + <x,x*>(z -z ) -<x,z1.> z 1. <x,x 
ml ~ ml i=l 

ii{m1 , .•• ,~} k-1 k-1 
- [ I <x,z* > ]z + I <x,z* >z II 

j=l mj ~ j=l mj mj 

n k 
l <x,z~>z. + <x,x*>z - l 

i=l 1 1 ~ j=l 

s: [v{z} + llx*II ~+II I 
n E j=l 

* z 
m. 

J 

~] llxll. 
E 



By (6.8), (6.10) and (6.11) we have for every X r;=1 aizi € X 

n n 00 

L * 
r r 

* lim <x,z > lim a a <x,x >. 
mj mj m. n-+oo j=1 n-+oo j=1 j=1 J 

Thus the sequence {}:;=l z;j} is w*-convergent and therefore norm bounded. 

Together with (6.13) this shows that {Qn} is uniformly bounded, so that 

{u} is a basis for X. However, {u} is not boundedly complete, since by 
n n 

the second inequality in (6.9), 

n n 

r 
k=2 

u n 
~ 

r 
k=2 

(z -z )0 
~ ~-1 

(n 2, 3, .•• ), 

whereas }:~=2 ulllJc diverges, since, by the first inequality in (6.9), 
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Du II Dz u -1 U -1 (k = 2 , 3 , ••• ) • □ -z ~ v{z } 0 z ~ v{ } > O Init-1 Zn ~ ~ ~,-1 n 

Borrowing now from section 10 the fact that every non-reflexive space 

X has a non-reflexive subspace with a basis, we get from Theorems 6.9 and 

6.11 the following characterization of reflexive space~ among general Banach 

spaces. 

THEOREM 6.12. Let X be any Banach space (possibly without basis, or even 

non-separable). Then the following are equivalent: 

(i) X reflexive; 

(ii) all basic sequences in X are shrinking; 

(iii) all basic sequences in X are boundedly complete. 

* * * 

We now wish to consider Banach spaces with unconditional bases and to 

prove the second main theorem of this section, stating that such a space is 

reflexive iff it does not isomorphically contain either c0 or i 1• General­

izations of this theorem will be mentioned in the Notes at the end of this 

section. We begin with a discussion of unconditional convergence of series 

in Banach spaces. 

PROPOSITION 6.13. Let X be a Banach space and {x} c x. Then the following 
n 

are equivalent: 
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(i) 

(ii) 

(iii) 

(iv) 

(v) 

l:=l xi converges unconditionally, i.e. l==l xcr(i) converges for 

every pennutation a of Thi. 

lim l· x. exists, where Fis the net of all finite subsets F c Thi, 
FE f- l.EF l. 
ordered by inclusion. 

I:=1 xni converges for every subsequence {ni} C Thi. 

I:=1 
' for all choices of£. = ±1 (i = 1,2, ..• ). £.X. converges J. J. J. 

I:=1 aixi converges for every bounded sequence {a,} C m.. 
J. 

PROOF. (i) ~ (ii): Suppose 

x = L:=l xi. We claim that 

there exists for every FE 

that 1~ 1 x. converges unconditionally. Put 
Li= i 

liw l· F x. = x. If not, then for some£> 0 
FEf- l.E l. 
Fan F' E F such that F c F' and 

(6.14) llx - I 
iEF' 

Also, since X I:=1 
n 

(6.15) llx - I 
i=1 

x.11 
J. 

xi, 

x.11 
J. 

there exists an no E Thi such that 

£ for all <! < 2 n no· 

Combining (6.14) and (6.15) we can construct an increasing sequence 

{Fn} c F satisfying the following two properties: 

(a) F n 
{i E Thi: is: k} for some k = k(n) <! n0 whenever n is 

(b) llx - L, F x.11 <! £ whenever n is even. 
J.E n l. 

It follows from (a) 

(6.16) I 
iEFn+l 

and 

x. -J. 

(b) 

I 
iEF 

n 

that for every n E Thi 

x.11 
J. <! I II X - l x.11-llx-

. J. 
l.EFn+1 

I 
iEF 

n 

odd; 

Now let a be the permutation of Thi obtained by first enumerating (in arbi­

trary fashion) the elements of F1 , then those of F2\F1, then of F3 \F2 , etc. 

It is obvious from (6.16) that 100 x is not Cauchy, contradicting (i). li=1 a (i) 

(ii)~ (i): Assume (ii), put x = liw l• x. and let a be any permutation 
FE f- l.EF l. 

of m. If£> 0 is given arbitrarily, there exists an F0 E F such that 

II x - l x. II < £ for all F E F, F :::, F0 . Choosing n0 E Thi such that iEF l. 
F0 c {cr(1), •.• ,cr(n0 )}, we then have llx - l:=l xcr(i)II <£whenever n <! n0 . 

Thus I:=l xcr(i) = x. 

(ii)~ (v): We show first that (ii) implies 

(6.17) lim ;;up l 
n-too x EBX* i=n 

I <x. ,x *> I 
J. 0. 



Again let x := lim }:. x .• Let£> 0 be given and let F0 E F be such that 
FEF J..EF l. 

II x - ' . x . II < £ for all F E F , F :::, F 0 . Then 
l1.EF l. 

, (6.18) for all FE F, F n Fo 

* Now let n0 := max{i: i E F0}. Then we have for all x E Bx* and for all 

n,k E JN with n > n0 , 

(6.19) 
n+k 
L I <x. ,x*> I 

i=n 1. 

n+k n+k 
I<}:' x.,x*>I +I<}:'' x.,x*>I, 

i=n 1. i=n 1. 

where ,' ,", l (respectively l denotes the restriction of the sum to those in-

dices i for which <xi,x*> ~ 0 (respectively <xi,x~> < 0). Hence (6.18) and 

(6.19) yield 

(6.20) 
n+k 

I 
i=n 

n+k n+k 
$ llx*IIII }:' x.11 + llx*IIII }:" x.11 $ 4£. 

i=n 1. i=n 1. 

This proves (6.17). 

Now we proceed to the proof of (v). Let£> 0 be arbitrary and let 
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n0 E JN be as above. Then for any bounded sequence { ai} c R and all k E JN 

* we have for suitable x E sx*' by (6.20), 

n+k 
II l 
i=n 

a.x.11 
l. l. 

n+k n+k 
I< L aixi,x*>I $ supla. I L l<x.,x*>I $ 

i=n 1. i=n 1. 

$ 4£ supla. I, 
l. 

whenever n ~ n0 . Thus }::=l aixi is Cauchy and (v) is proved. 

(v) ~ (iv): trivial. 

(iv) ~ (iii): Assume that (iv) holds and that {ni} c JN is a given subse­

quence. We define sequences {£i} and {£i} by 

Then, 

and it 

£, 
l. 

clearly, 

kH 

I 
i=k 

follows 

1 (i 1, 2, ... ) , 

for all k,,Q, E JN, 

n 1( kH 
X =2 I £.x. n. + 

l. i=~ l. l. 

from the assumption 

~+,Q, 

£;_xJ I 
i=nk 

that I:=1 xni converges. 
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(iii)~ (ii): Assume that (iii) holds and that lim I- x. does not exist. 
FEF l.EF 1. 

Then there exists an£> 0 with the property that for every FE F there 

exists an F' E F with F n F' = rp and III. , x.11 > £. Therefore we can choose 1.EF 1. 
a sequence {Fn} of disjoint elements of F satisfying 

(a) max Fn < min Fn+l (n = 1,2, ..• ); 

(b) Ill- x.11 >£ (n=l,2, •.. ). 
l.EFn 1. 

Let {n.} be the subsequence of lN obtained by enumerating first (in their 
1. 

natural order) the elements in F1 , then those of F2 , etc. Then evidently 

I:=l xn. is not Cauchy, contradicting (iii). D 
1. 

REMARK 6.14. Implicitly the proof shows that ' 00 x = ' 00 

li=l o (i) li=l xi for every 

ermutation o of lN if '~ 1 x. converges unconditionally. p , l1.= 1. 

DEFINITION 6.15. A basis {xn} for a Banach space Xis called unconditional 
,oo * 

if for every x EX the expansion x = li=l <x,xi>xi converges unconditional-

ly. A basic sequence {xn} is.called unconditional if it is an unconditional 

basis for [x ]. 
n 

EXAMPLES. It is easy to verify that the standard bases {en} in c0 ,iP 

(1 $ p < 00 ) are unconditional. We shall see later that not every space with 

a basis has an unconditional basis. Examples are C([0,1]) and L1[0,1]. 

Furthermore, it is known that every space with a basis has a conditional 

(i.e. not unconditional) basis ([B2]). We give a simple example of such a 

conditional basis for c0 . 

Let xn := I:=l ei (n 1,2, ... ). To check that {xn} is a basis for c0 , 

it suffices to show, by Theorem 5.6, that for all n,k E lN and all 

a 1 , ... ,an+k E lR we have II I:=l aixill $ 211 I::~ aixill. But this is obvious, 

since 

n n 

I a.x.11 sup I I a.i I, 
i=l 

1. 1. 
j=l, ... ,n i=j 

n+k n+k 
II I aixill sup I I ai I, 
i=l j=l, ... ,n+k i=j 

and for every j E {1, ... ,n} 

n 
aii 

n+k n+k n+k 
I I $ I I ail + I ail $ 211 I a.x.11. 
i=j i=j i=n+l i=l 1. 1. 

(Alternatively, use Proposition 5.9.) 
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To show that the basis {xn} is conditional, note that for arbitrary n,k E lN 

and an' ... ,an+k E JR, 

n+k 
II l 
i=n 

a.x.11 
]. ]. 

sup 
j=n, ••. ,n+k 

Thus }:==l aixi converges iff }::=l ai converges. Hence for a conditionally 

convergent series }:==l ai, }:==l aixi converges, but not unconditionally. 

We now want to prove a result that gives some geometric insight into 

what distinguishes conditional and unconditional bases (cf. Theorem 5.6). 

PROPOSITION 6.16. Let {xn} be a sequence of non-zero elements in a Banach 

space X such that [x] = X and let F be as in' Proposition 6.13. Then the fol-
n 

lowing are equivalent: 

(i) {xn} is an unconditional basis for X. 

(ii) For every permutation cr of JN {x0 (i)} is a basis for X. 

(iii) There exists a (unique) sequence {x*} c x* such that {x },{x*} is a 
n n n 

(complete) biorthogonal system and the associated net of projections 

{PF}FEF defined by 

(x E X) 

is uniformly bounded. 

(iv) There exists a constant C > 0 such that for every paif F, F' E F 

with F c F' and all a. E JR (i E F') we have 
]. 

II}: a.x.11 ~ell}: 
iEF l. l. iEF' 

a.x.11. 
]. ]. 

PROOF. (i) => (ii): Let {x} be an unconditional basis for X, {x*} its se-
n n 

quence of coefficient functionals, and let cr be a permutation of lN. Then, 

by the definition of unconditionality (see also Remark 6.14) 
,oo * } 

x = li=l <x,xcr(i)>xcr(i) for every x EX. Hence {xcr(i) is a basis for X. 

(ii)=> (i): The assumption (ii) implies in particular that {xn} is a basis 

for X. Let {x*} be the sequence of coefficient functionals. Since clearly 
n 

* {xcr(i)} is the sequence of coefficient functionals associated to the basis 

{xcr(i)} (for every permutation cr of JN), we have x = }:==l <x,x:(i)>xcr(i) 
,oo * 

for every x EX and every cr. Thus li=l <x,xi>xi converges unconditionally 

for every x EX, proving that {xn} is unconditional. 

(i) => (iii): Only the assertion that {PF}FEF is uniformly bounded needs 
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proof. Since by Proposition 6.13 (ii) for every x EX lim PF(x) exists, it 
FEF 

follows easily that {PF(x): FE F} is bounded for every x EX. Thus {P} F F FE 
is uniformly bounded by the Banach-Steinhaus theorem. 

(iii)=> (ii): Let a be any permutation of lN. Clearly the assumption implies 

* that {xo(i)},{x0 (i)} is a complete biorthogonal system. Also, since for all 

x EX l~ 1 <x,x*(')>x (') = PF(x) with F = {o(l), ... ,o(n)}, the sequence 
i= a i a i 

of projections associated with this system is uniformly bounded. Hence, by 

(iii)=> (i) of Theorem 5.6, {xo(i)} is a basis for X. 

We have now proved the equivalence of (i), (ii) and (iii). Since we 

know already that (iv) implies that {xn} is a basis (Theorem 5.6), it is 

clear that (iv) is nothing but a restatement·of (iii). D 

Observe that (iv) above is a purely geometric and intrinsic character­

ization of unconditional bases. It should be compared with (ii) in 

Theorem 5.6. 

Let {x} be an unconditional basis for X. Consider the bilinear map 
n 

00 

¢: t xx ➔ X defined by 

00 

¢({an},x) = l di<x,x:>xi 
i=l 

Note that the series on the right converges by Proposition 6.13 (v), so that 

¢ is well defined. For every fixed {a} E £00 the map 
n 

X I 
i=l 

00 

<x,x:>xi->- l 
i=l 

(XE X) 

is evidently closed and therefore bounded by the closed graph theorem. 

Similarly, for every fixed x EX the map 

{a}->­
n I 

i=l 

is closed, whence bounded. (The boundedness is also a direct consequence of 

(6.17).) Combining both these observations, it follows that the set of 

bounded operators 

X I 
i=l 

00 

<x,x:>xi->- l 
i=1 

(x EX), 

with {an} varying over Btoo' is pointwise bounded. Hence, by the Banach­

Steinhaus theorem, it is bounded in norm. This means that¢ is bounded, i.e. 



there exists a constant C < 00 such that 

00 

(6.21) L 
i=l 

' for all X E Bx and 

DEFINITION 6.17. Let {x} be an unconditional basis for X. The smallest 
n 
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number C satisfying (6.21) is called the unconditional norm (or uncondition-

al basis constant) of {xn} and is denoted by v{xn}" 

In a space with an unconditional basis {x} we can introduce a new 
n 

norm by 

II xii 1 

00 

:= sup{II l a.<x,x~>x.11: {a }·e: Bi"°}. 
i=l i i i n 

By (6.21), II 11 1 is equivalent to II II. Clearly vu 
{xn} 

II 11 1 , or equivalently, 

(6.22) l a.x.11 1 , 
i=l i i 

1, with respect to 

(i 1, 2, ... ) , 

and the series converge. Ir. particular llp II 
F 1 

1 for all Fe: F. 

We are now prepared for the second main result in this section, stating 

that a space with an unconditional basis is reflexive iff it does not con­

tain either c0 or i 1 isomorphically. We divide its proof in two parts. 

PROPOSITION 6.18. Let X be a Banach space with an unconditional basis {xn}. 

If X does not contain c0 isomorphically, then {xn} is boundedly complete. 

PROOF. Passing to an equivalent norm if necessary, we may suppose that 

v{xn} = 1. Let us assume for contradiction that {xn} is not boundedly com-
{ } { ,n }oo 

plete. Then there exists a sequence an cm such that li=l aixi n=l is 

bounded in norm by 1 and diverges. Hence there is an E > 0 and a subsequence 

h\J c JN such that 

I\+1 
(6.23) L 

i=I\+1 

(6.24) 

a.x.11 ;:: E 
i i 

(n 

(k 1, 2, ... ) . 

1,2, ... ), we have llykll;:: E (k= 1,2, ... ) 

1, 2, ... ) 
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{yk} is a block basic sequence with respect to {xn} and therefore a basis 

for Y := [yk]. We shall show that Y ~ c0 , contradicting the assumption. For 

this it is enough to prove the following inequalities: 

(6.25) sup I A . I 2 II xii 2 E sup I A . I 
iElN l. iElN l. 

(x 

Indeed, if (6.25) holds, the map Tx := {A.} (x = l~ 1 A.y. E Y) is the 
l. i= l. l. 

desired isomorphism from Y onto c0 . By (6.23) and (6.22) we have, for 

every k E lN, 

A.y.11 = II xii, 
l. l. 

proving the second part of (6.25). Also, by (6.22) and (6.24), we have for 

every n E lN 

so that 

n 
$ suplA.111 l yill $ 

i i=l 

II xii sup I A . I . 
iElN l. 

sup IA. I, 
iElN l. 

□ 

PROPOSITION 6.19. Let X be a Banach space with an unconditional basis {xn}. 

If X does not contain t 1 isomorphically, then {xn} is shrinking. 

PROOF. We may assume again that v{x} = 1. Let us suppose for contradiction 
n * * that {xn} is not shrinking. Then there exists by Lemma 6.5 an x EX satis-

fying lim 
TI-­

elements yk E 

II x * II = 1. Hence there exists 
n nk+l 
[xi]i=nk+l satisfying 

(6.26) and 

an increasing sequence { nk} c lN and 

(k = 1,2, ... ). 

Note that {yk}, as a block basic sequence with respect to the unconditional 

basis {xn}, is an unconditional basic sequence. This is most easily seen by 

checking that Proposition 6.16 (iv) holds for {yk} (cf. the proof of Lemma 

5.14). We claim that Y := [yk] is isomorphic to t 1 , contradicting the assump­

tion. For this it suffices to prove the existence of a constant M > 0 such 

that the following inequalities hold: 

(6.27) II xii $ l I a i I $ Mllxll 
i=l 

(x 
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Indeed, Tx = {a.} (x = l~ 1 a.y. E Y) is then an isomorphism from Y onto i 1 
l. i= l. l. 

The first inequality is trivial, since llykll = 1 (k 1,2, ..• ). To prove the 

second one, let a:' max(a1.,0), a~= max(-a.,O) (i 1,2, .•• ). Any x = 
l. l. l. 

~00 ~00 + ~00 -

= li=l aiyi can be written as x li=l aiyi - li=l aiyi. Let us observe that 

both series on the right converge and that 

(6.28) I 
i=1 

since 
u 

1. V = 
{xn} 

(6.29) II x*II II 

and 

(6.30) llx*II II 

a:'y.11 ::; llxll, 
l. l. 

Furthermore, 

00 

I a:'y. II ~ < 
i=1 

l. l. 

00 

I a-:-y.11 "' < 
i=1 l. l. 

I 
i=l 

0:-:-y . II ::; llxll , 
l. l. 

by (6.26), 

00 00 

I + * 
~ I aiyi,x > "' i=1 i=1 

00 00 

I * 1 I ·aiyi,x > "' i=1 i=1 

+ a. 
l. 

a .. 
l. 

Adding (6.29) and (6.30) and using (6.28), we obtain 

::; 4llx*llllxll. 

Thus (6.27) is proved and we are done. 0 

Combining the two preceding propositions we arrive at 

THEOREM 6.20. Let X be a Banach space with an unconditional basis. Then the 

following are equivalent: 

(i) Xis reflexive; 

(ii) X does not contain either c 0 or i 1 isomorphically; 
** (iii) X is separable. 

PROOF. (ii)=> (i): This is a consequence of the Propositions 6.18 and 6.19 

and Theorem 6.9. 

(i) => (iii): trivial. 

** (iii)=> (ii): Suppose that X is separable. Observe that if Y is a subspace 

of X then y** is embedded in x** in a canonical way (as YLL). Suppose Y c X 
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. 1 ** 00 
is isomorphic to c0 (respectively£). Then Y is isomorphic to£ (re-

m * spectively (£) ). Since both these spaces are non-separable, this contra-

dicts the separability of x** 0 

* * * 

In connection with Theorem 6.20 we wish to introduce the famous James 

space J. It is a counterexample to many conjectures, and in particular it 

shows that Theorem 6.20 is no longer valid when the assumption of uncondi­

tionality is dropped completely (it may be replaced by weaker assumptions): 
** 1 J is separable, so J contains neither c 0 nor£ isomorphically (by the 

proof of (iii)=> (ii) in Theorem 6.20), but J is not reflexive. Moreover, 

J has a shrinking basis, and dim J**/TIJ = 1. Although non-reflexive, J is 

** isometric to J Of course, this isometry cannot be the canonical map TIJ. 

All these facts we shall prove below. 

In a later section we shall be concerned with the question of what con­
** sequences can be deduced from the assumption X separable for a general 

* Banach space X. It will turn out that it implies that both X and X are 

"somewhat reflexive", meaning that each closed infinite-dimensional sub­

* space of X (and of X) contains an infinite-dimensional reflexive subspace. 

The James space J 

By J we denote the linear space of all sequences {an} c JR satisfying 

(6.31) lim a 
n-+oo n 

0 

and 

(6.32) 

where the supremum is taken over all n E JN and all finite increasing se-

quences k 1 < k 2 < ••• < kn+l in JN. The norm ll{a }II of {a} E J is defined 
n n 

to be this supremum. It is easy to check the norm properties. We only show 

here how the triangle inequality follows from the one in i 2 . If x ={a} 
n 

and y = {S} are in J, and E > 0 is arbitrary, then there exists a finite 
n 

increasing sequence k 1 < k 2 < ••• < kn+l in JN such that 



81 

s llxll + llyll + £. 

Thus llx+yll S llxll + llyll, since£> 0 was arbitrary. 

The completeness of J can be proved directly in the usual way. There 

is no need to check it here, since it will follow later from the fact 

(proved below) that J is a closed subspace of_J** Thus J is a Banach space. 

We now derive several properties of J. 

PROPERTY I. The sequence {e }, where e 
n n 

monotone·basis for J (i.e. v{e} = 1). 
n 

( 0, ••. , 0, 1, 0, ••. ) ( n e: JN) is a 
~ 

PROOF. In the first place we have for all n,m e: :N and all a 1, .•• ,an+m e: IR, 

n 

I 
i=l 

a.e.11 
J. J. 

ll(q 1, ..• ,an,o, .•• )II s ll(a1 , •.. ,a , .•. ,a ,o,o ... )11 n n+m 

n+m 
II I 
i=l 

a. e.11, 
J. J. 

as one easily verifies. Hence {e} is a monotone basic sequence and it remains 
n 

to be shown that [e] = J. Let x ={a} e: J be arbitrary. We claim that 
n n 

x = lim 1~ 1 a.e .• Suppose not. Then, for some£> 0 there are arbitrarily n->oo li= ii 

large n e: JN with the property that llx - l~ 1 a.e.11 = II (0, ..• ,0,a +l'a +2 , 
i= J. i n n 

••• ) Ii > £. Hence there exist infinitely 

k (j) < k(j) k(j) (" 1 2 ) 
1 2 < • • • < n. +1 J = ' '· · • 

all j e: JN, with the ptoperty that 

many finite increasing sequences 

in JN such that k(j) < k(j+l) for 
n.+1 1 

2 
> £ (j 

J 

1,2, ..• ). 

Combining this with the fact that A¾m an= O, we obtain 

n. 

I 
j=l 

J 2 
l ( a ( . ) -a ( . ) ) 

i=l k J k J 
i i+l 

contradicting ll{a }II < oo D 
n 
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PROPERTY II. The basis {en} is shrinking. 

PROOF. We use Lemma 6.5 and show that lim llx*II = O, for every x* E J*. 
,\- *n->oo n 

Suppose this is false for some x E J. Then for some€> 0 there exists a 
,mn 

block basic sequence {yn} with respect to {en}, of the form Yn = li=mn-i+l 

Siei (n 1,2, ... ) with O m0 < m1 < ..• < mn < ... , such that 

(6.33) lly II 
n 

(n 1, 2, ... ) 

and 

(6. 34) (n 1, 2, ... ). 

We consider the series ' 00 1 y and show that it.converges. This will ln=l n n ,oo 1 * 
finish the proof, since (6.34) then yields the contradiction <ln=l nyn,x >?: 

'
00 l b th h k ' h f ' 00 l ' ' ?: ln=l n € = 00 • 0 serve at c ec ing t e convergence o ln=l n yn is equiv-

alent tq showing that {a.} E J, where 
i 

(6. 35) a. := .! S, 
i n i 

whenever (n=l,2, ..• ). 

Clearly lim a. 0, 
i-- i 

since it easily follows from (6. 33) that 

(6.36) /Sil $ 
1 

(i 1, 2, ... ) . 
v'2 

Hence the problem is to show that 

(6. 37) 

Let us consider an arbitrary sum of the form l~ 1 (ak,-ak, 1) 2 , 
2 i= i i+ 

(aki-aki+l) we have that either there exists k 1 < ... < kn+l" For each term 

an JI, E lN such that m,11,_ 1+1 S ki 

of the second type add up to at 

< ki+l S m,11, or no such JI, exists. The terms 
1 , 00 1 1 2 

most 2LJl,=l (I+ Jl,+l) < 00 , in view of (6.36), ,oo 1 
and those of the first type to at most l,11,=l IT< 00 , since for mJl,_ 1+1 s kp < 

< k < 
p+l < kq < kq+l S m,11, we have, by (6.33), 

q 

....!_ z: 
Jl,2 i=p 

Since also {an} is bounded, it is now clear that the sup in (6.37) is finite 

and we are done. D 



PROPERTY III. dim J**/TIJ = 1. 

This will follow from the preceding two properties and the following 

PROPOSITION 6.21. Let X be a Banach space with a monotone shrinking basis 

{e }, and let {e*} be the sequence of coefficient functionals. Let A be the n n 
linear space of all sequences {an} c lR satisfying sup II}:~ 1 a .e. II < 00 , 

ne:IN ·i= i i 
equipped with the norm II {a } II : = sup 11 }:~ _1 a, e. II • Then the linear map 

** n ne:JN i- ii 
$: X ➔ A defined by 

** $(x ) * ** co {<e.,x >}. 1 l. i= 

is an isometry onto A. 

PROOF. Since {e} is shrinking, {e*} is a basis for x*, so its sequence of 
n n 

coefficient functionals {ne} is a w*-schauder basis for x**, by Proposition 
. n 

6.7. If {P} denotes the sequence of projections associated to the basis 
n 

{en}, we have 

** * ** ** * 
n 

* ** ** I ** (6.38) X w -lim p X w -lim <ei,x >ne. (x € X ) • 
n➔oo ff n➔oo i=l 

i 

By the monotonicity of {en}, llp II = II p**11 1 (n 1,2, •.. ), so n n 

n n+l 
(6. 39) I <e~,x**>ne.11:,; II}: <e~,x**>ne.11:,; llx**II ** ** (x e: X , n e: IN) • 

i=l i i i=l i i 

* Combining (6.38) and (6.39) with thew -lower semi-continuity of the (dual) 
** norm on X , we obtain 

n n 
II x**11 lim 

n➔oo 
I <e~ ,x**>e. ll sup 

ne:IN 
}: <e ~, x ** >e . II ** . ** 

(X € X ) • 

i=l 
i i i=l i i 

This proves that$ is isometric. To show surjectivity, let {a} e: . n 
,n 00 ** ** . * , . . ,n 

{li=l ctiei}n=l bounded. If x e: X is aw -limit point of {l·-l 

follows, since <e*,}:~ 1a.Tie.> = 
m i= i i 

all i e: JN, showing that $ (x**i 

* *t­
an whenever n ~ m, that <ei,x > = 
= {an}. This completes the proof. 

A, i.e. 

CliTiei}, it 

ai for 

□ 

We now apply this result to J with the monotone shrinking basis {e} 
n 

defined above.$ is clearly the identity on J. In addition, we get that 

$J** is the space of sequences {a } c lR with norm 
n 
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II {a }II 
n 

(6.40) 

m 

limll L 
m-- i=l 

a.e.11 
J. J. 

m 

sup II L 
mElN i=l 

a.e.!I 
J. J. 

where the inner sup is taken over all n E lN and all k 1 < k2 < •.• < kn+l' 

with the understanding that ak_is read as O whenever kJ. > m. J = ¢J consists 
"J 

of all null sequences {a} for which (6.40) holds. Observe next that 
n ** 

ll{an}II < 00 implies that A.¼!ll an exists, so that cj>J consists of convergent 

sequences. Finally 

II\'~ 1 e .II = 12. for 
li= i 

** combined yield J 

** we have by (6.40) that (1,1,1, .•. ) E ¢J , since 
** -1 all n E :N. Set x0 = ¢ ((1,1,1, ... )). All these facts 

** . 
= TTJ@ [xo ], completing the proof of Property III. D 

REMARK6.22. Observe that for elements {a} E ¢J** the expressions (6.32) and 
n 

(6.40) d~ not coincide: For the sequence (1,1, ... ) = ¢(x;*i E ¢J** (6.32) 
r;::- ** gives O, while (6.40) yields vL = llx0 II. Of course (6.32) and (6.40) are 

equal on J, since J consists of null sequences. 

** Property III says that TTJ is a hyperplane in the Banach space J It 
** r;::-cannot be dense since it follows easily from (6.40) that d(x0 ,TTJ) = v2. 

** Hence TTJ is closed in J and therefore complete. 

** PROPERTY IV. J is linearly isometric to J. 

PROOF. From now on, for every sequence {an} c lR II {a }II will denote the 
n 

expression in (6.40), whether finite of infinite. As we have seen, we may 
** identify J and J with, respectively, the null sequences and the convergent 

sequences {an} satisfying II {an}II < 00 • Now consider the linear map T from 

real sequences to real sequences defined by 

T((a 1,a 2 , ... ,an,···)) = (a2-a 1 ,a3-a 1 , ••. ,an-a 1 , ... ). 

Evidently Tis a bijection from the null sequences onto the convergent se­

quences. In view of the above identification it will therefore be clear 

that T establishes a linear isometry from J onto J**, once we have proved 

that IIT({a })II 
n 

= ll{a }II for all null sequences {a}. Observe that for null 
n n 

sequences {a} the 
n 

Now given any null 

\'n (ak -ak )2 
li=l i i+l 

expressions for ll{a }II in (6.32) and (6.40) are equal. 
n 

sequence {a}, consider any sum of the form 
n2 

+ (ak -ak) . If k 1 > 1, we can write it as 
n+l 1 



showing that it is s IT({an})D. if k 1 = 1, we have 

+ (ak -a1)2 
n+1 
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I [(ak -a1) - (a -a )1 2 + [(a -a )- o] 2 + [o- (ak -a~)] 2 s 
i=2 i ki+1 1 kn+1 1 2 

where the last inequality follows from (6.40). Hence, both cases combined 

yield ll{a }II s IIT({a })II. For the proof of the reverse inequality, consider 
n n 

a sum of the form 

with 2 s k 1 < ••• < kn+l' and where for some m E lN (aki-a1) is to be read 

as O whenever kj > m. If kn+l s m, this sum equals 

n 2 2 2 l (ak -ak ) + (ak -ak ) s II {a }II • 
i=1 i i+1 n+1 1 n 

If for some i O E {1, ... ,n} we have kiO s m < kio+l' then the sum equals 

i -1 
O 2 2 2 2 

}: (ak -ak ) + (ak -a1) + (ak1-a1) s ll{an}0 • 
i=1 i i+1 i O 

This proves that DT({a })Us ll{a }II, and hence IIT({a })II= D{a }II. D n n n n 

J is often equipped with other equivalent norms, such as 

{ n 2 2 }~ 
U {a }11 1 := sup }: (ak -ak ) + ak , 

n i=1 2i-1 2i 2n+1 

where the sup is taken over all n E lN and k 1 < k2 < ••• < k 2n+l in lN, or 
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where the sup is taken over all n E lN and k 1 < k 2 < ••• < kn+l in lN. To 

show that II 11 1 and II II are equivalent, let us consider any sum of the form 

2~ l(ak·-ak· 1)2 + (ak 1-ak1)2. If (ak 1-ak1)2 $ 2~ 1 (ak -ak )2, then i= i i+ n+ n+ i= i i+l 

n 
2 I 

i=l 
i even i odd 

If not, then 

Hence, combining both cases we obtain 

(6.41) (fo}EJ). 
n 

Now consider any sum of the form ,n (a a ) 2 + a 2 Let E > 0 be 
li=l k2i-1- k2i k2n+l 0 

arbitrary. Since fi.¼Il; an= 0, we have for a sufficiently large choice of 

k2n+2 E lN, 

n 2 2 2 (a -a ) + ak 
i=l k2i-1 k2i 2n+l 

$ll{a}ll 2 +E. 
n 

E > 0 being arbitrary, this proves that 

(6.42) ll{a }II $ ll{a }II 
n 1 n 

({a } E J) • 
n 

(6.41) and (6.42) show the equivalence of II II and II 11 1 . The equivalence of 

II II and II 11 2 is even easier and we leave its proof to the reader. One obtains 

_1 
2 2 llfo }II$ ll{a }11 2 $ llfo }II ({a} E J). 

n n n n 

PROPERTY V. J is the closure of the sum of two closed subspaces J 1 and J 2 

with J 1 n J 2 = {0}, each of which is isomorphic to t 2 . 
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PROOF. It is convenient here to use the equivalent norm II 11 2 • Take 

J 1 := [e2n]:=l and J 2 := [e2n_ 1J:=l· Clearly J 1 n J 2 = {O} and J 1+J2 = J, 

since {en} is a basis for J. To show that J 1 ~ i 2 , let {an}€ J 1 be arbitrary, 

"i.e. a2n-1 = 0 for all n € lN. Then 

n 2 n , 2 2 
(6.43) I a2i I (a2i-1-a2i) ~ ti fon}D 2 (n 1,2, ••• ). 

i=l i=l 

On the other hand, for every n E lN and k 1 < k 2 < ••• < kn+l in JN we have, 

since (a-S) 2 ~ 2(a2+a2) for all a,S E IR, 

(6.44) 

Combining (6.43) and (6.44) we get 

so 

The proof that J 2 ~ i 2 is similar. D 

In section 9 we shall prove the following related, but much stronger 

result: Every closed infinite-dimensional subspace of J con~ains an infinite 

dimensional subspace isomorphic to i 2 

REMARK 6.23. It follows from Proposition 5.9 that the sequence {xn} with 

xn := I~=l ei (n = 1,2, •.. ) is also a basis for J. Let x = r:=1 aiei 

= l;=l Sjxj be an arbitrary element of J. Then 

(6. 45) 

and therefore 

I 
j=l 

a. <x. ,e ~> 
J J l. 

n ki+l-1 

(6.46) llxll 2 = sup{_I ( , l 
i=l J=ki 

(i = 1,2, •.• ), 

where the sup is taken over all n € lN and k 1 < k2 < ••• < kn+l in lN. Thus 

the space J can be alternatively defined as the space of all sequences 

{Sn} c IR for which 



88 

(6.47) 

is finite, taking this expression as the norm of {8 }. (Note that the 
n 

finiteness of (6.47) implies that lim-2~. 8. = 0, so, by (6.45), 
i,_ J=l J 

lim a.= 0.) Furthermore, it is obvious from the definitions involved, that 
i,_ l 

{xn} is a boundedly complete basis for J. Thus J has a boundedly complete 

basis {x} and a shrinking basis {e} without being reflexive. 
n n 

~- Theorem 6.9 is due to R.C. JAMES ([47]) and Theorem 6.11 to M. ZIPPIN 

([106]). A. PELCZYNSKI first proved that every non-reflexive space has a 

(non-reflexive) subspace with a non-shrinking basis in [80], where also 

Theorem 6.12 appears. [95] contains further characterizations of reflexivity 

in terms of basic sequences. Apart from the preliminary material on uncondi­

tional bases all the rest of this section, in particular the main Theorem 

6.20, is due to R.C. JAMES ([47],[48]). Other authors have subsequently 

generalized Theorem 6.20. C. BESSAGA & A. PELCZYNSKI ([8]) have shown that 

it suffices to assume that-x can be isomorphically embedded in a space with 

an unconditional basis. More recently, L. TZAFRIRI ([103]) has proved that 

Theorem 6.20 holds for any closed subspace X of a a-Dedekind complete Banach 

lattice with a-order continuous norm. This result actually includes the pre­

vious one of C. Bessaga and A. Pelczynski. For details and 'the definitions 

involved we refer to [102], [103] and [75]. A related paper is [60], where 

a finite-dimensional version of Theorem 6.20 is proved for spaces having 

"local unconditional structure". 



7. QUASI-REFLEXIVITY 

In Section 6 we have seen an example of a Banach space X with the 
** property that dim X /TIX= 1. It follows that for every n E lN there exists 

a Banach space X with dim x**;nx = n. E.g. x· = Jn has this property. 

DEFINITION 7.1. A Banach space X with dim x**;nx = n < 00 is called quasi­

reflexive (of order n). 

In this section we study quasi-reflexive spaces in general and charac­

terize them in two ways: first by compactness of the unit ball in a suit-

* able "weak" topology, and secondly by the non-existence of w -dense sub-

spaces V of the dual space with characteristic r(V) = O. Before giving 

these results we must prove some theorems characterizing spaces isomorphic 

(respectively, isometric) to dual or bidual spaces. At this point the reader 

* should recall the definition of the characteristic r(V) of,a subspace vex, 

and the various expressions for it derived in section 4, since these will be 

used repeatedly below. 

Let X be a Banach space and V c x* a linear subspace. ·Following 

J. DIXMIER ([29]), we call V minimal if Vis closed and w*-dense, and there 

exists no proper subspace W c V with both these properties. The following 

proposition describes minimal subspaces V c x* in a different way. 

PROPOSITION 7.2. Let X be a Banach space and V c x* a closed w*-dense sub­

space. Then Vis minimal iff x** Xe vi. 

PROOF. Observe first that the w*-density of Vis equivalent to Vin X = {O}. 

Suppose that x** X $Viand assume for contradiction that W ~ V, W closed 

and w*-dense. Then there exists an x** E w1-\~. Writing x** = x+y**, x EX 

** y lw = o, so and y** €~,we then have x # 0. On the other hand x**Jw = 

xlw = 0, contradicting the w*-density of w. 

Conversely, let V c x* be minimal and let x** € x**\~ be arbitrary. 
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** * w := v n ker x is a closed hyperplane in V, and therefore cannot be w -

dense in x*, by the minimality of V. Hence there exists an x EX, x # 0, 
** * ** 

0. Now xlw = x lw = 0 and xiv# 0 (since Vis w -dense), so x Iv 

for some A E lR. But this means that AX - x** E VL, and therefore 

AX+ y**, with y** E ~. This proves that x** = X EB VL, since x** Ex** 

was arbitrary. 0 

* COROLLARY 7.3. Let X be a Banach space and V c X a minimal subspace. Then 

r(V) > 0. 

** PROOF. By the previous proposition X X EB VL, so by the closed graph 

theorem the projection P from x** onto X with kernel VL is bounded. The 

conclusion now follows from Lemma 4.5. 0 

* A description of minimal subspaces V c X in terms of compactness 

is given in 

* * PROPOSITION 7.4. Let X be a Banach space and V c X a closed w -dense sub-

space. Then Vis minimal iff BX is relatively cr(X,V)-compact. In this case 

Bcr(X,V) is bounded. 
X 

PROOF. The last assertion follows from Corollary 7.3 and Lemma 4.4. 

Let us assume first that Vis minimal. Then x** = X EB VL, by Proposi­

tion 7.2, so X ~ x**;vL, while x**;vL; v* Thus Xis isom~rphic to v* by 

the map T defined by Tx = (TTx) Iv 1x EX). Tis clearly also an isomorphism 

for the topologies cr(X,V) and cr(V ,VJ. By Alaoglu's theorem the image TBX 

is relatively cr(v*,v)-compact, so BX is relatively cr(X,V)-c·ompact. 

Conversely, let BX be relatively cr(X,V)-compact. Suppose that W c V 

* * is a closed w -dense subspace of X. We show that W = V. BX being relativ-

ely cr(X,V)-compact, it follows that cr(X,V) and cr(X,W).coincide on BX (cf. 

the observation made at the beginning of the proof of Proposition 0.15). 

Let x* EV be arbitrary. Then x* is continuous on BX for the topology 

* * cr(X,W), i.e. given£> 0 there exist x1 , ..• ,xn E W such that 

sup /<x,x~>/ $ 1, 
i=1, ... ,n l 

* II xii $ 1 => I <x, x > I $ £ • 

n * * * * In particular, putting N := iQl ker xi, we have llx !NII $£.Let y EX be 
. * . * * * a Hahn-Banach extension of x IN' i.e. y IN = x IN and II y II $ £. Since 

* * n * * * * ker(x -y) J N = 1.Q_1 ker x 1., we have x -y E [x~]~ c W. Hence dist(x ,W) $ 
l 1=1 

$ lly*'II $ £. £ > 0 and x* E V being arbitrary, this proves that V = W. D 
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* * COROLLARY 7.5. Let X be a Banach space and V c X a closed w -dense subspace. 

Then the following are equivalent: 

(i) V minimal and r(V) = 1; 

(ii) BX is cr(X,V)-compact. 

PROOF. Proposition 7.4 and Lemma 4.4. D 

We are now going to charact~rize Banach spaces which are isometric to 

dual spaces. 

THEOREM 7.6. Let X be a Banach space. Then the following are equivalent: 

(i) Xis isometric to a dual space. 

(ii) x* contains a minimal subspace V with ~(V) ·= 1. 

(iii) There exists a projection P from x** onto X with I/pl[ 1 and 

* ker P w -closed. 

* * (iv) X contains a closed w -dense subspace V such that BX is 

cr(X,V)-compact. 

!'ROOF. (i) ~ (iv): Suppose X * * - Y. Then V := Y is a closed w -dense sub-
** * space of Y , and By* is cr(Y ,Y)-compact by Alaoglu's theorem. 

(iv) - (ii): Corollary 7.5. 

(ii)~ (i): Let V c x* be minimal with r(V) = 1. Then by Proposition 7.2 

x** x al v.L. Also Lemma 4.5 implies that llxll s llx+x**II for all x Ex and 

x** E V.L, since r(V) = 1. It follows now that X = x**;~, and since general­

ly x**;v.L = v*, we obtain that xis isometric to the dual space v*. 

* * (i) ~ (iii): Let X = Y. Then, as is easily checked, (TTY) is a projection 
*** * * from Y onto its subspace Y, obviously with norm 1 and with w -closed 

kernel. 

(iii)~ (ii): Let us put V := (ker P)T, where Pis a projection from x** 

onto X as postulated in (iii). Then V.L = ker P, since ker Pis w*-closed 

and therefore we have x** X al V.L. Proposition 7.2 now yields that Vis 

minimal and furthermore, by Lemma 4. 5, r (V) = 1 since II pl/ = 1. D 

Before giving an isomorphic version of the above theorem let us observe 

the following. If V c x* is a closed subspace with r(V) > 0, then there 

exists an equivalent norm on X for which r(V) = 1. Indeed, we know from 

Lemma 4.4 that B~(X,V) is bounded, and obviously closed and absolutely 

convex. Hence the gauge of this set defines an equivalent norm II 11 1 on X. 
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Clearly for this new norm the unit ball is cr(X,V)-closed and therefore, 

by Lemma 4.4, r(V) = 1. Hence, from an isomorphic point of view r(V) has 

only two distinguishable values, namely O and 1. Taking this into account, 

the following result is clear. 

THEOREM 7.7. Let X be a Banach space. Then the following are equivalent: 

(i) Xis isomorphic to a dual space; 

(ii) * X contains a minimal subspace V; 
** (iii) there exists a bounded projection P from X onto X with 

* ker P w -closed; 

* * (iv) X contains a closed w -dense subspace V such that BX is 

relatively cr(X,V)-compact. 

The next result is proved along the same lines and characterizes 

bidual spaces. 

THEOREM 7.8. Let X be a Banach space. Then the following are equivalent: 

(i) Xis isometric to a bidual space; 

* * * (ii) X = W ED V, where V is a closed w -dense subspace of X such that BX 

* * is cr(X,V)-compact, W'a w -closed subspace of X, and the projection P 

* from X onto V with kernel W has norm 1. 

PROOF. (i) * (ii): Let X ** - y *** Then Y * y ED ker P, where Pis the 

norm one projection from y*** onto y* with w*-closed kernel introduced 

* in the proof of (i) * (iii) of Theorem 7.6. Clearly V := Y and W := ker P 

satisfy the properties of (ii). 

(ii)* (i): Let v, Wand P be as in (ii). We claim that Xis isometric to 

(WT)**. Indeed, since Wis w*-closed and llpll = 1, we have (WT)*=x*;cwT).L= 

x*;w = V. Moreover, by Corollary 7.5 and the proof of (ii)* (i) in Theorem 

7.6, v* - X. Hence X = (WT)**. D 

An isomorphic version is 

THEOREM 7.9. Let X be a Banach space. Then the following are equivalent: 

(i) X is isomorphic to a bidual space; 

* * * (ii) X WED V, where V is a closed w -dense subspace of X such that 

* * 
BX is relatively cr(X,V)-compact and Wis aw -closed subspace of X 

PROOF. (i) * (ii): Clear from the previous theorem. 



(ii)=> (i): Argue as in (ii)=> (i) above, replacing isometries by isomor­

phisms. (Note that Pis bounded by the closed graph theorem.) D 

93 

COROLLARY 7.10. Let X be a Banach space. Then the following are equivalent: 

(i) ** X ~ X and X not reflexive; 
* * * (ii) X contains a closed w -dense subspace Vi X such that BX is relativ-

ely a(X,V)-,compact and V ~ x* 

PROOF. Obvious from Theorem 7.7. D 

The next result characterizing quasi-reflexive spaces is now almost 

self-evident. 

THEOREM 7.11. Let X be a Banach space. Then the following are equivalent: 

(i) Xis quasi-reflexive of order n; 

(ii) X * Wm V, with Wand Vas in Theorem 7.9 (ii), and dim W n. 

PROOF. Assuming (i), x** = X m N, dim N = n. Let V :=NT.Then vl 

(NT)l = N, so x** = X m vi. Hence Vis minimal, by Proposition 7.2. Thus 

* by Proposition 7.4 BX is relatively cr(X,V)-compact. Evidently dim X /V = n, 

* so any complement W of Vin X will satisfy the requirements. 

For the converse, let us suppose that (ii) holds. Then, using Proposi­

tions 7.4 and 7.2, we see that x** = X m vi_ Since clearly dim vl = dim w = 

n, we have (i). D 

It will be convenient from now on to sometimes use the following nota­

tion for any Banach space X: H(X) := x**/TIX. 

The known fact that Xis reflexive iff x* is reflexive (Proposition 

0.13) is generalized in the following 

PROPOSITION 7.12. Let X be a Banach space. Then Xis quasi-reflexive of 

* order n iff X is quasi-reflexive of order n. 

PROOF. We have already seen repeatedly that P := TI *(TI i* projects x*** 
--- X X 

* . l *** * l onto TIX*X. Since ker P = (TIXX) , we therefore have X = Tix*X m (TIXX) . 
* l l * * * Thus H(X) ~ (TIXX) . On the other hand (TIXX) = H(X) , so H(X) ~ H(X) . 

The proposition is now obvious. D 

It follows that all higher conjugates of X are quasi-reflexive of 

order n if Xis. Also, combining Theorems 7.11 and 7.7 we obtain 
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PROPOSITION 7.13. Let X be quasi-reflexive of order n. Then for every 

j E JN there exists a Banach space X., quasi-reflexive of order n, such 
J 

that the j-th conjugate of X. is isomorphic to X. 
J 

* PROOF. From Theorems 7.7 and 7.11 we obtain that X ~ x 1, for some x 1 • By 

the previous proposition x1 is quasi-reflexive of order n. Repreating the 

* argument, x1 
** 

~ x 2 for some x2 , again quasi-reflexive of order n. Thus 

x ~ x2 . Etc. □ 

REMARK 7.14. The reader should observe that Theorem 3.5 in [16] is incor-

rect: A quasi-reflexive space of order n ~ 1 is not always isometric to a 

conjugate space (see Corollary 4.9). 

The next result shows that subspaces and quotients of quasi-reflexive 

spaces areagain quasi-reflexive and that the order of quasi-reflexivity 

behaves additively. 

THEOREM 7.15. Let X be a Banach space and Y c X a closed subspace. Then 

TTX + YLL is closed in x**. Furthermore 

(7 .1) 

and 

(7.2) 

where TT 

(7. 3) 

LL 
H(Y) ~ (TTX+ Y )/TTX 

** LL H(X/Y) ~ X j(TTX+ Y ) , 

TTX. Hence 

dim H(X) = dim H(Y) + dim H(X/Y), 

and therefore Xis quasi-reflexive iff both Y and X/Y are. 

PROOF. Let us first observe that the second adjoint of the identity embed-
** LL ** ding i: Y +Xis an isometry from Y onto the subspace Y of X There-

fore we may and shall identify y** with the subspace YLL c x** Since i** 

extends i (see Section O Property III p.12), we have i**TTY TTL In partic­

ular i**TTYY = TTiY. Hence, suppressing the identity map i in the notation 

from now on, we may identify y**/TT (Y) - H(Y) with YLL/TTY. Secondly, let 
LL y -

us note that Y n TTX TTY, by the Hahn-Banach theorem. 

** Now let Q: X + X/Y be the quotient map and TT 1 : X/Y + (X/Y) the 

** canonical embedding. Again we have, since Q extends Q, that 

(7.4) 



** It follows from (7.4) that Q uX 
YLL 1 

(7.5) 

Consequently ux + YLL is closed in x** 

** u 1 (X/Y). Thus, since ker Q = 

95 

For the proof of (7.1) we consider the quotient map x** + x**/uX, 

restrict it to YLL and replace x**;ux by its range. Let us call the result­

ing map A. Thus 

A ll 
YLL--+ (uX+Y )/ux. 

Since ker A= YLL n ux = uY, A defines an isomorphism of YLL/uY onto 

Identifying YLL/uY with H(Y) we obtain (7.1). 
LL 

(uX+Y )/uX. 

** For the proof of (7.2), let Q1: (X/Y) + H(X/Y) be the quotient map 
** ** ** and consider Q1Q : X + H(X/Y). Since both Q1 and Q are surjective, so 

** · ** **-1 LL is Q1Q 

Q Q** 
1 

(7.3) 

. Furthermore, ker Q1Q = Q u1 (X/Y) = uX + Y , by (7.5). Hence 

defines an isomorphism of x**;<ux+yLL) onto H(X/Y), proving (7.2). 

follows directly from (7.1) and (7.2). D 

We finally note the following obvious consequence of Theorem 7.15. 

COROLLARY 7.16. Let X be a Banach space and Y c X a closed subspace. Then 

Y is reflexive iff YLL c ux and X/Y is reflexive iff ux + YLL = x** If 

X/Y is reflexive then H(Y) ~ H(X) and if Y is reflexive then H(X/Y) ~ H(X). 

* * * 

We now start working towards the final goal in this section, which is 

* to prove that Xis quasi-reflexive iff there exists no closed w -dense sub-

space V c x* with r(V) = 0. One half of this equivalence is trivial now. 

* * Indeed, let X be quasi-reflexive and V c X closed and w -dense. Then 

~ n X = {O} and so by quasi-reflexivity dim VL < 00 • It follows now that 

the projection P from X $~onto X with kernel VL is bounded, and there­

fore r(V) > 0 by Lemma '4.5. The converse is a little more involved. We 

begin with a criterion for the existence of subspaces V c x* with r(Vl = 0. 

Subsequent results will show that the conditions imposed can be fulfilled 

in any non-quasi-reflexive space. 
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PROPOSITION 7.17. Let X be a Banach space and let Y and Z be infinite­
** dimensional closed subspaces of X and X , respectively, such that 

Zn (Y**+x) = {0} (Y** and X are identified with the subspaces Y~~ and TTX 
** * * of X , respectively). Then X contains a closed w -dense subspace V with 

r(V) = 0. 

PROOF. We may assume without loss of generality that Y is 

{y*} be a sequence in y* such that lly*II = 1 (n = 1,2, .•. ) 
n * n * 

dense in Y. (E.g. take {yn} dense in SY and define yn so 

separable. Let 

and [y*] is w*­
n* 

that lly II = 
n 

* = <yn,yn> = 1 (n = 1,2, ... ).) Now let {zn} be a basic sequence in Z with 

llznll = 1 (n = 1,2, .•. ) (Proposition 5.13). We now choose E:n > 0 (n=l,2, ..• ) 

so that L:=l E:n ~½and define a linear map T: y** + Z by 

** Ty 

Then IITII ~½and it is easily seen that TIY is injective, since [y~] is 
* * w -dense in Y and {zn} is a basic sequence. We define W to be the subspace 

W := {y**+Ty**, y** E y**} of x** and claim that Bw is w*-closed in x** 

Indeed, let {y**+Ty**} 
ct ct 

** * 

** be a net in BW that converges to some x 
** * 

** E X for 

a(X ,X ) • Since BW is clearly cr(X ,x )-closed in W, it suffices to show 
** that x E W. Note first that {y**} is bounded since IITII ~½implies, for 

ct 
all ct, 

II **11 - II Ty**n ;:;: 
y ct ct 

** * By the cr(Y ,Y )-compactness of By** and the 
** ** * on Y with cr(Y ,Y ), there exists a subnet 

** ** ** * to some y E Y for cr(X ,X). It follows 

fact that cr(x**,x*) coincides 

{y*:} of {y**} that converges 
ct ct 

now immediately from the defini-

{ **} tion of T and the boundedness of ya' ** ** that {Tyct,} converges to Ty in 

** norm. Hence x = y ** ** +Ty E Wand our claim has been proved. The Krein-

Smulian theorem (Proposition 0.28) now implies that Wis cr(x**,x*) closed. 

We show finally that V := wTc x* is w*-dense and r(V) = 0. 

For the first assertion, since V~ = W by the w*-closedness of W, it 

suffices to show that W n X = {O}. Suppose that y**+Ty** =: x EX for some 

y** E y**. Then Ty**= -y**+x E Zn (y**+x), so Ty**=-y**+x = 0 by assump-

** ** tion. Hence y EX n Y = Y (see the proof of Theorem 7.15 for this last 

** equality). But now, since TIY is injective and Ty = 0, it follows that 
** ** ** y = 0. Hence x = y +Ty 0 and W n X {0} is proved. 

Finally, to see that r(V) = 0, let£> 0 be arbitrary and choose 
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n * y € Y so that II yll = 1 and II Tyll :5 e:. (Take y E iQl ker y i for sufficiently 

large n.) Then for every x* EV we have <x*,y+Ty> O, so l<y,x*>I = 
* * * * = l<x ,Ty>I :5 e:llx D. Thus sup{ l<y,x >I: x € BV} :5 e:. Lemma 4.3 now says that 

r(V) :5 e:. Hence r(V) = 0, since e: > 0 was arbitrary. D 

For the proof of the announced theorem we need two auxiliary results. 

PROPOSITION 7.18. Let X be a non-reflexive Banach space. Then there exists 

an infinite-dimensional closed subspace Y c X such that X/Y is not reflexive. 

PROOF. By Theorem 6.12 there exists in X a basic sequence {xn} which fails 

to be boundedly complete. Thus for some sequence {a } c lR we have that 
n 

{}:~=l aixi}:=l is bounded but divergent. It follows that there exist a 

o > 0 and a sequence O = m0 < m1 ; • • • < mn < • . • in lN such that for the 

block basic sequence {y }, y = }:.n +l a.x. (n = 1,2, ..• ) we have 
,n 00 n n i=mn-1 ii 

{li=l yi}n=l bounded and llynll 2!: o (n = 1,2, ••• ). Now put Y := [y2n_ 1J and 

let Q: X ➔ X/Y be the quotient map. We claim that {Qy2n} is a basic sequen­

ce in X/Y and that 

0 
IIQy2n11 2!: 2v{y }­

n 

(n 1, 2, •.• ) , 

while {}:~=l Qy2i}:=l is bounded. Once this has been proved, we are done, 

since a basic sequence with these properties fails to be boundedly com-

plete, and therefore X/Y is not reflexive, by Theorem 6.12. 

We first show that {Qy2n} is basic. For this let R.,k E lN and 

61, •.. ,B.e,+k € IR be given arbitrarily. We prove that 11 }:~=l 6iQy2ill :5 
,R.+k ,oo 

:5 "{y }Ill· 1 6.Qy2ill. Indeed, let e: > 0 be arbitrary and let z= l· l A.y2 . l n i= i i= i i-
e: Y be such that 

R.+k R.+k 
II }: BiQy2ill > II }: Biy2i + zll - e:. 
i=l i=l 

Then 

R, R, R, R.+k 
I BiQy2ill $ }: 6iY2i + }: A ·Y2· 111 $ "{ }II l Biy2i + zll 

i=l i=l i=1 1 i- Yn i=1 

( R.+k 
+ e:). $ "{ } II l 6.Qy2.II 

yn i=l 1 1 

Hence 
R, R.+k 
}: BiQy2i 11 $ \) { }II l BiQy2ill' 

i=l yn i=l 
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since c > 0 was arbitrary. 

* Secondly, denoting by {yn} the sequence of coefficient functionals of 

the basis {yn} for [yn], we have for every z E [y2n_ 1J and every n E JN, 

* <y2n'y2n> 1, 

so, by Proposition 5.2, 

Thus 

(n 

(n 1, 2, ... ) . 

Finally, {J,:=l Qy2i} is bounded, since L:=l Qy2i 

1,2, ... ) and {L~~1 yi} is bounded. D 

Our next auxiliary result is a perturbation lemma for basic sequences. 

It says that if one changes the elements of a basic sequence slightly, the 

resulting sequence is still basic. With a view toward later applications we 

state it in a somewhat stronger form than is needed here. First we give a 

DEFINITION 7.19. Two basic sequences {xn} and {yn} in Banach spaces X and 

Y, respectively, are called equivalent provided, for every sequence 

{a} c IR, ~00 
1 ax converges iff ~00 

1 a y converges. Or, what is the n ln= n n ln= n n 
same (by an application of the closed graph theorem), {xn} and {yn} are 

equivalent iff there is a (unique) isomorphism T from [x] onto [y] satis-
n n 

fying Txn = yn (n = 1,2, ... ). If IITIIIIT-111 s a, then {xn} and {yn} are 

called a-equivalent. 

PROPOSITION 7.20. Let {xn} be a basic sequence in a Banach space X and let 

{x*} c [x ]* denote its sequence of coefficient functionals. Then any se-
n n 

quence { y } c X satisfying ~00 II x -y 1111 x *11 =: o < 1 is again a basic se-n ln=l n n n 
quence, and, moreover, {y} is ~equivalent to {x }. n ,-o n 

PROOF. For any x := L~ 1 a.x. E sp{x} we have 
i= l. l. n 

n 

I 
i=1 

a.y.11 -
l. l. 

n 
L <x,x~>(x.-y.)11 s 

i=l 1. 1. 1. 

n 

I 
i=l 

a.x.11 s 
l. l. 



n n 

I a.y.11 + II l <x,x~>(x.-y.)11. 
1 1 i=l 1 1 1 i=l 

Hence, since 100 llx~llllx.-y.11 li=l 1 1 1 
o < 1, it follows that 

n 

I 
i=l 

a.y.11 - ollxll s llxll s 
1 1 

n 

I 
i=l 

a . y. II + o II xii . 
1 1 
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This shows that the map T: sp{xn} ➔ sp{yn} defined by Txn := yn (n = 1,2, ... ) 

satisfies IITIIIIT- 111 S !~~- The same estimate then holds for the unique exten­

sion T: [xn] ➔ [yn]. Since an isomorphic image of a basic sequence is clear­

ly again a basic sequence, {yn} is therefore basic and i~~ - equivalent to 

{x }. D 
n 

We are now prepared to prove the main result. 

THEOREM 7.21. Let X be a Banach space. Then Xis quasi-reflexive iff there 

* * exists no closed w -dense subspace V c X with r(V) = 0. 
' 

PROOF. The necessity of the condition has been explained prior to Proposi­
** tion 7.17. For sutficiency·we assume that dim X /X = 00 and show the exist-

* * ence of a closed w -dense V c X with r(V) = 0. It suffices to show that 

there exist subspaces Y c X and Z c x** as in Proposition 7.17. First we 

** ** construct a subspace Y c X such that dim X /(X+Y ) = 00 and worry about 

z later. If X has an infinite-dimensional reflexive subspace Y, then 

x** /(x+y**) =x**;x (cf.Corollary 7.16) and we are done. If not, then we 

can find, using Proposition 7.18, a chain of infinite-dimensional closed 

subspaces 

such that ¾/Xk+l is not reflexive (k 1,2, ... ). Next, for each k E JN let 

us choose yk E Xk\¾+l· We claim that Y := [yk] does the job. To see this, 

observe first that 

y (k 

so that 
** k-1 ** 

y [yi]i=l + (XknY) 

and therefore 

** X+Y 

1, 2, ... ) , 

(k 1, 2, ... ) . 
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Since we 

suffices 

duction. 

for all 

fixed k 

k 

;:: 

** ** . 
have proved in Theorem 7.15 that X /(X+Xk) ~ H(X/Xk), it now 

to show that dim H(X/Xk) ;:o: k-1 (k = 2,3, ... ). This is done by in­

Clearly dim H(X/X2) ;:: 1 and, more generally, dim H(~/Xk+l) ;:o: 1 

E lN. Suppose now that dim H(X/Xk) ;:: k-1 has been proved for some 

2. Since 

we then have, by (7.3) 

k. 

Finally, for the existence of Zit suffices to prove the following 

general statement: Let X be any Banach space and Y c X a closed infinite­

dimensional subspace with dim X/Y = 00 • Then there exists a closed infinite­

dimensional subspace z c X such that Y n Z = {0}. The proof is an applica­

tion of the perturbation lemma Proposition 7.20. Let {yn} and {zn} be 

basic sequences in Y and X/Y, respectively, and let Q: X ➔ X/Y be the quo-

* * * * * * tient map. Define zn := Q zn EX (n = 1,2, ... ), where {zn} c (X/Y) is 

a sequence of Hahn-Banach extensions of the coefficient functionals asso-

* * ciated to {2 }. Clearly then <z ,z > = o (m,n = 1,2, ..• ) and z IY = 0 
n m n mn n 

(n = 1,2, ... ). By Proposition 7.20 {yn+Enzn} is a basic sequence for suf-

ficiently small choices of the En> 0. Then z := [yn+Enzn] is a closed 

infinite-dimensional subspace of X satisfying z n Y = {0}. Indeed, any 

x E YnZ is of the form x = L00 
1 A (y +E z ). We have <x,z*> =EA = 0 

n= n n n n n n n 
(n = 1,2, ... ), by the choice of z*. Thus A 0 (n = 1,2, •.. ) and therefore 

n n 
X = 0. 0 

NOTES. The first example of a quasi-reflexive Banach space was the space J 

constructed by R;C. JAMES ([47]). Quasi-reflexive spaces in general were 

studied by P. CIVIN & B. YOOD ([16]). The material up to Theorem 7.7 is 

taken from [29]. The subsequent results up to Corollary 7.16 are from [16] 

and the remaining ones are due to W.J. DAVIS & J. LINDENSTRAUSS ([23]), 

with the exception of Proposition 7.20 which was proved by C. BESSAGA & 

A. PELCZYNSKI ([7]). Further results on quasi-reflexive spaces can be found 

in [21], [96] and [58]. E.g. in [21] the following analogue appears of a 

result we have already seen for non-reflexive spaces: a Banach space is 

non-quasi-reflexive iff it has a non-quasi-reflexive subspace with a basis. 
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The paper [58] shows that even after almost thirty years, the space J has 

not yet yielded all of its secrets: It is shown that J* is not isomorphic 

to any subspace of J, but it is as yet unknown whether J can be isomorphical­

* ly embedded into J. 





8. SOMEWHAT REFLEXIVE SPACES 

We have seen in section 6 that for a Banach space X which has an uncon­

ditional basis (more generally, which is isomorphic to a closed subspace of 

a a-Dedekind complete Banach lattice with cr-order continuous norm), separa-

** bility of X implies reflexivity of X. One reason why the James space is 

so remarkable is that for J this implication is false. Although J is not 

reflexive, we have seen (Property Vin section 6) that it contains reflex­

ive subspaces (even subspaces isomorphic to i 2J. The main result in this 

section will be that a much stronger statement is generally true: any Banach 

space with separable bidual is somewhat reflexive, in the sense of the 

following 

DEFINITION 8.1. A Banach space Xis called somewhat reflexive if every 

closed infinite-dimensional subspace Y c X contains an infinite-dimensional 

reflexive subspace z. 

* The proof is not easy. We first introduce the notion of w -basic se-

quences and then prove two existence theorems for special basic sequences: 

* If Xis a Banach space with separable dual X, then X contains a shrinking 

* * basic sequence (Corollary 8.9), and any w null sequence in X which is 

bounded away from 0 contains a subsequence which is a boundedly complete 

* w basic sequence (Proposition 8.12). The main Theorem 8.13 and its Corol-

lary 8.14 will be easy consequences of this. The first of these existence 

theorems (Corollary 8.9) can be proved directly in an elementary way via 

Proposition 5.13. We do not take the shortest route here. Instead we first 

prove Proposition 8.6, since it will be needed later anyway, and use it to 

derive Proposition 8.8, which is much stronger than its Corollary 8.9. The 

second existence theorem (Proposition 8.12) is deeper. Among other things 

the proof uses a renorming result of M.I. Kadec and V. Klee, which is a 
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special case of Porposition 4.7. 

The reader should recall at this point the duality between bases for X 

* * and w Schauder bases for X established in Proposition 6.7. 

* * DEFINITION 8.2. Let X be a Banach space. A sequence {xn} in X is called a 
* * ~ * w -basic sequence iff it is aw -Schauder basis for [x J (=cr(X ,X)-closure 

n 
of [x*J>. 

n 

REMARK 8.3. An equivalent definition is the following: A sequence {x*} c x* 
n 

* is aw -basic sequence provided there exists in X a sequence {x} with the 
n 

following properties: 

(i) The system {x }, {x*} is biorthogonal. 
* n --;i;""n * 00 

(ii) For every x E [x] we have x =' 1 n ln= 
* is weak. 

* * <xn,x >xn, where the convergence 

Indeed, if {x*} 
n 

* '7,-" * is aw -Schauder basis for [x ], then its w -continuous co-
* n * efficient functionals can be extended w -continuously to X. This defines 

a sequence {x} c X which clearly satisfies (i) and (ii). The converse is n 
obvious. It should be observed that the above sequence {x} is not unique-

---;--" * n 
ly determined, unless [x] = X 

n 

* * * PROPOSITION 8.4. A sequence {x} in a dual Banach space X is aw -basic 
*-1 * * n T 

sequence iff {Q x} is aw -Schauder basis for (X/[x*J >*, where 
* T . n n 

Q: X+X/[xn] is the quotient map. 

PROOF. Consider Q*: (X/[x*JT>* + x*. Q* is not only an isometric embedding, 
n 

but also an isomorphic embedding for the respective w*-topologies. Since 
* * T * * T.l r:;,-' 

Q (X/[x J) = [x J = [x ], the proposition is now obvious. 
n n n ~ 

We summarize some facts about w -basic sequences in the next 

PROPOSITION 8.5. Let {x*} be a sequence in a dual Banach space x*, and let 
n 

Q: X+X/[x*JT be the quotient map. Then 
* n * * T 

(i) {x} is aw -basic sequence iff X/[x J has a basis {y }, the coeffi-
n *. n n 

(ii) 

cient functionals {y} of which satisfy Q*y~ = ~ (n = 1,2, ••. ). In 
* n 

particular every w -basic sequence is a basic sequence. 

The 

(a) 

(b) 

following are equivalent: 

{x*} is a boundedly complete w*-basic sequence (i.e. a w*-basic 
n 

sequence which is a boundedly complete basic sequence), 
* * ~ * {x} is aw -basic sequence and [x J = [x ], 
n n n 



(c) 
* T 

X/[xn] 

{y *} of 
n 

has a shrinking basis {y} the coefficient functionals 
* * * n 

which satisfy Q yn = xn (n = 1,2, ... ). 

(iii) Equivalent are: 

(a) {x*} is a shrinking w*-basic sequence (i.e. a w*-basic sequence 
n 

which is a shrinking basic sequence), 

105 

* T X/[x] has a boundedly complete basis {y} the coefficient func-
n * * * * n 

(b) 

tionals {y} of which satisfy Q y = x (n = 1,2, ... ). 
n n n 

PROOF (i): For the first statement, combine Propositions 8.4 and 6.7. The 

* last statement is a consequence of the fact that Q is an isometry and the 

coefficient functionals of any basis form a basic sequence, by Proposition 

6.1. 

(iiil: * Since Q is isometric, {x*} is a shrinking basic sequence iff 
n 

{Q*-lx*} 
n 

is a shrinking basic sequence. Thus the equivalence of (a) 

and (b) in (iii) follows from (i) and from the duality between shrink-

ing and boundedly complete basic sequences established in Proposition 

6.8. 

(ii): The equivalence (a) - (c) is similar to (a) - (b) in (iii). It re-

mains to be shown that (b) -
* T * ---y, (X/[x]) onto [x] which is 
n n 

(X/[x*]T)* [Q*-lx*J. 
n n 

* (c). Since Q is an isometry from 

* ~ * also aw -isomorphism, [x] = [x J 
n n 

Hence (b) - (cl follows from (i) and the 

inition of a shrinking basis. □ 

iff 

def-

The proof of the announced main result of this section will be a com­

bination of two existence theorems, one for shrinking basic sequences and 

* another for boundedly complete w basic sequences. We start deriving these 

now. First we prove a criterion for a sequence to contain a basic subse­

quence. 

PROPOSITION 8.6. Let X be a Banach space with a basis {x }, and let {x*} 
n n 

be its sequence of coefficient functionals. If {y} c Xis a sequence such 
n 

that 

(i) lim sup lly II > 0, and 
~ *n 

(ii) h¼m <yn,xi> = 0 for all i E Thi, 

then, for every£> 0 {y} contains a basic subsequence which is (1+£)­
n 

equivalent to a block basic sequence with respect to {x }. 
n 

PROOF. Put C 

by (i), that 

:= v{xn}" Passing to a subsequence if necessary, we may assume, 
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( 8. 1) inf"y" =: n > 0. 
n 

Let 0 < o s 1 be arbitrary. Using (ii), we can select inductively two sub­

sequences {pn} and {qn} of lN satisfying 

00 

II L * II s _n_o_ (8.2) <y ,x.> x. (n 1,2, •.• ) 
i=qn+l Pn ]. ]. 4C2n+2 

and 

qn 
s _n_o_ II L * II (8. 3) <y ,x.> x. (n 1,2, •.. ). 

i=l Pn+l ]. ]. 4C2n+2 

Indeed, put p 1 

such that 

1. Since y 
P1 

,co * l 1 <y ,x.> x., there exists a q 1 E lN 
i= Pl 1 1 

* <y ,x. > x. 
pl i i 

11 s~ 
4C2 

Now suppose that for some n 2 1 p 1 < ..• < pn and q 1 < ... < qn have been se­

lected so that (8.2) and (8.3) hold. Then, by (ii) there exists a pn+l > pn 

in lN such that 

qn 

II }: 
i=l 

* <y ,x.> x. 
Pn+l 1 1 

II < _n_o_ 
- 4C2n+2 

loo * Since y = <y ,x. > x., we can then find a qn+l > q in lN with 
Pn+l i=l Pn+l i i "Tl 

* II no <y ,x.> x. s ---
Pn+l 1 1 4C2n+ 3 

This completes the inductive definition of the sequences {pn} and{~}. We 

now put 

qn+l 

L * (8. 4) z := <y ,x. > x. (n 1, 2, ..• ) . 
n 

i=qn+l pn+l 1 ]. 

By (8. 1) , (8.3), (8 .4), (8. 2) and C 2 1, 0 s 1, we have, for all n E ]N, 

00 

n s II y II = II l <y ,x~> x. 
Pn+l i=l Pn+l 1 1 

qn 

11 s II }: 
i=l 

qn+l co 
11 l <y , X ~ > X. I I + 11 l . 

i=o +1 Pn+l 1 1 i=q +1 
11 n+l 

11 z 11 + -¾ s % + 11 i 11 . Hence 
n 4C2n n 



(8. 5) II z II ~ .!l n 2 
(n 1, 2, ..• ) • 

Let us observe that {z} is a block basic sequence with respect to {x }. 
n n 

its sequence of coefficient functionals. Since Let {z*} c [z ]* be 
n n 

v{zn} s v{xn} = C, by Lemma 5.14, we have by Proposition 

1 s llz llllz*II s 2C (n = 1,2, ... ), so that (8.5) implies 
n n 

(8.6) Ii z*II 
n 

4C s 
n 

(n 1, 2, ... ) • 

5 .2 that 
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On the other hand it follows from (8.4), (8.3) and (8.2) that for all n E lN 

(8. 7) II Y -z II 
Pn+l n 

* <y ,x. > 
Pn+l 1. 

II s X, 
1. 

qn 

I II 
i=l 

* <y ,x. > 
Pn+l 1. 

x.11+ II 
1. 

* <y ,x. > 
Pn+l 1. 

x.11 s 
1. 

_n_o_ + _n_o_ < no 
4C2n+2 4C2n+3 4C2n+l 

Finally, (8.6) and (8.7) imply that 

(8.8) I 
n=l 

II <1111 z -y II 
n Pn+l 

< 4c I no 6 
n n=l 4C2n+l = 2 ' 

6 

so that by Proposition 7.20 {y } is a basic sequence 
Pn+l 

to the block basic sequence {z} with respect to {x }. 
n n 

1+ 2 . 
--0 -equivalent 
1- -

Sine~ 6 > 0 was ar-

bitrary, this completes the proof. D 

COROLLARY 8.7. Let X be a Banach space and let {y} be a sequence in X such 
n 

that 

(i) lim sup lly II > O, and 
n->= n 

(ii)~¼)!! yn = 0, weakly. 

Then {y} has a basic subsequence. 
n 

PROOF. There is no loss of generality in assuming that Xis separable. X 

can be isometrically embedded in C([O,l]), by Prop. 0.17, and C([0,17) has 

a basis {x} (see section 5). Identifying X with a subspace of C([0,1]), it 
n 

is now clear that the conditions of Proposition 8.6 are satisfied. n 
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The following result strengthens the conclusion of Corollary 8.7 in 

* the case that X is separable. 

* PROPOSITION 8.8. Suppose that Xis a Banach space with separable dual X 

and that {x} c X satisfies 
n 

(i) lim sup llx II > 0, and 
n-l-<X> n 

(ii) t.¼I!! xn = 0, weakly. 

Then {x} contains a shrinking basic subsequence. 
n 

PROOF. Passing to a subsequence and normalizing, if necessary, we may assume 

that llxnll = 1 (n = 1,2, ••• ), and also, by Corollary 8.7, that {xn} is basic. 

Let {x*} c [x J* be the sequence of coefficient functionals. By Proposition 
n n 

5. 2, 1 :s; II x *11 :s; 2v{ } =: C. Therefore by Proposition 7. 20 any sequence 
n xn 

{yn} c X satisfying 

(8.9) I 
n=l 

llx -y II < 
n n C 

is a basic sequence equivalent to {xn}. Similarly, for any subsequence 

{ni} c JN and any choice of yi such that 

(8.10) I 
i=l 

llx -y.11 
n. 1. 

1. 
< -

C 

{y1..} is a basic sequence equivalent to {x }. We shall now determine 
ni 

{n1..} c JN and {y.} so that (8.10) holds and, in addition, {y.} is shrinking. 1. 1. 
Then, by the equivalence of {y,} and {x }, {x } is the shrinking basic 

1. ni ni 
subsequence we were looking for. 

Using the separability of x*, let {z*} 
n 

* * c x be dense, with z 1 

now choose inductively a subsequence {n.} 
1. 

and 

c2i · 

c JN and a sequence { y. } 
1. 

1. Then (iii) and (iv) hold for i * 1, since z 1 

0. We 

c X such 

0. Sup-

pose that for some i ~ 2 we have chosen y 1, •.. ,yi-l EX and n 1 < n 2 < ... < ni-l 

in :IN such that (iii) and (iv) hold. For all x E X and i E JN we have 
* i T * i T dist(x,([z.J._1) ) = IIQxll, where Q: X + X/([z.J._1) denotes the quotient 

. J J- * i T * ~ * i J J-
map. Since (X/([z.J. 1) ) = [z.J. 1 , we have therefore 

J J= J J= 

* i T dist(x,([z.J. 1) ) 
J J= 

sup{ I <x,x *> I 
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It is now easily verified, using (ii) and the compactness of B[z~]~ , that 
* i T J J=1 

lim dist(x ,([z.J. 1) ) = 0 (i = 1,2, ..• ). Hence we can select an 
n-><x> n J J= * . T 1 
n. > n. 1 in ]N and a y. E ([z.J1:" 1) such that llxn_-y.11 < --.• This com-

i l- l J J= l l C2l 
pletes the inductive definition. It remains to be shown that {y.} is shrink-

* * * * l * 
ing. Let y E [y] be arbitrary and let x EX be chosen so that x I[ ]= 

n * * * Yn 
Since {z*} is dense in X, there exists a subsequence {zm.} of {z} such 

n i n 
that 

(8.11) * X 

By (iii) we have 

* 
zmi I oo 

[y. J. 
J J=i 

(8.12) 

Therefore, by (8.11) and 

0 for all i E ]N • 

(8.12), 

* 
II x* I oo 

[y. J. 
J J=i 

+ 11z I 00 

mi [yj]j=n 

as i + 00 • Hence ?i-¼m II y * I 00 

[y j \=n 

By Lemma 6.5 this means that {y.} is shrinking. D 
l 

o. 

COROLLARY 8.9. Let X be a Banach space with separable dual. Then X contains 

a shrinking basic sequence. 

{x*} * { } PROOF. Let n be a dense sequence in X • Choose a sequence xn in X such 

that 

llx II 
n 

and 

* Then clearly fi-¼m <xn,xi> 

the boundedness of {xn}, 

apply Proposition 8.8 to 

X E 
n 

n 
n 

i=1 
* ker x. 
l 

(n 1, 2, ..• ) . 

0 for all i E :IN , so by the density of {x *} and 
n 

we have h-¼m xn = 0, weakly. It now suffices to 

{x } • D 
n 

* We now come to an existence theorem for w basic sequences which, to-

gether with Corollary 8.9, will lead to the main result. 

* y . 
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PROPOSITION 8.10. Let X be a separable Banach space and let {x*} c x* be a 
n 

sequence satisfying 

(i) lim sup llx*II > O, and 
. n-..oo n 
* * (ii) W -111Jl X = 0. 

*n n * * 
Then {x} has a subsequence {x } which is w basic. Moreover, this sub-

n nk 
sequence can be chosen in such a way that lim lls II = n-..oo n 1, where {s} is 

* n 
associated to thew* basic sequence sequence of projections 

~ --:;;-­
( S: [x J ➔ [x J is defined by Sn x* L~=l <~,x*> x~k, 

{x*} is biorthogonal, cf. Remark 8.3). 
nk 

n nk nk 
is such that{~}, 

{x }. 
nk 

where {~} 

the 

C X 

PROOF. Passing to a subsequence if necessary we may assume, by (i), that 

infll x *11 > 0, and hence, by normalization, that II x *11 1 (n = 1, 2, .•• ). (Ob-
n n 

serve that this normalization does not affect S .) We now describe the con­
n 

struction of {x*} first and then show that it satisfies the requirements. 
nk 

Choose a sequence {en}, 0 < £n < 1 (n = 1,2, ... ) such that 

I 
n=1 

TT _1_ < 
so n=1 1-£n 

We now determine inductively a subsequence {nk} c JN and an increasing se­

quence of finite subsets {Fk} of SX such that [U==l Fk] = X and such that 

the following conditions are satisfied for each k E JN : 

(a) For every v* E ([x* ]k >* with llv*II = 1 there exists an x E Fk such 
ni i=1 

that 

(8.13) 

(b) 

£ 
* * I k * <x , v > <;; - II x II 

3 
* for all x 

for all x E Fk. 

This is done as follows. First by the separability of X we can choose an 

increasing sequence {Fk} of finite subsets of SX such that [U==l Fk] = X. 

Choose n 1 = 1. The existence of F1 is included in the general induction 

step below, putting F0 = 0. Suppose now that n 1 < ... < nk in JN and finite 

subsets F1 c F2 c ••• c Fk-l in SX have been determined in such a way that 

Fi c Fi (i = 1, .•. ,k-1) and (a) and (b) hold. We indicate how Fk and nk+i 

* * are selected. For the choice of Fk, let {v1, ... ,vn} be a a-net of S([x* ]~ )*' 
** ** ** ni i=l o > 0. Extend these elements to unit vectors x 1 , ... ,xn of X 

Then apply local reflexivity to find a map T 

1 ., IITII IIT- 111 < 1+o and 

** n from [x. J. 1 into X such that 
l i= 
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1, •.. ,n), 

and put 

** Tx. 
J. 

xi := IITx~*II 
J. 

(i 1, .•. ,n). 

It should be clear now that if o is chosen sufficiently small, then for 
* * k * * every v E ([xn,Ji=l) with llv II = 1 there exists an i E {1, .•. ,n} such 

J. 
that (8.13) holds with x =xi.Therefore Fk := Fk u Fk-l u {x1 , ... ,xn} will 

do. The choice of nk+l such that (b) holds is no problem, since we have (ii). 

Finally, since [U==l Fk] = X and Fk c Fk (k = 1,2, .•• ), we have [U==l Fk]=X. 

We now check in several steps that {x*} is as desired. 
nk 

STEP 1. {x*} is a basic sequence. 
nk 

· 11 'k PROOF. Let k E :IN and a, 1 , ••• ,a,k E lR be such that l;=l 
* * k * J. 

othe.rwise arbitrary. Choose av E ([xn, ]i=l) such that 
J. 

k 
< }: 

i=l 

1, but 

* By (a) there exists an x E Fk so that (8.13) holds for this v. Then 

(8.14) 
k 

I <x, }: 
i=1 

Now for every choice of a,k+l E lR we have, by (8.14) and (b), 

k+1 
II l 
i=l 

a, x* II ~ 
in. 

J. 

Thus it follows that 

k 
}: 

i=1 
* Cl,X 

i n. 
J. 

k * * I £k 2£k 
j <x, l CL.x >+<x,a,k 1x > ~ 1- 3- -3-= 1 - £k 

i=1 1 ni + ~+1 

k 
Ila, x* 11-11 }: 

k+l nk+l i=1 
CL.x* II > 2 - 1 

J. n. 
J. 
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and therefore, by iteration, 

This proves that {x*} is basic and, moreover, that for the projections 
nk 

Qk associated to this basic sequence we have 

so 

(8.15) 

IIQ II :s; 
k 

lim IIQ II 
n n-+oo 

(k 1,2, ..• ), 

1. 

Now let {v:} c [x* ]* be the sequence of coefficient functionals as-
nk* * * * 

sociated to the basis {x } for [x ]. Then {vk} is a basis for [vk] and 
nk nk 

the projections Pk associated to this basis look as follows 

k 

I k 1,2, •.. ). 
i=l 

* * Since the Pk are the restrictions of the Qk to [vk], it follows from (8.15) 

that 

(8.16) 1. 

We now define the linear map A: X ➔ [x* ]* by 
nk 

* <x ,Ax> * <x,x > 

It is immediate that IIAII :s; 1. We now proceed to show that AX 

PROOF. Since x = [U:=l Fk], it suffices to show that AFk c [v:J for each 

k E lN • Let x E F k, for some k E :N , and consider the series 

,"" * * li=l <x,xn.> vi. Observe that it converges, by (b), the choice of the Ek 
i * * * and by the boundedness of {vk} (llvkllllxnkll :s; 2v{x* }' by Proposition 5.2, 

nk 
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and II x * II = 1 (k = 1,2, ••. )). Hence it defines an element of [ v:]. Further­
nk 

more, for every i E lN 

00 

<x*, l 
ni j=l 

which implies that 

(8.17) Ax z: 
i=l 

* <x,x 
n. 

J 

* <x,x 
n. 

l. 

* >v > 
j 

* > V. 
l. 

* <x,x > n. 
l. 

* <x ,Ax>, 
ni 

* * * STEP 3. For every v0 E [vk] with llv0 11 = 1 and for every E > 0 there exists 

an x0 EX with llx0 11 = 1 such that 11Ax0-v;II < 4E. 

PROOF. We may assume that E < 1. Choose N E lN so that 

(8 .18) z: 
j=n 

and IIQ II < 1 + E 
n 

for n > N, 

where C Now fix n > N. For convenience we define for 

* elements v 

llv*II 1 

* * n we then have, for all v E [vk]k=l' 

(8.19) llv*II 1 ,,; llv*II ,,; llo llllv*II 
~n 1 

The first of these inequalities is clear and the last one follows from (8.18). 
* \"n To see the middle one, let v lk=l 

for every x* E [x*] we have <x*,v*> 
Ilk 

IIQ II 
n 

s~p 
II x II ,,;1 

x* dx* ] 
nk 

~up 
llx II ,,;1 

l<x*,v*>I 

* * n akvk E*[vk]k=l be given. Then, clearly, 
* * * n = <Qnx ,v >. Hence, since Q x E [x Jk 1 , 

s~p 
llx II ,,;1 

x*dx* J 
~ 

l<Q x*,v*>I ,,; 
n 

llo llllv*II • 
~n 1 

n nk = 
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This proves (8.19). 

Now let w* E [v:]~=l with llw*II 1 be given and put 

* V 

(8.13) says that 

(8.20) 

Therefore, by (8.19) and 

n 

I * (8. 21) <x ,x > 

k=l 0 nk 

Also, since su1ik llv*II 
kE k 

$ C, 

(8.18), 

2E 
V * - V *Ii < __E_ < 

k 3 

and by (b) and 

(8.22) r * *11 l <x ,x > vk $ C 
k=n+l O nk 

I 
k=n+l 

2 
3 E. 

(8.18), 

lco * * Since we have shown in (8.17) that Ax = 1 <x0 ,x > vk, 
0 k= ~ 

(8.21) and (8.22) yield 

co n 
II Ax -v *11 = II }: * * * s II I * * * (8.23) <x ,x > vk -v II <x ,x > vk -v II 

O k=l 0 Ilk k=l 0 Ilk 

I * *11 2 4 <x ,x > vk < 3 E + 3 E 2E. 
k=n+l 0 ~ 

+ 

Finally, by (8.19) and (8.18), 1 llw *11 s llo llllw*II. s (l+E)llw*ll 1 , so 
~n 1 

Hence 

(8.24) 

1 --*- $ 1 + E. 

llw 11 1 

* w 

llw *11 1 
llw*II (-1- - 1) 

llw *11 1 
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Therefore, by (8.23) and (8.24), 

(8.25) 

To conclude the proof, let us assume that v; E [v:J with Dv~II = 1 is 

given. Then we can select an n >Nanda w* E [vk]~=l with llw*II = 1 such 

that llv~-w*II < E. For this w* we now determine an xO EX, llxO11 = 1 such 

that (8.25) holds. Then DAxO-v~II ~ 11AxO-w*n + llw*-v;II < 4E and the proof is 

finished. 

* STEP 4. AX = [ vk J, and moreover, A maps the open unit ball of X onto the 

* open unit ball of [vk]. 

PROOF. Steps 2 and 3 and the fact that DAD ~ 1 imply that A maps the unit 

* ball of X onto a dense subset of the unit ball of [vk]. The usual proof of 

the open mapping theorem then shows that the open ball of Xis mapped onto 

* * the open ball of [vk]. In particular AX= [vk]. 

STEP 5. {x* } is a w*-basic sequence and lim lls II = 1. 
--- nk n.:;a; n 

PROOF. Since ker A= [x* ]t, step 4 implies that A defines an isometry A of 
--*- T * *nk * . . . .. -·-1 * 
X/[xn] onto [vk]. {vk} being a basis for [vk], it follows that {A vk} is 

k * T * T a basis for X/[x ] . If, as before, Q: X + X/[x ] denotes the quotient 
nk *-1 * nk 

map, then it is evident that {Q x } is the sequence of 

tionals of the basis {i-1v:}. By Pr:~sition 8.5 (i) this 

coefficient func­

means that {x*} 
nk 

it follows is a w*-basic sequence. Finally, since Q* and A are isometries, 

* that Os II = llp II (n = 1,2, ••• ) and therefore, by (8.16), lim lls II = 1. D n n n- n 

It is not without purpose that we have taken the trouble to construct 

the w*-basic sequence in Proposition 8.10 in such a way that lim lls II = 1 n- n 
for the associated projections S. This extra property will be instrumental 

* n 
in showing that thew -basic sequence can be chosen to be boundedly com-

* plete in case X is separable. The proof of this depends on the following 

renorming theorem, which is a special case of Proposition 4.7. 

PROPOSITION 8.11. Let X be a Banach space with a separable dual. Then X 

has an equivalent norm Ill • Ill * with the property that, for this new norm, w 

sequential convergence coincides with norm convergence on the unit sphere 

of X. More precisely: if {x*} is a sequence in x* such that {x*} w* con-
* n * * n 

verges to x and, in addition, lim lllx Ill = lllx Ill, then {x*} converges n- n n 
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* to x in norm. 

PROPOSITION 8.12. Let X be a Banach space with separable dual and let 

{x*} c x* be a sequence satisfying 
n * 

(i) lim sup llx II > 0, and n-+<x> n 
* * (ii) w -h.¼l xn = 0. 

Then {x*} contains a boundedly complete w* basic subsequence. 
n 

PROOF. We may assume, by passing to an equivalent norm, that 11•11 has the 

* property of Proposition 8.11. Since X is separable, so is X. Thus by 

Proposition 8.10 {x*} has aw* basic subsequence {x*} with the property 
n nk 

that 

(8.34) limllsll=l. 
n 

,.---,.._.,,- ~ 

s ·. [x* J The projections + 
n nk 

[x* J are defined by 
nk 

* S X 
n 

n 
\' * * l <~,x > x 

k=l Ilk 

where{~} c Xis such that{~}, {x~k} is biorthogonal. Let x* 

arbitrary. Then, by Remark 8.3, 

* * (8.35) w -lim s x 
n n-+<x> 

* X • 

Since lim lls II= 1 we have lim sup lls x*II s llx*II, 
*n-+<x> n n-+<x> n * 

thew lower semi continuity of II II on X implies 

Thus lim lls x*II = llx*II. Together with (8.35) this 
n-+<x> n 

while on the other hand 

lim inf lls x*II ~ llx*H. 
n-+<x> n 

implies, by Proposition 

* 8.11, that 1-¼l S x = x, in 
~ n *n 

* norm, so that x* E [x* ]. We have now shown 

that [x ] = [x ], which, by Proposition 
* Ilk Ilk 

{x } is boundedly complete. D 
nk 

nk 
8.5 (ii), means precisely that 

It remains to combine Corollary 8.9 and Proposition 8.12 to prove the 

main result. 

* * THEOREM 8.13. Let X be a Banach space with separable dual X and let Y c X 

* be an infinite-dimensional closed subspace with separable dual Y. Then Y 

is somewhat reflexive. 



* PROOF. Let Z c Y be any closed infinite-dimensional subspace. Since Y is 

* 
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separable, so is Z. By Corollary 8.9, therefore, we can pick in Z a shrink-

ing basic sequence {z} which we may assume to be normalized. Let 
* * n {z} c [z] be its sequence of coefficient functionals. Then [z*] = [z ]* 
n n * n n 

and~ <zn,zk> = 0 for all k € lN. The boundedness of {zn} now implies 

* * that lim z = O, for cr(Z,Z ). If we define x = Iz (n = 1,2, ••• ), where 
* n * n * n ~ 

I: z ~ X is the identity, then clearly w -1.im x = O, and of course {x} 
n n n* 

is shrinking.Application of Proposition 8.12 now yields a subsequence {x } 
* nk 

which is a boundedly complete w -basic sequence. As a subsequence of a 

shrinking basic sequence, {x*} is also shrinking, as is easily verified 
nk 

using Lemma 6.5. It follows now from Theorem 6.9 that [x*] is reflexive. 
nk 

We have now proved that any closed Z c Y with dim Z = 00 contains a subspace 

[z ] which is reflexive, i.e. Y is somewhat reflexive. D 
nk 

** COROLLARY 8.14. Let X be a Banach space such that X is separable. Then 

* both X and X are somewhat reflexive. 

PROOF. Applying Theorem 8.13 with Y * * X immediately shows that X is some-

what reflexive. Now let Y c X be an arbitrary closed subspace with dim Y = 00 • 

* , * ** Then Y is separable since X is. Identifying Y with the subspace TTXY of X 

* Theorem 8.13 applied to X instead of X shows that Y is somewhat reflexive. 

In particular Y has a reflexive subspace z with dim z = 00 • Thus Xis some­

what reflexive, as was to be proved. D 

NOTES. Proposition 8.6 and its Corollary 8.7 are due to c. BESSAGA and 

A. PELCZYNSKI ([7]). All other results in this section come from [61]. An 

exception is Proposition 8.11 which is due to M.I. KADEC ([63]) and v. KLEE 

([68]) in this form. The existence of shrinking basic sequences in Banach 

spaces with separable dual (which is here a consequence of Proposition 8.8) 

was first proved in [26]. Precursors of the main result of this section ap­

peared in [45]. E.g. it was shown there that quasi-reflexive spaces are 

somewhat reflexive. Also an example of a non-quasi-reflexive somewhat re­

flexive space was given. 





9. A SEPARABLE SOMEWHAT REFLEXIVE SPACE WITH 
NON-SEPARABLE DUAL 

It seems reasonable to conjecture, as a kind of converse of Theorem 

8.13, that a somewhat reflexive separable (dual) space should have separable 

dual. This section is devoted to a counterexample to this conjecture due to 

R.C. JAMES. It is modeled on the James space and is known as the James tree 

space. It is a separable dual space with non-separable dual and has the 

property that every closed. infinite-dimensional subspace has a subspace 

isomorphic to £ 2 . There are several other conjectures to which the James 

tree space is a counterexample. E.g. it refutes the idea long held that 

every separable space with non-separable dual must contain £ 1 . 

We now describe the space in question. Let us define a subset T of 

IN x lN as follows: 

T := {(n,i): n = 1,2, ••. ; 1 sis 2n}. 

We partially order T by putting (n,i) S (m,j) iff n Sm and there 

exist integers i in,in+1, ... ,im = j with i 2 E {2i2_1-I,2~i-l} (£ n+l, 

•.. ,m). A set of the form {(n,i ),(n+l,i 1), ... ,(n+k,i k)} with i, E 
n n+ n+ ~ 

n+l, ... ,n+k) is called segment (n = 1,2, •.. ; k = 
0,1, ... ). For each n E lN the points (n,i), 1 sis 2n, are called branch 

points of order n. A branch of order nor an n-branch is an infinite seg­

ment starting with a branch point of order n, i.e. a set of the form 

{(n,in),(n+l,in+l), ... } with ii E {2i£_1-1,2i£_ 1} (£ = n+l,n+2, ... ). 

A 1-branch is simply called a branch. 

Now let X (the James tree space) be the set of all real functions x 

on T such that 

( 9. 1) llxll := sup( I ( L x(n,i) )2f < 00 , 

j=l (n,i) ES. 
J 

where the sup is taken over all k E lN and all sets of pairwise disjoint 

segments s 1, •.• ,sk. It is not hard to prove that (X,11•11) is a Banach space. 
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Note that x EX implies that for every E > 0 Jx(n,ill < E except for 

finitely many (n,i) ET. 

We derive now several properties of X. 

PROPERTY I.Xis isometric to a separable dual space. 

PROOF. For each (n,i) ET let e . be the characteristic function of {(n,i)}. n,i 
It is straightforward that these elements, enumerated in lexicographic order 

form a boundedly complete monotone basis for X. Let {e* .} c x* be its se­
* n,i 

quence of coefficient functionals and put V := [e .]. By Proposition 6.3 
n,i* * 

r(V) = 1 and therefore by Lemma 4.3 the map A: X + V defined by <x ,Ax>= 

<x,x*> (x EX, x* EV) is isometric. It follows from Proposition 6.8 that 

{e* .} is a shrinking basis for v, so that [Ae .] = v*. Thus A is onto 
n,i * n,i 

and we have proved that X = V. (In fact this proof shows that any Banach 

space with a boundedly complete basis is isomorphic to a dual space, and 

isometric if this basis is monotone.) D 

* PROPERTY II. X is non-separable. 

* x* PROOF. Let B be any branch of T. We define an element xB E by 

l x(n,i) 
(n,i)EB 

(x E X). 

(Here the summation is in the order that B inherits from T.) Observe first 

that this series converges for every x EX, by (9.1). Suppose that x EX, 

llxll = 1. Then for any initial segments of B we have <Le ') ,c; x(n,i)/ $ 1, 
n,l. E* 

so IL(n,i)eS x(n,i) I $ 1 and therefore J<x,x;>I $ 1. Hence 11~11 $ 1. Also 

<e . ,xB*> = lie .II = 1 whenever (n,i) E B, so llx*II = 1 for all B. On the n,i n,i B 
other hand, if B1 and B2 are two different branches of T then, choosing 

(n,i) E B1\B2 and (m,j) E B2\B1, we have <e .-e .,x; -x; > 2. Since 
* * n,i m,J 1 2 

II e .-e .II = 12, it follows that II x.B 1-xB211 ;:: 12. Thus x* is non-separable, n,i m,J 
since the number of branches is uncountable (branches are in 1-1 correspon-

dence with dyadic expansions of real numbers in [0,1]). D 

We now come to the deepest property of X, namely that every closed 

infinite-dimensional subspace of X contains a subspace isomorphic to i 2 
2 We shall in fact prove the stronger statement that i is contained "uniformly" 
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in every closed infinite-dimensional subspace of X: 

PROPERTY III. Let e > 12. Then for every closed infinite-dimensional sub­

space Y c X there exists a closed infinite-dimensional subspace Z c Y and 

an inner product norm Ill • DI on z such that 

(9.2) DIX Ill s II xii s elll X Ill for all x E z. 

The proof of this will occupy us for the rest of this section. 

Let us denote the dense subspace sp{e .} of X by E. For the proof of n,i 
PROPERTY III it suffices to show 

THEOREM 9.1. Let e > 12. Then for every infinite-dimensional (non-closed) 

linear subspace F of E there exists an infinite-dimensional subspace G of 

F and an inner product norm Ill • IU on G such that 

(9.3) Ill x Ill s llxD s e Dix Ill for all XE G. 

Indeed, suppose Theorem 9.1 has been proved. Let e > 6' > 12. Given 

a closed infinite-dimensional subspace Y of X, choose a basic sequence 

{y} in Y (Proposition 5.13). Let {e} be a sequence of positive numbers. 
n n 

For each n E lN we select an e E E such that II y -e II < E • We know from n n n n 
Proposition 7.20 that for sufficiently small choices of the E, {e} is 

n n 
basic and sp{e} is isomorphic to sp{y }. By assumption sp{e} has a sub-

n n n 
space G with dim G = 00 on which an inner product norm exists such that 

Ill x 01 s II xii s e • Ill x Ill for all XE G. 

It is also clear_ from Proposition 7.20 that for suitably small choices of 

the En there exists an isomorphism T: sp{en} + sp{yn} with 

e llxll s IITxll s 8' llxll 

It now follows that on z := TG the unique inner product norm defined by 

Ill Tx Ill : = Ill x Ill (x E G) , satisfies (9. 2) • 

Before starting the proof of Theorem 9.1 we derive some simple esti­

mates needed later. 

LEMMA 9.2. 

(i) For all a,b,c E lR we have 
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(ii) For all a,b,c E JR and E > 0 we have 

(a+b+c) 2 2 2 2 2 
~ ( 2+E) ( a +b ) + ( 1 + E) c . 

(iii) For all n E lN and all a 1 , ••• ,an E lR we have 

n k 2 
l 2 ak. 

k=l 

PROOF. (i): For fixed band c the function 

is minimal for x = b+c and f(b+c) = 2(b-c) 2 ~ 0. 

(ii): We may assume without loss of generality that a,b,c ~ 0 and a+b > 0 

and c > 0. Consider for fixed a,b,c the function f(E) = (2+E) (a2+b2) + 

+ (l+~)c2 . It is minimal for 
E 

c,12 
E =--- and 

(iii): By the Cauchy-Schwartz inequality 

n 
~ I 

k=l 

-k 2 • 
n 

I 
k=l 

n k 2 
l 2 ak. 

k=l 

PROOF OF THEOREM 9.1. Let F c Ebe an infinite-dimensional subspace. For 

□ 

every k E lN let us put F k := F n sp{e .: n ~ k} and let us define a semi­
n,1. 

norm 11 • II k on E by 

(9.4) 

2k 

II xii k : = sup{ L ( l 
j=l (n,i)EB. 

J 

2}½ x(n,i)) (x E E) , 

where the sup is taken over all sets of pairwise disjoint k-branches 

{B1,. •. ,B2k}. For every k E lN, put 

(9. 5) Ak := inf{llyllk: y E Fk and llyll = 1}. 

Since Fk+l c Fk (k = 1,2, ... ) and since it is easily verified that 

II xii k+l ~ II xii k for all x E Fk+l' it follows that {Ak} is a non-decreasing 

sequence. Also, as is easily checked, "k ~ 1 for all k. Let us put 
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A:= lim Ak. We now show that 

(9.6) A= O, i.e. for all k E lN • 

For contradiction, suppose A> 0. Choose an integer N > 8 and an E > 0 so 

small that 

(9. 7) 

Since {Ak} is non-decreasing, there exists a KE lN so that 

(9.8) 

whenever k ~ K. Furthermore, the definition of Ak and A enables us to choose 

an increasing sequence of integers K = m(1) < m(2) < < m(k) < ••• , and a 

sequence {yk};=l in F such that, for each k, llykll = 1 and yk(n,i) = 0 when­

ever n < m(k) or n ~ m(k+1), and 

(9.9) k 2 2 
lly llm(k) < A +E. 

Since, by (9. 8), for each k E :N we have II ykll 2 > A 2 -E, there exist 2K K­
K 

branches B~, ••• ,BkK with initial points (K,1), ••• , (K,2K) respective~y, such 
2 

that 

(9.10) 

K k For each i E {1, ••• ,2} let (m(k),p.) 

order m(k) and 

B~. Then since 
l. 

+ k l. 
let B (m(k),p.) denote 

be the unique branch point of B~ of 

the unique m(k)-branch contained in 
l. k 

the support of y consists only of branch points with orders 

in the interval [m(k),m(k+1)), we can write (9.10) as 

2K 2 

l ( l yk(n,j)) > A2-E 
i=1 (n,j)e:B+(m(k),p~) 

l. 

(9.11) (k = 1,2, ••• ) • 

Next, for each k E lN and i E {1, ••• ,2K} let B-(m(k),p~) be the unique 
l. 

segment contained in B~ with initial point (K,i) and endpoint (m(k),p~). 
R - k 00 J. 

For fixed i e: {1, ••• ,2} let us consider the sequence {B (m(k),pi)}k=l" 

There are now two possibilities. In the first place, there may be a sub-
- kn oo 

sequence {kn} c lN such that {B (m(k ),p. } 1 is totally ordered by in­n 1 n= 
clusion. In the contrary case there exists a subsequence {k} c JN such 

k n 
that no two elements of {B-(m(k ),p.n)}00 

1 are related by inclusion. Indeed, 
n 1 n= 

in case the first alternative does not occur, it suffices to choose a 
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subsequence of maximal (with respect to inclusion) elements of 
- k oo K 

{B (m(k),pi)}k=l· Repeating this procedure of taking subsequences 2 times 

(namely, for each i) and suppressing this in the notation, we may therefore 
K - k oo 

assume that for each i E {1, ••. ,2} the sequence {B (m(k),pi)}k=l is either 

totally ordered by inclusion or that none of its elements is contained in 

any other. 

For the branchpoints (m(k),p~) (k E lN; i = 1, ••• ,2K) we have now 
l. 

achieved the following situation. The set {1, ... ,2K} is the union of two 

disjoint subsets 1 1 and 1 2 such that 

(9.12) 

for each i E 1 1 there exists a (unique) K-branch B0 (i) 
k 

containing all (m(k) ,pi) (k E lN) 

and 

for each i E 1 2 no K-branch contains more than one 
k 

(m(k) ,pi). 

Furthermore, since for each i E 11 the sequence {L(n,j)EB (i) • 
k oo -o 

• y (n,j)}k=l is bounded, we may assume, by passing to a suitanle subse-

quence if necessary, that for every i E 1 1 

(9 .13) I lcn,j> - l yk' (n,j) I< 2-K/2/~ 
(n,j)EBO(i) (n,j)EBO(i) f 11 k k' lN or a , E • 

Next let us observe that also for each i E {1, ... ,2K} the sequence 

{µi,k}==l with 

is bounded. Considering Cauchy subsequences, it follows in particular that 

there exist integers 1 ~ k 1 < k 2 < ••• < kN (N defined as in (9.7)) such 
K -K 

that for each i E {1, ... ,2} we have µi,ki < µi,kl + 2 £ (£ = 1, ..• ,N), 

i.e. 

(9 .14) lsup[{ l yk1 (n,j)}
2

: (K,i) EB, Ba K-branch, £ 
(n,j)EB 

< sup[{ ~ yk1 (n,j)}
2

: (K,i) EB, Ba K-branch] + 2-K£. 
(n,J)EB 

Let B now be an arbitrary fixed K-branch and suppose that (K,i) EB. 



Let us consider 

(9.15) [ { N t ki }]2 I I ,-1) y (n,j) 
(n,j) EB i=l 

[ N t{ kt }]2 I c-1) I y (n,j> 
t=l (n,j)EB 

For each t E {1, ... ,N} we put 

kt 

k' l PB := I I Y <n, j l I 
(n,j)EB 

kt 
0 aB := 

kt 
0 PB := 

kt k£ } 
aB := I I Y (n,j>I 

(n,j)EB 

Then by the alternative (9.12) we have the following. 

(i) If i E r 1 , then there exists an M = M(B) E {0,1, ••. ,N} such that 
k kt 

(m(k£),pit) EB for 1 $ t $Mand (m(kt),pi) i B for M < £ $ N, 

i.e. Mis the larges~ number (if M # 0) such that B coincides with 
kM 

B0 (i) up to (m(kM),pi ). Hence, by (9.13), we have in this case 

(9 .16) 

k_l 
with the convention PB 

(ii) If i E r 2 , then either there exists exactly one M = M(B) E {1, .•. ,N} 
kM 

such that (m(kM),pi) EB, or there exists no such M, in which case 

we put M = M(B) = 0. Now we have 

N t{ kt } kM ( N ki) I I (-1) I Y (n,j) I s PB + L aB , 
i=l (n,j)EB i=l 

k 
again with the convention pBO = 0. 

125 

Combininq (i) and (ii) we see that (9.16) holds in both cases, if we take 
kM 

M = M(B) to be the largest integers N for which (m(kM),pi) EB, if any, 

and M = M(B) = 0 otherwise. Using now Lemma 9.2(i), (9.16) yields that the 

expression (9.15) is bounded above by 
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(9.17) 
N k 2 

+ 4[ I a/] 
.Q,=1 

1N .Q, k.Q, 2 . 
To find an upper estimate for 11 lt=l (-1) y IIK we must sum the expressions 

(9.15) or (9.17) over any 2K disjoint K-branches. By (9.14) and (9.9), the 

[ kM(B)-1 kM(B)J2 K 
sum of PB +pB over any 2 pairwise disjoint K-branches is at 

kl 2 2 
most 411y II + 4E < 4A + BE. Also, by (9.9) and (9.11), for a fixed .Q, the 

k.Q,K2 K 
sum of (crB) over 2 pairwise disjoint K-branches is less than 2E. Putting 

these observations together and using the triangle inequality in t 2 , the 

assumption N > 8, and (9.7), we find for any 2K pairwise disjoint K-branches 

B ( 1) , ••• , B ( 2K) : 

2
[[ l {I (-l).Q,/.Q,(n,j)}]

2 

k=l (n,j)EB(k) .Q.=1 

+ 4[J3:fl (cr:~k)) 2f f :,; BA 2 + 16E+ N2E + 4 (Nili) 2 :,; 

1N .Q, k.Q, 2 2 
11 l.Q,-l (-1) y II < N(A, -El. On the other hand we clearly have, since 

- K ,N .Q, k.Q, 2 
= 1 for .Q, = 1, ... ,N, that lll.Q,=l (-1) y II ~ N. Thus 

k 
2 

t (-1/ .Q, .Q,=1 y 2 
< A - E, 

k 
IIIN (-1).Q, .Q,11 

£=1 y 
K 

which contradicts (9.8). This completes the proof of (9.6). 

We are now ready to describe G and to finish the proof. Let E > 0 be 

arbitrary. Since A= 0, i.e. Ak = 0 for all k E lN, we can choose an in­

creasing sequence {n(k)}:=l of integers and a sequence {yk} c F such that 

llykll = 1, yk(n,j) = 0 whenever n < n(k) or n ~ n(k+l) and 

(9.18) k 2 -k 2 
lly II n(k) < 2 E (k 1, 2, .•. ) . 

We claim that G := sp{yk} satisfies the requirement in Theorem 9.1. Indeed, 

let p E lN and a 1 , ... ,a E JR be given arbitrarily. Then clearly, since 

II ykll = 1 for all k E lN; II If=l akykll 2 ~ If=l ~. We now establish an upper 

t · t f II ,P kll 2 · 1 · · 1P k · es 1.ma e or L.k=l aky . For s1.mp 1.c1.ty we put lk=l aky =: x. S1.nce x 
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finite support, there exist pairwise disjoint segments s1 , ... ,Sm such that 

llxll 2 

We may assume that all points of Si (i = 1, ... ,m) have orders in the inter­

val [n(1),n(p+1)). For each i E {1, ••. ,m} and .Q, E {1, ... ,p} let S. 0 be 
1. Ix, 

the intersection of Si with the set of branchpoints with orders in 

[n(.Q,),n(.Q,+1)). Now let i E {1, ••. ,m} be fixed. We wish to consider 

[L(n,j)ESi x(n,j)] 2 . We first determine .Q, 1 (i),.Q, 2 (i) E {1, ••. ,p} so that 

S. 0 (') and S. 0 (') are the first and the last non-empty subsegment 1.,x-1 1. 1.,,,2 1. 
among the S. 1 , ... ,s. , respectively. (If just one of s. , ... ,s. is non-

1., 1.,p 1.,1 1.,p 
empty, call this subsegment S, .Q, (') and put S . .Q, (') :=¢.)Next we split 

1., 1 1. 1., 2 1. 
the sum Le ') s x(n,j) into three parts: 

n, J E i 

l x(n,j) 
(n,j)ESi 

+ 

L x(n,j) + l x(n,j) + 
(n,j)ES . .Q, (') (n,j)ES . .Q, (') 1., 1 1. 1., 2 1. 

Applying Lemma 9.2 (ii) and (iii) successively, we get 

2 
(1+-) 

£ .Q,=1 
.Q,#1 (i) ,.Q,2 (i) 
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Summing this last expression over all i = 1, ... ,m, performing a change of 

summation, recalling that llykll = 1 (k 1,2, .•. ), and using (9.18), we ob­

tain 

llxll 2 

(2+c:) I { l yk(n,j)}
2

] + 
i=l (n,j)ES. 

t (i)-k i,k 
2 -

p 

I 
k=l 

I { I /(n,j>}
2 

s 
i=l (n,j)ES. 

t 1 (i),t 2 (i);,!k i,k 

s (2+€) 

p p 

I ~11/112 + (1+~i I 
k=l € k=l 

p p 

s (2+€) I a~ + (c: 2+2c:i 
k=l 

I a~ 
k=l 

If we choose c: > 0 so small that 2+3c:+c: 2 < e2 , then this proves that 

( 
p 2)½ I a s 

k=1 k 

for all p E IN and all a 1 , ••• ,ap E m., i.e. (9.3). D 

REMARK 9.3. Let B be any branch of T and let¾ be the closed subspace of X 

spanned by all e . with (n,j) EB. Let the projection PB be defined on X 
n, J 

by 

PBX= l 
(n,j)EB 

x(n,j) e . 
n, J 

(x E X). 

Then it is immediate that PB has range XB and norm 1. Also, for any branch B 

the subspace XB is isometric to the classical James space equipped with the 

norm 11· 11 2 of formula (6.46). Thus the James tree space contains many com­

plemented copies of the classical James space and it follows in particular 

from Theorem 9.1 that every closed infinite-dimensional subspace of J con-

t . b . h' 02 1 h ains a su space isomorp ic to N, a resu t we ave mentioned earlier 

(immediately preceding Remark 6.23). 
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NOTES. The contents of this section are from [56]. For a detailed study of 

the James tree space and the continuous analogue of J, the James function 

space, we refer to [74]. In this paper also the relevance of these spaces 

to questions other than reflexivity is discussed. The fact mentioned in 

Remark 9.3, that every closed infinite-dimensional subspace of J contains 

~2 isomorphically, was first proved in [45]. As we observed earlier, the 

James tree space is also a counterexample to the conjecture that every 

separable space with non-separable dual must contain ~l isomorphically. 

Another such counterexample with curious properties was recently constructed 

by J. HAGLER ([39]). For yet another (flat) space of this kind, see the 

Notes to Section 18. 





10. SOME GEOMETRIC PROPERTIES EQUIVALENT TO 
NON-REFLEXIVITY 

Several properties of Banach spaces are introduced in this section 

which will turn out to be equivalent to non-reflexivity. We number them 

P;,P;,P:. P7 will be defined later. The superindex 00 serves to distinguish 

these properties from their finite-dimensional versions, to be discussed 

at length in the next chapter. All of P;,P;,P: are of a geometric nature 

and require, in some form or other, the existence of infinite-dimensional 

flat areas in the unit ball away from the origin. Their equivalence with 

non-reflexivity suggests the idea that a space is reflexive iff its unit 

ball possesses a certain degree of infinite-dimensional rotundity. 

DEFINITION 10.1. Let X be a Banach space. 
00 

X has p2 iff 3£ > 0 3{x} 
n c BX: Vk E IN dist(co{x1, ... ,xk} ,co{~+l' .•. }) 2: £. 

00 

3{xn} [dist(co{x1,x2 , ••• },{0}) X has p3 iff 3£ > 0 c BX: 2: £ and 

Vk,n E lN Va 1, •.• ,ak+n E IR: q:~+~ a.x.11 2: ~11 lk Cl. X. II ] • 
1.= l. l. 2 i=l l. l. 

00 

X has p4 iff 3£ > 0 3{xn} c BX 3{<} c Bx*' Vk,i E lN: 

[k * * O]. ~ i => <xi,xk> 2: £, k > i => <xi,~> = 

00 

REMARK 10.2. For obvious reasons P2 is known as the infinite flatness prop-
oo 

erty, P3 as the infinite basic sequence property (note that the second 

requirement in P; means that {xn} is a basic sequence with norm~~), and 
00 

P4 as the infinite triangular matrix property. Assuming for the moment that 

we have proved P; to be equivalent to non-reflexivity, it is clear that 

every non-reflexive Banach space has a non-reflexive subspace with a basis. 

Indeed, if {xn} c Xis as postulated in P;, then the subspace [xn] c X ob-
oo 

viously also satisfies P3 and has a basis. This result has been used ear-

lier to prove Theorem 6.12. 

(a) Q, 1 00 00 00 

{e} EXAMPLES. satisfies P2, p3 and P4. Indeed, if denotes the stan-

Q,1, 
n 

00 

dard basis for then P2 holds with X = e (n = 1, 2, ... ) and£ 2 and n n 
00 00 

P3 holds with X e (n = 1,2, .•. ) and£= 1. For P4, take X e and n n n n 
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00 

1,2, ... ). Then P4 holds with 

oo oo oo ,n 
(b) c0 also satisfies P2 , P3 and P4 with E = 1 and xn = li=l ei (n=l,2, .•. ). 

(Observe that {xn} is a basis for c 0 by Proposition 5.9.) For the proof of 

P;, let k E JN be arbitrary and let x = {sn} E co{x1, •.. ,xk} and y = {nn} 

E co{xk+l'xk+2, ... } be given. Then sk+l = 0, nk+l = 1 and therefore 

llx-yll;;: lsk+l-nk+ll = 1. Hence dist(co{x1 , ... ,xk},co{xk+l'"""}) 2: 1. For 

the proof of P;, observe that for all x = {sn} E co{x1,x2 , ... } we have 

s 1 = 1 so that dist(co{x1,x2 , ... },{0}) 2: 1. Also the basic sequence {xn} 

has norms 2 which means that the second part of P; is satisfied. Indeed, 

for all k,n E JN and all a 1 , ... ,ak+n E IR we have 

k 

I 
i=l 

Cl .x. II 
1. 1. 

k 
sup I l a. I S 

R-=1 , •.. ,n i=,Q, 1. 

k+n k+n 
S sup I l a. I + I l Cl• I $ 

R-=1, ... ,k+n i=,Q, 1. i=k+l 1. 

$ 2 

00 

Finally, P4 is satisfied 

* x (P, .•• ,Q,1,0, .•. ) E 
n n-I 

k+n 
, sup I L a. I 

R-=1, ... ,k+n i=,Q, 1. 

k+n 
211 I 

i=l 
Cl .x. II. 

1. 1. 

with E = 1 if we take 

We now show that the spaces satisfying any one (equivalently, all) of 

P;,P;,P: are precisely the non-reflexive ones. 

THEOREM 10.3. Let X be a Banach space. Then the following are equivalent: 

(i) X is non-reflexive; 
00 

(ii) X satisfies P2; 
00 

(iii) X satisfies p 3; 
00 

(iv) X satisfies P4. 

PROOF. We prove the cycles (i) ~ (iv) ~ (ii) ~ (i) and (i) - (iii). 

00 

(ii)~ (i): For contradiction assume that Xis reflexive and satisfies P2. 

Let {xn} c BX and E > 0 be as postulated in P;. By the weak (countable) 

compactness of BX the sequence {xn} has a weak limit point x. In particular 

x belongs to the weak closure of co{x 1 ,x2 , ... }. Therefore, by Proposition 

0. 5, there exists a k E JN and a convex combination x' = l~ 1 A. x. (A. 2: 0, 
1.= 1. 1. 1. 

}:~=l Ai= 1) such that llx-x•II <~-Similarly x E co{xk+l'xk+2 , ... }, so there 
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exists an 9, E lN and a convex combination x" = ,~+k9, 1 ;\.x. with llx-x 11 II < 2~. l1.= + . i i 

Thus llx 1 -x 11 II <£,contradicting dist(co{x1 , ... ,~},co{~+l' ... }) ~ £. 

(iii),.. (i): Again assume that Xis reflexive and that it satisfies P;, for 

some sequence {x} c B and some£> 0. As before, {x} has a weak limit 
n x n 

point, say x, which belongs to co{x1,x2 , .•• }. It is impossible that x = O, 

since this would imply dist(co{x1 ,x2 , ... },{0}) = O. Thus llxll =: o > 0. As 

in the previous case, for every n > 0 there exist k E lN and elements 

x' E co{x 1, ... ,xk}, x" E co{xk+1 , ... } such that llx-x•II < no and llx-x"II < no. 

Thus llx 1 -x11 II < 2no. Writing 

k k+n k k+n 
(10.1) x' }: ;\xi' x" }: A,X. (A. ~ 0, }: A.= l A,=1), 

i=l i=k+l l. l. l. i=l 1. i=k+l 1. 

00 

it follows from the second part .of P3 that 

k k+n k 
(10. 2) llx 1 -x 11 II II }: A,x. - l A.x.11 ~ 

i=l 1. 1. i=k+l 1. 1. 

~II }: A .x.11 
i=l 1. 1. 

~llx•II ~ ~(llxll-llx-x'II) > ~(o-no). 

(10.1) and (10.2) are contradictory for sufficiently small n > 0. 

(i),.. (iv): Let O < £ < 1 be arbitrary. Then, assuming that Xis non-reflex­

ive, there exists an x** E x**\TIX with llx**II < 1 and O < £ < dist({x**} ,TIX). 

*** *** *** I *** Indeed, let x E X be such that x TIX 0 and II x II = 1. Then any 

x** Ex** such that llx**II < 1 and <x**,x***> >£will do, since llx**-TI(x)II 

<x**,x***> >£for all x EX. In particular llx**II > £, 

* so there exists an x 1 E Bx* with 

G := sp{x**} and F sp{x~}, we 

* ** <x1 ,x > > 

find an x 1 

£. Applying Theorem 3.1 with 

EX with llx111 < 1 such that 
* * ** * <x 1 ,x 1> = <x 1 ,x >>£.Having now constructed x 1 and x 1, we proceed with 

induction. Suppose that, for sane fixed n ~ 1 we have found x 1 , ••. ,xn E BX 

* * and x1 , •.• ,xn E Bx* satisfying 

for all 1 5 k 5 i 5 n 

(10.3) 0 for all 1 5 i < k 5 n 

* ** <xk,x > > £ for all 1 5 k 5 n. 

*** We now select an x *** *** ***I E X with llx II < 1 such that x 
TIX 

0 (so 
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*** ** *** in particular <1r (xi) ,x > = 0 for i = 1, ••• ,n) and <x ,x > > £. This is 

possible by the Hahn-Banach theorem, since dist({x**},1rX) > e:. Now Theorem 

3.1 applied to x* with G := sp{x***} and F := sp{x**,1r(x1), ... ,1r(xn)} c x** 

· ld * Ex* with llx* II< 1, <x.,x* > = <1r(x.),x***> = 0 for yie s an xn+l n+l i n+l i 
* ** ** *** i = 1, ••• ,n, and <x 1 ,x > = <x ,x > > e:. Finally, one more application 
n+ ** 

of local reflexivity, this time to X with G := sp{x } and 
* * * 

F := sp{x1 , ••• ,xn+l} yields an xn+l EX with llxn+lll < 1 and <xn+l'xk> 
* ** * * <xk,x > > e: fork= 1, ••• ,n+l. The system x 1 , .•. ,xn+l E BX, x 1 , ... ,xn+l E 

Bx* now satisfies (10.3) with n replaced by n+l, so this completes the in­

ductive definition of the sequences {x} c B, {x*} c Bx* satisfying P00

4 . 
n x n 

(iv)• (ii): Let e: > O, {x} c B and {x*} c Bx* be as postulated in P00

4 . 
n x n 

Let k E JN be arbitrary. Then for every choice of n E JN and A 1 , .•. , Ak+n 2 0 
. ~k ~k+n 

with li=l Ai li=k+l Ai 1 we have 

k k+n k k+n 
II I A.X. I A .. x. II 2 I< I A,X. - l A,X.,< 1>1 
i=l 

i i 
i=k+l 

i i 
i=l 

i i i=k+l 1 1 + 

k+n k+n 

I Ai<xi,x:+1>1 2 £ I A. £. 

i=k+l i=k+l 
i 

00 

Thus dist(co{x1 , ••• ,xk},co{xk+l'"""}) 2 £ for all k E JN, i.e. P2 holds. 

(i) • (iii): Let~< e:0 < 1 be arbitrary. We have seen already in the proof 
** ** ** of (i) • (iv) that there exists an x0 EX \1rX such that llx0 II < 1 and 

**} II **11 * * dist({x0 ,1rX) > e: 0 • In particular x 0 > e: 0 , so there exists an x0 c:x with 

llx;II < 1 and <x;,x;*> > e:0 • We now define inductively a sequence {xn} c BX 

and an increasing sequence {Hn} of finite subsets of BX* such that the fol­

lowing conditions are satisfied: 

(a) 

(bl 

(c) 

(d) 

* x E Hk; 

for all k E JN and all x E sp{x1 , .•• ,xk} 

For convenience we begin with the proof of the induction step, as it 

will become clear that the choice of x 1 and H1 is included in it. So sup­

pose that for some k 2 2 elements x 1 , ... ,~-l E BX and finite subsets 

H1 c H2 c c Hk-l of Bx* have been defined which satisfy (a) ... (d). 
** * ** * ** * Since llx0 II < 1, <x0 ,x0 > > e:0 and <x ,x0 > = 0 for all x E Hk-l' Theorem 

** * 3.1 applied with G := sp{x0 } and F := sp{Hk-l u {x0 }} yields an xk EX 



* such that 11~11 < 1, <~,x0 > 

* all x E Hk-l. 
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0 for 

Defining¾ is a bit more complicated. By compactness we can select a 

(1-E0 )-net {y1, •.. ,ym} for S }. We now define for each fixed 
sp{x1,.,. ,xk 

JI, E {1, ••. ,m} a linear form $JI, on sp{x~*,TiyJI,} by 

(a, 8 E lR) • 

2 
We claim that 11$,Q,11 < y0 , where y0 := E-0 • Indeed, for any a,8 E lR we have 

Assuming a f O, as we may, we have 

** 
* laldist({x0 },TIX) INI ** 8 

II *11 < INI -------- ~ II II ax0 ~ s s -- x + - TTY 
ED ED O a JI, 

** llax0 +8Tiyill 

ED 

So, putting these inequalities together, we find 

i.e. 

** 1 - ** 
l$i (ax0 + 8TIYi> I s (1 +~)llax0 + 8Tiytll, 

1 
II $,Q,11 ~ 1 + - < y0• 

ED 

Each $JI, (JI,= 1, .•• ,m) can be extended, by the Hahn-Banach theorem, to an 
*** *** element xJI, EX , with 

o, (JI, 1, ... ,m). 

* By local reflexivity of X, applied with 

*** *** G := sp{x1 , ••• ,xm } and 

(JI, 1, ••. ,m). 

Now define 

It is evident that the so constructed~ and Hk satisfy (a), (c) and (d). 
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we show that (b) holds. Let x € sp{x1 , ••. ,xk} with llxll 

Then for some JI, € { 1, ••• ,m} we have II x-y Jl,11 < s0 , so 

1 be arbitrary. 

1 * l<x,- y >I 
Yo Jl 

1 * 1 * 2: I <y - y > I - I <x-y ,- y > I 2: 
Jl'yo !l !l Yo !l 

1 * 1 11- y 1111 x-y II 2: 
Yo Jl Jl Yo 

This proves (b). 

The reader should observe now that the definition of x 1 and H1 (in 

this order) is included in the above, if one reads H0 =¢.Thus the induct­

ive definition of the sequences {x} and {H} satisfying (a) ••• (d) is com-
n n 

pleted. It remains to be proved that P; is satisfied with this {xn} and 

for some£> 0. In the first place (c) immediately implies that 

dist(co{x1,x2 , ••• },{0}) 2: s 0 , since for any convex combination l~=l Aixi 

we have 

Finally, let k,n € lN and a 1 , ••• ,ak+n € JR be arbitrary. Then, by (a) and 

(b), 

3 k 
(-s -1)11 l ai.xiH 

2 0 i=l 

k+n 
:,; sup II x * II II l a . x . II :,; 

x*EH i=l l. l. 
k 

k+n 
II l a.x.11. 
i=l i i 

REMARK 10.4. It is clear from the proofs of (i) *(iv)* (ii) and (i) * (iii) 
CO 00 00 

that in a non-reflexive space the properties P2 , P3 and P4 are satisfied 

with any choice of O < £ < 1. Thus, replacing in Definition 10.1 "3£ > O" 

by "VO<£< 1" wherever it occurs, leads to equivalent properties. 

* * * 

Recall that by the subreflexivity theorem of E. Bishop and R.R. Phelps, 

* for any Banach space X the subset of X consisting of all those elements 

* which attain their sup on BX is dense in X. Obviously for reflexive X 

* this set equals X, by the weak compactness of BX. We now show that the 
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* * converse is true: if every x € X attains its sup on BX, then Xis reflex-

ive. We give the proof only for the separable case. Essentially the same 

method of proof also works for non-separable spaces. 

We begin with the following technical 

LEMMA 10.5. Let X be a Banach space. Let a number E with 0 < E < 1, a se-

{x*} { } quence n c BX* and a sequence An of positive numbers be given such 

that 

(10.4) and I 
n=l 

Then 

(i) 

(ii) 

there exists a sequence {y*} c x* such that 
* * * n 

y € co{x ,x 1 , .•• } (n = 1,2, ••• ), and 
n n n+ 

ll'i'~ 1 A.y~II < ll'i'~ 1 A.y~II (1 - E 'i' 00 A ) (n 
Li= ii Li= ii Li=n+l i 

PROOF. We choose numbers E so that 
n 

A 
n 

1. 

1,2, ••. ). 

(10.5) 0 < E < 
(l-E)(i=I+lAi )(iin Ai) 

(n 1, 2, .•• ) . 
n 

Then 
00 A € 

(10.6) I 
n n 

< 1-E 
n=l (I==n+l \HI==n Ai) 

and 

The sequence {y*} is now selected as follows. Put 
n 

* * * * a 1 :=inf{lly II: y € co{x1 ,x2 , •.• }} 

Then define 

00 

lim E 
n n~ 

o. 

a 2 := inf{IIA1y; + ( I Ai)y*II, y* € co{x;,x;, •.. }}. 
i=2 

IIA 1y; + ( I A:)y;II < a 2 (1+E 2). 
i=2 

Proceeding by induction we so define a sequence {y*} c x* satisfying 
n 

(10. 7) * * * y € co{x ,x 1 , •.. } 
n n n+ (n 1,2, •.• ) 
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and (wl.'th ,O A y* := 0) 
li=1 ii ' 

n-1 oo 

(10.8) II l AiY: + ( l 
i=1 i=n 

A. )y *11 < a (1 + £ ) 
1. n n n 

(n 1,2, ••• ), 

where 

(10.9) 

(n = 1,2, •.. ). 

From (10.4), (10.9) and llx*II $ 1 (n 
n 

1,2, ••. ) it follows that 

(10.10) $ 1, 

so that a:= ~.¼lll an exists and satisfies£$ a$ 1. Moreover, (10.8) and 

(10.9) imply that 

Hence 

n-1 
I II l 

i=l 

and therefore 

(10.11) I a. 
i=1 

A.)y*ll<a(1+£) 
1. n n n 

$ a £ 
n n 

+ II ( l 
i=n 

$ £ 
n 

(n 

+ I 
i=n 

1,2, •.• ). 

A. ➔ 0 as n ➔ oo 
l. 

Before proving (ii) we first show that for all n E JN, 

n 
(10.12) I I 

i=1 i=n+l 

Indeed, for every n E :N we have by the triangle inequality and (10.8) 

n 
I 

i=l 

n-1 }:. A. 
11 , * i=n i * 

l A,y.+---A y $ 
'=1 l. l. ,oo A n n 

1. li=n i 
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" n-1 00 I~ "· 
s __ n_ II l \./ + ( l \. )y*II + i=n+l l. 

,oo ' i'=l ii . l. n ,oo ' 
li=nAi i=n li=nAi 

oo [ \ a (1+£) n-1 ] l \ oo n n : + 1 II l \ .y~II • 
i=n+l (' \ )(' \) ('00 

\ ) i=l ii 
li=n+l i li=n i li=n i 

We now replace in ( 10 .12) the expression II ,n-l \ y*II by the right side of 
li=l i i 

the inequality that results from (10.12) by substituting n-1 for n. This 

yields, for n ~ 2, 

n 
II ' ' *u ( ' l AiYi < l 
i=l i=n+l 

I + 
i=n+l 

Repeating this argument we finally obtain, by (10.6) and (10.11), 

oo n "k (1+£k) 
s a( I \.) I ------ s 

i=n+l i k=l ('00 
\ )('

00 
\ ) 

li=k+l i li=k i 

= a( I \.)[{I ( 1 - - 1 )} + 1- £] 
i=n+l i k=l ' 00 

\ '
00 

\ 
li=k+l i li=k i 
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a.(1-E l Ai) 
i=n+l 

1 ----+ 
l==l"i 

00 00 

l A./11(1-E L Ai) 
i=l ii i=n+l 

(n 1,2, ••. ) • 0 

In the following theorem the equivalence that interests us is (i)- (iv). 

* * It says that Xis reflexive iff every x € X attains its sup on BX. The 

properties (ii) and (iii) are merely intermediate steps in the proof of 

(i) ~ (iv). 

THEOREM 10.6. Let X be a separable Banach space. Then the following are 

equivalent: 

(i) Xis non-reflexive. 

(ii) For every 0 < E < 1 there exists a sequence {x:} c Bx* satisfying 

* * (a) w -~¼lll xn O, 

* * (b) dist(co{x1,x2 , ••. },{0}) ~ E, 

(iii) For every 0 < E < 1 and for every sequence {A} of positive numbers 
n 

with }::=l An= 1 there, exists a sequence {y:} c Bx* satisfying 

(c) * * 0, w -lim y 
n~ n 

(d) II I:=1 A *11 < 11}:==1 iyi A.y~ll(l-E L~ 1 A.) (n = 1,2, ..• ). ii i=n+ i 

(iv) There exists an X 
* * € X ,such that {x € BX: <x,x*> llx*II} = r/>. 

~- (i) ~ (ii): Let X be non-reflexive and let O < E < 1 be given. There 

exist (see the proof of Theorem 10.3) elements x** € x**\7TX and x*** € x*** 

satisfying 

E < llx***11 < 1, *** 
X j7TX o, <x**,x***> > E and llx**11 < 1. 

Let {x} be a sequence dense in X. We now select a sequence {x*} c.x* such 
n n 

that the following hold for every n € JN: 

(ll llx*ll < 1, 
n 
* ** (2) <xn,x > > E, 

* (3) <xi,xn> = 0 for all i = 1, ••. ,n. 

This can be done inductively with a (by now standard) application of Theorem 

3.1 to x* with G := sp{x***} and F := sp{x**,7Tx1 , •.• ,7Txn}. It remains to be 

verified that this sequence {x*} satisfies (a) and (b). Obviously (a) follows 
n 

from (3), (1) and the density of {xn}. (b) is a simple consequence of (2), 
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r:=1 
* since for any convex combination A,X, we have 

1. 1. 

n n n 
): \ .x~II ): * ** ): 2: < "ixi,x > > e: "· e:. 

i=l 
1. 1. 

i=l i=l 
1. 

(ii)~ (iii): Let e: with O < e: < 1 and a sequence{\} of positive numbers 
n * 

with ' 00 

1 A = 1 be given arbitrarily. Then choose a sequence {x} c Bx* ln= n n 
satisfying (a) and (b), for this e:. Having now an e:, 0 < e: < 1, a sequence 

{ } ,oo {x*} of positive numbers "n, ln=l "n = 1, and a sequence n c Bx*' with 

* * dist(co{x1,x2 , •.. },{0}) 2: e:, we now use Lemma 10.5 to find a sequence 

{y*} c x* satisfying (i) and (ii) in Lemma 10.5 for this triple e:,{\ },{x*}. 
n n n 

Now (c) follows from (a) and (i) in Lemma 10.5, and (d) is the same as (ii) 

in Lemma 10.5. 

(iii)~ (iv): Let O < e: < 1 and a sequence{\} of positive numbers with 
n ,oo . * 

ln=l "n = 1 be given arbitrarily. Select {yn} 
* \(X) * hold. We claim that x := ln=l "nYn satisfies 

* 

c Bx* so that (c) and (d) 

(iv). Indeed, if x E BX is 

arbitrary, then fi¼lll 

that <x,y*> < e:llx*II 
n 

<x,yn> = O, by (c). Hence there exists an n0 E lN such 

* <x,x > 

whenever n 2: n0 • Then, using (d), 

00 no 

): . * 
< l A <x,y*> "n<x,yn> + 

n=l n=l n n 

no 00 

~ II ): \ *II + ( l A )e:llx*II nyn n 
n=l n=n0+1 

<llx*ll(1-e: L \)+ 
n 

n=n0+1 
): 

00 

( ): 
n=n0+1 

< 

\ )e:llx*II ~ 
n 

llx*II. 

Hence {x E BX: <x,x*> = llx*II} = </J, since x E BX was arbitrary. 

(iv)~ (i): This is trivial if one knows that the unit ball of a reflexive 

space is weakly compact. Also without this knowledge the proof is trivial, 

however: Suppose x* Ex* is as in (iv). By the Hahn-Banach theorem there 

exists an x** Ex** with llx**II = 1 and <x*,x**> = lix*II. The assumption (iv) 

means that x** E x**\rrX. Thus Xis non-reflexive. D 

NOTES. All results in this section are due to R.C. JAMES. The properties 
00 00 00 

P2, P3 and P 4 were introduced and studied in [54] in the context of the 

search for an isomorphic analogue of uniform convexity. (This subject will 

be dealt with in the next chapter.) Theorem 10.6 has a rather long history. 

It was first proved in [49] for separable spaces, and later in [51] for the 
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non-separable case as well. The more general result that a bounded weakly 

closed subset Kofa complete locally convex topological vector space Eis 

weakly compact iff each continuous linear form on E attains its sup on K, 

first appeared in [SO] • The proofs of these results given in the papers 

cited above were difficult. Considerably simpler proofs (essentially the 

ones reproduced here) were given by R.C. JAMES in [53]. Related papers are 

[85] and [94]. 



11. THE INFINITE TREE PROPERTY 

We now introduce the infinite tree property, labelled P~. It is not 

equivalent to non-reflexivity but implies it. The proof of this last state­

ment is the main goal in this section. 

DEFINITION 11.1. Let X be a Banach space, E > 0 and n E lN. An E-tree of 

length n, or an (n,E)-tree in Xis a subset 

k 
T = {x. ,: k = 1, ••• ,ni i = 1, •.• ,2} 

K,J.. 

of X satisfying the following relations: 

( 11.1) (k 1, ... ,n-11 i 
k 

1, ••• ,2 ) , 

( 11.2) II X -x. II :2-; e: 
k,2i-1 K,2i 

(k 
k-1 

1, ••. ,n; i = 1, .•. ,2 ) 

An E-tree of infinite length, or an (00 ,E)-tree in Xis a subset 

of X satisfying (11.1) and (11.2) for all k E lN and i E {1, ••• ,2k}. 

On should view an e:-tree as the result of a branching process ~tarting 

with two points x 111 and x112 having distance :e-: E. Each of these points is 

then written as the midpoint of a segment [x211 ,x212 J (respectively 

[x2 , 3 ,x2 , 4J) having length at least e:. Etc. 

An alternative inductive definition of an (n,E)-tree is 

* DEFINITION 11.1 • A (1,E)-tree in Xis a pair of points {x1 ,x2} with 

II x 1 -x2 II :e-: e:. Supposing that we have defined an (n-1, E) -tree for some n :2-: 2, 

then an (n,E)-tree in Xis a subset T = {x1 ,x2 , ... ,x n} of X satisfying 
2 
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llx 1-x II ~ e: 
2i- 2i 

and such that 

(i 
n-1 

1, ... ,2 ) 

is an (n-1,e:)-tree. T' is called the derived tree of T. 

REMARK 11.2. One should observe that formally at least two different ob-

jects are involved here: An (n,e:)-tree in the sense of Definition 11.1 * 
consists of the "endpoints" of an (n,e:)-tree in the sense of Definition 11.1. 

We shall use both definitions, whichever is the more convenient. The dif­

ference in indexation precludes confusion. Obviously an (00 ,e:)-tree cannot 

* be defined as in Definition 11.1, since it has no endpoints. 

DEFINITION 11.3. Let T be an e:-tree in a Banach space X (of finite or in­

finite length). By the norm of T we mean the number IITII := sup{llxll: x E T}. 

(Note that it makes no difference, in the case of finite trees, whether one 

uses Definition 11.1 or Definition 11.1*.) 

In every Banach space X and for every e: > 0 there exist in X e:-trees 

of arbitrary (finite or infinite) length, since there is obviously no limit 

to the branching process. In general, however, for fixed e: > 0, the infimum 

of the norms of all (n,e:)-trees in X will increase indefinitely with n. 

X will be said to have the infi'nite tree property if, for some e: > 0, there 

exists in X an (00 ,e:)-tree with finite norm. The main result in this section 

will be that reflexive spaces do not have the infinite tree property. The 

proper feeling here is that the unit ball of a reflexive space is too rotund 

to contain (00 ,e:)-trees. 

00 

DEFINITION 11.4. A Banach space X has the property P1 (= infinite tree 

property) if for some e: > 0 there exists an (00 ,e:)-tree T in BX, i.e~ with 

norm IITII ,s; 1. 

00 

EXAMPLE. c 0 has P1 . Indeed, the following branching process, which the 

reader will undoubtedly be able to continue, leads to an (00 ,2)-tree with 

norm 1: 



x2 1 

(1,0,0, •.• ,( ' 

X . I 2,3 

(-1,0,0, ... )\ 

x2,4 

< x3 1 
(1,1,0, ... ) , 

x3,2 

(1,-1,0, ... ) <x3,3 

x3,4 

co 
THEOREM 11.5. A reflexive Banach space X does not have P1 . 
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(1,1,1,0, ... ) 

(1,1,-1,0, ... ) 

(1,-1,1,0, ... ) 

(1,-1,-1,0, ... ) 

(-1,1,1,0, ... ) 

(-1,1,-1,0, ... ) 

(-1,-1,1,0, ... ) 

(-1,-1,-1,0, ... ) 

The proof rests on the following Proposition, which holds also in more 

general situations (cf. Remark 11.7). 

PROPOSITION 11. 6. Let K t- </> be a convex separable and weakly compact sub­

set of a Banach space X. Then there exists for every E > 0 a closed convex 

subset Cc K such that Cf-Kand diam (K\C) ~ E. 

PROOF. Let E > 0 be arbitrary. By the Krein-Milman theorem ext Kt- <I>. Let 

D be the weak closure of ext K 0 and let U =¼BX. Since K is separable, there 

exists a sequence {kn} c K such that Kc u:=l (kn+U). In particular 

D c u:=l (kn+U). By Baire's theorem for compact Hausdorff spaces, applied 

to D with the weak topology, at least one of the sets (kn+U) n D, say 

(k +U) n D has an interior point relative to the weak topology on D. Hence 
no 

there exists a weakly open subset W c X such that 

(k +U) n D ::, w n D t- <p • 
no 

We now define 

Kl := co (D\W) and K2 := co (DnW). 

Since ext Kc D c K1 u K2 c K, the Krein-Milman theorem implies that 



146 

K 

Moreover, K1 f K. Indeed, K = K1 = co (D\W) would imply, again by the Krein­

Milman theorem, that D\W contains ext K, contradicting D n W f ¢. Also, 

since K2 c kno + u and diam u = f 

d' K ~ E_ 1am 2 2 

Now let r E (0,1] be arbitrary and consider the map fr: K1 x K2 x [r,1] + K 

defined by 

Since fr is continuous for the product of the weak topologies on K1 and K2 

and the usual topology on [r,1], to the weak topology on K, the image Cr of 

fr is weakly compact. It is also convex. Indeed, for any two triples 

(x 1,x2 ,A) and (xi,x2,A 1 ) in K1 x K2 x [r,1] and anyµ E (0,1) we have 

µ (Ax 1+(1-A)x2)+(1-µ) (A 'xi+(l-A') x2) 
µAx 1+(1-µ)A'xi 

{µA+(l-µ)A') -------+ 
'---v----' ,µA+O-!);..,.l""'A_'_~ 

= :ClE [r, 1] 

µ(1-A)x2+(1-µ) (1-A')x2 
+ (µ(1-A)+(l-µ) (1-A')) ----------EC 

p(l-A)+(l-µ) (1-A') 
=1-a 

We observe next that C f K. Indeed, suppose Cr= K. Then in r 
every X E ext K is of the form x = AXl + (1-A)X2 for some xl 

r 

particular 

E Kl, x2 E K2 
and A E [r,1]. Hence x = x 1 E K, so that ext Kc Kl. But then, by the Krein-

Milman theorem, K = K1 , contradicting K1 f K. 

Finally we estimate diam (K\Cr). It follows from K 

the definition of Cr that every y E K\Cr is of the form 

y with and A E [O,r), 
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A diam Ks r diam K. Hence for every pair so lly-x2 11 = 11Ax1-Ax2 11 s 

y = Ax 1 + (1-A)x2 , y' A'xi + (1-A')x2 € K\Cr we have, since diam K2 sf, 

lly-y•II s lly-x2 11 + llx -x•II + lly•-x•II 
2 2 . 2 

s 2r diam K + f 

Thus diam (K\Cr) s 2r diam K + f and for the choicer= 4d:amK the closed 

convex set C := C satisfies the requirement. D 
r 

PROOF OF THEOREM 11.5. Let us assume that Xis reflexive and that 

T = {xk,i: k E JN, i = 1, •.• ,2k} is an (00 ,E)-tree in BX, for some E > 0. 

Then by reflexivity the convex set K := co Tc BX is weakly compact, and 

also separable, since Tis countable. Thus there exists, by Proposition 11.6, 

a closed convex set Ci K, with diam (K\C) Sf. Since K = co T and Cf K, 

we have T\C f </>. Suppose xk,i € T\C. The equality ~.i = ½(xk+l, 2i_ 1+~+l, 2i) 

and the convexity of C imply that either ~+l, 2i-l or ~+l, 2i, say ~+l, 2i, 

does not belong to C. But then 

diam (K\C) 2 llx -x. II 
k,i K+l,2i 

½ II x. -x II 
K+l,2i-1 k+l,2i 

2 E. 2 , 

a contradiction. D 

REMARK 11.7. The proof of Theorem 11.5 shows that the infinite tree proper­

ty does not hold in any Banach space X with the property that for every 

closed convex bounded set Kc X and for every E > 0 there exists a closed 

convex Cc K with diam (K\C) s E. This last property (the so called 
t 

"dentability" of closed convex bounded sets) is known to be equivalent to 

the Radon-Nikodym (R.N.) property, i.e. to the validity of the Radon­

Nikodym theorem for X-valued measures. The R.N. property holds not only for 

reflexive spaces, but e.g. also for separable dual spaces. Therefore also 

separable dual spaces do not have P7. An example is i 1 = (c0)*. In particu­

lar, since we have seen that c0 has P7, P: is not preserved under duality. 

NOTES. The infinite tree property was introduced by R.C. JAMES in [54], 

which also contains Theorem 11.5. Lemma 11.6 is due to I. NAMIOKA and 

E. ASPLUND ([3]). For more information about dentability, the R.N. property 

and related matters, the reader should consult [27], Chapter 6 and its 

references or the recently published monograph [28]. 
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12. UNIFORM CONVEXITY AND UNIFORM SMOOTHNESS 

We shall be interested later in the problem which Banach spaces admit 

an equivalent uniformly convex norm. As a preparation we discuss in this 

section uniform convexity and the dual notion of uniform smoothness. In 

particular we show that uniform convexity implies reflexivity. Furthermore 

we develop an averaging procedure to show that if a Banach space X admits 

an equivalent uniformly convex norm and also an equivalent uniformly smooth 

norm, then there exists an equivalent norm on X with both these properties. 

Combining this with a fact to be proved later, namely that X admits an 

equivalent uniformly convex norm iff it admits an equivalent uniformly 

smooth norm, it will foll0w that every "uniformly convexifiable" space ad­

mits an equivalent norm which is both uniformly convex and uniformly smooth. 

Of course it would be more natural to start with a discussion of the 

weakest convexity and differentiability properties and then to gradually 

strengthen them. Since all this material is classical and can be found in 

detail in e.g. [24] or [27], we feel justified in omitting it. So we re­

strict ourselves to what is strictly needed to make this account self-con­

tained. 

DEFINITION 12.1. A Banach space Xis called uniformly convex (or uniformly 

rotund) iff for every sequence of pairs xn,Yn e: BX, h!m llxn;Ynll = 1 implies 

lim llx -y II= O. In words: if the midpoints of a sequence of segments in BX n~ n n 
approach the unit sphere, then their lengths converge to O. or, equivalent-

ly, for every O < e: ~ 2 the number 

o (e:) := inf{1 - 11~0: x,y e: BX, llx-yll ?! d 

is positive. For any Banach space X the function o = ox: (0,2] + [0,1] 

defined above is called the modulus of convexity of X. Thus Xis uniformly 

convex iff ox(e:) > o for every e: > o. 
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REMARK 12.2. Sometimes a slightly different definition of the modulus of 

convexity is used: 

o' (£) := inf{l - 11X?11: llxll II yll = 1, II x-yll ~ £} (0 < £ ,s; 2 l. 

Clearly 0(£) ,s; o' (£) for all£> O. It is also obvious that 0(£) is strict­

ly positive for positive£ if o' has this property. Indeed, suppose for 

some£> O there exist xn,Yn e: B with llx -y II ~ £ (n = 1,2, ••• ) and 
X n n 

nlim llx +y II = 2. Then lim llx II lim lly.11 = 1 and it follows that ..- n n nc+oo n n~ n 

II 11:nll - 11:nll II > ~ for large n, 
n n 

while 

Mm II 11:nll + 11:nll II = 2 , 
n n 

contradicting o' (~) > 0. Thus uniform convexity can be defined equivalently 

by requiring that o' (£) > 0 for all£> 0. 

Well-known examples of uniformly convex spaces are the spaces iP 

(1 < p < 00 ) for which the modulus of convexity can be computed explicitly. 

We have already seen in Section 10 that reflexivity of a space X means the 

non-existence of certain infinite-dimensional flat areas in BX close to SX. 

Hence it is not surprising (and actually contained implicitly in Theorem 

10.3 and Remark 10.4, as will be shown in Proposition 16.1) that a uniform­

ly convex space is reflexive. We now give a direct and simple proof of this. 

PROPOSITION 12.3. A uniformly convex Banach space Xis reflexive. 

** ** * PROOF. Let x E s ** be arbitrary. Since Bx is cr (X , X ) -dense in Bx** 
X * (Proposition 0.10), there exists a net {x} Ac BX such that w lim x 

** a ae: a a 
= x Consider the net 0(xa+x13 )}(a,S)e:AXA' where AXA is partially order-

ed by 

(a, S) ~ (a' , /3 ' ) - a ~ a' and /3 ~ /3' • 

* ** Clearly {i(xa+x13 )} w converges to x , while 

Hence, by the w*-lower semi continuity of ll· II 

= llx**11 = 1. By the uniform convexity of X it 

11!(xa+x13 )11 ,s; 1 for all (a,/3). 

on x**, lim II~ (x +x13 ) II 
(a,S) a 

follows that liDJ. II xa -x13 II = 0, 
(a,/:S) ** 

i.e. {xa} is a Cauchy net. Then {xa} converges in norm, obviously to x 

** Hence x e: X and the reflexivity of Xis proved. □ 
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The notion dual to uniform convexity is uniform smoothness. 

DEFINITION 12.4. A Banach space Xis called uniformly smooth iff the norm 

is differentiable in the following strong sense: 

lim Ux+txll - llxll 
D{x,y) 

t 
=: 

t+0 

exists, uniformly for all x,y € SX'. 

REMARK 12.5. For x,y € SX and t ,f O let us denote llx+ty~ - llxll by ti(x,y,t). 

We show that ti(x,y,•) is a non-decreasing fun.ction (x,y € SX fixed). For 

0 < t 1 < t 2 we have 

so 

t 2 (11x+t1yll - llxll) s t 1 (llx+t2yll - llxll), 

i.e. llx+t1yll - llxll llx+t2yll - llxll 
ti(x,y,t1) = s = ti{x,y,t2). 

tl t2 

Hence ti(x,y,•) is non-decreasing for positive t. Since ti(x,y,-t) -ti (x,-y, t) 

for any t ,f O, ti (x, y, •) is also non-decreasing for negative t. Furthermore, 

for any t > 0, 

2llxU s llx+tyll + llx-tyll, 

so 

llx+tyll - Dxll ~ -(11.x-tyll - Uxll) 

and therefore 

ti(x,y,t) 
llx+tyll - DxD 

t 
Dx-tyll - llxll 

~ -t = ti(x,y,-t). 

Together these facts prove that ti(x,y,•) is non-decreasing for all t •. 

It follows from this that uniform smoothness is equivalent to 

(12 .1) . [{II x+tyll -11 xD} _ {II x-tyll -llxll }] = 
lim t -t O, 
t-1-0 

uniformly for x,y € SX. Equivalently, replacing ty by y, this means 

(12.2) lim llx+xll+llx-xll-2 
llyll 

y+O 
0 

uniformly for x € SX. Expressed differently again, (12.2) is equivalent to 
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(12.3) Ve > 0 3/l > 0: x la sx, Dyll < ll .,. llx+yll+llx-yll < 2+ellyll. 

For any Banach space X we define, for all T > O, 

{ Ux+yU ~ 1 II II } p(T) := sup 2 + 2 - : x € sx, y = T. 

The function p = pX: [0, 00 ) ➔ [0, 00 ) is called the modulus of smoothness of X 

and it is clear from (12.2) that Xis uniformly smooth iff ~tw P~T) = 0. 

We now prove the duality of uniform convexity and uniform smoothness. 

PROPOSITION 12.6. Let X be a Banach space. Then 

(i) Xis uniformly smooth iff x* is uniformly convex; 

(ii) Xis uniformly convex iff x* is uniformly smooth. 

PROOF. a) Let us assume that Xis uniformly convex. Then for every E > 0 

there exists, a ll > 0 such that 

(12.4) II xii , II yll ~ 1, II x-yll ~ E .,. 2 - II x+yll ~ ll • 

* We must prove that X is uniformly smooth, i.e., by (12.3), that for every 

E > 0 there exists an n > 0 such that 

(12.5) llx*II = 1, lly*II < n .,. * * * * * llx +y ll+llx -y II < 2+elly II •. 

Let E > 0 be fixed. 
2-2n so small that -1--

* ·* +11,,.. 
suppose x ,y € X 

Choose ll > 0 .such that (12.4) holds and let n > 0 be 

> 2-ll. We'claim that with this n (12.5) holds. Indeed, 

satisfy llx*II 1, lly*II < n. Choose x,y € SX such that 

* * <x,x +y >, 

(These elements exist by reflexivity.) Then on the one hand we have 

(12.6) 

~ llx+yH + lly*llllx-yll ~ 2+lly*llllx-yll, 

and on the other hand 

* * * * * * * llx+yll ~ <x+y,x +y > ~ <x,x +y > + <y,x -y > + 2<y,y > ~ 
1+n 1+n 

(12.7) 
* * * * ~ II x +y II + II x -y II -2n ~ 2-2n > 2-ll. 

1+n 1+n 



It follows from (12.7) and (12.4) that llx-yll <£.Thus the right side of 

(12.5) holds, by (12.6). 
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b) Let us assume now that Xis uniformly smooth. Then for every£> 0 there 

exists a o > 0 such that 

(12.8) llxll = 1, llyll < o => llx+yll + llx-yll < 2 + ~llyll. 

We must show that x* is uniformly convex, i.e. that for every£> 0 there 

exists an n > 0 such that 

(12. 9) * * * * * * II x II , II y II :,; 1 , II x -y II ;:: £ => 2 - II x +y' II ;:: n . 

Fix£> O and suppose that x*,y* € x* satisfy llx*ll,lly*II :,; 1, llx*-y*II :?: £. 

Choose o > 0 such that (12.8) holds. Then there exists an x0 € X with 

llx0 11 = ~ such that <x0 ,x* -y*> > £3o. It follows now, using (12.8), that for 

every x E SX, 

* * <x,x +y > 

:,; II x+x II + II x-x II - ~ < 2 + ~ - ~ = 2 - £12° . ,0 0 3 4 3 

Hence, with n := ~~ > 0, the right side of (12.9) holds. 

c) We have now shown necessity in both (i) and (ii). Combining this with 

Proposition 12.3 and the fact that Xis reflexive iff x* is reflexive 

(Proposition 0.13), sufficiency in both (i) and (ii) follows immediately. D 

Our next topic is an averaging procedure devised by E. Asplund for the 

purpose of combining good properties of two equivalent norms into one single 

norm. 

On a Banach space X let us consider the function 

(12.10) 2 
f(x) = ~llxll (x € X). 

Then f is convex and homogeneous of degree 2, i.e. f(tx) = t 2f(x) for all 

t € m and x € X. The last statement is clear. For the proof of the convex­

ity off, let x,y EX, 0 <A< 1 be given. Then 

f(h+ (1-A)y) 
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Observe that any convex function which is homogeneous of degree 2 

vanishes at O and is non-negative, and that the particular function f defin­

ed by (12.10) has the additional property that it vanishes only at 0. Con­

versely, let f be a convex function on a vector space X which is homogene­

ous of degree 2 and vanishes only at 0. (Hence f(x) > 0 whenever x f 0.) 

Then (12.10) defines a norm on X. Indeed, all norm properties are evident 

except perhaps the triangle inequality. Let x,y EX and assume, as we may, 

that llxll f O, llyll f 0. Then, putting t := ✓f(y)/f(x), we have 

2 llx+yll 2f(x+y) 
1 t l+t 

2f( l+t ( l+t)x + l+t t y) :S 

:$ 1 ~t f ( ( 1 +t) X) + 2 1\t f ( 1 :t y) 

l+t 
2(1+t)f(x) + 2 t f(y) 2f (x) + 2f (y) + 4✓£ (x) ✓f (y) 

(✓2f(x) + ✓2f(y) ) 2 2 (llxll + llyll) . 

Thus we have shown that, given a vector space X, there is a 1-1 correspon­

dence between norms on X and convex functions on X which are homogeneous 

of degree 2 and vanish exactly at the origin. This correspondence is given 

by (12.10). 

We now establish a formula relating the two functions corresponding 

to a given norm on X and to its dual norm, respectively. 

* PROPOSITION 12.7. Let X be a Banach space and let f and f be the convex 

functions on X and x* corresponding to the norm on X and its dual norm on 

x*, respectively. Then 

(12.11) 

PROOF. Formula (12.11) means 

{12.12) 

For arbitrary x E X and X * * E X we have 

* llxllllx*ll ½ llxll 2 + i II x * II 2 , <x,x > :S :S 

so 

~11x*112 <': * 2 sup{ <x,x > - !11 xii : X E X} 1 
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which proves one half of (12.12). For the other half we may assume x* f 0. 

Let e: > 0 be arbitrary and choose x0 EX with llx0 11 = 1 and <x0 ,x*> > llx*ll-e:. 

Putting x = llx*llx0 , we have, since llxll = llx*II, 

* * * * * * <x,x > = llx ll<x0 ,x >;;: llx II (llx 11-e:) ;;: (llx 11-e:) (llxll-e:) 

!<llx*ll-e:) 2 + ½<llxll-e:) 2 . 

Hence, letting e: + O, it follows that sup{<x,x*> - ~llxll 2 : x EX};;: ½llx*ll 2 .D 

We now want to express the uniform convexity of a Banach space by a 

condition on the function f corresponding to its norm (as in (12.10)). Let 

us agree to call this function f uniformly convex iff 

(12.13) inf{f(x)-2f(x;r)+f(yl: llxll,llyll 5 1, llx-yll;;: d 

is positive for every O < e: 5 2. 

Observe that in ( 12 .13) 11· II and f are supposed to be related by (12 .10). 

However, it is clear that replacing II II in (12.13) by an equivalent norm, 

but keeping f fixed, the new expression is positive for every e: > 0 iff the 

original one is. 

PROPOSITION 12.8. Let X be a Banach space and let f correspond to the norm 

II II of X as in (12.10). Then Xis uniformly convex iff f is uniformly convex. 

PROOF. Suppose that f is uniformly convex and let O < e: $ 2 be arbitrary. 

Expressing (12.13) in terms of the norm, we get 

(12.14) inf011xll 2 - llx?~ 2 + ½llyll 2 : llxll ,llyll $ 1, llx-yll ;;: d > o. 

Taking x and y so that llxll = II yll = 1 (and II x-yll ;;: e:) , it follows that 

inf{l - llx?II: llxll = llyll = 1, llx-yll ;;: d is positive, i.e. X is uniformly 

convex (cf. Remark 12.2). 

For the converse let us assume that Xis uniformly convex and let us 

fix O < e: 5 2. Then there exists a o > 0 such that 

(12.15) u,v EX, II ull = II vii = 1, II u-vll ;;: ~ ~ 1 - 11 u;vll > o. 

We are going to show that the inf in (12.14) is positive. Let x,y EX with 

II xii , II yll $ 1, II x-yll ;;: e:. We distinguish three cases. 
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I: lllxll-llyll I > ~ 
- 2' 

X Put u := g, 

II: o ~ llxll-llyll ~ ;, III: o < llyll-llxll 

V : = II ~II • 

2 2 2 
case I: ½llxll 2 - lix?ii 2 + ½llyll 2 ~ ½llxll - ¼(llxll+llyll J2 + ½llyll 2 = ¼(llxll-llyl!J ~ ~6 • 

llxll 
Case II: Let us put k := lfylr ~ 1 (note that y f 0) and observe that 

( x __J_ llxll-llyll x ) 
llyll (u+v+(k-l)ul = llyll W + ll_yll + llyll 1fx1r = x+y. 

1+k2 I:; k 1 
Using this, and also that (-2-) ~ +, we obtain 

~ llyll 2 k (1 - IITll) = llxllllyll(1 - IITll)­

Case III: ½llxll 2 - jjx?ll 2 + '½lly11 2 ~ llxllllyll(1 - llu;vll) 

(as in case II, by interchanging x and y). 

In case I we are done. In cases II and III we must estimate 

II xii II yll ( 1 - II u;vll ) • First note that in both these cases 

(12.16) 

Furthermore, II yll ~ II x-yll-11 xii ~ E-11 xii 

(12.17) llyll ~ ~ and, similarly, 

(12.16) combined with (12.15) yields 

~ E-(llyll +~), so that 
2 

llxll ~ ~-

- llu+vll > o, and therefore, using 
2 

(12.17), we obtain in both cases II and III that 

2 2 2 E2 
~llxll - nx?n + ½llyll ~ 16 o > o. 

Let f 0 and g0 be two convex functions on a vector space X which are 

homogeneous of degree 2 and vanish precisely at the origin. Let us assume 

they are equivalent in the sense that there exists a positive C such that 

(12.18) 

□ 
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We now average f 0 and g0 in two different ways: 

g 1 (x) = inf{½ (f0 (x+y) + g0 (x-y)): y E x} (x E X) • 

We claim that both these averages f 1 and g1 are again convex and homogene­

ous of degree 2, vanish exactly at O and satisfy 

(12.19) 

(12.20) -1 
fl $ ( 1 + 2 C) g l. 

Indeed, since g0 :,; f 0 and g0 is convex, we get for every x EX, 

{
fo (x+y) + go (x.:.y) } {go (x+y) + go (x-y) 

g 1 (x) = inf 2 : y E X ~ inf 2 

Hence g0 :,; g 1 • Also, since f 0 :,; (1+C)g0 , we have 

The remaining inequalities in (12.19) are clear, as is the homogeneity of 

f 1 and g1 and the convexity of f 1• We prove now the convexity of g1 . Let 

x 1 ,x2 EX and O:, A:, 1 be given. Let us choose, for an arbitrary£> 0, 

y 1 and y 2 in X such that 

and 

Then, by the convexity of f 0 and g0 , we have 

Thus g1 is convex, since£> 0 was arbitrary. 
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We now iterate this procedure and define for every n QI 1,2, • • • 

f +1 = ½ (f + g ) n n n 
(12. 21) 

gn+l (x) = inf{ Hfn (x+y) + gn (x-y)): y e: x} (x € X). 

In this way we get sequences {fn} and {gn} of functions, satisfying the 

relations 

(12.22) 

(12.23) (n QI 1,2 I••)• 

It follows that both sequences converge to a limit function h, which is ob­

viously again convex, homogeneous of degree 2, and vanishes exactly at O, 

and that 

(12.24) (n = O, 1, ••• ) • 

The estimates (12.23) and (12.24) can and must be improved for sub­

sequent applications. 

LEMMA 12.9. 

(12.25) g :', f 
n n 

-n 
:<;; (1+4 C)gn, 

and consequently 

(12.26) (n = O, 1, ••• ) • 

PROOF. By induction on n. For n = 0 (12.25) is nothing but (12.18). Suppose 

that ( 12. 25) has been proved for some n. Let us put a := 1 + 4-n C/2. We have 

fn+l :<;; fn and fn+l = ½(fn+gn), so by the induction hypothesis, fn+l :<;; agn. 

Thus, using homogeneity and convexity of the involved functions, we have 

for all x,y e: x, 

Hf (x+y) + g (x-y)) ~ H~2 1 (ax+ay) + !f 1 (x-y)) n n n+ an+ 
a 

1 1+a( 1 a ) 
2-2- l+afn+l (ax+ay) + l+afn+l (x-y) ~ 

a 

2 
= l+afn+l (x) · 



Taking the inf over ally EX yields 

< - (n+l) 
fn+l - (1 + 4 C)gn+l' 

completing the proof. D 

We show now that the limit function h inherits uniform convexity 

from f 0 • 

PROPOSITION 12.10. If f 0 is uniformly convex, then so is h. 

PROOF. The inductive definition of the f 
,;n-1 gk n 

hn is the convex function lk=O 2n-k" By Lemma 

fo 
shows that f = n + h, where 

n 2 n 
12.9 we have, for all n, 

so 

(12. 27) 
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It follows from (12.27) and the convexity of hn that, for all x,y EX and 

all n= 0,1, ••. , 

h(x) - 2hr+2y) + h(y) <'= [J_f (x) _ _£_f (x) +h (x)] -
2n O 4n O n 

(12.28) - 2[70 (x?) + hn (x?)] + [70 (y) - :nfO (y) + hn (y)] ;;,: 

<': 21n[fo(x)-2fo(x?)+fo(y)- ~n(fo(x)+fo(y))]. 

Let us fix£> O. By assumption 

is positive, where II II is related to f 0 by (12.10). Hence, taking n suf­

ficiently large it follows from (12.28) that 

(12.29) inf{h(x) - 2h(x?) +h(y): ilxll ,llyll :S 1, llx-yll ;;,: e:} > o. 

This holds for every£> 0. Clearly then, since the norm related to h by 

(12.10) is equivalent to II 11, his uniformly convex (see the observation 

immediately preceding Proposition 12.8). D 

As a final step before we can apply this averaging procedure, we need 

* * * to know how the "conjugate" functions fn' gn and h are related. It is 
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immediate from (12.26) and the fact that conjugate functions correspond to 

* dual norms, that on X (= the dual of X for any of the equivalent norms 

corresponding to the equivalent functions fn, gn, h) 

(12 .30) ( 1 + 4-nC)-lh * = (( 1+4-nC)h) * S < S h * S g: S (( 1+4-nC) -lh/ 

(1 + 4-nC)h *. 

In particular, both { f*} and { g *} conve·rge to h *. More interesting, and 
n n 

deeper, is the fact that the relations (12.21) are inverted upon passing 

to conjugate functions. 

* * PROPOSITION 12.11. For all n = 0,1, •.• and all x EX we have 

(12.31) * * * * * * * * * * f 1 (x ) = inf{ i (f (x +y ) + g (x -y ) : y E X } , n+ n n 

(12. 32) 

~- Fix n. We know that fn+l ~ (fn+gn). Let II 11 1 and II 11 2 denote the 

norms corresponding to fn and gn, respectively. Then the norm Ill Ill corre­

sponding to fn+l satisfies 

(x E X). 

With these notations (and using the same symbol for a norm and its dual) 

( 12 • 31 ) means 

(12.33) ½ Ill x* 111 2 * * 2 * * 2 * * inf{¼ II x +y 11 1 + !11 x -y II 2 : y E X }. 

To prove this we introduce the product space z := xxx equipped with the 

norm II (x,y)II := /llxllf + llyll~ (x,y E X) and consider the isometric embedding 

I: (x,111 Ill) + Z defined by 

Ix (...!... x, ...!... x) 
12 12 

(x E X). 

The adjoint I*: z* = x*xx* + (X, Ill ·Ill ) * evidently satisfies 

*** 1* 1* I (X ,y ) = - X + - y 
12 12 

* Also it is clear that ker I 

defines an isometry of z* /ker I* onto (X, Ill Ill)*, we have, for every x* Ex*, 
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Ill x *111 

* * 2 * * 2 ~ * * inf{(!llx +y 11 1 + ½llx -y 11 2) : y EX}. 

Hence 

* 2 * * 2 * * 2 * * ½ Ill x Ill = inf{! llx +y II 1 + ¼ II x -y II 2 : y E X } , 

i.e. (12.33). Finally, (12.32) follows similarly by a dual argument. D 

We are now prepared to show how these methods can be applied to obtain 

from two equivalent norms a new norm (by mixing the two) which combines the 

differentiability and convexity properties each of them may have. We re­

strict attention here to uniform smoothness and uniform convexity. 

THEOREM 12 .12. Let X be a Banach space with two equivalent norms II 11 1 and 

II 11 2 and suppose that II 11 1 is uniformly convex and II II 2 is uniformly smooth. 

Then there exists on X a third norm II II 3 , equivalent to II 11 1 and II II 2 , 

which is both uniformly convex and uniformly smooth. 

PROOF. Let f 0 and g0 be the convex functions corresponding to II 11 1 and II 11 2 , 

respectively. We may assume that g0 $ f 0 $ (l+C)g0 , for some C > 0. Leth 

be the function that results from the averaging procedure described above. 

* By Proposition 12.8 f 0 is uniformly convex, and so is g0 , by Proposition 

12.8 and 12.6 (i). Now Proposition 12.10 implies that his uniformly con­

vex, and by the same result applied to the conjugate functions, it follows, 

* using Proposition 12.11 as well, that also h is uniformly convex. Hence 

* the norm II 11 3 corresponding to hand its dual (which corresponds to h) are 

both uniformly convex. Thus, by the other half of Proposition 12.6 (i), 

II 11 3 is. uniformly convex and uniformly smooth. D 

~- The material on uniform convexity and uniform smoothness is classic­

al. Uniformly convex spaces were introduced by J.A. CLARKSON ([17]), who 

also proved the uniform convexity of the LP-spaces (1 < p < 00 ). The precise 

value of the modulus of convexity for LP-spaces was calculated by O. HANNER 

([40]). For a more complete discussion of differentiability and convexity 

of norms we refer to [69], [27] and [24].M.M. DAY's monograph contains an 

encyclopedic account of what is known in this area. Proposition 12.3 is 

independently due to D.P. MILMAN ([78]) and B.J. PETTIS ([83]). The proof 
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given here was taken from [75]. For still other proofs of this result see 

[27]. The averaging procedure described in the second half of this section 

(which we have narrowed down here to suit our specific needs) is due to 

E. ASPLUND ([2]). 



13. THE PROBLEM OF UNIFORM CONVEXIFIABILITY 

Which Banach spaces admit an equivalent uniformly convex norm, or, 

shortly, are uniformly convexifiable? The problem of characterizing this 

class of spaces has long been open. In this section we do a bit of recon­

noitering in the hope of getting some feeling for the direction in which 

the solution should be sought. The latter will be given in subsequent 

sections. 

Obviously, by Proposition 12.3, the class of uniformly convexifiable 

spaces is a subclass of that of the reflexive spaces. We shall see later 

that it is a proper subclass. We prove a preliminary result here that 

provides some insight into this class. For this we need the notion of finite 

representability. 

DEFINITION 13.1. Let X and Y be Banach spaces. We say that Y is finitely 

representable in X, notation Y .(x, if for every£> 0 and for every finite­

dimensional subspace F c Y there exists an isomorphism T from Finto X 

satisfying 

( 13 .1) (1-£)11yll s IITyll s (1+£)11yll for ally E F. 

Roughly speaking, Y,<x means that of every finite-dimensional subspace 

of Y there exists an "almost isometric" copy in X. Clearly the relation -< 
is reflexive and transitive. We shall see below that it is not antis:i:'.111ffietric: 

it occurs that Y f X, while x< Y and Y-< X. 

The following result is a kind of stability property of the class of 

uniformly convexifiable spaces. The condition that Y is separable is not 

essential (as will become clear later), but we need it in the present proof. 

PROPOSITION 13.2. Let X and Y be Banach spaces such that Xis uniformly 

convexifiable, Y separable, and Y-< X. Then Y is uniformly convexifiable. 
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PROOF. With 11 • II we denote the given norms on X and Y. Let II• II 0 be an equi V­

alent uniformly convex norm on X. Thus, for some c, C > 0, 

(13.2) for all x EX. 

Since Y is separable there exists a dense~nce {yk} in Y. Putting 
n oo 

F 
n := [yk]k=l (n = 1,2, .•• ), we have Y = n~l Fn. Now let O < E < 1 bear-

bi trary. The assumption Y < X implies, for every n E lN, the existence of 

an isomorphism Tn: Fn ➔ Y such that 

( 13. 3) (1-E) llyll 5: IIT yll 5: (l+E) llyll 
n for ally E Fn. 

It follows from (13.2) and (13.3) that, with C' := C(l+E) and c' := c(l-E), 

( 13 .4) CI II yll $ 11T yll 5: c• llyll 
n 0 for ally E Fn. 

Hence, for every n E lN, we can define an equivalent uniformly convex norm 

II •II n on Fn by 

(13.5) 1/yll = IIT yl/ 0 n n 

Then, by (13.4), we have 

(13.6) CI II yll $ II yll $ CI II yll 
n for ally E Fn' 

where it is important to observe that the constants c' and C' are indepen­

dent of n. We now construct the desired equivalent uniformly convex norm on 

Y by a limit process. For a fixed k E lN the sequence {llyklln}:=l is defined 

for n ~ k and bounded by (13.6). Hence, by a diagonal procedure, we can 

find a subsequence {n9,} of lil such that 

(13. 7) 

converges for every k E JN. Clearly, by the density of {yk} in Y and by 

{llylln_q,};=l converges for every 
00 

(13.6), it follows that y E n~l F Let us n 
define 

00 

(13.8) Illy Ill = lim llyll , for ally E n~l F 
,Q,➔oo n,Q, n 

00 

By (13.6) 111 • 111 is a norm on n~l F which is equivalent to the given norm n 
II II: 

(13.9) c' llyll 5: Illy Ill 5: c• llyll 



Therefore it can be extended uniquely to an equivalent norm Ill UI on Y. 

Finally we show that DI Ill is uniformly convex. Since for every n e: JN, 

(Fn,11 •Un) is isometric to a subspace of (X,11 11 0) (via Tn), it is obvious 

that for the respective moduli of convexity we have 

(13.10) for all O < e: s 2 
and all n e: JN. 

Let us fix O < e: s 2. Clearly it suffices to prove that 

(13.11) inf{1 - 111~111: x,y e: Y, lllxDI < 1, IUylll < 1, DI x-y Ill > e:} > o. 

00 

By the density of nM1 F in Y, this number equals n 
00 
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inf{1 - lllx?III= x,y e: nM1 Fn' Ill x Ill < 1, ffly Ill < 1 , lll x-y Ill > e:}. 

00 

Fixing x,y e: nMl Fn with Hix Ill< 1, Illy Ill< 1 and lllx-y Ill > e:, it follows from 

(13.8) that for sufficiently large i we have 

II xii < 1 , II yll < 1, II x-yll > e:. 
ni ni ni 

Hence, by (13.10), 

1 - lllx?III 1 - limllx? II ~ o (X II II ) (e:) > 0. 
i..- ni ' O 

Thus (13.11) holds and the proof is complete. D 

REMARK 13.3. An examination of the proof shows that we have not fully used 

the assumption Y~ x. In fact we need only the existence of two positive 

constants d and D such that for every finite-dimensional subspace F of Y 

there exists an isomorphism T of Finto X satisfying 

dllyll s IITyll s ollyll for ally e: Y. 

R.C. James has expressed this condition by saying that Y is crudel~ 

finitely representable in Y. 

We now give some examples of finite representability. 

EXAMPLE 1. x**-< X for every Banach space X. This is in fact a much weaker 

property than the already proved principle of local reflexivity (Theorem 

3.1). 
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EXAMPLE 2. X< c0 for every Banach space X. Indeed, let X, a finite-dimen­

sional subspace F c X and£> 0 be given. By compactness SF* has a finite 

* * £-net {x1, ••• ,xn}. We now define T: F + c0 by 

Tx (x E F). 

Clearly IITII 5 1 and it remains to be shown that (1-£)11xll 5 IITxll for all 

x E F. Suppose llxll = 1. Then there exists an x* E SF* such that <x,x*> = 1. 

* * * * * * * Let x. (1 5 i 5 n) be such that II x -xiii. < £. Then <x,xi> = <x,x > - <x,x -xi> 
]. 

;:: 1 - £, so IITxll 2: 1 - £ = ( 1-£) II xii . 

EXAMPLE 3. X < (2:=l e (c0 )nli2 for every Banach space X. Indeed, observe 

that the above proof that X <co in fact shows the following: given any 

finite-dimensional Banach space F and any£> O, there exists an n E lN 

* * (namely, the cardinality of an £-net {x1 , ... ,xn} for SF*) and an isomorphism 

T 
n from Finto (c0 )n (defined by Tnx * * = (<x,x1>, ... ,<x,xn>) (x E F)) satisfy-

ing (1-£) llxll 5 IIT xii 5 1 for all x EX. It now suffices to note that the n 
space (L:=l e (c0 )nli2 contains each (c0 )n isometrically. 

Combining the Examples_2 and 3, we see that 

and 

Roughly, this means that c0 and (L:=l e (c0 )n) 22 have the "the same" finite­

dimensional subspaces, in the .sense that any finite-dimensional subspace 

of one of them can be embedded as "nicely" as we wish into the other. Never­

theless c 0 is non-reflexive (even "very much" so, since its bidual 200 is 

non-separable), whereas (L:=l e (c0 )nli2 is reflexive (see Remark 0.20). 

This illustrates clearly that information concerning the finite-dimensional 

subspaces does not suffice to decide the question of reflexivity. Evidently 

it is the way in which the finite-dimensional subspaces are put together 

that is crucial. These remarks also explain why all the characterizations 

of reflexivity that we have seen so far (notably those in section 10) are 

essentially infinite-dimensional, i.e. involve infinite-dimensional sub­

spaces. 

The situation is different for uniform convexifiability. First of all 

let us note that uniform convexity is a property of a finite-dimensional 

(even 2-dimensional) nature. Indeed, if we know all 2-dimensional subspaces 

F of a given Banach space X, we can decide the question of uniform convexity 
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since obviously 

(0 < £ ~ 2). 

It is not at all obvious that knowledge of all finite-dimensional subspaces 

of Xis enough to decide on uniform convexifiability. Some hope that this 

is so can be derived from Proposition 13.2, at least in the case of separable 

spaces: in fact in Proposition 13.2 the only information we have about Y 

concerns its finite-dimensional subspaces, and the .conclusion is that Y is 

uniformly convexifiable. 

The above remarks and the fact that uniformly convexifiable spaces are 

reflexive, make it plausible that finite-dimensional versions P2 ,P3 ,P4 of 

the properties P;,P;,P: (which characterize non-reflexivity) might charac­

terize the class of spaces which fail to be uniformly convexifiable. Also 

a finite-dimensional version P1 of P7 should be considered. We shall show 

in the next few sections that indeed uniform convexifiability is equivalent 

to the negation of each of these (yet to be defined) properties P1,P2 ,P3,P4 . 

NOTES. Almost all work on the problem of uniform convexifiability was done 

by R.C. JAMES. He introduced finite representability, super-reflexivity and 

the properties P1 ,P2 ,P3 ,P4 in the course of his investigations. The paper 

[54] shows how far he got. The missing link was provided by P. ENFLO ([33]). 

Proposition 13.2 is a variant of Lemma 1.1 in [52]. 





14. THE FINITE TREE PROPERTY 

We prove in this section that a Banach space is uniformly convexifiable 

iff it does not have the finite tree property. 

DEFINITION 14.1. A Banach space Xis said to have the property P1 (= the 

finite tree property) iff 

3E > 0 Vn E lN BX contains an (n, E) -tree. 

00 

REMARK 14.2. Clearly P1 -. P1 , but the converse is not true. In fact we have 

already seen (although not proved) that i 1 does not have the infinite tree 

property (Remark 11.7). However, t 1 has the finite tree property, since it 

is easily verified that for every n E lN T = {e 1 , ••• ,e2n} is an (n,2)-tree 

in Bil ({en} denotes the standard basis for t 1). 

REMARK 14.3. P1 is an isomorphic invariant (as is P~). Indeed, if A is an 

isomorphism from a Banach space X onto a Banach space Y and Tis an E-tree 

(finite or infinite) in BX, then it is easily checked that 11~11 Tis an 

E t ' B IIAII IIA-111 - ree in y' 

PROPOSITION 14.4. A uniformly convexifiable Banach space X does not have 

PROOF. By the preceding remark we may assume that Xis uniformly convex. 

Let us suppose that T = {x1 , ••• ,x2n} is an (n,E)-tree in 13x, for some n E lN 

and some E > O. We shall establish an upper bound for n in terms of E and 

the modulus of convexity ox(•), thus proving that P1 fails to hold. Recall 

that o (E) = inf{l - 11X?11: llxll ,llyll ::,; 1, llx-yll ~ d (0 < E ::,; 2). From this 

it follows that we have the following implication for all x,y EX: 

(14 .1) llx-yll ~ E max(llxll,llyll) -.max(llxll,llyll) ~ (1-o(E))-111i(x+y)II. 

Indeed, putting M : = max ( II xii , II yll ) , the left member of ( 14 .1) says II~ - ~II ~ E. 
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Since II ~II , II ~IJ ~ 1, the definition of o ( •) implies 1 - II ~ill > o (E) , which 

is the right member of (14.1). Now (14.1) has the following consequence for 

* the derived trees (cf. Definition 11.1 ) T' = {~(x1+x2 ),~(x3+x4 ) , ••• , 

!(x +x )}, T" := (T')', ••• , T(n) := (T(n-1))': 
2n-1 2n 

(14.2) 

T(n-l) consists of two points with dist~nce :e: E. Therefore IIT(n-llu :e: ~, so 

that (14.2) implies 

Since o(E) > O, we see that for fixed<=, n is bounded above and we are done. □ 

We have now proved one half of the main 

THEOREM 14.5. A Banach space is uniformly convexifiable iff it does not have 

the•finite tree property. 

The proof of the other half will be accomplished in a series of lemmas. 

We need the following inductive 

DEFINITION 14.6. Let X be a Banach space and let x EX and c > 0. 

(i) The single element xis a (O,c)- partition of x. 

(ii) An ordered 2n-tuple P = (x1 , ..• ,x2nl (n E Thi) is called an (n,c)­

partition of x iff 

X (j 
n-1 

1, ••• ,2 ) 

and P' := (x1+x2 ,x3+x4 , ... ,x +x ) is an (n-1,c)-partition of x. 
2n-1 2n 

P' is called the derived partition of P. 

LEMMA 14.7. If Xis a Banach space which does not have P1 then for every 

c > 0 there exist an n E JN and a o > 0, such that for every x EX and 

every (n,c)-partition P = (x1 , ••. ,x ) of x, 
2n 

llx.11 
1. 

:?: (l+o) I/xii. 

PROOF. Let c > 0 be given. Choose o' > O arbitrarily. Since by assumption 
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X does not have P 1 , there exists an n E JN such that BX contains no 

{n,2c1!0'))-tree, i.e. 

( 14. 3) there exists no (n,!)-tree with norm~ l+o'. 

we claim that n and o := 2-no, satisfy the requirements. To see this, let 

P = (x 1 , ... ,x nl be an (n,£)-partition for some x EX. Without loss of 
. 2 (0) (1) 

generality we may assume that II xii = 1. Let P : = P, P : = P' , 

p( 2) := (P')', .•• ,P(n) := (P(n-l))' be the derived partitions and let us 
. (k) (k) {k) (k) 

write P = (x1 ,x2 , .•• ,x2n_k) {k = O, ••• ,n). Then 

(14 .4) (k o, ... ,n; . n-k 
J = 1, •.. ,2 ), 

as is easily seen by induction, using the triangle inequality, the assump-
. (k) (k) n n 

tion llxll = 1, and llx . 111 = llx2 . II. We now claim that T := {2 x1,2 x2 , ... 
n /J- J {k) 

••• 2 x n} is an (n, 2)-tree and that all elements of all T {k = O, .•• ,n-1) 
2 

have norm~ 1. The assertion about the norms clearly follows from (14.4) 
. . (k) n-k (k) 

and the obvious relation T = 2 P (k = O, ... ,n-1). To see that Tis 
£ (k) n-k (k) 

an 2-tree, let k E {O, ••• ,n-1} and let z 2j-l := 2 x2j-l and (k) __ 2n-k {k) 
z2j .- x2j 

be two adjoining points of·T(k). By Definition 14.6 we have 

llz (kl II 
2j 

Since also llzi~~ 111,llzi~)II ~ 1,· as we have already seen, it easily follows 

th t II (k) (k)11 > £ · 1 · N b (14 3) t 1 t f a z 2 . 1 - z 2 . - -, proving our c aim. ow y • a eas one o 
J- n J 2 n 

the points 2 xi (i = 1, ..• ,2) has norm> 1+o'. On the other hand all points 

2nx. have norm~ 1. Thus we have, dividing by 2n, 
i 

llx.11 
i 

= 1 + o = ( 1 +o l II xii . 

DEFINITION 14.8. A real function l•I on a vector space Xis called an 

ecart if 

{i) Ix!~ 0 for all x EX and !xi= 0 iff x 0; 

{ii) J;l,xl = 11-l lxl for all A E JR and x EX. 

What we are trying to do is to define an equivalent uniformly convex 

norm on a Banach space X which does not have P1 . A first step towards this 

□ 
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goal is taken in the next lemma, where an ecart is defined with a property 

reminiscent of uniform convexity. 

LEMMA 14.9. Suppose that Xis a Banach space which does not have P1 • Let 

£ > 0 be arbitrary and let n E JN and o > 0 be determined as in Lemma 14.7. 

We assume, as we clearly may, that O < o < ~. Then there exists an ecart I• I 

on X and a o1 > 0 such that 
0 (a) (1-o) llxll $ lxl $ (1- 3) llxll for all x E X; 

(b) llxll = llyll = 1, llx-yll z £ => Jx+yl < lxl+lyl - o1 (x,y E X). 

PROOF. We define, for every x EX, 

(14.5) Ix! Q$mSn and (x 1, •.. ,x2m) }. 

an (m,E)-partition of x 

Then l•I is an ecart satisfying (a). Indeed, taking m = 0 in (14.5), we 

. I llxll o II II obtain xi$ 1 + o/Z < (1- 3) x (since o < 1). Also, by the triangle inequality, 

for every (m,£)-partition (x 1 , ... ,x2m) of x, 

(1-o) II xii. 

This proves (a). The fact that I· I is an ecart is now trivial. 

For the proof of (b) let 'us first observe the following. If (xl, ..• ,x2n) 

is an (n, £) -partition of x, then by Lemma 14.7 and the choice of n and 0, 

2n 

--=-I_i_=_1_11 x_i_· 1_1 -,-- z ( 1 +o) II xii 
o 1 1 l+o 

1 + 2 ( 1+4+ ..• +-) 
4m 

llxll. 

Also llxll > lxl if x f. O, by (a). Thus in (14.5) we may take the infimum 

over all m E {0,1, ••. ,n-1}, without changing l•I. Now let x,y EX be such 

that llxll llyll = 1 and llx-yll z £. By the above observation, there exist an 

(m,£)-partition P1 = (x1 , ..• ,x ml of x and a (k,£)-partition P2 = (y 1 , .•. ,y k) 
2 2 

of y, with O $ m < n, 0 s k < n such that 

(14 .6) !xi > 
__ 0 _____ 1_ - y; 

1 + 2(1+¼+ .•• +-) 
4m 

--n--1---1- - Y' • • • 
1 + 2(1+4+ .•• +kl 

4 
0 for some O < y < • For reasons of symmetry we may assume O $ms k < n. 

42n+1 



(14. 7) 

and 

(14.8) 

= (w1 ,w2 , ••• ,w2m>• Then, 

2k 2m 

l Hy.II ~ l Dwin 
i=1 i i=1 

since 

1 1 1 
~ l+¼+ ••• +-+--1 +-·--1' 

4m 4m+ 3.4m+ 

it follows from (14.6) that 

(14.9) 

2m 
t llw.11 
li=1 J. 

ly I > ----------- - y. o 1 1 
1 + 2<1+1+ ••• +--1 + --1) 

4m+ 3.4m+ 
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Also, since (x1 ,x2 , ••• ,x2m,w1 ,w2 , ••• ,.w2m> is an (m+1,e:)-partition of x+y, 

and m+1 ~ n, we have by the definition of l•I, 

2m 2m 
li=1 llx/ + t=1 llwill 

~ o 1 
1+2(1+¼+ ••• +4m+1) 

(14.10) lx+yl 

Together (14.6), (14.9) and (14.10) yield 

+ 

(14.11) 

- o 1 1 )-
1+2-(1+¼+ ••• +--1) 

4m+ 

- o l 1 1 ) - 2y" 
1+2- ( l+¼+ • •• +--1+--1) 

4m+ 3.4m+ . 

0 
Observe that, since llyll = 1, we have by (14.9), (a) and y < "Ti' 

4 n+ 

(14.12) ~ ( 1-~ + 42!+1) [ 1 + ~(1+¼+ ••• + )+1 3. :m+1)] 

(1-~ + - 0-)(1+!0) < 1+0. 
3 42n+1 3 
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2m 
Using also that li=l llxill 2 II xii 1, it follows from (14.11) and (14.12) 

that 
o 1 
2 4m+l 

Ix I+ ly I - I x+y I > ----,:-------,----------­
[ 1 + ~ (1+¼+ ..• +..!..) ][1 + ~ (1+¼+ •.. +-,½-)] 

4m 4m+ 

Since all factors in the denominators are between 1 and 1+8, and since 

Q 
y < ---

42n+l' 

we finally obtain 

1 
Q < 8' 

lxl+lyl - lx+yl > §. 1 1 
2 4m+1 (1+o)2 -

(1+8) 8 __ 1_ ~ > 
2 3 _4m+l - 42n+l 

o 1 s2 9 1 4 o 1 8 2 
> - --( (-) - - • - - --) > - --( (-) 2 4m+l 9 8 3 42n-m 2 4m+l 9 

0 1 1 §__1_2 0 1 
> 2 4m+l 16 = 2 4n+2 2 4m+3 

Hence with 01 
0 1 (b) holds. □ =: 2 4n+2 

In the next and final lemma before the proof of Theorem 14.5, we 

improve on Lemma 14.9 by constructing out of the ecart 1•1 a norm, while 

essentially retaining the properties (a) and (b). 

LEMMA 14.10. Suppose that Xis a Banach space which does not have P1 . Let 

£ > 0 be arbitrary and let n E lN and a> 0 be determined as in Lemma 14.7. 

We may and do assume that O < 8 <_£_and a<! Let o1 > 0 be as in Lemma 1+£ s· 
14. 9. Then there exists a norm II 

(al (1-o) llxll s llxll 5£ s (1-i)llxll 

(13) I/xii = llyll = 1, llx-yll 2 5£ • 

II 5 £ on X such that 

for all XE X; 

llx+yll 5£ s 

PROOF. Let I• I be the ecart of Lemma 14.9 and put B := {x EX: !xi s 1} 

(while BX continues to denote { x E X: II xii s 1}) . The norm 11 • II is defined 
5£ 

as follows: 



(14.13) II xii = inf{ I Ix. I : m E lN and x 
Se: i=l i 

m 

l xi} (x E X). 
i=l 

It is easy to check that (14.13) is the gauge of co B: If O < llxll < 1, Se: 
then x = 2.:=l xi with O < I:=l !xii < 1, so x = I:=lAiyi, where 

lxil x. 
A. <:: 0 and 

i 
(i 1, ••• ,m). := Yi := r:-i 

2.:=1 !xii i 
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Since "1? 1 A.= 1 and y. EB (i = 1, ••• ,m), it follows that x Eco B. Con-Li= i i 
versely, every xE coB isof the form x = "1? 1 A.x. with A. ;;;: O, "1? 1 A. = _1 Li= ii i Li= i 
and xi EB (i = 1, ••. ,m), so llxll 58 :,; I:=l IAixil:,; L~=l \ = 1. 

Formula (a) in Lemma 14.9 can be written equivalently as 1_!13 BX c 
1 1 1 

c B c H Bx. It follows immediately that 1_813 Bx c co B c 1_0 Bx and this 

is equivalent to (a). 

For the proof of (B), let x,y EX be given with llxll = llyll = 1 and 

llx-yll ;;;: Se:. Choose y such tha:t O < y < min{o(½- o), o1e:/4}. By (14.13) 

there exist representations x = L:=l xi and y = }:~=l yi such that 

(14.14) 
k 

llxll 5E > I 
i=l 

Ix. I-' y 
i , 

and 
m 

llyll Se: > I 
i=l 

We may assume without loss of generality that m:,; k and, furthermore, that 

llxill llyill for i = 1, ••• ,mt/fideed, if llx111 < lly111, we write 

y 1 = Ay1 + (1-A)y1 with A = lly~II. Then llx111 = hy111. Since ly1 I = !Ay1 I+ 

+ I ( 1-A) y 1 1, we can replace y 1 _in ( 14 .14) by the two elements AY 1 and 

(1-A)y1 . We continue now with x2 and (1-A)y1 and split either one if the 

norms differ. We proceed in this manner until either the xi or the yi are 

exhausted and then renumber them. Furthermore, we have 

(14.15) 
k 

1 :,; 2. 
i=l 

!Ix.II < l+o 
i 

Indeed, }::=l llxill ;;;: q::=l xiii 

y<o(½-o>, 

and 

llxll 

m 
1 :,; I 

i=l 
lly.11 < l+o. 

i 

1 and by (a), (14.14), (a), and 

k 1 k 1 1 o 
I !Ix.II :,; 1-o I !xii :,; 1-o(llxllse:+y) :,; 1-o((l- 3)11xll +y) < 

i=l i i=l 

The proof for }:~=l llyill is the same. Since llxill = llyill (i = 1, •.. ,m) it follows 
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from (14.lS) that 

k 
(14 .16) l 

i=m+l 
llx.11 < cS. 

l. 

we now split {1, ••• ,m} in two parts: 

J : = { i : 1 $ i $ m and II x . -y . II < E II x . II } 
l. l. l. 

Then we have, using (14.16), 

SE s llx-yll 

$ E l 
iEJ 

llx.11 + 
l. 

E II X. II}. 
l. 

k 
II X . -y . II + l II X • -y . II + l 

l. l. iEJ' l. l. i=m+l 

l 
iEJ' 

II x. -y. II + cS, 
l. l. 

E 
and therefore, by (14.lS) and the assumption cS < l+E' 

k 

llx.11 s 
l. 

(14.17) l llx.-y.11 <! SE - E l llx.11 - cS>SE - E(l+cS)-cS > 3E. 
l. l. l. iEJ' i=l 

Since 
k m 

x+y I (x.+y.' + l x. + l Yi' iEJ' l. l. i=l l. i=l 
iiJ' iiJ' 

we have 

k m 
(14.18) llx+yll SE $ l lx.+y. I + I !xii + I 

iEJ 1 l. l. i=l i=l 
iiJ' iiJ' 

Together, (14.14) and {14.18) yield 

k 
llxll + llyll - llx+yll 5E <! l Ix. I - y + SE SE l. 

i=l 

k m 
(14.19) l lx.+y. I - I !xii - l Jyil 

iEJ 1 l. l. i=l i=l 
iiJ' iiJ' 

I <Ix. l+ly.1-lx.+yill 
iEJ 1 l. l. l. 

2y. 

Observe that for i E J' we have, since llx.11 
l. 

lly. II, 
l. 

lyi 1-

m 
l ly. I - y -

i=l l. 
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1 and 

so that, by (b), 

i.e. 

(14.20) Ix. l+ly. I - lx.+y. I > olllx.11 
J.. J.. J.. J.. J.. 

Thus, combining (14.19) and (14.20), 

(i E J'). 

llx.-y.11 
J.. J.. 

llxill 

(14.21) llxll + llyll 5 - llx+yll 
Se: e: Se: 

2 a 1 I !Ix . 11 - 2y • 
iEJ' J.. 

Furthermore, (14.17) implies that 

so 

(14.22) 

3e: < l llx.-y.11 :,; 
iEJ' J.. J.. 

ie:J' 

I llx.11 + I lly.11 
ie:J' J.. ie:J' J.. 

2 I llx.11, 
ie:J' J.. 

ale: 
(14.21), (14.22) and the fact that y < 4 now yield the desired conclusion 

II xii Se: + II yll Se: - II x+yll Se: > ~a 1 e: - 2y > a 1 e:. 

PROOF OF THEOREM 14.5. Suppose X does not possess P1 . Using the notations 

of the preceding lemmas, put 

(14.23) lllx Ill := I (x E X). 

n=l 

We claim that Ill Ill is an equivalent uniformly convex norm on X. By (a) we 

we have for all n E lN 

½II xii 5 llxll :,; llxll 
2-n 

(x E X). 

Therefore 

(14.24) ! II xii 5 Ill x Ill :,; II xii (X E X) , 

which proves the equivalence of 11• II and 111·111. 

□ 
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Next we prove that for every £ > 0 there exists a o' = o' (£) > 0 such that 

(14.25) llxll llyll = 1, llx-yll;;,: £ ,. lllx+yll s; lllxUI + lllylll - o'{E). 

-no 
Indeed, if £ > 0 is given arbitrarily, pick n0 E lN so that 2 < £. Sup-

1 -no 
pose that llxll = llyll = 1, llx-yll ;;>: £. Then by (13) (with £ = - 2 ) 

5 

llx+yll 
-n 

2 0 
s; II xii 

2 -no 
+ llyll 

-n 
2 0 

Thus, by (14.23), and the triangle inequality, 

lllx+y Ill 
1 -2no 

s; Ill X Ill + Illy Ill - 52 01, 

1 -2no 
and therefore o' (£) := 5 2 o1 satisfies (14.25). 

Finally we show that Ill Ill is uniformly convex. We prove in fact that for 

o' (•) defined by (14.25), we have, for all n > 0: 

(14.26) Ill x Ill = Illy Ill = 1, Ill x-y Ill ;;,: Tl ,. Ill x+y Ill s; 2 - o ' ( ~) • 

Let x,y E X with lllx Ill= Illy Ill= 1, fflx-y Ill ;;>: T) be given. It is not difficult 

to show that 

(14.27) lllx-ty Ill ;;,: ~ for all t E lR • 

1 1 
Put a:= g, S := llylr· By (14.24), ! s; a, S s; 1 and therefore, by (14.27), 

we have 

II ax-Syll ;;,: Ill cxx-Sy Ill = alll x - ~ylll 
a 

> !l>!l - a2 - 4· 

Applying (14.25) to ax, Sy, and £ = R yields lllax+Sylll s; alllx Ill+ SIiiy Ill - o' (~), 
and this in turn implies lllx+y Ills; Ill ax+Sylll + (1-a)lllx Ill + (1-SJllly Ills; 

s; alllx Ill+ S!Uy Ill - o' (il + (1-a)lllx Ill+ (1-S)llly Ill= lllxlll + lllylll - o' (~l = 

= 2 - QI <i> • □ 

~- R.C. JAMES ([54]) introduced P1 and proved Proposition 14.4. The 

other implication in Theorem 14.5 is due to P. ENFLO ([33]). 



15. SUPERREFLEXIVITY 

In this section we introduce finite versions P2 ,P3 ,P4 of the properties 
00 00 00 

P2 ,P3 ,P4 , respectively, and show that all Pi (i = 1, .•. ,4) are mutually 

equivalent. Hence, by Theorem 14.5, the negation of each of the Pi is equiv­

alent to uniform convexifiability. The proof of the equivalence of the Pi 

follows a general pattern and is accomplished via the notion of superreflex­

ivity. We now give the necessary definitions. 

DEFINITION 15.1. Let X be a Banach space. 

X has P2 iff 3£ > 0 Vn E lN 3{x1 , ... ,xn} c BX: Vk E {1, •.• ,n-1} 

dist(co{x1 , .• _,¾},co{xk+l'"""'xn}) ~ £. 

X has p3 iff 3£ > 0 Vn E lN 3{xl, •.. ,x } c Bx: dist(co{xl, .•• ,x },{O}) ~ £ 
n n £ 1:iP 

and Vk. E {1, ••• ,n} Va 1 , .•. ,an E :rn. llt=l aixill ~ 2ll li=laixill]. 

X has P4 iff 3£ > O Vn E lN 3{x1 , ••• ,xn} c BX 3{x;, .•• ,x~} c Bx* 

* * Vk.,i E {1, ••• ,n}: [ks; i _,. <xi,xk>~ £, k> i _,. <xi 1 ~> O]. 

It is evident that P~ implies.P. (i 
J. J. 

1, •.. ,4). For convenience we also 

introduce here the following notations. 

DEFINITION 15.2. 

(a) {x1, •.• ,x2n} 

(b) {xl, •.. ,xn } 

Let X be a Banach space, £ > 0 and n E lN. 

C B 
X 

satisfies 

c Bx satisfies 

n 
{x1 , ... ,x n} Pl(£) iff is an (n,£)-tree. 

n 2 
P2(£) iff Vk E {1, .•• ,n-1} 

dist(co{x1, ••• ,xk},co{~+l'"""'xn})_ ~ £. 

P~(£) iff dist(co{x1 , •.• ,xn},{O}) ~£and 

:rn. 

Similar notations will be used for n 
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DEFINITION 15. 3. A Banach space X is called superreflexi ve iff Y <, X implies 

that Y is reflexive. 

REMARK 15.4. It is trivial that every superreflexive Banach space is reflex­

ive (take Y = X in the above definition). The converse is not true. In fact 

we have seen in Section 13, Example 3, that every Banach space is finitely 

representable in the reflexive space (L:=l e (c0Jnli2· Thus (L:=l e (c0 )nl£2 

is definitely not superreflexive. 

We now state the main result 

THEOREM 15.5. For every Banach space X the following are equivalent: 

(i) X has Pl; 

(ii) X has P2; 

(iii) X has P3; 

(iv) X has P4; 

(v) X is not superreflexive; 

(vi) X is not uniformly convexifiable. 

PROOF. By Theorem 14.5,(i),- (vi). It therefore suffices to show that for 

each i 1, •.• ,4 we have 

( 15 .1) X has Pi - X not superreflexive. 

The implication from right to left in (15.1) is simple. Indeed, let us fix 

i E {1, •.. ,4} and let us assume that Xis not superreflexive. Then there 

exists a non-reflexive Y such that Y-< X and Y has Pi (if i = 1 this fol­

lows from Theorem 14.5 and if i E {2,3,4} this is a consequence of Theorem 

10.3 and the trivial implication P~ ~ P.). It follows now from the defini-
1. l. 

tion of finite representability that also X has Pi. For if O < £ < 1 is as 

in Definition 15.1 or 14.1 for Pi and if n E lN is arbitrary, then there 

1), {y1 , ••• ,yn} c BY (if i _= 2,3), 

pr_1 (£) . In each 
l. 

case the elements yj span a finite-dimensional subspace F c Y and therefore 

we can determine a "good" (i.e. almost isometric) isomorphism T: F + X. More 

precisely, given any c' with O < c' <£a choice for Tis possible so that 

the systems {Ty1 , •.. ,Ty2n} (if i = 1), {Ty1 , •.• ,Tyn} (if i = 2,3) and 

{Ty1, ••. ,Ty },{x*1, ..• ,x*} (if i = 4) satisfy P1.1(c'), where in the case i=4 

* 
n n 1. 

the x. (j = 1, ... ,n) are extensions with preservation of norm to X of the 
J * -1 * elements (T) yj, T being regarded as a map from [y1 , ••• ,yn] onto 



181 

[Ty 1, ... ,Tyn]. (Possibly the x; must be multiplied with suitable constants 

so that llx~II :-, 1, j = 1, .•. ,n.) 
J 

The implication from left to right in (15.1) follows from the proposi-

tion below, since for each i = 1, ••• ,4 P~ implies non-reflexivity. 
l. 

PROPOSITION 15.6. If a Banach space X has P. for some i E {1, ... ,4}, then 
l. 

there exists a Banach space Y such that Y ~ X and Y satisfies P~. 
l. 

PROOF. Essentially the proof is the same. in all cases and we shall give it 

simultaneously for all i = 1, •.. ,4. If for technical reasons it becomes 

necessary in some step of the proof to distinguish between the four cases, 

we shall indicate this by labelling the step with a subindex i (i 1, ... ,4). 

(a1) If X has P1 then there exists an £0 > 0 such that for each n E JN 

B t . ( ) t T { n k 1 ' = 1, ••• , 2k}. X con ains an n,£0 - ree n = ~,i: = , •.. ,n; 1. 

Renumbering the elements of Tn in lexicographic order, we write 

T 
n (n 1, 2, ... ) . 

(a2 , 3 ) There exists an £0 >. 0 such that for every n E lN there is a system 

{x7, ••• ,x~} c BX satisfying P~(£0 ) (i = 2,3). 

(a4) There exists an £0 > 0 such that for every n E IN there exist 
n n n* n*} n {x1 , ..• ,xn} c BX, x 1 , ... ,xn c Bx* satisfying P4 (£0 ). 

(b) Let Y be the linear space of all real sequences with finitely many 

non-zero elements. Using the notation e 
, r n 

each element of Y can be written as Ij=l 

= ( Q._, .. t , Q, 1 , 0, ... ) (n E IN) , 
n-

a. e . (r E JN; a 1 , ..• , a E m.) . 

(c 11213 ) For each finite set {a1 , •.. ,ar} cm. 
J J r rn oo 

the sequence {II'. 1a .x. II} 
lJ= J J n=r 

(d) 

is bounded. Hence, by a diagonalnprocedure, we can find a subsequence 

{n 0 } c JN such that lim II'~ 1a .x. 2 11 exists for all r E lN and all 
" 9,..- lJ= rl J 

a 1 , ... ,a E Q. (Observe that x.9- is defined for 9, ~ j.) 
r J 

For each finite set {a1 , ... ,a } c m. and for each pair i,k E JN the 
r * 

sequences { 11 I~ 1a .x1:II} 00 and { <x~ ,x.n ., } 00 
(. k) are bounded, Again 

J= J J n=r 1. k n=max 1., 

by a diagonal procedure, there exists a subsequence {n2} c JN such 
r n n2 n9,* 

that lim II I. 1a .x. 2 11 and lim <x. ,xk > exist for all finite sets 
9,..- J= J J 9,..- l. 

fo 1 , ••• ,a} c Q and all pairs i,k E JN. 
r n 

Observe that by the density of Qin m. the limits lim Ill~ 1a.x. 2II also 
9,..- J= J J 

exist for all finite sets {a1 , ... ,ar} c m.. We now define on Y a semi-

norm as follows: 

r r 
(15.2) I a .e .II := lim I 

n9, 
a .x. II 

J J j=l J J 9,..- j=l 
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Let us put Y. := Y/N, where N = {y E Y: llyll = O}. We shall denote ele­

ments y+N E Y by y. Then 11· II induces a norm on Y (denoted by the same 

symbol) and trivially 

(15.3) llyll = llyll for every y E Y. 

(e) 

We claim that the completion of Y is the space we are looking for. 

In this step we show that Y ~ X. Since {e} spans Y, {e} contains a 
m m 

linearly independent subsequence {e~} that spans Y. Now let£> 0 be 

arbitrary and let F be any finite-dimensional subspace of Y. Enlarg-

F = [em1, •.. ,emr]. By compact-

11'~ 1a.em,ll = 1}, equipped with 
lJ= J J 

a finite £-net 

ing F if necessary, we may assume that 

ness, the set K := { (a1 , ••• ,ar) E :rr/: 

the norm ll(a1 , ... ,a )II= t_1 !a .. l, has 
(i) (i) 1i) ,P J- J 

{a = (a1 , .•• ,ar )'i=l" By (15.2) we can determine an £0 E lN such 

that for all i = 1, .•• ,p 

r r n.Q. 
(15.4) 111 l 

j=l 

, Ci) ou I l a. X < £. 
j=l J mj 

(Note that II'~ 1a ~i) em, II 
lJ= J j 

= 11,r (il II 
l · la. e J= J mj 

by (15.3).) Now we define a 

linear map T: F + X by 

(15.5) 
r 

T( l 
j=l 

r 
a.e ) = l 

J mj j=l 

and claim that T satisfies 

(15.6) (1-2£)11:yll $ IITyll $ (1+2£)11:yll for ally E F. 

Indeed, let l~-l a.em. E F be given such that 11}:rJ'=l aJ.emJ,11 = 1. Since 
(1) (p1- J J 

{a , ... ,a } is an £-net for K, there exists an i 0 E {1, ... ,p} such 

that 

( 15. 7) 
r (iol 
l laj-aj I < £. 

j=l 

Then, since llxn.Q.OIJ $ 1, Ile II $ 1 (j mj m. 
by (15.5), (15. 7) and (15.4}, 

r 
IIT( l 

j=l 

r 

l 
j=l 

Ciol 
1, ••• ,r) and a EK, we have 

r 

l + £ $ 

j=l 



r (iDl -
'., 2. a. e + 2E: 1 + 2E:, 

j=1 J m. 
J 

and 
r r n,11, r (iDl n,11, 

IIT( 2. a.e l II 2. a .x DII ;:: 2. a. x Du - E: ;:: 

j=1 J m. j=1 J m. j=1 J m. 
J J J 

r (iDl -
;:: 2. a. e II - 2E: 1 - 2E:. 

j=1 J m. 
J 

-This proves (15.6) and completes the proof that Y < X. 

(f 1) We show that Y has P7. In fact the sequence {em} c BY forms an 

( 00 ,E:D)-tree when its elements are relabelled as follows: 

(f2) 

e1,1 

e2,4 

and 

:= el' 
:= e6, 

n 
II JI, 
~,i 

el ,2 := 

e3,1 := 

e2, e2,1 := e3, e2,2 

e7, etc. Indeed, for 

D 

:= e4, e2,3 := es, 

every k E lN the relations 

(i 1, ••• , 2) 

(i 
k-1 

1, .•• , 2 ) 

hold whenever n,11, > k. This implies, by (15.2), that 

so 

and 

00 

Y has P2. Indeed, let k,n E JN with 

(k 

(k 

k < n 

1,2, ••• ; i 1, •.. ,2k) 

k-1 
1,2, ••• ; i = 1, ••• ,2 ). 

and Al' ••• ,Ak+n ;:: D with 

2.1=1 A. 2,k+n A. 1 be given arbitrarily. Then 
l. i=k+l l. 

k n,11, k+n n,11, 
2. A.X. - 2. A.X. II ;:: E:D 

i=l l. l. i=k+l l. l. 

whenever n,11, ;:: k+n, so 

k k+n k n,11, k+n n,11, 
2. \ei - 2. A.e.11 limll 2. A.x. - 2. A.X. II ;:: E:D. 

i=l i=k+l l. l. ,11,-- i=l l. l. i=k+l l. l. 

(£3) The proof that Y has P; is similar. 

183 

(£4 ) To show that Y has P:, we first define a sequence {e:} of linear forms 
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on Y by 

(i,k E JN) and 

( 15 .8) 

nQ, nt 
:= lim <xi ,xk > 

Q,-+oo 

r r 

< l ajej,e:> := l aJ_<ej,e;> 
j=l j=l 

(k,r E lN, a 1 , ••• ,ar E :rn.). 

Observe that we have 

r r nQ, nt 
I< l a.e.,'\>I Jum < l a.x. ,xk >I :'.': 

(15.9) 
j=l J J Q,-+oo j=l J J 

n * r nQ, r nQ, r 
$ limsup ( II x Q, ii II I a.x. II) $ limll I a .x. II I a .e .11, 

Q,-+oo k j=l J J Q,-+oo j=l J J j=l J J 

* so that each ek vanishes on N and therefore defines a unique linear 

* * * form ek on Y satisfying <y,ek> = <y,ek> for ally E Y. Obviously, by 

* (15. 9) , all ek are continuous on Y with norm :'.': 1 . Now let k, i E lN be 

arbitrary. The~ since whenever nQ, ~ max(k,i) we have 

if k :'.': i 

if k > i 

it follows that 
if k :'.': i 

if k > i. 

00 

Hence Y has P4 . 
00 

(g) Evidently the completion of Y is a Banach space which also has Pi. 

Moreover, this completion is also finitely representable in X. We 

omit a formal proof of this last statement since it is similar to the 

argument used in Section 9 to show that Theorem 9.1 implies Property 

III. 

This completes the proof of Proposition 15.6 and thereby also that of 

Theorem 15.5. D 

COROLLARY 15.7. All properties P 1 ,P2 ,P3'P4 , superreflexivity and uniform 

convexifiability are self-dual, i.e. a Banach space X has any one of them 

* iff X does. 
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PROOF. By Theorem 15.5 it suffices to show this for one of these properties. 

* * But for P4 self-duality is obvious: If {x1 , ••• ,xn},{x1 , ••• ,xn} satisfies 
n * * ** ** n * P4 (£) for X, then {y1 , .•. ,yn},{y1 , ... ,yn} satisfies P4 (£) for X, if we 

* * ** take yi xn-i and yk = ~xn-k (i,k = 1, .•• ,n). D 

In particular, 

COROLLARY 15.8. For a Banach space X the following are equivalent: 

(i) X has an equivalent uniformly convex norm; 

(ii) X has an equivalent uniformly smooth norm; 

(iii) X has an equivalent norm that is both uniformly convex and uniformly 

smooth. 

PROOF. Combine Corollary 15.7 with Proposition 12.6 (i) to obtain the 

equivalence of (i) and (ii). That (i) and (ii) imply (iii) is Theorem 12.12. 

NOTES. This section is entirely the work of R.C. JAMES ([54]), modulo 

P. ENFLO's result ([33]). 





16. SQUARES IN THE UNIT SPHERE 

00 

We have seen in Remark 10.4 that for i 2,3,4 P is equivalent to the 
i 

same property with "3£ > 0" replaced by "VO<£< 1". An analogous remark 

holds for the finite properties Pi (i 2,3,4). Indeed, if X has Pi (i= 2,3,4) 

then Xis not superreflexive (Theorem 15.5), so there exists a non-reflexive 

Y with Y--: X. Y then has P~ with "VO < £ < 1" instead of "3£ > 0", so cer-
1. 

tainly it has Pi with "VO<£< 1". The definition of finite representabil-

ity then easily implies that also X has Pi with "VO < £ < 1" (cf. the proof 

of the easy half of Theorem 15.5). We shall see later that in the cases i = 1,2 

we can even replace "3£ > 0" by "VO<£< 2", without changing the property 

Pi. (Note that for i = 3,4 no such replacement makes sense: 1 is obviously 

the largest possible value of£ for which P3 and P4 can hold.) The proofs 

of these statements will follow later. In this section we deal with a pre­

liminary result in this direction. We have shown (Proposition 12.3) that a 

uniformly convex space is reflexive (in fact we now know it is even super­

reflexive). It is not difficult to see, with the knowledge we now have, 

that in this result the weaker assumption "ox(£) > 0 for some O < £ < 1" 

suffices (Proposition 16.1). The main result in this section (Theorem 16.4) 

is that even the assumption "ox(£)> 0 for some O < £ < 2" suffices. Later 

we shall generalize this last result and use it to show that in Pi (i= 1,2) 

we may read "VO<£< 2". 

PROPOSITION 16.1. Let X be a Banach space. If for some O < £ < 1 the modulus 

of convexity Ii(£) is positive, then Xis reflexive, even superreflexive. 

PROOF. Explicitly, the assumption is: 

(16.1) 30<£<131i>O: [llxll,llyll :". 1, llx?II > 1-o~llx-yll < EJ. 

Let us put n := max(E,1-o). Suppose for contradiction that Xis not super­

reflexive. Then X has P4 (with VO<£< 1), so in particular there exist 
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* * * x 1,x2 E BX and x 1,x2 E Bx* such that <xi,xk> > n if k 0 

if k > 1 (k,i = 1,2). But then 

11~1 
and 

contradicting (16.1). D 

We now want to show that Proposition 16.1 still holds if we assume 

that 0(£) > 0 for some O < £ < 2. First we wish to give a geometric inter­

pretation to the assumption 30 < £ < 2 0(£) > 0. 

DEFINITION 16.2. A Banach space Xis called uniformly non-square if there 

exists an n > 0 such that no x,y E Bx satisfy ll~(x+y)II > 1-n and 

ll½(x-y)II > 1-n. 

The interpretation is clear: for small n > 0 the situation II xii , II yll ,,; 1, 

q (x+y) II > 1-n and q (x-y) II > 1-n (and therefore II xii ;:: II x+yll - llyll > 2-2n-1 

= 1-2n and similarly llyll > J-2n) means that the unit sphere of sp{x,y} 

closely resembles a square. 

LEMMA 16.3. Let X be a Banach space. Then Xis uniformly non-square iff 

ox(£)> O for some o < £ < 2. 

PROOF. X uniformly non-square -- 3n > 0 [x.y E BX, II! (x+yl II > 1-n * ll~(x-y)II ,, 1-nJ 

- 317 > 0 [x,y E BX, 1 - ux+yll 
2 < n -llx-yll ,, 2-2nJ 

- 3n > 0 ox(2-2nl ;:: n - 30 < £ < 2 ox(£) > 0. 

In the last equivalence the monotonicity of the function ox(•) has been 

used. D 

Thus the assumption ox(£)> O for some O < £ < 2 means that there is 

a uniform bound to how closely the unit sphere of a 2-dimensional subspace 

of X can approximate a square. We are now ready for the main result. 

THEOREM 16.4. Let X be a Banach space. If ox(£) > O for some O < £ < 2 then 

X is reflexive. 

PROOF. Suppose that Xis non-reflexive. We define for every sequence 
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{x;} c Sx*' every n E JN and every finite increasing sequence p 1 < p 2 < ••• 

•·· < p 2n of natural numbers, 

1, ... ,n)} 

(16.2) and 

(We use the convention here that the inf over the empty set is 00 .) Let us 

* observe that if n E JN, {xj} c Sx* and all p 1 , .•. ,p2n save one of them, say 

* Pi, are kept fixed, then S(p 1 , ... ,p2n;{xj}) is a monotone function of Pi 

(with respect to inclusion), increasing if i is odd, and decreasing if i is 

* even. Consequently R(p 1 , •.. ,p2n;{xj}) is also monotone in Pi when the other 

variables are kept fixed. It follows from this that the following definition 

makes sense, since all limits involved exist 

(16. 3) 

We now define 

(16.4) 

As a first step in the proof we show that 

(16.5) K ,,; 2n 
n 

(n 1,2, ... ). 

(n 1,2, ... ). 

Indeed, let us fix n E lN and choose r such that max ( 2 1 - J_) < r < 1. Since 
8' Sn 

Xis assumed to be non-reflexive, it has P: (with VO< E < 1) so there exist 

{ } {x*} that sequences xn c BX, n c BX* such 

( 16 ,6) Oifk>i. 

Obviously we may assume that {x~} c Sx*· Now let natural numbers 

P 1 , •.• ,p2n be given and define 

(16. 7) 
n i-1 

w : = L (-1) (-x 1 + x ) • 
i=l p2i-1- P2i 
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Using the notation 

(kEThf, iE{l, ..• ,n}), 

we have 

(k 1, 2, ... ). 

It follows from (16.6) that 

Ak,i 0 if k > p2i 

* P2il { 1, .•• ,n}) . 
¾,i <x ,~> if P2i-l:;; k $ (k E Thf, i E 

P2i 

'¾ ., < 1-r if k < p2i-1 ,1. 

Hence, for i E {1, ... ,n} and p 2i-l S k S p 2i we have 

i-1 * * (16.8) (-1) <w ,xk> + <x ,~> 
p2i 

+ Ek, with /Ek! < n(l-r). 

Since r 
7 1 

> max(8,1- Sn), we also have 

(16.9) 1 2 * 7 <x ,x > > r > 
p2i k 8 

and 

(16 .10) /Ek! < n(1-r) n ( 1 - ( 1 - J__) ) 1 < s· Sn 

(16.8), (16.9) and (16.10) imply that, for i E {1, •.. ,n} and p 2i-l SkSp2i' 

9 * -8 > <x ,xk> + /Ek/ 
p2i 

so that 

Thus §w E S(p1 , ... ,p2n;{x;}). Since, by (16.7), ll§wll s llwll s 2n, we have 

* now shown that the set S(p1, .•. ,p2n;{xj}) contains an element of norm S 2n. 

This means that for the sequence {x~} introduced above (dependent on n, 
J * 

via r, but not on p 1 , ... ,p2n)' we have K(n;{xj}) s 2n. Consequently (16.5) 

holds, since n E JN was arbitrary. 

Let us observe next that 

( 16.11) K > 1 n - 2 (n = 1,2, •.. ), 

* since l<x,xk>I 2 ~ implies llxll 2 ~ (cf. (16.2)). Also 



(16.12) {Kn} is non-decreasing. 

To see this it suffices to show that, for every choice of n E :N and 

{x;} c sx* we have 

K(n;{x:}) !> K(n+l,{x:}). 
J J 
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This last inequality is immediate, since for every choice of natural numbers 

and consequently, 

To complete the proof we shall show, for every o > 0, the existence of 

a pair x,y E BX satisfying 

(16.13) il!(x+y)II > 1-o and q(x-y)II > 1-o. 

By Lemma 16.3, this contrad~cts the assumption and we are done. So let 

o > 0 be arbitrary and chooser so that 1-o < r < 1. By (16.11) and (16.12) 

there exists an E > 0 and an NE lN such that 

( 16 .14) 
K - E 
_n __ > r > 1-o 
K +2E n 

for all n ~ N. 

We claim that there even exists an m ~ N such that 

( 16.15) 
K -E 
...2:::.!__ > 1-0. 
K + 2E 

m 

This is simple if fi¼lll Kn < 00 , since then E¼lll (Kn - Kn-l) = 0. In the general 

case, where possibly fi¼lll Kn 00 , (16.15) easily follows from (16.14) once 

we have proved that 

K 

(16.16) lim inf _n_ = 1. 
n-+<x> Kn-1 

To see (16.16), suppose 

such that K 
n 

(This is the 

n-n 
> a OK no 
only place 

K 
lim inf _n_ >a> 1. Then there exists an n0 E lN 

n-+<x> Kn-1 
for all n ~ n0 and this clearly contradicts (16.5). 

where (16.5) is used.) 

Having determined E > 0 and m E lN so that (16.15) holds, we keep them 
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fixed throughout the rest of the proof. By (16.4) there exists a sequence 

* {xj} c sx* such that 

(16.17) K(m;{x:}) <K +E. 
J m 

Also this sequence {x:} is kept fixed from now on. We now choose distinct 
J 

natural numbers p 1 , ..• ,p2m, q 1 , ... ,q2m so that 

(16.18) 

represents not only the order of choice but also the order of magnitude of 

these numbers. The choice is made in such a way that the following condi­

tions are satisfied: 

(a) * * 3u E S(p 1 , ... ,p2 ;{x.}): llull < K(m;{x.})+E, i.e. 
m* J * J 

R(p 1 , ... ,p2 ;{x.}) < K(m;{x.})+E, 
m J * J * 

3v E S(q1 , ... ,q2 ;{x.}): llvll < K(m;{x.})+ E, i.e. 
m* J. * J 

R(q1 , ... ,q2 ;{x.}) < K(m;{x.}) + E. 
m J J 

* * Vx E S(q1,p2 ,q3'p4 ,q5 ,p6 , ... ,q2m_ 1,p2m;{xj}): K(m;{xj})-E ,s; llxll, i.e. 

* * R(q1,P2,q3'p4,q5,p6, ... ,q2m-1'P2m;{xj}) 2c K(m;{xj}) - E. 

(b) 

* * (cl Vx E S(p 3 ,q2 ,p5 ,q4 ,p7 ,q6 , ... ,p2m_l,q2m_2 ;{xj}): K(m-l;{xj})-E ,s; llxll,i.e. 

* * R(p3,q2,P5,q4,P7,q6, ... ,p2m-1'q2m-2{xj}) 2c K(m-l;{xj})- E. 

It follows from the definition of K(m;{x~}) and K(m-l;{x~}) that this 
J J * 

choice is possible. (Note that in each of the sets S(... ;{x.}) occur-
] 

ring in (a), (b) and (c) the integers appear in the same order as in (16.18).) 

The following scheme is an attempt to visualize the situation: 

(16.19) 

The symbols'------' an~have the following meaning: If x is an element of 

* any one of the above four sets then by (16.2) we have either ~ ,s; <x,xk> ,s; 1 or 

* ~ ,s; -<x,~> ,s; 1, depending on the interval in which k lies. We have indicat-

ed with'-..__,__/ the intervals of the k's for which any element in the set satis­

fies ~ ,s; <x, x: > ,s; 1 and with /"" the others. 

It is obvious from (16.19) that (a) implies 

(16.20) 
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(16.21) * i(v-u) E S(p3,q2,P5,q4,P7,q6' 000 'p2m-1'q2m-2;{xj}) · 

From (16.20) and (b) it follows now that 

(16.22) 

and from (16.21) and (c) that 

(16.23) II½ (u-v) II 

We claim that 

u 
X := K +2£ 

m 
and 

V 
y := K +2£ 

m 

satisfy (16.13). Indeed, by (a) and (16.17), 

K(m;{x:}) + £ K + 2£ 
(16.24) llxll II~ J m 

= _K_+_2_£ < --K-+~2£-- < K + 2£ = l, 
m m m 

and similarly, 

(16.25) llyll < 1. 

Also, by (16.22), (16.4) and (16.14), 

(16.26) K(m;{x:}) - £ 
111 ( l II = II½ (u+v) II ;:: J 

2 x+y K + 2£ · K + 2£ 
m m 

Km - E > 1-o, 
K + 2£ 

m 

and, by (16.23), (16.4) and (16.15) 

(16.27) 
K(m-1;{x:}) K ll½(u-v)II ;:: J - £ m-1 - £ 

- ----~--- ;:: ---- > 1-0. 
K + 2£ K + 2£ K + 2£ 

II~ (x-y)II 
m m m 

This completes the proof. D 

The conclusion can even be strengthened to superreflexivity, as we 

now show. 
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COROLLARY 16.5. Let X be a Banach space and suppose that ox(£) > 0 for some 

0 < £ < 2. Then Xis superreflexive. 

PROOF. Suppose not. Then there exists a non-reflexive Y such that Y ~ X. By 

Theorem 16.4, oy(n) 0 for all O < n < 2. Hence, since the number ox(£) is 

positive, there exist y 1,y2 E Y satisfying 
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A suitable isomorphism T: sp{y1 ,y2} + X now yields elements x 1 := Ty 1, 

x 2 := Ty2 in X satisfying 

contradicting the definition of ox. D 

In conjunction with Theorem 15.5, Corollary 16.5 leads to 

COROLLARY 16.6. A Banach space Xis superreflexive iff X has an equivalent 

norm Ill • Ill satisfying o (x,III Ill) (E) > 0 for some O < e: < 2, i.e. such that 

(x,111 Ill ) is uniformly non-square. 

NOTES. Theorem 16.4 was proved by R.C. JAMES in [52]. Corollary 16.6 is also 

due to R.C. JAMES (see [54]), modulo P. ENFLO's result ([33]). The main re­
l sult Theorem 16.4 can be restated as follows: i 2 ~ X for every non-reflexive 

space. The so-called i 1-problem is a direct generalization of this: If Xis 
n 1 

non-reflexive, is it true that in -< X for all n € JN? This question was 

raised in [52] by R.C. JAMES. In the same paper he proved that the answer is 

positive for all non-reflexive spaces having an unconditional basis. However, 

he has shown recently ([57]) that in general the answer is negative, by the 

construction of a non-reflexive space X which is uniformly non-octahedral, 

i.e. i! -/( X. There are some pa,rtial positive results for special classes of 

** 1 non-reflexive spaces. E.g. if X /TIX is non-reflexive, then i 3 ~ X. For the 

proof of this and similar statements for arbitrary n € lN we refer to [22]. 



17. GIRTHS OF UNIT SPHERES AND 

FLAT BANACH SPACES 

We introduce in this section a geometric parameter for Banach spaces 

called the girth of the unit ball. It is the infimum of the lengths of all 

closed curves yin SX which are centrally symmetric (i.e. x E y iff -xE y). 

In the next section we shall connect girth and superreflexivity. It will be 

shown that a space is superreflexive iff the girth of its unit ball is larg­

er than 4. If there exists on SX a closed centrally symmetric curve of 

length exactly 4 (i.e. if the girth is 4 and is a minimum), then Xis 

called flat. The reason for the term "flat" will become clear in the course 

of this section. Among other things we shall show that flat spaces have 

non-separable duals which are also flat. In particular flat spaces are non­

reflexive. More strongly, it can be shown that they cannot be isomorphical­

ly embedded into any separable conjugate space. This last result follows 

from a characterization of flat spaces as those spaces which satisfy the 

so-called infinite supported tree property. This in turn will lead to a 

result connecting flatness and superreflexivity: Xis superreflexive iff 

every space Y with Y -< X fails to be flat. 

In this section we lay the groundwork with some preliminary results on 

girth and flatness. Connections with superreflexivity will be discussed in 

the next section. 

DEFINITION 17.1. Let X be a Banach space and let g: [a,b] + X be a contin­

uous map from a segment [a,b] c lR into X. The image y := g([a,b]) is called 

a curve in X. g(a) and g(b) are called the initial and the endpoint of y, 

respectively, and g is called a representation or parametrization of y. If a 

curve y has a representation g: [a,b] + X which is injective and therefore 

a homeomorphism, then it is called simple. The length £(y) of a simple curve 

with injective representation g is defined by 

n 
£(y) := sup\L llg(ti)-g(ti_ 1 )11}, 
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where the sup is taken over all n E :IN and all partitions a= t 0 < t 1 < ••• 

••• < t 
n 

b of [a,b]. Observe that t(y) does not depend on the representa-

tion g, as long as g is injective. If t(y) < 00 , then y is called rectifiable. 

REMARK 17.2. We shall work only with simple curves in these notes. Of course 

a simple curve has numerous different parametrizations. We single out a 

special one, called the standard representation (in terms of arc length), as 

follows. Let g: [a,b] ➔ X be an injective representation of a simple curve 

y. Let us consider the function h: [a,b] ➔ [O,t(y)] defined by h(t) = 

= t(g([a,t])), a$ t $ b. Since g is injective, his strictly increasing. 

It is also continuous. In fact the continuity from the left is obvious and 

the continuity from the right follows from the formula 

t(y) = t(g([a,t])) + t(g([t,b])) (a $ t $ b) 

and the obvious right continuity oft ➔ t(g([t,b])). Thus his a homeo­

morphism. Now the representation 

-1 
gy := gh [O,t(y)] ➔ X 

is called the standard representation (in terms of arc length) of y. It is 

evidently characterized by the property that 

(17.1) S- a for all O $a$ S $ t(y). 

DEFINITION 17.3. Let X be a Banach space with dim X 2 2. For every x E SX 

let m(x) be the infimum of the lengths of all simple curves on SX with 

initial point x and endpoint -x. Put 

m(X) := inf{m(x): x E SX}. 

The number 2m(X) is called the girth of BX (or of X). Clearly 2m(X) can be 

defined alternatively as the infimum of the lengths of all curves y= g([a,b]) 

on SX which are closed (i.e. g(a) = g(b) in the only multiple point) and 

centrally symmetric (i.e. x E y iff -x E y). This better explains the term 

"girth". 

EXAMPLES. (a) Let X be JR2 with a parallelogram as its unit sphere. It is not 

difficult to see that m(x) = 4 for all x E SX, so that the girth of Xis 8. 

In fact there are only two simple curves on SX connecting x and -x and the 

length of each of them is one half of the perimeter of the parallelogram. 
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(b) If xis m2 with an affinely regular hexagon as its unit sphere, then it 

is easily seen that m(X) = 3 and therefore the girth of Xis 6. 

REMARK 17.4. It is possible to show that for every 2-dimensional Banach 

space X we have 3 s m(X) s 4 and that m(X) = 3 iff Xis an affinely regul­

ar hexagon and m(X) = 4 iff SX is a parallelogram. A consequence is that 

for every Banach space X (of finite or infinite dimension~ 2) we have 

2 s m(X) s 4. In fact 2 s m(X) is a trivial consequence of the triangle in­

equality and m(X) s 4 follows because m(X) s m(Y) for every subspace Y c X, 

and m(Y) s 4 if dim Y = 2, by the above. 

DEFINITION 17.5. A Banach space Xis called flat if there exists an x E SX 

and a simple curve yon SX with initial point x and endpoint -x and with 

length Jl.(y) =2. Such a curve is called a girth curve. 

It seems to contradict our geometric intuition that such a curve should 

ever exist. In fact no such thing is possible in a finite-dimensional space 

as we shall soon see. But even for infinite-dimensional spaces the phenome­

non of flatness may be quite surprising. Here is an example. 

EXAMPLE. Let X be C([0,1]) and let us define for each s E [0,2] a function 

XS E X by 

{ 
2t + (1-s) 

-2t + (l+s) 

if 

if 

0 s 

s < 2 

t s s 
2 

t s 1. 

One easily checks that llxsll = 1 for alls E [0,2], llxs 1-xs2 11 = ls 1-s2 1 for 

all s1,s2 E [0,2], and XO= -x2. Thus g: [0,2] + X defined by g(s) = XS 

(0 s s s 2) is the standard representation of a simple curve on SX with 

length 2, joining the antipodal points x0 and x2 • Therefore C([0,1]) is flat. 

We now investigate flatness more thoroughly. Let X be a flat Banach 

space and let g: [0,2] + X be the standard representation of a girt;h curve. 

Then, by (17.1), for any Os s <ts 2, 

2 = llg(O)-g(2)11 s llg(O)-g(s)II + llg(s)-g(t)II + llg(t)-g(2)11 

s s + (t-s) + (2-t) 2 

and therefore 

(17.2) llg(s)-g(t)II ls-ti for all s,t E [0,2]. 
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For each t E [0,2] let f*(t) Ex* be a support functional at g(t), i.e. 

(17. 3) 1. 

By ( 1 7. 3) , ( 1 7. 2) and g ( 0) 

all s,t E [0,2]: 

-g(2) we have the following inequalities for 

(17 .4) I <g(s l ,f* <tl >-1 I l<g(sl-g(tl,f*(tl>I $ llg(sl-g(t)ll ls-ti, 

and 

l<g(s),f*(t)>+ll = l<g(s)+g(t),f*(t)>I $ llg(s)+g(t)II $ 

(17.5) 
$ {llg(s)-g(O)II + llg(2l-g(t)II s + (2-t) 

llg(s)-g(2)11 + llg(O)-g(t)II (2-s) + t. 

It follows from (17.4) and (17.5) that 

(17 .6) <g (s), f* (t) > = 1 ~ I s-t I for all s,t E [0,2]. 

This equality (17.6) will be useful in the proof of the next theorem 

characterizing flat Banach spaces as those possessing a certain special tree 

property which we now define. 

DEFINITION 17.6. A Banach space Xis said to have the infinite supported 

tree property (ISTP) iff there exists a subset T = {xk.: k = 1,2, •.. ; 
k * . ,i k 

i = 1, ••. ,2} of SX and a subset {x. . : k = 0,1, .•• ; i = 1, ... ,2} of S * 
K,l X 

such that 

(17.7) ~,i !(xk+l,2i-1 + xk+l,2i) (k 1,2, •.. ; i 1, .•. ,2k) 

and such that 

-1 
il 2i2-1 

if ""1<:;- $ ~ 2 1 2 
* (17 .8) <xk . ,xk . > 

l'll 2'l2 2i2-1 i 1-1 
+1 if k 2+1 

$ ½ 2 2 

(kl = 1 , 2, ... ; k 2 = 0, 1 , .•• ; i l 
k2 

1, •.. ,2 ). 

(17.8) means that Tis "supported" by two hyperplanes in the following 

the two hyperplanes sense: each point xk 1,i1 either lies in one of 

* * {x: <x,xk . > = 1}, {x: <x,xk . > = -1} 
2,i2 2,i2 

by (17.7), is a finite convex combination 

(namely, whenever k 1 > k2 ), 

of points that do. 

or, 
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Note furthermore that (17.7) and (17.8) imply that Tis a (00 ,2)-tree, 

k * * since,forany k+l € lN and i € {1, ••• ,2 },<¾+l, 2i-l'¾,i>, <¾+l, 2i'¾,i>= 

= +l, so that 11¾+1,2i-1 -¾+1,2ill = 2. 

THEOREM 17. 7. A Banach space X is fl_at iff it has the infinite supported 

tree property. 

PROOF. Suppose first that Xis flat. Let g:. [0,2] ➔ X be the standard repre­

sentation of a girth curve and let f*: [0,2] ➔ x* be as in (17.3), so that 

(17.6) holds. Put 

(17.9) (k 1,2, ••• ; i 
k 

1, ••• ,2 ) • 

It is immediate from (17.2) that llx. .II = 1. Also (17.9) implies that 
K,1. 

Finally, let us define 

Then (17.6) yields 

(k 0, 1, ••• 1 i 
k 1, .•• , 2 ) • 

+1 
2i -1 i -1 

'f 2 < 1 
i 7c+T--k-. 

2 2 2 1 

We have thus proved that X has the ISTP. 

Conversely, suppose X has the ISTP. Let{¾.: k = 1,2, ••• 1 
. k * . ,1. k 

1. = 1, ••• ,2} c sx and {¾,i: k = 0,1, •.• 1 1. = 1, •.• ,2} c sx* be as in 

Definition 17.6. Repeated application of (17.7) shows that, for all p ~ k, 

2P-k.i 

= ;_k l xp,j 
2 j=2p-k(i-1)+1 

(17 .10) (k = 1,2, ••• ; i = 1, •.• ,2k). 
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we now define g: {j/2k: k = 0,1, ..• ; j = 0, ... ,2k+l} + x as follows: 

(17 .11) ~+1,i' 

where, of course, one of the sums may be empty. It follows from (17.10) 

that g is well defined, meaning that the value g(jk) does not depend on 
. 2 

the representation of lk. Also clearly g(0) = -g(2), and obviously 
. 2 . 

II g (lk) II :,; 1. We show now that in fact II g (l) II = 1. 
2 2k 

Indeed, if we fix k E lN and j E { 1, .•. , 2k+l}, then for every Jl E lN, 

by (1 7 . 10 ) and ( 1 7 . 11 ) , 

1 
X +---
k+Jl+l,i 2k+Jl+1 

(17.8) implies that 

l"f i· E . Jl k+Jl+l} {]•2 +1, ... ,2 . 

( j ) * 2 • 11 * II Thus <g -k ,x. 0 l .• 2e ~ 1 - -k O 1 • Consequently, since x. 0 l .• 2 .Q, = 1, . 2 K+,,+ , J , 2 +,,+ . K+,,+ , J 
llg(Jk}II:,; 1 and since .Q, E lN was arbitrary, we have llg(Jk}II = 1 for 

j 21, ••. ,2k+l, and, of course, also for j = 0 because tg(O)II = llg(2)11. 

We now estimate llg(~}-g(j 2)11 for 0 :,; jl < j 2 :,; 2k+l, using (17.11): 
2k 2k 

Ilg(:!_) - g(j 2)II :,; - 2 II jz:2 
2k 2k 2k+l i=j +1 

1 

This shows that g is Lipschitz continuous with constant 1 on its domain of 

definition { jk: k = 0,1, •.. ; j 0, •.. ,2k+l}. The unique continuous exten-
2 

sion to [0,2] of g is then again Lipschitz continuous with constant 1 and 

satisfies llg(t)II 1 for all t E [0,2]. Since, moreover, g(0) = -g(2), 

g: [0,2] ➔ Xis the standard representation of a girth curve. This completes 

the proof that Xis flat. D 

REMARK 17.8. The following weaker property is called the infinite supported 

tree property by R.E. HARRELL & L.A. KARLOVITZ ([43]): There exists a 6 > 0 
k * and subsets {xk .: k = 1,2, ••. ; i = 1, .•• ,2} of BX, and {~,i' k = 0,1, ... ; 

k ,l 
i = 1, ... ,2} of BX*' such that for all appropriate indices 

and 
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A slight modification of the above proof will show that this property 

characterizes those Banach spaces that are isomorphic to a flat Banach space. 

We shall not need this here and therefore omit the details. one consequence 

we would like to mention though. We have already remarked that separable 

dual spaces admit no bounded (00 ,£)-trees (Remark 11.7). Since the ISTP as 

formulated in this remark implies that the set {x. . : k = 1,2, ..• ; 
K,1. 

i = 1, ... ,2k} c BX is a (00 ,28)-tree (compare the observation directly' 

preceeding Theorem 17.7), it follows that a flat Banach space cannot be iso­

morphically embedded into a separable dual space. In particular a flat space 

is not reflexive. This last fact is also a simple consequence of Proposition 

17 .11 below. 

Our next result is that flatness is preserved under duality. 

PROPOSITION 17.9. If a Banach space Xis flat then so is its dual x*. 

PROOF. Let g: [0,2] ➔ X be the standard representation of a girth curve and 

let f*, [0,2]-+ x* be as in (17.3). For every s E [0,2] and n E lN we define 

(17.12) ~ [ns] * i - I f H + 
i=l n 

where [ns] denotes the largest integE!r $ ns. Clearly Ilg* (s)II $ 1 and 
n 

* * * gn(O) = -gn(2). Using thew -compactness * * of Bx*' let g (s) be aw limit 
* 00 point of {gn(s)}n=l' for each s E [0,2]. Then * evidently g (0) * -g (2) and 

llg*(s)II $ 1. We show now that in fact: llg*(s)II 1 (0 $ s $ 2). To see this, 

lets E [0,2) be arbitrary and let O < £ $ 2-s. Then, putting 
1 

xE ;:<g(s+E)-g(s) ), we have llx£11 = 1, by (17.2). Also it follows from 

(17 .6) that 

Therefore 

* i <x , f (-) > 
£ n 

if i $ s 
n 

if ;i,, 2 s+£ 
n 

otherwise. 
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# [ns] [n(s+ic:)] *i 2~ .\ 
- I (-1)+ l <x ,f (-)>+ l _ (l!} 
i=l i=[ns]+l E: n i=[n(s+ic:)]+1 

_ nE:+1 = l-E: _ ~ 
n n 

(n = 1, 2, ... ). 

* Hence <xE:,g (s)> ~ 1-E. Since E: > 0 can be taken arbitrarily small and 
* * llg*(s)II s 1, llx,} = 1, it follows that llg*(s)II = 1 (Oss<2).Sinceg {O)=-g (2). 

we now have Ilg* (s)II = l for all s E [0,2]. 

Finally we estimate II g * (s 1 ) - g * (s 2 ) II for O s s 1 < s 2 s 2 , using ( 1 7 . 12 ) . 

For all n E JN 

* * * * * . Since g (s 1 )- g (s 2 ) is aw limit point of {gn(s 1)-gn(s 2 )}, it follows that 

* * * * * Ilg (s 1)-g (s 2 )11 s s 2-s 1 . Together with g (0) = -g (2) and Ilg (s)II = 1 

(0 s s s 2) this shows that g*: [0,2] + x* is the standard representation of 

a girth curve. Thus x* is flat. D 

REMARK 17.10. There is no converse to Proposition 17.9. Indeed, £00 (£ 1 )* 

is flat (since it contains -the flat space C([0,1]) isometrically, see 

Proposition 0.17), but !l 1 is not flat. In fact we have even seen that !l 1 , 

as a separable dual space, does not have the infinite tree property (Remark 

11.7), let alone the infinite supported tree property. 

We have observed in Remark 17.8 that a flat Banach space cannot be 

embedded into a separable dual space. Together with Proposition 17.9 this 

implies that the dual of a flat space is non-separable. This can also be 

seen directly in a simple way. 

PROPOSITION 17.11. Let X be a flat Banach space. Then x* is nonseparable. 

PROOF. Let g: [ 0, 2] + X be the standard representation of a girth c.urve and 

let f*: [0,2] + x* be as in (17.3). It suffices to show that 
* * * ttf (t1)-f (t2)tt = 2 for all Os t 1 < t 2 s 2. Since ttf {t)tt = 1 for all 

* * t E [0,2], we have llf (t1)-f (t2 )11 s 2. Equality follows by taking 
1 

x :=~g{t2 )-g(t1)} and observing that, by (17.2), llxll = 1 and, by 
2 1 * * (17.6), <x,f (t1)-f (t2)> = -2. 0 

COROLLARY 17.12. A reflexive Banach space Xis not flat. 
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PROOF. Suppose that y is a girth on SX. Application of Proposition 17.11 to 

the flat separable reflexive space Y :=spy yields a contradiction. D 

The following result justifies the term "flat". It says essentially 

that every point of a girth curve is contained in a large flat area in the 

unit sphere. Before stating it we introduce some notation. 

Let g: [0,2] + X be the standard representation of a girth curve yon 

SX. For every s E (0,2] and h E (O,s] we define the difference quotient 

l!.. (s,h) by 
g 

-1 
l!.. (s,h) =h (g(s-h)-g(s)). 

g 

Furthermore, for each s E [0,2] we define the chord set of g, denoted by 

x<g,s), by 

x(g,s) := co({-!!.. (t,h): O<hstss} u {l!.. (t,h): O<hst-ss2-s}). 
g g 

Ifs= 0 (respectively, s = 2), the first (respectively, the second) set on 

the right is empty. In words, x(g,s) is formed by taking all chord vectors 

of y whose initial and endpoints both lie on one side of g(s) and which 

point towards g(s), normalizing them and forming their closed convex hull. 

Finally, f*: [0,2] + x* is as in (17.3). 

PROPOSITION 17.13. Let X be a flat Banach space and let g: [0,2] + X be the 

standard representation of a girth curve yon SX. Then for each s E [0,2] 

(17.13) g(s) E x(g,s) c {x: <x,f*(s)> 

Moreover, for every y E x(g,s), 

(17.14) sup 
XEX (g ,s) 

II y-xll = sup II x-zll 
x,ZEX(g,s) 

2, 

i.e., diam x(g,s) = 2 and each point of x(g,s) is a diametral. 

Finally, if X =spy, then 

(17.15) closed affine hull x(g,s) {x: <x,f* (s) > 1}. 

PROOF. It is immediate that, for O < s < 2, 

g (s), 

so that g(s) E x(g,s). Similarly 
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and 

g{O) } {g{O) - g{2)) 

g{2) = -}{g{O)-g{2)) 

/:, (2,2) E x{g,0) g 

Since also, by (17.6), 

(17 .16) * </:, {t,h),f {s)> 
g 

{
-1 

+1 

if ts s 

ifs s t-h, 

it follows that x{g,s) c {x: <x,f*(s)> = 1}. Therefore, since 1/f*(s)I! = 1, 

we must have I/xii = 1 whenever x E x{g,s). This finishes the proof of (17.13). 

To prove {17.14), let us first observe that, whenever O < h' < h S s, 

( 17 .17) t:, (s,h) = {h-h')h-lt:, (s-h' ,h-h') + h'h-l/:, (s,h'). 
g g g 

Using (17.16) and (17.17), we obtain, whenever O < h' < h st s s s 2, 

* <-/:, (t,h) ,f {s-h') > = 
g 

(17.18) 

{h-h')h-1<-/:, (t-h' h-h') f*(s-h')> + 
-1 g , * , 

+ h'h <-/:, (th') f {s-h')> g , , 

(h-h' )h -l - h 'h - 1A, 

with JAi s 1, and, whenever O<h' < h s t-s s 2-s, 

* <t:, (t,h),f (s-h')> 
g 

(17.19) 

(h-h')h-l</:, (t-h',h-h'),f*(s-h')> + 
1 g * + h'h- </:, (t,h') ,f (s-h')> 

g 

(h-h')h-l + h'h-l. 

Hence, for fixed s E (0,2] and any y E {-t:, (t,h): O < h st s s} u 
g 

{!:, (t,h): 0 < h s t-s s 2-s}, we obtain from (17.18) and (17.19), 
g 

lim <y,f*(s-h')> = 1. 
h'~ 

Obviously the same then holds for ally E x(g,s), since f* is a bounded 

function. Thus 

(17 .20) * lim <y,f (s-h' )> 1 for every s E (0,2] and y E x(g,s). 
h'~ 

Hence, ifs E (0,2] and y E x(g,s), by (17.16) and (17.20), 

lly- (-6. (s,h')II ~ <y,f*(s-h')> + <ti (s,h'),f*(s-h')> 
g g 

<y,f*(s-h')> + 1 + 2 as h' + 0. 



Since-!:, (s,h') E x(g,s) for O < h' :,; s, this shows that sup{lly-xll: 
g 

x E x(g,s)} ~ 2. on the other hand, x(g,s) c BX, so that sup{lly-xll: 

x E x(g,s)}:,; 2. This proves (17.14) for O < s:,; 2. Since also x(g,O) = 

-x(g,2), this finishes the proof of (17.14). 
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Finally, assuming that X =spy, it follows, using g(O) -g(2), that 

X sp{t, (t,h): 0 < h:,; t:,; 2}. 
g 

Fix s E [0,2]. 

It is easily verified by means of (17.17) that any 6 (t,h) (0 < h:,; t:,; 2) 
g 

and therefore any x E sp{t, (t,h): 0 < h:,; t:,; 2} can be written as a linear 
g 

combination of elements from the set 

A:= {-t, (t,h): O<h:,;t:,;s} u {t, (t,h): O<h:,;t-s:,;2-s}. 
g g 

* Thus sp A is dense in X. Since, by (17.16), f (s) is identically 1 on A, it 

* follows that an element x Esp A satisfies <x,f (s)> = 1 iff x E affine 

* hull A. By the continuity off (s) and the density of sp A, (17.15) now 

follows. 0 

~- The concept of girth was introduced by J.J. SCHAFFER in [90], and 

studied thereafter in several other papers. The monograph [91] contains a 

systematic account of the present knowledge about girth and other geometric 

parameters in Banach spaces. The statements made in Remark 17.4 are proved 

in [90]. Flat Banach spaces were first defined and studied by R.E. HARRELL 

& L.A. KARLOVITZ ([41],[42]). Flatness of C([0,1]) was observed in [41]. 

Theorem 17.7 is a modification of the main result in [43]. Propositions 

17.9 and 17.11 are due to L.A. KARLOVITZ ([65]) and Proposition 17.13 to 

R.E. HARRELL & L.A. KARLOVITZ ([42]). 





18. SUPERREFLEXIVITY, GIRTH AND FLATNESS 

We prove two main results in this section. The first characterizes 

superreflexivity in terms of girth. It says that a space is superreflexive 

iff the girth of its unit sphere is larger than 4. The second connects 

superreflexivity (or rather its negation) with flatness: a space Xis not 

superreflexive iff there exists a flat space Y which is finitely represent­

able in X. 

We have seen (Theorem 16.4) that a non-reflexive Banach space X fails 

to be uniformly non-square (i.e. ox(£) = O for all O < £ 5 2). The princip­

al ingredient of the proof of the first main theorem is a strengthening of 

the result just quoted. We need a definition first. 

DEFINITION 18. 1. Let X be a Banach space and let n E JN and p E (0, 1) be 

arbitrary. We say that X has the property Jn,p iff there exist x 1 , ..• ,xnE BX 

such that for all j = 0,1, ••. ,n, 

( 18 .1) II- r ~ + I xkll > pn, 
k=l k=j+l 

where for j = 0 (respectively, j n) the first (respectively, second) sum 

is interpreted as 0. If J holds for all p E (0,1), we say that X has the n,p 
property Jn. Similarly, X is said to have the property J iff it satisfies 

J for all n E JN. 
n 

EXAMPLES. Jl,l has the property J, since for every n c JN and j E {0,1, ... ,n} 

we have 11-L,i=l ek + l,~=j+l ekll = n. Also c0 has J. Indeed, if for fixed but 

arbitrary n E JN we define the vectors x 1 , ... ,xn by 

(1, •.• ,1,-1, .•. ,-1,0,0, ... ) ,__________, '-------..,---' 

k n-k 

(k = 1, ... ,n), 

then it is easy to see that 11-Ii=l xk + L~=j+l xkll n for all jE {0,1, ... ,n }. 
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One should observe that J 2 is nothing but the negation of "uniformly 

non-square", so that Theorem 16.4 can be reformulated by saying that a non­

reflexive Banach space satisfies J 2 . Using the method of proof of Theorem 

16.4 we shall now generalize this as follows. 

PROPOSITION 18.2. Every non-reflexive Banach space satisfies J. 

PROOF. Suppose Xis non-reflexive and let us fix m E lN and p E (0,1) ar­

bitrarily. It suffices to show that J holds. Using the notations intro­
m,p 

duced in the proof of Theorem 16.4, we may write (16.16) as 

(18. 2) lim sup Kn-1 = 1. 
n-+m K 

n 

Choose n0 E JN such that~ _ 1/Kn > p. By (16.4) there exists a. :c,equence 
* 0 O 

{xj} c sx* satisfying 

Kno-1 
-----,-*- > p, 
K(n0 ; {xj}) 

so certainly 

(18. 3) 

* K(n0-l;{xj}) 

* K(n0 ;{xj}) 
> p. 

We now pick T > 1 such that 

(18.4) 
* K(n0-l;{xj}) 

2 
> T p • 

* n0 , {xj} and 

select 2n0m 

* K(n0 ; {xj}) 

Tare kept fixed throughout the rest of this proof. Next w~ 
k 

distinct natural numbers P9, (k = 1, ... ,m; JI, = 1, ... , 2n0 ) so thc1 L 

1 2 3 m 1 1 2 2 m m 1 1 2 2 
P1,P1•P1•··•,P1, P2,P3,P2•P3•·•••P2•P3• P4•P5,P4,P5•··· 

~m , 

(18.5) 
1 1 2 2 m m 

p2i'p2i+1'p2i'p2i+1'"""'p2i'p2i+1'""" 
2m 

1 1 mm 1 2 3 m 
P2n -2•P2n -1•··•,P2n -2 P2n -1' P2n P2 ,p2 , ... ,p2 

0 0 0 ' 0 o' no no no 

2m m 

represents not only the order of choi.ce but also the order of magnitude of 

these numbers. We take care to choose them in such a manner that the follow­

ing conditions are sqtisfied: 



(a') 

(b I ) 

(c') 

k k * * R(p 1, ..• ,p2n ;{xj}) < TK(n0 ;{xj}) for all k = 1, .•. ,m 
m 1 m 2 m 1 m 1 * -1 * 

R(p1 ,p2 ,P3 ,p 4' •.• ,p2i-1 'p2i' .•. ,P2n0-3 ,P2n0-2; {xj}) 2?: T K(nO-l; {xj}) 

R( k k+1 k k+1 k k+1 k k+1 ·{ *})> P3,P2 ,P5,P4 , ... ,p2i-1'p2i-2 10 ·•,P2n0-1•P2n0-2• xj -
-1 * T K(n0-1;{xj}) for all k = 1, ..• ,m-1. 
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The possibility of satisfying these conditions is immediate from the defini-

* * tions of K(n0-1,{x.}), K(n0 ;{x.}) and the fact that in the sets 
* J J 

R( •.... ;{x.}) of (a'), (b') and (c') the order of the p's is that of (18.5). 
J m 1 [ k k J It is clear from (18.5) that [p2i_1 ,p2iJ c p 2i_1 ,p2i for all 

i 1, .•. ,n0-1 and k = 1, ••. ,m and this implies that for all k = 1, ••. ,m, 

(18.6) k k * S(p1,··•,P2 ;{x.}) c no J 

and i = 1, ... ,n0-1, so that, for all 1 s l',<ksm, 

k k * l', l',+1 l', l',+1 l', l',+1 * 
S(p1, •.. ,p2 ;{x.}) c S(p3,P2 ,P5,P4 , ..• ,p2 1'p2 2;{x.}). no J no- no- J 

(18. 7) 

On the other hand it follows from (18.5) that [p;i+l'p;:1] c [p~i+l'p~i+2J 

for all 1 s ks l', s m and i,= 1, ..• ,n0-1, whence, for all 1 s ks l', s m, 

(18.8) 

By (a') there exists, for every k = 1, ..• ,m, an element 
k k * ~ E S(p1 , ... ,p2n0 ;{xj}) satisfying 

(18.9) (k = 1, ••• ,m). 

m 1 m 1 * In virtue of (18.6), ~ E S(p 1,p2 , ... ,p2n0_3 ,p2n0_2 ;{xj}) for all k= 1, ... ,m, 

whence, by the convexity of the latter set, 

-1 
m 

Condition (b') now implies 

Similarly, it follows from (18. 7), (18.8) and the condition (c') that, 

for all l', = 1, ... ,m-1 
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(18.11) 

Finally, let us define 

* ,K (n0 ; { xj}) 
(k 1, ... ,m). 

Then llxkll $ 1 for all k = 1, ... ,m, by (18.9), and it follows from (18.10), 

(18.11) and (18.4) that, for all j O, ... ,m 

This concludes the proof that X has J D 
m,p 

The next step towards the main Theorem 18.6 consists in showing that 

J is equivalent to the property m(X) = 2. 

PROPOSITION 18.3. Let X be a Banach space and let n E JN and p E: (0,1) be 

arbitrary. Then 
-1 

(i) m(X) < 2p ~ X has J ; 
n,p 

(ii) X has J and pn > 
n,p 

l·~m(X) $ 

Hence X has J iff m(X) = 2. 

-1 
-1 

2(p-n ) 

PROOF. The last statement is an immediate consequence of (i) and (ii). 

(i): Suppose m (X) < 2p -l Then there exist an x ,- SX and a simple curve y 
-1 

on SX joining x to -x such that 9, := 9,(y) < 2p Let g: [O,Jl] ➔ SX he the 

standard representation of y and let us put 

and 

Then X 

( 18. 12) 

x and 
n 

(k = 0, ••• , n) 

(k 1, ... ,n). 

n1 k k-1 n k 
-lg(-\',) - g(--•QJII <; -;;(r-1·t R. n n ,, 

Furthermore, since xn -x0 , we have for all j 

whence 

(k ,-c 1, .•• ,n) . 

0, ..... ,n, 



(18.13) 
j n 

II- l yk + }. 
k=l k=j+l 

y II = ~Ix U = 2n > ~ = P 
k Jl j Jl 2p-1 n· 

(18.12) and (18.13) prove that X satisfies J n,p 
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-1 
(ii): Suppose that J holds and that pn > 1. Let us putµ:= (pn-1) and n,p 
let x 1, ••• ,xn € BX satisfy (18.1). We now define y 1 , ••• ,yn by 

j-1 n 
YJ, := µ(- l ~ + ~ xk). (j = 1, ... ,n), 

k=l k=J+l 

and show.that the polygon p with vertices y0 , ••. ,yn lies outside BX. Indeed, 

a point of a segment [yj-l'yj] (j = 1, ••• ,n) is of the form AYj-l + (1-A)Yj 

with Os As 1 and we have on the one hand 

n-1 n 
(18.14) A(µ L ~) + (1-A)µ l ~ = 

k=l k=2 

n 
= µ( l ~ - (1-A)Xl - AX) 

k=l n 

and on the other hand, for all j = 2, ••• ,n, 

AY, l + (1-A)y. 
J- J 

(18.15) 

j-2 n j-1 
µ(-A l ~+A l ~ - (1-A) l ~ + 

k=l k=j k=l 
n 

+ (1-A) }: xk) 
k=j+1 

j-1 n 
µ(- L x. + L xk - (1-A)XJ. + AX. 1). 

k=l K k=j J-

By the choice of x 1 , ..• ,xn' it follows from (18.14) and (18.15) that, for 

all j = 1, ••• ,n, 

IIAy, 1 + (l-A)y.11 > µ(pn- (1-A)- A) = µ(pn-1) = 1. 
J- J 

Thus plies outside BX. Furthermore, it is readily seen that y 1-y0 

µ(x -x1) and y.-y. 1 = -µ(x. 1+x.) for j = 2, ••. ,n. Hence for the length of 
n J J- J- J 

p we find 

Jl(p) 
n 
l lly .-y ·-1 

j=l J J 

n 
s I 2µ 

j=l 
2nµ -1 2n (pn-1) 

-1 -1 
2(p-n ) 

We have now shown that the antipodal points y0 and y = -y0 with norm> 1 
n -1 

can be joined by a curve pin X\BX with Jl(p) s 2(p-n-1 ) • One is inclined 
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to regard it as geometrically obvious now that m(X) s 2(p-n- 1 l-l. A proof 

by radial projection of p on SX is incorrect, however, since radial pro­

jection may increase distances (cf. [89]l. A correct but surprisingly 

awkward proof is given in the next lemma. 

LEMMA 18.4. Let X be a Banach space, x E X, llxll ~ 1, and let y be a simple 

curve in X\int BX with initial point x and endpoint -x. Then there exists 

a y E SX and a simple curve y 1 in SX with initial pointy and endpoint -y 

such that Q,(y 1l S Q,(yl. 

PROOF. al Let g: [0,Q,(y)] + X be the standard representation of y. We may 

assume that x,-x is the only antipodal pair on y. Putting d := min{llxll: 

x E y}, 1y contains a point y with llyll = 1. Suppose y = 1g(t1l. Then 

Yo := 1<9{t1 ,Q,(y)] u g([O,t1Jl) is a curve in X\int BX which can be repres­

ented as a simple curve with initial pointy and endpoint -y and with 
1 

Q,(y0 l = ~Q,(yl s Q,(yl. 

bl Let g0 : [0,Q,(y0 l] + X be the standard representation of y0 . The set 

{s E [O,Q,(y0 l]: llg0 (slll > 1} is open and contains neither O nor Q,(y0 l and 

is therefore the union of ~ountably many disjoint open subintervals of 

(0,Q,(y0 ll. Let (a,bl be such an interval. Then llg0 (alll = llg0 (blil = 1. We 

now wish to replace the part g0 ([a,b]) of y0 by a curve in SX with the same 

initial and endpoint and with lengths Q,(g0 ([a,b])) = b-a. Doing this for 

each one of these disjoint intervals (a,b) and pasting the replacements 

together yields the desired curve y 1 in SX connecting y and -y with length 

Q,(yl) s Q,(yO) s Q,(y). 

cl Let us concentrate on g0 ([a,b]). Pick s 0 E (a,b) arbitrarily and consider 

the function f: (s0 ,b] + JR defined by 

([y,z] denotes the line segment joining y to zl. f is continuous, f(bl s 

(since II g0 (bl II = 1 l and s\¾I1b f (s) = II g0 (s0 l II > 1. Hence there exists an 

s 1 E (s0 ,b] such that f (s 1 l = 1. Let x 1 E [g0 (s0 l ,g0 (s 1l J be such that 

llx111 1. This means that the segment [g0 (s0),g0 (s 1l] is tangent to BX at 

x 1, or that x 1 = s 1 = b. If s 1 < b, we can repeat this process with s 1 in­

stead of s 0 , etc. Thus we find a finite or infinite sequence s 0 < s 1 < s 2 < •• 

.• s band points x 1 ,x2 , ... such that 

(18.16l 
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(i = 1,2, ••. ). 

The same procedure can be followed in the other direction, yielding sequen­

ces s 0 > s_1 > s_2 ••. ~ a and x0 ,x_ 1 ,x_2 , .•. such that (18.16) holds for 

all i E 7l.. Observe that fi¼ffi sn = b (and similarly n!.-1:.~ sn = a) in the case 

of infinite sequences, since 

as n + 00 • We now replace all parts g0 ([si-l'si]) of g0 ([a,b]) by the 

corresponding line segments [g0 (si_1 J,g0 (si)]. Clearly this decreases 

lengths, and preserves initial and endpoints. 

d) The resulting curve consists of pieces [xi,g0 (si)] u [g0 (si),xi+l] with 

xi, xi +l E SX (i E 7l. ) (see picture). Fix i E 7l. • The intersection of SX 

with the triangle with vertices xi,xi+l and g0 (si) is a plane curve ai 

with initial point xi and endpoint xi+l" We claim that 

(18.17) R-(ai.l '., llg0 (s.J-x.ll + llg0 (s.)-x. 111. ]. ]. ]. i+ 

Once this is proved, we are done, since then a:= i~?l. ai is the desired 

replacement of g0 ([a,b]) with R.(a) '., R.(g0 ([a,b])) = b-a. For the proof of 

(18.17), let z0 := xi,z1 ,z2 , •.• ,zn := xi+l be any finite number of suc­

cessive points on a. and let z'. be the intersection of the li~e through 
]. J 

zj-l and zj with [g0 (si),xi+l] (j = 1, .•. ,n). Repeated application of the 

triangle inequality shows that 
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+ II z'-z' II 
1 2 

llz 1-z' 111 + llz• 1-x. 111 :::: llz 1-z II. 
n- n- n- i+ n- n 

Adding these inequalities and subtracting the terms occurring on both sides, 

yields 

n 
llx.-g0 (s.)II + llg0 (s.)-x. 111 :::: 1 llz. 1-z.ll. 

i i i i+ j~l J- J 

This proves (18.17) since {z1 , ... ,zn} was an arbitrary partition of cri. If 

the curve y 1 is not simple, it can obviously be made simple be removing its 

loops. 

Since the polygon pin the proof of Proposition 18.3 can be assumed to 

be simple, Lemma 18.4 is applicable with y = p and thus Proposition 18.3 is 

now completely proved. D 

One more lemma is needed for the proof of Theorem 18.6. 

LEMMA 18.5. Let X be a Banach space and let 0 < E: < 1, n E lN. Suppose 

X11•••1Xn E Bx satisfy 11z:=l xkll > n-E:. Then nz:=1 yk~II > (1-E:) z:=1 yk 

for all choices of y 1 , ... ,yn 2 0, save y 1 = y2 = ... = Yn = 0. 

PROOF. Suppose that y 1 , ... ,yn 2 0, not all 0. Defining 

(k = i, ... ,n-1), 

we have 
n n n n n 

(n-E:) I yk < II I xkjj I yk II I ( I y i )xk II 
k=l k=l k=l k=l i=l 

n n-1 n-1 n n 
II I ( I Yk+i)~II II I I Yk+i xkll :, II I yk~II + 

k=l i=0 i=0 k=l k=l 

n-1 n n n 
+ I l yk .llxk/1 :, II l ykxkll + (n-1) I yk. 

i=l k=l +i k=l k=l 

Thus 
n n 

> (n-rc:) L yk - (n-1) l yk 
k=l k=l 
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THEOREM 18.6. Let X be a Banach space. Then Xis superreflexive iff m(X) > 2. 

~- By Proposition 18.3 the following statement is equivalent to that in 

the Theorem: 

X not superreflexive.,.. X has J. 

Suppose first that Xis not superreflexive. Then there exists a non-reflex­

ive Y with Y ~ x. By Proposition 18.2 Y has J. The finite-dimensional char­

acter of J and the definition of~ imply that X has J. 

Conversely, let X have J. We shall show that P2 holds in x, so that, 

by Theorem 15.5, Xis not superreflexive. Since J holds in X for all n,p 
p e: (0, 1) and n e: lN, there exists for every n e: :N and every e: > 0 a system 

{x1 , •.. ,xn} c BX satisfying 

II- r ~ + I ~II > n-e: 
k=l k=j+l . 

(j O, ••• ,n) 

( take p = 1 ~) • By the previous Lemma we then have, for all j 
n 

all y 1, ••• ,yn ~ O, not all 0, 

In particular it follows from this last inequality that 

(18.18) dist(co{x1 , ••• ,x.},co{x.+1 , ••• ,x }) > 2(1-e:) 
J . J n 

for all j = 1, ••• ,n-1. 

This proves P2 • Consequently Xis not superreflexive. D 

0, ••• ,n, and 

COROLLARY 18.7. The property "m(X) = 2" (and therefore also "m(X) > 2") is 

an isomorphic invariant. 

PROOF. Immediate, since superreflexivity is an isomorphic invariant. D 

COROLLARY 18.8. P 1 (resp. P2) is equivalent to the property obtained from 

it by replacing "3e: > 0" by "VO< e: < 2". 

~- For P2 this is immediate from the proof of Theorem 18.6: we have in 

fact proved that P 2 implies, for every O < n < 2 and every n e: lN, the 

existence of {x1 , .•• ,xn} c BX satisfying dist(co{x1 , ••• ,xj},co{xj+l'"""'xn}) 

> n for all j = 1, ••• ,n-1. 
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Now suppose P 1 holds. Since P 1 = P 2 and for P 2 the claim has been 

proved, there exists for every 0 < E < 2 and every n E ]N a system 

{x1 , ... ,x2n} c BX satisfying 

(18.19 l 

But then T := {x1 , ..• ,x2n} is an (n,E)-tree in BX, since, by (18.19), 

llx1-x2 11 ,hx3-x4 11 , •.. ,llx2n_ 1-x2nll ~ E, 

11!(x1+x2 )-~(x3+x4)11, ••• ,ll!(x +x ) - !(x +x JII ~ E, etc. 
2n_3 2n-2 2n-1 2n 

Thus we have shown that P 1 with "VO< E < 2" holds. D 

We now come to the second main theorem of this section, connecting 

superreflexivity and flatness. 

THEOREM 18.9. A Banach space Xis superreflexive iff every Banach space Y 

which is finitely representable in X, fails to be flat. 

PROOF. Since a reflexive space is not flat (Corollary 17.12), the "only 

if" part is trivial. It remains to be shown that if Xis not superreflexive, 

then there exists a flat Y with Y~ X. So suppose Xis not superreflexive. 

The idea of the proof is the following. We first show, using Theorem 18.6, 

that X has a finite version of the ISTP. Then the argument of Proposition 

15.6 yields a space Y with Y ~ X and Y having the ISTP. This Y is flat 

by Theorem 17.7. 

We claim that X has the following property which we call the finite 

supported tree property (FSTP): 

For each n E ]N there exist 
k n,\-

a subset T = {{ .: k = 1, •.. ,n; i = 1, •.. 
,i k * 

•.. , 2} of X and a subset {x. . : 
K,l. 

k=0,1, ..• ,n; i=i, .•• ,2} of X such that 

for all the appropriate indices 

(18. 20) 

and 

(18.21) 

and 

(18. 22) 

n 1 ( n n ) 
~,i = 2 ~+1,2i-1 + xk+i,2i ' 

n -1 
!Ix. .11 c,; l+n , 

k,i 

l __ <> -1 + n -l 

1 - n-l 

II x.n* .11 = 1. 
k,J. 

if 
il 

,,; 
2i2-1 

2kl 7G+T 2 

if 
2i2-1 icl 

l2+l 
,,; 

ll 

Indeed, since m(X) = 2 by Theorem 18.6, for any E > 0 there exists a 

simple curve YE on SX joining some xE E SX to its antipode -xE, with length 



i(yE) s 2(1+E). Obviously, a representation gE: [O,2] ➔ SX for YE can be 

chosen so that 

(18.23) 

and 

(18.24) 0g (s)-g (t)II s (l+E) ls-ti 
E E 

for all s,t € [O,2]. 

* Let fE: [O,2]-+- sx* be such that 

(18.25) <g (t),f*(t)> = 1 
E E 

for all t € [0,2]. 

We have now, for all OS t,s S 2, 

(18.26) 1- (1+E) ls-ti s <g (s) ,f* (t) > s 1- (1+E) ls-ti+ 2E. 
E E 

Indeed, by (18.25) and (18.24), 

l<g cs>,f*ct>>-11 
E E 

(18.27) 
s Ilg (s)-g (t)U s (1+E) ls-ti 

E E 

and, using also (18.23), 

<g (s),f*(t)>+l = <g (s)+g (t),f*(t)> s 
E E E E E 
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(18.28) 
{

Ilg (s)-g (OJII + Ilg (2)-g (t)II s 
s Ilg (s)+g (t)II s E E E E 

E E ll'g (s)-g (2)11 + Ilg (O)-g (t)II :S 

(1+E) [s+ (2-t)] 

(1+E)[(2-s)+t]. 
E E E E 

From (18.27) and (18.28) formula (18.26) readily follows. 
1 * Now, if n € lN is given, let us choose E < n• 2n+l and, with gE and fE 

defined as above, let us put 

(18.29) 

and 

(18.30) 

(k 1, ... ,n; i 
k 1, ••• ,2 ) 

k 
(k = O,1, ••• ,n; i = 1, ••• ,2 ). 

We claim that with these definitions (18.?.O), (18.21) and (18.22) are 

satisfied. Indeed, for the appropriate k and i, 

x~,i = 2k[gl:~!~1)- gi:!:i)]+ 2k[gl:!:D- gi2~!1)] 

n n 
½ (~+1, 2i-1 + xk+1,2i)' 
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n k 1 -1 n* 
llxk,ill ~ 2 (1+£) 2k ~ 1 + n (by (18.24)), llxk,ill 

finally, by (18.26), 

k [ f -1 
<'. 2 1 1- (1+£\+ 

2 1 

1 by definition, and 

Having now verified the FSTP, we use the argument of Proposition 15.6 to 

show that there exists a Y having the ISTP which is finitely representable 

in X. This part of the proof may be sketchy since we have given complete 

details earlier. Let Y be the linear space spanned by a sequence of inde­

pendent vectors ek,i (k = 1,2, ... ; i = 1, .•• ,2k). Applying a diagonal pro­

cedure, we may assume that for some subsequence {ni} of lN and for every 

finite set A of rational (and therefore also of real) numbers ak ., 
n ,1. 

lim q: ak .xkni.11 exists, as well as lim <xki i ,x~i*i >, for all (k1 ,i1), 
£-+co A , 1. , 1. £-+co 1, 1 2' 2 
(k2 , i 2 ). (Note that for sufficiently large £ all these elements are defined.) 

On Y we now define a seminorm by 

(18.31) ,= umll 
£-+co 

l ak,i 
finite 

ni 
xk .11. 

,1. 

Now consider the quotient Y = Y/N, where N = {y E Y: II yll = 0}. This 

space Y is spanned by the images ek. of the ek. under the quotient map, 
,J. ,l. 

and is finitely representable in X (see the proof of Proposition 15.6). To 

* * show that Y has the ISTP, one first defines elements ek,i E Y 

(k = 0,1, ..• ; i 1, .•. ,2k) by the formulas 

(18.32) 



* It is readily seen that each ek,i annihilates N and therefore defines a 

-* -* unique ek,i E Y. Furthermore, by (18.20), (18.21), (18.22), (18.31) and 

(18.32), 

llek .II 
,i 

n * 
~ lim sup II x .Q, II 

.Q,-l-<X> k,i 

n.Q, 
limll x. . II ~ 1, 
.Q,-l-<X> K,i 

1, 

It follows that all these inequalities are 

elements {;k .: k = 1,2, ••. ; i = 1, ••. ,2k} 

o, 

equalities, and therefore the 

-* and { ek . : k = 0 , 1 , 2 , ... ; 
,i k:, i 

i = 1, ... ,2} satisfy the ISTP for the completion Y of Y. Thus Y is flat 
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and, of course, also finitely representable in X. This completes the proof. D 

NOTES. The property J was introduced and Propositions 18.2 and 18.3 were 

proved by J.J. SCHAFFER & K. SUNDARESAN ([92]), while Theorem 18.6 is due 

to R.C. JAMES & J.J. SCHAFFER ([59]). Corollary 18.8 was originally proved 

by R.C. JAMES ([54]). The technical Lemma 18.4 can be found in [91]. 

Theorem 18.9 is due to D. VAN DULST ([30]). An interesting aspect of 

Theorem 18.9 is that it shows the existence of certain unusual flat spaces. 

E.g. if Xis the uniformly non-octahedral space constructed by R.C. James 

(cf. the Notes to Section 16), then by Theorem 18.9 there exists a flat 

h th ./ ' n l ..t, ' 11 h n l J/ 1 b space Y sue at Y""' X. Since ,,3 r- X, it fo ows tat ,, 3 .,... Y. A so, y 

the result from [22] mentioned in the Notes to Section 16, y**/rrY is reflex­

ive. Another result connecting girth and superreflexivity was recently prov­

ed by A.J. Pach: every non-superreflexive space has an equivalent norm for 

which there exists an x E SX with m(x) = 2 (cf. Definition 17.3). 





19. OTHER SUPERPROPERTIES 
EQUIVALENT TO SUPERREFLEXIVITY 

If Pis a property of Banach spaces, a space Xis said to have super P 

iff every Banach space Y with Y-< X has P. Let us observe that if P implies 

Q then super P implies super Q. In this section we discuss various properties 

whose corresponding superproperties are equivalent to superreflexivity. For 

our first result we rely on some known theorems whose proofs we do not give 

here. They can be found in full detail in [27] and [28]. 

DEFINITION 19.1. A Banach space X has the Krein-Milman (K.M.) property iff 

every closed bounded convex set in Xis the closed convex hull of its 

extreme points. 

It is known that the R.N. property implies the K.M. property. In par­

ticular reflexive and separable dual spaces have the K.M. property (Remark 

11.7). It is an open problem whether the K.M. property and the R.N. proper­

ty are equivalent. This equivalence holds for dual spaces. In fact we have 

PROPOSITION 19.2. For every Banach space X the following are equivalent: 

(i) 

(ii) 

* X has the R.N. property; 

* X has the K.M. property; 

(iii) every separable subspace Y c X has separable dual. 

Using this result, it is an almost immediate corollary of Theorem 18.9 

that the corresponding superproperties coincide with superreflexivity. 

THEOREM 19.3. For every Banach space X the following are equivalent: 

(i) X is superreflexi ve; 

(ii) X is super R.N. 

(iii) X is super K.M. 

(iv) X is super non-flat. 

PROOF. Theorem 18.9 asserts that (i) - (iv). Also, since reflexive.,. R.N • .,. 
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=> K.M., we have (i) => (ii) => (iii). It therefore suffices to prove (iii) => 

(iv). Suppose (iv) does not hold. Then there exists a flat space Y with 

** Y < x. By local reflexivity also Y -<: X. Moreover, by Proposition 17.9 

* Y is flat. Since every flat space has non-separable dual (Proposition 

* 17.11), in particular Y contains a separable subspace (the closed linear 

span of a girth curve) with non-separable dual. Hence, by Proposition 19.2 

** Y does not have the K.11. property. This completes the proof of (iii) => (iv) 

and of the Theorem. 0 

REMARK 19.4. We know that flat spaces do not have the R.N. property: By 

Theorem 17.7 they have the I.S.T.P., while spaces with the R.N. property do 

not possess bounded (00 ,E)-trees (Remark 11.7). It seems likely that every 

flat space also fails to have the K.M. property, but we have no proof of 

this. In [42] this is shown to hold under an additional hypothesis. 

The remainder of this section is devoted to the study of several sum­

mability and ergodic properties of Banach spaces and a proof that all cor­

responding superproperties are equivalent to superreflexivity. 

A real infinite matrix A= (a .. ) is called a convergence-preserving 
1.J 

method iff for every convergent real sequence {xn} the sequence 
{ ,oo }00 

lj=l aijxj i=l converges. It is not difficult to see that the following 

are necessary and sufficient conditions for A to be convergence-preserving. 

(i) {2 la .. 1}~ 1 isbounded; 
j=1 1.J 1.= 

00 

(ii) { 2 aiJ.}:=l converges, say to a; 
j=1 

(iii) {a .. }~ 1 converges for every j, say to 1.J i= aj. 

Also, if A= (a .. ) is convergence-preserving, then it preserves limits 
1.J 

(i.e. lim r l a .. x. = l.¼!Jl xn for all convergent {xn}), iff, in addition, 
i-+oo J= 1.J J n 

a= 1 and a = 0 for all j. A well known example of a method that preserves 
j 

convergence as well as limits is that of taking Cesaro sums: 

for j = 1, ..• , i 
A with 

otherwise. 

Our first goal is to characterize reflexivity in terms of a summability 

property. For this we need the following 

DEFINITION 19.5. A real infinite matrix A 

it satisfies the following conditions: 

(a .. ) is called an R-matrix iff 
1.J 



00 

(Al I a .. -f+ 0 if i + oo, 
j=l 1.J 

(B) lim a .. 0 for all j E lN. 
i+oo 1.J 

Condition (A) means that I;=l aij converges for every i and the sequence 
,oo 00 

{lj=l aij}i=l either diverges or converges to a limit different from 0. 

PROPOSITION 19.6. A Banach space Xis reflexive iff for every sequence 

{xn} c BX there exists an R-matrix A= (aij) such that {L;=l aijxj}:=l 

converges weakly. 
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PROOF. The "only if" part is trivial. Indeed, if Xis reflexive then {xn} 

has a weakly convergent subsequence {xnk}. For the R-matrix it suffices to 

take a .. = o . for all i,j. The converse lies a bit deeper. Suppose Xis 
1.J ni, J 

not reflexive. Then by Theorem 6.12 X contains a non-shrinking basic sequen-

* * ce {xn}. In view of Lemma 6.5 this means that for some x EX and some 

* E > 0 we have II x / 00 II > E for all n E IN. This easily implies the 
[xi]i=n+l mn 

existence of a block basic sequence {y }, with y = l·- +l S.x. n n 1.-mn-l 1. 1. 
(0 = m < m < •.. )such that lly II= 1 and <y ,x*> > E (n = 1,2, •.. ). Putting 

0 Yn 1 , n . n 
z := * (n = 1,2, •.• ), {z} 1.s a bounded basic 

n <yn,x > n 
sequence and <z , x * > = 1 

n 
for all n E lN. Assume now that for some R-matrix (a .. ) we 

1.J 
= z, weakly. Then z E [zn] and therefore can be written as 

{z*} c [z ]* be the sequence of coefficient functionals of n n 

have lim I~ 1a .. z. 
1.= J= 1.J J 

z = I;=l ai zi. Let 

{z }. The (weak) 
n 

* continuity of the zn, together ~ith the condition (B) implies that, for all 

n E lN, 

a 
n um< I 

i+oo j=l 
* C!, ,Z, ,z > 

1.J J n 

Thus z 0 and it follows that 

0 * <z,x > 

contradicting (A). D 

00 

lim < I aiJ.zJ.,x*> 
i+oo j=l 

lim a. 
i +oo in 

lim 
i+oo 

We now consider a stronger summability property. 

o. 

DEFINITION 19.7. A Banach space Xis said to have the Banach-Saks (B.S.) 

property iff every sequence {xn} c BX has a subsequence {xnk} whose Cesaro 

averages converge in norm, i.e. 
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k 

lim k l 
k-+co i=l 

X 
n. 

l. 

exists, in norm. 

The following consequence of Proposition 19.6 is immediate. 

COROLLARY 19.8. If X has the B.S. property, then Xis reflexive. 

For some time it was an open problem whether all reflexive spaces have 

the B.S. property. The following example shows that this is not the case. 

EXAMPLE. Let r be the family of all finite non-empty subsets y of JN with 

the property IYI ~ min y. (lyl denotes the cardinality of y.) For y,y' Er 
we write y < y' iff max y < min y'. Let x = {xn} be any real sequence. For 

ally Er we define 

er (x, y) : = l I xn I . 
nEy 

For any increasing sequence {yk} in r (i.e. yk < yk+l' k E JN) we put 

(19 .1) 

Putting 

(19.2) 

where the sup is taken over all' increasing sequences {yk} in r, we define 

the space X as the set of all real sequences x = {xn} for which (19.2) is 

finite. We omit the easy proof that Xis a Banach space with the norm 

defined by (19.2). Let us denote by {en} the sequence of unit vectors. Ob­

viously II e II = 1 for all n E JN. We intend to show that 
n 

(19.3) {en} is a boundedly complete shrinking basis for X. 

Suppose for the moment that (19.3) has been proved. Then by Theorem 6.9 X 

is reflexive. However, X does not have the B.S. property. Indeed, suppose 

that for some subsequence {ni} of JN the sequence {sk} with sk := ~ l:=l en. 
l. 

(k = 1,2, ... ), converges in norm. Since {e} is a basis for X (with coef-
* n 

ficient functionals denoted by {en}), the limit must be 0, because 

0 for all n E JN. But on the other hand, taking 

follows that lls 2kll :2: cr(s 2k,yk) = i for all 

k = 1,2, •.• , contradicting lim sk = 0. 
k-+co 



225 

We now complete the example by showing (19.3). Since any representa­

tion x = ' 00 

1 x e is obviously unique, the proof that {e} is a basis for ln= n n n 
X reduces to showing that for any x {xn} EX we have fi¼ffillx-}:~=l ~ekll 0. 

Suppose not. Then for some x = {xn} E X and some e: > 0, llx-}:~=l xkekll > e: 

for all n = 0,1,2, •.. , since the sequence {llx-I~=l ~ekll}:=O is clearly 

· · ('O · b d 0) 1 II II non-increasing lk=l ~ek is to e rea as . In particu ar x > e:, so 

there exists y 1 < y2 < .•• < yp(l) in r satisfying 

p(l) 2 2 
l cr(x,yk) > e: • 

k=l 

Let m be the largest element of 

exist yp(l)+l < yp(l)+2 < ••• < 

yp(l). Since also llx-}::=l ~ekll > 

yp( 2 ) in r with yp(l) < yp(l)+l so 

e:, there 

that 

P <2 ) 2 2 
l cr(x,yk) > e: • 

k=p(1)+1 

II 11 2 , 00 ,p(i+l) 2 
continuing this procedure, we find that x ~ li=l lk=p(i)+l cr(x,yk) 

~ '~ 1 e: 2 = 00 , a contradiction. Thus {e} is a basis for X. To show that it li= n 
is boundedly complete, let x = {xn} be a real sequence such that 

< 00 

It is readily seen that this implies llxll < 00 , so that x E: x. Hence, {en} 

being a basis for X, x = ' 00 

1 x e, so that ' 00 

1 x e converges. ln= n n ln= n n 

Finally we show that {en} is shrinking. This is the trickiest part of 

the example and the restriction on the cardinality of the yk appearing in 

the definition of II II, plays an essential role here. Suppose that {e } is 
~ * not shrinking. Then in view of Lemma 6.5 llx le .]°'.' II > o for some x * € X , 

ei i=n 
some o > 0 and all n E lN. This implies the existence of a strictly increas-

ing sequence O = m0 < m1 < ... < mn < .•• in lN and a block basic sequence 

{yn} c X such that 

llynll n 
= 1, <y * > 0 ,x > and y 

m n [e. J. n € +1 (n 1,2, •.• ). i i=m 
n-1 

Let us define a function F on lN u {O} by 

F (0) o, F (1) 1 and F (n) F(n-1) +~(n-l) (n 2,3, ..• ) • 

Put 
F(n) n 1 1 L m (n 1, 2, ... ) w := 

n F(n)-F(n-1) y 
m=F(n-1)+1 
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and let x be the sequence defined by 

n 
X. := W. 

1. 1. 
< i n = 1,2, •.. ) . 

The proof will be complete once we have shown that x EX, for then 

x = 2:=l wn, yielding the contradiction <x,x*> = I:=l <wn,x*> z 2:=l~ o 00 

Let {yk} be any increasing sequence in r. Let us fix n E lN and let 

us put 

Suppose that µ(n) is the largest element of A(n) (if A(n) /¢).Whenever 
n 

k E A(n) and k < µ(n), we have cr(x,yk) = cr(w ,yk), so that 

2 cr(x,yk)2 :s; llwnll2 + cr(x,yµ(n))2. 
kEA(n) 

(19.4) 

Observe that llwnll :s; ~ (n = 1,2, •.. ). To estimate the term cr(x,yµ(n)) 2 , write 

yµ(n) = y' u y", where y' 7 yµ(n) n [1,mF(n)J and y" = yµ(n) n [mF(n)+l, 00). 

Then cr(x,y') = cr(wn,y') $ n· Moreover, y" C Yµ(ni Er, so cr(x,y") is the sum of 

at most ~(n) terms, each of which has the form N F(N)-~(N-l) a, with 

O :s; a :s; 1 (since llymll :s; 1 for all m E lN) and N z n+l. Since F (N)-F (N-1) 
1 1 1 

~(N-l) z ~(n), each term is bounded above by n mF(n) . Hence cr(x,y") :5 n' 
and therefore 

2 { ( ") }2 < 4 cr(x,yµ(n)) = cr(x,y') + a x,y - 2 . 

Thu:, b~ (19.4),lkEA(n) cr(x,yk) 2 :5 : 2 • 

5 2n=l 2 for all increasing sequences 
n 

i.e. X E X. 0 

n 
2 

The conclusion is that cr(x,{yk}) :5 

{yk} in r, proving that llxll < oo, 

It is a long known fact that every uniformly convex space has the B.S. 

property. We include a proof here for completeness. 

PROPOSITION 19.9.Every uniformly convex Banach space X has the B.S. property. 

PROOF. a) Let {xn} c BX be given. By the reflexivity of X {xn} has a sub­

sequence {xnk} that weakly converges, say to x. Then {(xnk-x)/2} weakly con­

verges to O and is contained in BX. Clearly if this last sequence has a 

Cesaro summable subsequence, then so does {xn}. Thus we may assume that {xn} 

is a weak null sequence. 



b} We first prove that there exists a 0 < S < 1 satisfying the following 

property: For every weak null sequence and for every n € :N there exists 

an m > n such that 

(19.5) :S SM, where M := sup llx II. 
nElN n 

Recall that the following fact has been proved earlier (see (14.1)) 

(19.6) llx-yll ~ e: max(OxH ,llyll} ,. (1- S (e:}}max(llxll ,llyD} ~ II½ (x+y 11, 
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where o(•} is the modulus of convexity of x. Now put S := max(J,1- o(½» < 1. 

(Note that S depends only on ox.} Let xn be any element of a weak null se­

quence {xn}. We distinguish two cases. If llxnll :S ½M, we are done, since for 

every m > n we then have 

In case llx II > ½M, the assertion will follow from (19.6). Indeed, first note . n 
that there exists an m > n s)lch that llx -x II > ½M. For llx -x II s; ½M for all n m n m 

* m > n would imply, for all x 

l<x ,x*>I = llim <x -x ,x*>I :Slim supllx -x II :S ½M. 
n m-+<><> n m m-+<><> n m 

Hence llx II :S ½M, contradicting the assumption. So pick m > n such that n 
II x -x II > ½M. Then ( 19. 6) yields n m 

ll½(x +x }II s; (1- o(½}}M s; SM. n m 

Thus (19.5) is proved. 

(k} oo 
c} Using (19.5) we now construct inductively sequences {x } _1 , k=0,1,2, ••• 

(0) (1) n n-
as follows. {x } := {x }. To define {x }, note first that, by (19.5), 

n n (0) n 
there exists a subsequence {kn } c lN satisfying 

2 and 

(0) 
X (0) + 
k2n-1 

2 

Let us put 
(0) (0) 

X (0) + X (0) 

x(l} := _k_2n_-_1 ___ k_2n_ 
n 2 

(0) 
X (0) 

k2n s s for all n 1,2, ••. 

(n 1,2, ••. ) • 
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Then 
sup II X ( 1) II s; e • 
nEJN n 

Suppose that for some p E JN we have constructed a weak null sequence 

{x(Pl}°'' such that sup llx(p)II s; eP. Then, by (19.5), we can select a sub-
n n=1 ( nEJN n 

sequence {k p)} c JN satisfying 
n 

II <~~) + X ~~~) II 

We now define 

x(p+1) 
n 

Thus 

2 
__ 2_n_-_1 ___ 2_n_ <_ ep+1 

and 2 

sup llx(p+l) 11 s; ep+l _ 
nE JN n 

for all n 1, 2, .•.. 

(n 1,2 I•••)• 

This completes the induction definition of the sequence {x(pl}, p 
n 1,2 I••• • 

The picture below is an attempt to visualize what happens. 

d) Two facts are clear from the construction. 

I. For each k E JN, x{k) is of the form 

(Note that k (p) 
1 

-k 
2 (x (ktx (k) + 

,Q,1 ,Q,2 
•.• + X (k)) I 

!l k 

2 for all p:) 

where ,Q,ik) < ,Q,(k) < ••• < ,Q, (k) 
(kJ 2 2k 

2 
and Where th " t " { o (k) o (k)} f e suppor s Nl , .•. ,N k o 

the x 1 are pairwise disjoint and ordered as follows: !l(k) < !l(k+U2 for 
2k 1 

all k = 1,2, •.•• 

II. If 1 s; ks; m and 1 s; is; 2m-k, then 

+ .•. + \ (m) ) 

i•2k 



is an 

e) We 

(k) oo k 
element of the sequence {x } 1 , and therefore its norm is s 0 . 

n n= 

t th " t " { n {k} n (k}} f th (k} . th . now enumera e e suppers ~1 , ... ,~2k o e x1 in eir 

natural order, adding an initial element: 

1, 
1 i ( 1) (2) i (2) 

nl := n2 := R-1, n3 := 2 , n4 := R-1 , .•• ,n7 := 4 I 

ns := 
(3) 

R-1 , ••• ,nlS := R,(3) 
8 , n16 

(4) 
:= R-1 , ..• 
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The claim is that the subsequence {xnk}.converges to O in the Cesaro sense. 

Indeed, let i E lN be given and let us try to estimate ~II l~=l Xnj II •. 

Suppose i•2k s i < (i+1)2k for some k,i E JN. Then, by the triangle inequal­

ity and (II), 

i 2k-1 i k i p•2 -1 

I X II II I X + I I X + I X II n. n. n. n. 
j=l J j=l J p=2 j=(p-1)2}._ J j=i•2k J 

2k-1 i k i p•2 -1 
II I X II+ I II I X II + II I X II 

j=l 
n. 

p=2 j= (p-1) 2k n. j=i•2k n. 
J J J 

5 (2k-1) + (i-1) 2k0k + 2k. 

Hence 
i 2k+l (i-1) 2k0k 

(19.6) !11 I II 5 5 
2 + ek. X -i-+ 

R- j=l n. i i 
J 

Finally, observe that for every N1 E lN there exists an N2 E lN such that 

for every i ~ N2 there exist i'.k ~ N1 satisfying i•2k s i < (i+1)2k This 

observation together with (19.6) shows that lim lll~-l Xn,11 = 0. D 
R,"?OO J- J 

REMARK 19.10. Obviously the Banach-Saks property is an isomorphic invariant. 

Hence all uniformly convexifiable, i.e. all superreflexive spaces have the 

Banach-Saks property. These do not exhaust the class of "B.S. spaces", how­

ever, as the following example shows. Let X = <I~=l e (c0 )n)i2· We know 

from Section 15 that Xis reflexive, but not superreflexive. To show that 

X has the B.S. property it suffices, by the proof of Proposition 19.9, to 

prove the existence of a number e, O < e < 1 satisfying (19.5). Let {x(k)} 
,"" (k) be a weak null sequence in X = (ln=l e (c0 )n)i2 and let xn E (c0)n den~~; 

the "n-th coordinate" of x (k) (n = 1, 2, ..• ) • As before we put M : = su~ x II • 

Given E > 0 and k E lN, there exists an N E lN such that l II x (k) II ~E < E 2 • 
n>N n 

Since weak convergence to O implies "coordinatewise" convergence to 0, for 

sufficiently large i E lN we have l < llx(R-) 11 2 < E2 . Then, for such i, 
n-N n 



230 

(k) (.Q,) 1 . (k) (k) (.Q,) 
ill x +x II ,,; 2 11 (x1 , ... ,~ ,xN+l' ... ) II + 

Since£> O can be chosen arbitrarily small, it follows that any 0 > 2-½ 

satisfies (19.5). 

We now consider two ergodic properties. 

DEFINITION 19.11. a) A Banach space Xis called ergodic (for isometries) iff 

for every linear isometry Ton X the Cesaro averages An= An(T) := 

!(TO+T 1+ .•• +Tn-l) converge in the strong operator topology, i.e. {Ax} con-
n n 
verges for every x EX. 

b) A Banach space Xis called R-ergodic (for isometries) iff for every lin­

ear isometry Ton X and for every x EX there exists an R-matrix (aij) such 
,"' j-1 }"' that {1·j=l aij T x i=l converges weakly. 

REMARK 19.12. It is a classical fact that reflexive spaces are ergodic. We 

shall not give the proof at this point since it will be a corollary of a 

later result. It is known that the converse is not true: there exist exam­

ples of non-reflexive spaces (e'ven a space isomorphic to .Q, 1 ) for which ±I 

(the identity) are the only isometries. Such spaces are trivially ergodic. 

Of course, every ergodic space is R-ergodic. Note also that Proposition 

19.6 directly implies that a reflexive space is R-ergodic. 

We wish to prove the following 

THEOREM 19.13. For every Banach space X the following are equivalent: 

(i) X super B.S.; 

(ii) X superreflexive; 

(iii) X superergodic; 

(iv) X super R-ergodic. 



231 

We have the following implications: 

B.S. • reflexive • ergodic • R-ergodic 

The first implication is Corollary 19.8 and the second follows from the (yet 

to be proved) ergodic theorem of Yosida-Kakutani. The same implications hold 

for the corresponding superproperties, i.e. (i) • (ii) • (iii) • (iv). we 

shall eventually prove (iv)• (i), completing the proof of Theorem 19.13. Ob­

serve that Theorem 19.13 includes Proposition 19.9, since the latter is 

nothing but the implication (ii) • (i). ·(Note that Y-< X, X superreflexive, 

implies Y superreflexive.) Since the argument proving (iv) • (i) makes no 

use of Proposition 19.9, it implicitly provides a new proof for it. 

We first establish an auxiliary result which relates (for fixed x € X 
co ·-1 

and certain matrices (a .. )) the behavior of{'. 1 a .. TJ x} to that of 
1J · lJ= 1J 

{An(T)x}. A corollary will be the ergodic theorem of Yosida-Kakutani, and 

in particular the second implication in (19.7). Let us agree to call (a .. ) 
1) 

an A-matrix if it satisfies· (A) in Definition 19.5. Furthermore lets denote 

the set of all real sequences which are eventually 0. Whenever we write an 

infinite series, we tacitly assume that it converges 

PROPOSITION 19.14. Let T be a linear operator in a Banach space X, (aij) an 

A-matrix and let x,x € X satisfy 

co 

(19. 7) I aij 
Tj-lx---+- x weakly, as i + co. 

j=l 

Then 
-(19.8) x-ax € (I-T)X, for some a € JR, 

and this holds for a= 1 if I!: l;.1 aij = 1. If, moreover, 

(19.9) 

then 

sup 11A II < co 

nE:til n 
and 

lim A (x-ax) O. n n+co 

+ 0 strongly, 

~- a) We first prove the proposition under the additional assumption 

that {aij};.1 €Sand l;. 1 aij = 1 for all i. Let us define the map <P: S+X 

by 

(a 
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Suppose that for some n E JN and b 1 , ••• ,b E lR we have'~ 1 b. = 0. Then 
n LJ= J 

= P(T) (I-T) = (I-T)P(T), 

where P(T) is a polynomial in T. It follows that ¢(bl E (I-T)X, whenever 

b = {b.} Es and 
OOJ 

{aij \=l E S for 

I;=l bj = 0. By the assumption that I;=laij = 1 and 

all i, this remark can be applied to the sequence {b.} 
J 

defined by 

for j = 2,3, ••. , i fixed. 

Therefore for each i E JN there exists a y i E X such that 
,oo j-1 
lj=l aij T x-x 

(= weak closure) 

Yi -Tyi. Thus, by (19.7), x-x belongs to the closure 

of (I-T)X. 

b) In the general case we may assume, by (A), that there exists a 

such that I;=l aij > S for all i. (If necessary, replace (aij) by 

S > 0 

(ak. 'j)' 
1 

{ki} c JN a subsequence and change signs.) Using the convergence (for each i) 
,oo ,oo j-1 

of the series lj=l aij (implicit in (A)) and lj=l aij T x (implicit in 

(19.7)), we determine a subsequence {ki} c JN such that 

(19.10) I I aijl 
1 

and II I Tj-lx/1 1 (i 1,2, •.. ). < a .. < 

j>ki 
i 

j>ki 
lJ i 

Put 

t" if j $ k. 

sij 
:= lJ 1 

(i, j 1,2, ... ). 
0 if j > k. 

1 

Then (Sij) is clearly an A-matrix again, {Sij};=l ES fo~ all i E JN, and 

s $ liT~f I;=l sij =: So$ 00 • Replacing (Sij) by (Ski,j), {ki} C JN a sub­

sequence, we may assume that this liminf is a limit. Finally, we put 

(i, j 1,2, •.• ). 

Then (y .. ) is again an A-matrix and, moreover, satisfies the assumptions of 
lJ 00 00 

part a) of this proof, namely, { y .. } . 1 E S and ' . 1 y. . = 1 £or all i E JN • 
lJ J= LJ= lJ ,oo j-1 

Furthermore, (19.7) and the second part of (19.10) imply that lj=l Sij T x 
- ,oo j-1 -

➔ x weakly, and therefore lj=l yij T x ➔ ax weakly, with a= 1/$0 • By part 
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a) of the proof we have x- ax E (I-T)X. Thus (19.8) has now been proved in 

the general case. 

c) Assume now that, in addition, (19.9) holds. For every y EX we have 

An(T) (I-T)y = i<I-Tn)y ➔ 0, since fi~ ~n y = 0 by assumption. It follows 

now that lim A (x-ax) = 0, by approximating x- ax with elements (I-T)y, and 
n~ n 

using the boundedness of {An}. D 

COROLLARY 19.15 (Ergodic theorem of Yosida-Kakutani). 

Let T be a bounded linear operator in a Banach space X and suppose that 

(19.11) sup IIAn(T)II < co, 
nEJN 

! Tn ➔ 0 strongly, as n ➔ 
n 

Then, for every x EX, {Anx} converges whenever {Anx} has a weakly convergent 

subsequence. In particular every reflexive Banach space is ergodic (for 

isometries). 

PROOF. Suppose that, for some x EX, {Anix} is 

converges weakly, say to x. Then {(I-T)An.x} = 1. 
norm, by the second half of (19.11), but also 
- - ,co . j-1 

Tx = x. Writing AniX = lj=l aij T x with 

{~ for j > n. 1. 
(i a .. = 

1.J for j 1, .•. ,ni n. 1. 

a subsequence of {Ax} which 
1 n· n 

~-(I-T 1.)x} converges to 0 in 
1. -

to (I-T)x weakly. Therefore 

1,2, .•• ), 

(al.. J.) is an A-matrix satisfying '~ 1 a .. = 1 for all i E JN. Thus, by L.J= 1.J 
Proposition 19.14 and the already proved fact x = Tx, An(x-x) = Axx-x + 0, 

as n ➔ 00 • D 

We now sketch a rough outline of the proof of (iv)=> (i) in Theorem 

(19.13). Let X be super R-ergodic and let Y with Y ~ X be arbitrary. We 

would like to show that Y is B.S., so let {xn} be any sequence in BY. 

Suppose we can extract a subsequence {e} from {x} such that the shift 
n n 

operator T defined on F := [e] by Te = en+l (n = 1,2, ..• ) is an isometry 
oon . n 

and equals the identity on .n0 TJF. Then we are done. Indeed, Fis 
J= 

for some R-matrix (a .. ) we now have that{}:~ 1 a .. Tj-le1} = 
1.J J= 1.J 

converges weakly, say toe. It is readily deduced from con-

R-ergodic, so 

{2,;=1 aij ej} 
dition (B) 

00 

in Definition 19.5 that e E jQO TjF, so that Te= e. Proposition 
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Unfortunately such a subsequence {en} of {xn} is not easily found, and 

its existence can certainly not be deduced from the R-ergodicity of Y alone, 

since even a reflexive space need not have the B.S. property (cf. the Exam­

ple). Hence we must refine our approach. What we shall do is the following. 

We extract from {xn} a subsequence {en} of a special nature (see Proposition 

19.17), introduce on sp{e} a new norm l•I and denote by F the completion of 
n 

sp{e} for !•I. All this is done in such a way that the following holds. 
n 

(1°) F < Y (and hence F < X, so Fis R-ergodic). 

(2°) The shift operator T defined on F by ;en~ en+l (n 1,2, ••. ) is an 

isometry and equals the identity on jQO TJF. 

(Hence by the argument given above and applied to the R-ergodic space 
e1+ .•• +en 

F, fi¼m n exists in F.) 
Th . . f 1. l l'n . 1 . th { } h ub e existence in F o n.¼Jl½ n lj=l ej imp ies at en as as sequence 

whose Cesaro sums converge in Y. 

Before we can define the right subsequence {en} we must prove the fol­

lowing combinatorial result which is known as Ramsey's theorem. The proof of 

it was kindly shown to us by H.W. Lenstra. If Vis a set and k E lN then 

Pk(V) denotes the collection of all subsets of V consisting of k elements. 

PROPOSITION 19.16. Let V be an infinite set and let k E lN. Suppose that 

Pk(V) = AUB, with AnB =¢.Then there exists an infinite set W c V such 

that either Pk(W) c A or Pk(W) c B. 

~- We use induction on k. Fork= 1 the proposition is evidently true. 

So suppose k > 1 and assume the result has been proved for k - 1. Pick 

v1 EV arbitrarily. Then Pk-l (V\{v1}) = Al U Bl with Al n Bl=¢, where 

A1 and B1 are defined as follows: EE Pk-l (V\{v1}) belongs to A1 iff 

Eu {v1} EA and to B1 iff Eu {v1} EB. By the induction hypothesis there 

exists an infinite set w1 c V\{v1} such that either Pk-l (W 1) c A1 or 

Pk-l (w1) c B1 . Having chosen w1 , we agree to call v 1 of type A (respectiv­

ely, of type B) in the first (respectively, second) case. Now choose 

v 2 E w1 arbitrarily. Again there is a natural partition Pk-l (W1\{v2 }) 

A2 u B2 defined by EE A2 iff Eu {v2} EA and EE B2 iff Eu {v2} EB 

(E E Pk-l (W1 \{v2 })). By the induction hypothesis we can determine an infinite 

subset w2 of w1 \{v2 } such that either Pk-l (w2) c A2 or Pk-l (w2) c Br In 

the first (second) case we call v2 of type A (of type B). Continuing this 

procedure we define a sequence { v n} c V, and a sequence V : = w0 , W 1 , W 2 , . .. of 

infinite subsets of V satisfying the following conditions for each n E lN: 



(i) wn ~ wn-1; 

(ii) vn E Wn_ 1\Wn; 

(iii) EE Pk-l (Wn) implies Eu {vn} EA (respectively, Eu {vn} EB) iff 

vn if of type A (respectively, of type B). 
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It follows in particular from this that any set {vn1,vn2 , •.• ,vnk} with 

n 1 < n2 < .•• < nk belongs to A iff vn 1 if of type A and to B iff vn 1 if of 

type B. One at least of the sets {vn I vn is of type A}, {vn I vn is of 

type B} is infinite and can be taken as the desired set W. D 

This combinatorial result is useful in the proof of 

PROPOSITION 19.17. Let X be a Banach space and {xn} c X a bounded sequence. 

Then {xn} contains a subsequence {en} satisfying the following property: 

For each a E S and each E: > 0 there exists av = v(a,E:) E lN with 

whenever v ~ n 1 < n 2 < ••• 

PROOF. Let us assume for simplicity, as we clearly may, that llxnll ~ 1 for 

all n E lN. Let a= (a 1 , .. .,~,0,0, .•. ) be a fixed element of S with ration­

al coordinates and consider the function ljl: Pk (lN) + JR defined by 

k 
}: 

i=l 
a. x II, 

i ni . 

where {n1 ,n2 , ••• ,nk} is the set E enumerated in increasing order. Clearly 

1jl is bounded, say by a. Let us write 

with A:= {E: 0 ~ ljl(E) <~}and B := {E: ~ ~ ljl(E) ~ a}. By the previous re­

sult lN contains an infinite subset lN 1 such that either Pk(lN 1) c ,A or 

Pk(lN 1) c B. Put differently, this means that there exists a subsequence 

{i (l)} of lN such that we have 
n 

either O ~ II or 

for all n 1 < ... <¾taken from {i~ll}. Suppose we are in the first case. 

Continuing the procedure, we can extract a subsequence {i (2 )} of {i(l)} 
n n 

such that 
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either 0 or 

for all n 1 < ... < nk taken from {i~2)}. Inductively, we so obtain a nest­

ed sequence of closed subintervals of [O,a] having exactly one point, L(a), 

in common, and a diagonal seuquence {i (n)} such that, for every£> O, 
k n 

I II L, 1 a. x II - L (a) I < £ for any choice of n 1 < ... < nk sufficiently far 
i= i ni 

in {i(nl}. Since the set of a ES with rational coefficients is countable, 
n 

another diagonal argument produces an infinite sequence, which we call {in}, 

such that for every£> 0 and for every a ES with rational coefficients, 

Ill l aixnili -L(a) I<£, 
i=l 

whenever n 1 < n 2 < •.• are chosen sufficiently far in {in}. We claim that 

{e} :={xi} satisfies the requirements. For this it remains to consider 
n n 

the case of an arbitrary not necessarily rational a= (a1 , .•• ,ak,O, ••• ) 

Es. Let£> 0 be given and choose a rational a'= (ai,·••r~,O, ••. ) ES 

such that II a-a• 11 1 : = l~=l I ai -a:i_ I < ; . Then on the one hand 

k 

111 I 
i=l 

k 

- If l aienill I ,,; 
i=l 

for all n 1 < < nk in 1N, and on the other, there exists a v E ]N such 

that IIII~=l a:i_enill-L(a'll <; whenever v,,; n 1 < < nk and n1 , .•. ,¾ 
are taken from {i }. It follows now that lira Ill~ 1 a.en.II =: L(a) exists, 

n n1-+<x> i= i 1. 

uniformly for all n 1 < ... < nk taken from {in}. D 

We return now to the setting outlined before Proposition 19.16. Let X 

be super R-ergodic, Y -4 X and {xn} a sequence in BY. We are interested in 

extracting a subsequence from {x} whose Cesaro averages converge. We may 
n 

assume that {x} contains no convergent subsequence since such a subsequence 
n 

would also be Cesaro summable. Now let {en} be a subsequence of {xn} satis-

fying Proposition 19.17. We define a function l·I on sp{e} as follows: n 

( 19 .12) I l aieil := L(a) 
i=l 

PROPOSITION 19.18. I •I is a norm on sp{en} which is invariant under spread­

ing, i.e. 

(19.13) for all k E JN, a 1 , ... ,¾ E JR, 
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PROOF. The seminorm properties of l•I are obvious and (19.13) follows im­

mediately from (19.12) and the definition of L(•) given in the statement 

of Proposition 19.17. Suppose l•I fails to be a norm, i.e. 12.==l aieil = 0 

for some a= {ai} ES, a I 0. Let ai0 be the first non-zero coefficient of 

a. Since 12.==l aieil O there exists for each £ > 0 av E lN such that, 

whenever vs n < p < n 1 < n 2 < •.• ,we have 

Ila. e + a. 1e + a. 2e + ... II $ ~la. I 

and 
lQ n lo+ nl lo+ n2 2 lO 

II a e + a. 1e + a. 2e + ... II $ ~la. 1. 
io P l 0+ n 1 lp+ n 2 lQ 

Thus lie -e II s £ whenever v Sn < p, so that {en} is a Cauchy sequence in Y. 
n p 

This contradicts our assumption that {xn} contains no convergent subsequen-

ces. D 

Now let F be the completion of sp{e} with respect to the norm l•I and 
n oo 

put F := [e.]~ (n = 1,2, ... ), F := n1 F. It follows in particular from 
n l l=n . 00 n= n 

(19.13) that the shift operator Ton F defined by Ten= en+l (n = 1,2, ••• ) 

is an isometry. We claim that Tis the identity precisely on F00 • 

LEMMA 19.19. For every y E F we have y E F00 iff Ty= y. 

PROOF. Let y E F00 and let£> 0 be arbitrary. Choose a y 1 E sp{en} such 

that ly-y 1 ! S ~- Suppose y 1 E sp{e 1 , ••. ,en}. Since y E Fn+l' there also 

exists a y 2 E sp{en+l'en+2 , ..• } with ly-y2 1 S ~- Thus ly 1-y2 1 S ;. Since 

l•I is invariant under spreading, we have ly 1-Ty2 ! = ly 1-y2 ! S ~- Further-
£ 

more, T being an isometry, 1Ty-Ty2 ! = ly-y2 1 s 4. Therefore 

ly-Tyl S ly-y 1 1 + ly1-Ty2 1 + 1Ty2-Tyl s £,soy= Ty since£> 0 was ar­

bitrary. 

Conversely, Ty= y implies y 

PROPOSITION 19. 20. F -< Y. 

Tny E F for all n E lN. □ 
n 

PROOF. It clearly suffices to show that for every k E lN and every£> 0 

there exists an isomorphism A: [e. ]~ 1 + Y such that II All II A -lll < 1+£. So fix 
l l= 

k E lN, £ > 0. By compactness there exist, for every o > 0, finitely many 

(1) (n) S 'th (j) 0 f ' k (' 1 ) h' h f " t a , ... ,a E Wl a. = or l > J = , ... ,n w lC orm a u-ne 
l k 1 

for {(a 1 ,. .. ,ak,O,O, ... ): 12.i=l aieil = 1} with respect to the Jl -norm. By 
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the definition of l•I there exists av E lN such that 

for all j 1, ... ,n, 

k 
A(}: a.e.) 

i=l 1. 1. 

Suppose IL~=l aieil = 1. Choose a(j) (1.S j s n) so that }:~=1 iai-a~j) I < o. 

Then 

{: 

k (") k (j) k ( ") 
l}:i=1 a/ eil + 0 + t=1 I ai -ai I s l}:i=1a/ eil + 20 1+20 

k (j) k (j) k (") 
lli=l ai eil 0 - li=11ai-ai I ~ l}:i=1a/ eil - 20 1-20. 

-1 1 Thus IIAII s 1+2o and IIA II s· 1_20 • A sufficiently small choice of o > 0 then 

ensures that IIAll II A- 111 < 1+e:. D 

We have now defined {en}' 1•1 and F so that (1°) and (2°) are satisfied. 

It remains to show (3°) to complete the proof of Theorem 19.13. 

PROPOSITION 19.21. Suppose !!m ~}:~=lei exists in F. Then {en} has a sub­

sequence which is Cesaro summable in Y. 

PROOF. Suppose l!m ! }:~_1 e. =: e in F. For each k E lN dist(!}:~_1 e., Fk) 
1 k-1 n n - l. co n - l. 

S ln}:i=1 eil + 0 as n + 00 , so that e E kQ1 Fk =Foo.Hence Te= e, by ~emma 

19.19. Since Tis an isometry, l!t~ 1 e.-el = ITr(!t~ 1 e.) - Trel = nli= 1. n1·i= 1. 

l!t~ 1 e.+ -el for every r E lN, so that {!t~ 1 e.+ }00 

1 converges. in F to nli= 1. r nli= 1. r n= 
e, uniformly in r. In particular, for every e: > 0 there exists a P(e:) E lN 

such that 

(19.14) 
1 p+q 

- - I e. I 
qi=p+1 1. 

< e: if p,q ~ P(e:). 

This means, by the definition of l•I, that for every e: > 0 there exists a 

P(e:) E JN such that for every choice of p,q ~ P(e:) there exists an 



N N(£,p,q) E lN such that 

(19.15) e 
n. 

l. 

1 p+q 
l en. II 

q i=p+l l. 
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< £ 

whenever N < n 1 < n 2 < ••. < n . The number N(£,p,q) depends on£, p and p+q 
q and is defined whenever p,q ~ P(£). We now put 

(n = 0, 1, .•• ) 

and assume, as we clearly may, that 

( 19.16) Pn > nPn-1 (n 1,2, ••. ). 

Furthermore, let us put v(n) 

{rn} c lN such that 

-n 
:= N(2 ,Pn,Pn+l) and let us define a sequence 

(19.17) 

and 

(19.18) 

Putting 

(19.19) 

(n 1,2, •.• ). 

(n 1,2, ..• ), 

it follows from (19.15) (using also (19.17) and (19.18), that 

(19.20) 111; -I; 111 < 2-n. 
n n+ 

Thus {I;} is a Cauchy sequence in Y and therefore converges, say to I;. 
n 

We now consider the subsequence of {en-I;}, whose terms have indices (see 

(19.17)) 

and call this subsequence {yn}. 

Before proceeding, let us make the statement a¼m l;n 

as follows: 

(19.21) 11__!_ 
p 

n 

p 
n 

L 
i=l 

e -1;11 = m. 
l. 

I; more precise 

for all n E lN and all m1 < m2 < •.• <mp satisfying m1 > rn. For the proof 
-n+ln 

of (19.21), apply (19.15) with£= 2 , p = Pn-l' q = Pn. This yields, 

taking into account also (19.17) and (19.18), 
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(19.22) 

p 
n 

II i; 1 - 1 l e II 
m. 

1. 

-n+1 
::, 2 , 

n- Pn i=l 

(19.23) 

Now (19.21) follows from (19.22) and (19.23). 

To finish the proof, let us consider an arbitrary finite subsequence 

Yi 1 ,Yi2 , ... ,Yin of {yn} and let us write zj := Yij (j = 1, ••• ,n). Let k be 

the integer satisfying 

(assume that n is large enough so that k is well defined), and put m := 

n - l~=l Pi. Let ~-l'~'Qk-l'Qk be non-negative integers such that 

m 

It now follows from (19.21) and the definition of the yn's that 

n n 
I Yi = l 

j=l j j=l 

is majorized in norm by 

z. 
J 

Dividing by n, one obtains 

11! 
n 

II ::, l~=l P.2-j 
3-k J (19.24) I 8 y, + 2 + 

n 1. . 

l;=l p j j=l J 

Note finally that n ➔ 00 implies k ➔ oo and that, 
~-1 p > nP 

n' lim--= o. Thus (19.24) implies 
n+l 1 k➔oo Pk 

lim - 2:=1 Yi = 0, i.e. {en} has a subsequence 
n➔oo n 
in Y. This completes the proof. D 

4-k Qk-1 
2 2 + --. 

Pk 

by the assumption that 

in particular 

that Cesaro converges to i; 
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1 2n 
19. 22. Observe that the proof shows not only that {- . 1 y.} con-

------ n i= i 
REMARK 

1 ,n co 
to 0, but (cf. (19.24)) that {- l· 1 Yi} converges to 0 uniform-

n J= j n=l 
verges 

ly for all subsequences {yin} of {yn}. It has been shown, however, by 

P. Erdos and M. Magidor that this uniformity can be realized in any B.S. 

space and thus we have not really proved anything stronger than the B.S. 

property for Y. 

NOTES. In [71] J. LINDENSTRAUSS showed that £ 1 has the K.M. property. Short­

ly thereafter C. BESSAGA & A. PELCZYNSKI ([9]) observed that essentially 

the same proof works for all separable dual spaces. Proposition 19.2 is the 

result of work by C. STEGALL ([100]) and R.E. HUFF & P. MORRIS ([46]). A 

complete proof can be found in [27]. As to Theorem 19.3, the equivalence 

of (i) and (ii) is already implicit in the work of R.C. JAMES ([54]). 

(i) => (iii) was also known. The present proof is from [30]. Proposition 

19.6 can be found in [11]. Related results are due to T. NISHIURA & 

D. WATERMAN ([79],[104]). It is shown in [11] that Proposition 19.6 can be 

amended to include these latter results. The Banach-Saks property goes back 

to 1930, when S. BANACH & S. SAKS proved that the spaces L [0,1] (1 < p< 00 ) 
p 

have this property ([6]). The example following Corollary 19.8 is due to 

A. BERNSTEIN II ([4]) and Proposition 19.9 to S. KAKUTANI ([64]). The exam­

ple given in Remark 19.10 comes from [79]. The one concerning i 1 mentioned 

in Remark 19.12 is a result of W.J. DAVIS ([19]). Finally, Theorem 19.13 is 

due to A. BRUNEL & L. SUCHESTON ([12],[13],[14]). In [14] yet another 

ergodic superproperty is shown .to be equivalent to superreflexivity. 





20. CONNECTIONS WITH )p-SPACES 

p 
For a long time the hope existed that the spaces c0 ,t (1 SP< 00 ) 

would turn out to be the fundamental building stones for Banach spaces, in 

the sense that every infinite-dimensional Banach space would contain one of 

them isomorphically. This conjecture was put to rest by B.S. TSIRELSON 

([101]) with his construction of a reflexive space containing no iP. At 

approximately the same time some theorems were proved ([38],[55]) relating 

superreflexive spaces to iP~spaces. These results suggested that maybe at 

least superreflexive spaces would always contain some iP. However, recently 

T. FIGIEL & W.B. JOHNSON ([35]) have modified Tsirelson's example to produce 

a uniformly convex space containing no iP. 

This section is devoted to a presentation of the above mentioned re­

sults. We begin with a positive one. 

THEOREM 20.1. A Banach space Xis superreflexive iff for every v ~ 1 there 

exist numbers A,B,r,s with A,B > 0, 1 < r, s < 00 , such that for every nor-

malized basic sequence {x} in X with V{xn} s v and for every n 

t [xn] we have X - Cl X e: - n=l n n 
1 1 

00 s 00 r 
(20.1) A( }: I Cl Is) s llxll s B( }: lex Ir) . 

n=l n n=l n 

The proof will be split up in several propositions and lemmas. Since 

a superreflexive space has an equivalent uniformly convex and uniformly 

smooth norm (cf. Corollary 15.8), it clearly suffices to prove necessity 

for uniformly convex and uniformly smooth spaces. We first concentrate on 

uniformly convex spaces, deriving for these the second inequality in (20.1), 

and then obtain the first inequality by a duality argument, using the dual­

ity of uniform smoothness and uniform convexity. 

LEMMA 20.2. Let X be a Banach space and let x,y e: X be given with 

II xii = II yll = 1, x f, y. Suppose that e: satisfies 
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o < E: s II x-yll ahd that 

Then for every r with Ar< 2 there exists an n = n(r,E:) such that 

(20.2) llx+o.yllr < l+cxr, whenever 11-o.l < n. 

PROOF. By the definition of ox(•) we have 

showing that (20.2) holds for o. = 1. The existence of n(r,E:) satisfying 

(20. 2) follows by the continuity in o. of the functions II x+o.yll r and 1 + o.r. 

Some reflection shows that, as indicated by the notation n = n(r,E), n may 

be chosen so that it depends only on E: and r, but not on x and y (as long 

as llx-yll ~ E:). D 

n n 
LEMMA 20.3. Let n E lN, E: > 0 and real sequences {i;i}i=l' {ni}i=l be given 

such that 

(i i, ... ,n-1). 

Then for some i 0 (1 s i 0 s n) we have 11;, -n. I < E:. io io 

PROOF. Assume that no such i 0 exists. Let j (j s n-1) be the largest index 

such that/;.< n. Then/;. 1 ~ n. 1 • By assumpti.on we have i;. s n.-E:, 
J j J+ J+ J J 

i;j+l ~ nj+l+E: > nj. Thus i;j+l > i;j+E:, a contradiction. D 

PROPOSITION 20.4. Let X be a uniformly convex Banach space. Let O < E: s 1 be 

given and let A be defined by A:= 2(1-oX(E:)), so that A< 2. Then for every 

r E lR satisfying Ar< 2 there exists a constant B = B(r,E:) with the proper-
! 

ty that for every normalized basic sequence {xn} in X with v{xn} s £ and 

for any x 100 o. x E [x] we have ln=l n n n 
00 1/r 

s B( l lo. Ir) . 
n=l n 

llxll 

PROOF. We show that B =~does the job, where n = n(r,E:) is as in Lemma 20.2. 
n 1 

Let {x } be 
n a given normalized basic sequence with v{xn} s £ It clearly 

suffices to show that 

(20.3) for all n E lN and all 

0.1, ••• ,0.n E JR. 

The proof is by induction on the number k of non-zero terms in l:=l cxixi. If 
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k = 1, (20.3) clearly holds. (Note that n s 1.) So suppose (20.3) holds 

for some k ~ 1 and let us consider a sum with k+l non-zero terms. For sim­

plicity of notation we may assume (without loss of generality) that it is 

of the form}:~:! aixi. Put yk+l := }:~:!aixi. If lai0 1 ~ ~llyk+lll for some 

i 0 e: {1, ••• ,k+l}, then we are done, since in that case llyk+lll s ~lai Is 
2 k+ 1 r 1/r n . . n 0 
-(}:. 1 Ja.J) .Therefore we may assume that la.1..I < -2Uyk 111 for 1. = 1, ••• ,k+l. 
n i= i + 
Let us define 

Y.e, := (R, 0,1, ••• ,k+l), 

where empty sums are interpreted as 0. We then have 

Thus, by Lemma 20.3, for some .e.0 , Os .e.0 s k+l, 

(20.4) 

Clearly O < .e.0 < k+l (because n s 1). We may suppose that lly.e,011 ~ llz.e,011 

(otherwise interchange llyR, II and llzR, II in the following argument) and further-
0 0 

more, for reasons of homogeneity, that lly.e,0 11 = 1. Since Yk+l = y£0+z.e,0 , it 

follows now that llyk+lll s 2 and so (20.4) yields 

(20.5) J1 - llz.e, 11 J < n. 
0 

Putting z.e, := ~' we have z.e, = az.e, with a := llz.e, II satisfying, by 
0 ZR,O O O 'fl 

(20.5), I 1-a I < n. Next we observe that llyR. -z.e,0 11 ~ irf.7r1y.e, II ~ e:, since 
1 ° R.o O n 

v{¾} s £ (Pn denotes the natural projection from [xn] onto [xi]i=l). Apply-

ing Lemma 20.2 and using the induction hypothesis, we obtain 

i.e. 

□ 

PROPOSITION 20.5. Let x be a uniformly smooth Banach space {i.e. x* uniform­

ly convex). Let O < £ s 1 be given and let A be defined by A:= (1-ox*(e:)), 
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so that A< 2. Then for every r > 1 satisfying Ar< 2 there exists a con­

stant A A(r,E) with the property that for every normalized basic sequence 
1 ,oo 

{xn} in X with v{xn} $£and for any x = ln=l anxn E [xn] we have 

A( I 
1/s 

I a Is) $ II xii, 
n 

1 1 
where - + 

s r 
n=l 

PROOF. Let r € JR satisfy r > 1, Ar < 2 and let 

sequence in X with v{xn} $ i 
* 

Put Y := [x] and 
·n 

1. 

{xn} be any normalized basic 

let {x*} c y* be the basis 
n 

for Y spanned by the coefficient functionals. Then 1 $ llx II 11x*11 = llx*II $ 

< ~ 
2v{xn} - E' by Proposition 5.2 and also v{x*} $ v{x} 

1 n n n 
$ £ (Proposition 6.1). 

* * ~ * n n 
Furthermore Y ~ X /Y and Y is therefore uniformly convex and, moreover, 

oy* <". ox*' as is easy to check. Hence A' := 2 o-oy* (El J $ 2 o-ox* (Ell =: 

A < 2, so that A'r < 2. Applying Proposition 20.4 to Y * and the seminormaliz-

{x*}, * 
I:=1 

* * ed basis we obtain, for every X = a X € y 
I n n n 

00 

(20 .6) II x *11 $ B' ( l 
n=1 

Here B' = B' (r,E) is the constant B(r,E) defined as in Proposition 20.4, 

* multiplied by a scalar (depending on E) to account for the fact that {xn} 

* * is only semi normalized (i.e. 0 $ inf II x II $ sun_ II x II < 00 ) • We now finish 
nElN n nE'.!N n 

the proof by a simple duality argument. Let n E JN, a 1 , ••• ,an,Sl, .•. ,Sn E JR 

be arbitrary. Put x := I1=l aixi, x* L1=l Six:. Then 

whence 

1 I <x,x*> I II xii ;,, B' ----'---'---'---
( '~ ls. jr)l/r 
l 1.=l i 

B' 

Putting s1 la.Jl/r-1 1. sign ai (i = 1, •.• ,n), we obtain 

Thus A 

llxll 1 
<". B' 

,n I I r/r-1 
li=l ai 

(}::=llailr/r-1)1/r 

l t' f' th . := B' sa 1.s 1.es e requirement. 

1 n s 1/s 
B'( l I a. I ) 

i=l 1. 

□ 

PROOF OF THEOREM 20.1. The necessity is an immediate consequence of Proposi­

tions 20.4 and 20.5. Indeed, let X be superreflexive. Then X has an equiva­

lent norm II 11 1 which is uniformly convex and uniformly smooth. Let v;,, 1 be 
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l be given. Then, putting e: = v and applying both propositions, we find that 

for suitable constants A,B,r ands the assertion of Theorem 20.1 holds for 

(X,11 01). Obviously the validity of it is not affected by isomorphisms, al­

though the constants A,B,r ands may change. 

Conversely, suppose that Xis not superreflexive. Then P~(e:) is satis­

fied (Theorem 15.5), for some O < e: < 1 and all n € lN. Suppose for contra­

diction that B > 0 and r > 1. are such that for every normalized basic se­

quence {xn} in X with v{xn} S ~ we have, for all x = I:=l anxn € [xn], 

00 1/r 
(20.7) llxll SB( L la Ir) . 

n=l n 

1-1 B 
Choose n € lN so that n r > -

such that 

(20.8) 

and 

(20.9) 

dist(co{x1, ••• ,xn},{O}) ~ e: 

n k 
II l a. x • II ~ ; II l a. x • II 

i=l ii i=l ii 
for all k = 1, •.• ,n and all 

The last condition means that {x.}~ 1 is a (finite) basic sequence with 
1 i= 

v{ )n s ! . Therefore, by our assumption (20.7), 
xi i=l e: 

n N n xi N 
U l x.11 = ~ l II x. U id:n 
i=l 1 i=l 1 xi 

!_1 
on the other hand HI:=l xiii= n'ui I:=l xi -oil~ ne:, by (20.8), so e: s Bnr 

contradicting the choice of n. D 

REMARK 20.6. In the proof of the sufficiency we have used much less than 

available, In fact it suffices, for the proof of superreflexivity, to know 

that for some v > 2 there exist B > 0 and r > 1 such that for every normal­

ized basic sequence {xn} with v{xn} s v we have llxD s B(L:=l lanlr>_llr, 

whenever x = ~00 

1 ax € [x ]. (Note that if Xis not superreflexive, then ln= n n n 
n 

P3 (e:) holds for every O < e: < 1, see the beginning of Section 16.) 

In Theorem 20.1 the constants A,B,r ands are so determined that 

(20.1) holds for all normalized basic sequences with norms bounded by v. 

It is natural to ask whether A,B,r ands can be so chosen that (20.1) holds 

for all normalized basic sequences, without any restriction on the norms. 

We shall show by an example that this is not possible. Even if one allows 
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the constants A and B to depend on the basic sequence and takes X to be the 

Hilbert space, it is impossible to determiner ands uniformly for all nor­

malized basic sequences. 

THEOREM 20.7. Given any r,s with 1 < r,s < 00 , there exists a (seminormalized) 

basis {xn} for the Hilbert space H such that for any positive numbers A and 

B there exist finite sequences O\,···,an E lR and s1 , ••• ,Sn E lR such that 

n n 
l a.x.11 < A( l 

i=l 1 1 i~l 

1/s 
I a. Is) · and 

1. 

n 

l 
i=l 

n 1/r 
S.x.11 > B( l ls. Ir) 

1 1 i=l 1 

The proof will be accomplished in several steps. 

PROPOSITION 20.8. Let {xn} be a sequence in a Banach space x and suppose 

the following conditions hold: 

(i) lll~=l xiii <'C Knr for some K, r > 0 and for all n E lN. 

(ii) II \'n a. x. II :". II \'~ 1 S . x. II for every n E lN and all a 1 , ••• , an, S 1 , ••• , Sn L.i=l 1. 1. l1.= 1. 1. 

E lR satisfying 0 :". ai :". Si (i = 1, ... ,n). 

Let {an} be a non-increasing sequence of positive numbers and suppose that 

{a} i iP for some p > ! Then L00 

1 ax diverges. n r , n= n n 

1 
PROOF. Choose p such that p > p > r Then, since 

1 
'°00 aP = 00 , there exists ln=l n 

a subsequence {nk} c lN such that CLnk 

and then (i), we obtain for every k E 

<'C =--r7P 
nk 

(k = 1,2, •.. ). Using first (ii) 

nk 

II 2, 
i=l 

CL. X. II 
1. 1. 

nk 

II I 
i=l 

x.11 
1. 

lN 

1 r 
<'C ~/ Knk n p 

k 

r-1 
Kn p 

k 

PROPOSITION 20.9. Let {xn} be a sequence in a Banach space X and suppose 

(iii) II L~=l xiii :". Knr for some K, r > 0 and for all n E lN. 

Let {a} be a non-increasing sequence of positive numbers and suppose that 
n 1 \'oo 

{a} E iP for some O < p <-.Then l 1 ax converges. 
n r n= n n 

PROOF. We claim that lim a nl/p = O. 
n-+oo n Suppose not. 

stant A> 0 and a subsequence {nk} C lN such that 

Obviously we may assume that ~+l <'C 2nk for all k 

ity of {an}, we get for all k E lN, 

Then there exists a con-
1/p > ank nk - A (k = 1 , 2 , •.. ) • 

E lN. Using the monotonic-



contradicting {a} E iP. Thus 
n 

(20.10) lira a nl/p 
n-- n 

0. 

In particular, for some C > 0 we have 

(n = 1, 2, ..• ) • 

249 

Writing Sn:= L~=l xi (n 1,2, .•. ), and using (iii), (20.11) and the fact 

that (n+l)r-nr s Bnr-l for some constant Band all n E JN, we obtain for all 

n Sm, 

m 

I 
i=n 

a.x.11 
1. 1. 

m-1 
llamsm-ansn-l - ) (ai+l - ai)sill s 

i=n 
m-1 

s a II S II + a II S 1 II - L (a. 1 -a. ) II S . II S 
m m n n- i=n 1.+ 1. 1. 

m-1 
Sa Kmr + a K(n-l)r - K 2. 

m n 
i=n 

m 
K[a mr+a (n-l)r-a mr+a (n-l)r + L 

m n m n 

m 
S K[2a (n-l)r+B ' n L. 

s K[2a nr + BC 
n 

i=n 
m -l+r-1 I i p J. 

i=n 

i=n 

Since r < !, (20.10) implies h-¼lll annr 

that 2.:=l anxn converges. D 

0. Also _!+r-1 < -1, so it follows 
p 

To obtain the desired example we shall apply the preceding propositions 

to the particular sequences {ltla cos nt} in L2[-TT,TT], 0 < lal <½._We take 

for granted here the fact that these sequences are basic and seminormalized 

(cf. [97], p.351). Some technicalities must be disposed of first. 

LEMMA 20.10. For each a< 1 there exist constants A,B > 0 such that, for 

all n E JN, 
TT 

(20.12) 
$ I 

0 
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PROOF. Since ;t $ sin t fort E [O,i] and sin t $ t fort E [0, 00 ), we have 

and 

2 
-(n+½)t s sin(n+½)t $ (n+½)t 
1T 

2 !: < sin t $ !2 
11 2 - 2 

Consequently, for every n E JN 

fort E [0,11/2n+1] 

fort E [0,11]. 

fort E [0,11/2n+1], 

with constants K1,K2 > 0 independent of n. Hence, for some constants K3 ,K4 

and all n E JN, 

(20.13) 

Furthermore, for some K5 > O and for all n E ]N, 

[ l + sin '.n+~) tr $ [1 +-1 r $ 
KS 

2 t 2 
sin 2 1T 2 t 

Therefore, for some K6 > o,· and all n E ]NI 

(20 .14) J11 t-a[ 1 + sin'.n+t)t]2 f 11 t-a-2 dt < K6nl+a dt $ KS -

11/2n+1 sin 2 11/2n+1 

Clearly (20.12) follows from (2_0.13) and (20.14). D 

-a 2 
LEMMA 20.11. If xn(t) := ltl cos nt EL [-11,11],witha < ½ (n 0,1, ... ), 

then there exist c1 ,c2 > 0 such that for all n = 0,1,2, •.. , 

(20.15) 

PROOF. 11 l'n x. 11 2 
-- lk=O K. 

J11 -2a ,-n 2 
-1Tltl (lk=O cos kt) dt 

so that (20.15) follows from (20.12). D 

LEMMA 20.12. If 0 <a< 1, then 

1T 

J ltl-a cos nt dt > 0 

-11 

for all n 

2f; t-2a[½ + sin .(n+ti t]2 dt, 
2 sin 2 

0,1,2, ..•. 



PROOF. Partial integration shows that, for n > 0, 

J ltl-a cos nt dt 

-'If 

-a t cos nt dt 
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= 2[t-a si: nt 1:+ 

'If 

+ !! J sin nt dt] 
n ta+l 

'If 0 

=~J~dt. 
n ta+l 

0 . 
a+l The last expression is positive since 1/t decreases. D 

LEMMA 20.13. Let 0 <a<½ and let x (n = 0,1, ••• ) be as in Lemma 20.11. n 
Suppose that O ~ a ~ a (n = 0,1, ••• ) and that the series }:00 

0 ax and n n2 n= n n 
i:00 

0 a x converge in L [-n, n J, say to x and y, respectively. Then ln= n n 
Uxll ~ OyU. 

PROOF. 

00 

Uxll 2 I 

00 

I 
k,t=0 

and similarly 

00 

'If 

f ltl-2a cos kt cos it dt 

-2a [cos(k+t)t + cos(k-t)t]ltl dt, 

-'If 

'If r [cos(k+t)t + cos(k-t)t]ltl-2a dt. 

-'If 

Since the integrals are positive, by Lemma 20.12, the conclusion is imme­

diate. □ 

COROLLARY 20.14. Let {a} be a non-increasing sequence of positive numbers 
n 

with limit O and let p > 1 be arbitrary. Let xn (n = 0,1,2, ••• ) be as in 

Lemma 20 • 11. 

(a) If {a} t iP, then i;oo ax diverges whenever 1 >a> max(p!--2
1,0). n ln=O n n 2 

(b) If {a } € iP, then ' 00 a x converges whenever - 1 < a< p!--21• n ln=0 n n 2 

PROOF. Observe that in case (a) Proposition 20.8 and in case (b) Proposition 

20.9 are applicable since the assumptions hold (with r = ½+a), by Lemmas 

20.11 and 20.13. 
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PROOF OF THEOREM 20.7. Let 1 < r, s < 00 be given. Choose a such that 

~ >a> max(~- ½,o) and consider the sequence {x } = { ltl-a cos nt}. Fix 
r --i 1 1 1 - 1/r11 

r' so that a > - - - > - - - and put S := n (n = 1,2, •.. ). Since 
, r' 2 r 2 n 

{S} i tr, it follows from Corolla'"'' 20.14 (a) that 100 S x diverges On n -., L-n=l n n · 
the other hand {S} E tr since r > r'. 

Next let a' ; 0 be such that -½ < a' < ~- ~ and consider {x'} := 
-a ' 1 1 s 1 2 1 n -1 / s 

{ltl cos nt}. Fix s' so that a' < ,- - - < and put an:= n 
I S 2 S 2 

Since {a} E ts, Corollary 20.14 (b) implies that 100 
1 ax' converges. 

n ln= n n 
On the other hand {a} its. 

n 
Finally put H := (H 1 $ H2)t2 where H1 and H2 are the closed linear sub-

2 
spaces of L [-n,n] spanned by {xn} and {x~}, respectively. It is easily 

verified that the sequence x 1 ,xi,x2 ,x2, ... ,xn,x~, ... is a seminormalized 

basis for Hand from what we have already proved it is obvious that this 

basis satisfies the requirements of Theorem 20.7. D 

Another natural question is suggested by Theorem 20.1: what happens 

if we dispense with the uniformity condition altogether and simply require 

that for any normalized basic sequence {xn} there exist constants A,B > 0, 

1 < r, s < 00 (dependent on {xn}) such that (20.1) holds? Does this still 

imply superreflexivity? It certainly implies reflexivity as the following 

result shows. 

PROPOSITION 20.15. Let X be a Banach space and suppose that for any nor­

malized basic sequence {xn} there exist constants A,B > 0, and 1 < r, s < 00 

such that 

(20.16) A( I ,;; B( I 
n=l n=l 

whenever 

X = I 
n=l 

a x E [x ] . 
n n n 

Then Xis reflexive. 

PROOF. By Theorem 6.12 it suffices to show that an arbitrary normalized 

basic sequence {x} is boundedly complete. Suppose not. Then there exists 
n 

an E > 0, an increasing sequence of integers O = m0 < m1 < ••• m < 
n 

and a real sequence {an} such that for the block basic sequence {yn}, with 

y = 
n 

m 
n 

I 
i=mn_ 1+1 

a.x. 
1. 1. 

(n 1, 2, ... ) , 



we have 

lly II ;::,: E: 
n 

(n 
n 

1,2, ••• ) and { L yk} bounded. 
k=l 

By assumption there exist A> O, 1 < s < 00 such that the first inequality 

in (20.16) holds for the normalized basic sequence { Yn }. Thus, for each 
~ 

n E lN 

contradicting the boundedness of {L~=l yk}. 
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REMARK 20. 16. As in the proof of the "if" part of Theorem 20 . 1 , we have used 

only the first inequality of (20.16) to prove reflexivity. If we assume only 

the second inequality of (20.16) then it follows similarly that each (nor­

malized) basic sequence is shrinking, so that Xis reflexive by Theorem 

6.12. 

REMARK 20.17. The problem whether the assumptions of Proposition 20.15 imply 

superreflexivity is open as far as we know. The answer is yes if Xis iso­

morphic to a subspace of a Banach space with an unconditional basis, or more 

generally, if X has local unconditional structure. This follows from the re­

sults of [60]. 

We now proceed to the pro~ised example of a reflexive space which con­

tains no iP. First let us give a 

DEFINITION 20.18. A sequence {xn} is called an unconditionally monotone 

basis for a Banach space X iff it is an unconditional basis with uncondi­

tional norm vu{x} = 1, i.e. for all convergent series I00 ax and n n=l n n 
'

00 8 x we have L-n=l n n 

(20.17) l ax II s 112,00

1 8 x II 
n=l n n ·n= n n 

1,2, ... ). 

Recall that (20.17) implies in particular that the associated projec­

tions PF (FE F, the collection of finite subsets of lN) all have norm 1. 

Let X be the space of all real sequences which are eventually 0. If 

x EX and FE F, then Fx will be short for PFx, i.e. the sequence whose n-th 

coordinate is that of x or O according as n is in For in lN\F. We shall 

consider unconditionally monotone norms on X, by which we mean norms with the 
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property that the unit vect;rs {en} form an unconditionally monotone basis 

for (the completion of) (X, II II ) • Thus II Fxll :. II xii for any such norm (F e: F). 

(20.18) 

F we write F1 < F2 iff max F1 < min F2 • A finite sequence 

Fis called admissible provided Fi< Fi+l (i = 1, ••• ,k-1) and 

We now define inductively a sequence of norms II II on X as follows: 
n 

llxll 0 := llxll 
co 

llxll 1 n+ := max[llxlln, ½ max{ r-nF.xll : 
i=l J. n 

k E :N and 

(n 0,1,2, ••• ) • 

It is routine to verify that these are indeed norms. Moreover, all these 

norms are unconditionally monotone (use induction) and form a non-decreasing 

sequence. It is also easily checked that II ekll n = 1 for all k,n E JN. In 

particular it follows that for each x EX the non-decreasing sequence 

{llxll } is bounded, so that we can define the limit norm by n 

(20.19) II xii : = lim II xii 
n~ n (x E X). 

Observe that 11•11 is again unconditionally monotone. 

LEMMA 20.19. II •II is the unique norm on X satisfying 

k k 
max[ II xii c , ½ max{ L II Fl.. xii : k e: JN and {Fl.. }J.. =l admissible}]. 

0 ' i=l 
(20.20) llxll 

PROOF. Let us first check the validity of (20.20). It is an immediate con­

sequence of (20.18), (20.19) and the increasing nature of {11-11 } that for 
n 

every x E X we have 

llxll 
k k 

~ max[llxll , ½max{ I IIF.xll: k E JN and {Fi}i=l admissible}]. 
co i=l i 

Let us assume for contradiction that for some x EX we have 

k k 
II xii > max[ II xii , imax{ I II F. xii : k E JN and {Fi. }J.. =l admissible} J. 

co i=l J. 

Then for all sufficiently large n we have 



llxll 
n 

k k 
> ½max{ l II Fi xii : k € lN and {Fi} i=l admissible}, 

i=l 

and consequently, by (20.18), llxll = llxll 1 • Let n0 be the smallest index n n+ 
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such that llxlln = llxlln +l 
0 0 

II xii no+2 = • • • = II xii • Note that n0 # O, since by 

the assumption II xii O II xii co < llxll. Now, using (20.18) again, we arrive at 

a contradiction: 

llxll llxll 
no 

k 
max[ II xii 1 , ½max{ l II F. xii n _ 1 : k E lN and 

no- i=l i o 

k k 
{Fi} i=l admissible}] s max[ II xii 1 , ½max{ l II F. xii : 

no- i=l i 

k 
k E 111 and {Fi} i=l admissible}] < II xii , 

where the last inequality follows from the choice of n0 and from the assump­

tion. 

Suppose that 111•111 is another norm on X satisfying (20.20), i.e. 

k 
lllxlll = ~ax[llxll , ½max{ l Ill F.xlll: k E lN and 

c6 i=l i (20.21) 

First of all lie II = Ille Ill = 1 for all n E JN, so II II and Ill Ill coincide on n n 
all x with supp x (= {n E lN: n-th coordinate of x non-zero}) consisting of 

at most one element. Observe next that in (20.20) and (20.21) we may obvious­

ly assume that, for a given x EX, the max is taken over all admissible 
k k 

{Fi}i=l such that i~l Fi c supp x and k ~ 2. Induction on the cardinality 

of supp x now shows that 111 • 111 = 11• II, on X. D 

Let T be X with the norm defined by (20.20) and Tits completion. As 

we have already observed {en} is an unconditionally monotone basis for T. 

Furthermore, 

THEOREM 20.20. Tis reflexive and contains no infinite-dimensional super-

. ' 1 ' f h n 1 nP reflexive subspaces. In particu ar T contains none o t e spaces c0 , ~, ~ 

(1 < p < 00 ) isomorphically. 

We need two auxiliary results for the proof of Theorem 20.20. The first 

one gives some more information on the norm of T and the second one (needed 
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to prove that T does not contain t 1) asserts roughly, that if t 1 is isomor­

phically contained in any Banach space, then it is "almost isometrically" 

contained in it. 

PROPOSITION 20.21. For every a,> 1 there exists a B < 2 (in fact S=½(3+a:- 1) 

will do) such that 

(20.22) x.11 :,; 
J. 

8 max llx.11, 
0$i$m 1 

whenever k,m E lN and x0 , .•• ,xm ET satisfy 

(20.23) supp x 0 ~ [1,k] < supp x 1 < ••• < supp xm and m ~ a:k. 

PROOF. Let k,m E lN and x0 , ... ,xm E T satisfy (20.23). Since 

-1 
m 

\\xo + m I xii/ c0 
:,; max llx.11 :,; max llxill, 

i=l OS:i$m J. co 0$i$m 

-1 
it suffices, in view of (20.20), to show that, for B = ½ (3+a: ) , 

(20.24) 
n 1 m 
l, IIF. (x0 +m- L x. )II :,; 28 max llx.11 

j=l J i=l 1 0$i$m 1 

n 
whenever {Fj}j=l is admissible. (20.24) holds with any 8 ~ 1 if n ~ k. 

Indeed, in this case supp x0 < F1 , by the admissibility of {Fj};=l' so that 

FjxO = 0 for all j = 1, ••• ,n. Hence 

m 

I 
i=l 

x.11 :,; 2 
J. 

max 
0$i$m 

So assume that n < k. Let us put 

n 1 
}: IIF. (m-

j=l J 

llx.11. 
J. 

m 

I 
i=l 

X. )II 
J. 

A:= {i E {1, •.• ,m}: IIF.x.11 f O for at least two values of j} 
J J. 

B := {i E {1, ••. ,m}: IIF.x.11 f O for at most one value of j}. 
J J. 
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For each i EA pick two F.'s such that F.x. f 0. Obviously the cardinality 
J J l. 

of the set of F.'s so chosen is at least !Al+ 1. Therefore !Al s n-1. 
J 

Using this, (20. 20), the fact that at most one term of 'i'~ 111 F .x. II is non­
lJ= J l. 

zero whenever i EB, and the assumptions n < k, m 2 ak, we obtain 

m 

I 
i=l 

x.11 s 
l. 

n n 
+ m- 1( l L IIF.x.11 + L L IIF.x.11) 

iEA j=l J 1 iEB j=l J 1 

s 211x0 11 +m-l (2 I llx.11 + I llx.11) 
iEA l. iEB l. 

-1 s 211x011+m [2(n-1)+m-n+1J max llx.11 
1:SiSm 1 

-1 1 s 211x0 11 +m (m-l+k) max llx.11 s 211x0 11 + (l+m- k) max llx.11 
1:SiSm 1 lSiSm 1 

-1 
s (3+a ) max llxill • 

0:SiSm 

-1 Thus (20.24) holds with S = ;(3+a ) and the proof is complete. 0 

PROPOSITION 20.22. Suppose that a Banach space X contains a subspace iso­

morphic to t 1 Then for any O < £ < 1 there exists a sequence {zn} c SX such 

that for all k E ]N and al, •.. , ak E IR, 

k k k 
S L la I. 

n=l n 
(20.25) (1-£) I la Ill $ II I ~ z II 

n=l n=l 
n n 

Thus {zn} is l~£ - equivalent to the standard basis of t 1 • 

b ub f · h' 01 L t { } b th PROOF. Let Y ea s space o X isomorp ic to~ e xn e e sequence 

in Y which corresponds to the standard basis of t 1 under an isomorphism. 

Then there are constants Ml ,M2 > 0 such that for all k E ]N 

k 

Ml I la I $ 

n=l 
n 

For each m E lN set 

k 
K := inf{ll }: 

m 
n=m 

k k 

I ax II $ M2 I I a I. n n n 
n=1 n=1 

k 
a x II : k E lN and 'i' n n l 

n=m 
la I n 

1}. 

and a 1,: .. ,akE IR 

Then {Km} is a non-decreasing sequence bounded below and above by M1 and M2 , 
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respectively. Hence M1 $ K := Jjm Km$ M2 . Let£> 0 be given and choose 
1-0 a > O such that 1-£ $ l+o and mO E :tJ such that ~O <! (1-o)K. Inductively, 

using the definition of the Km' we now select an increasing sequence 

mO < m1 < m2 < ••. in lN and a (block basic) sequence {y n} of the form 

(20. 26) 

m 
n 

l with 

m n 
l 1a:1 = 1 and llynll $ (l+o)K 

(n = 1, 2, .•. ) . 

. yn 
Putting zn := ifyT (n = 1,2, .•• ), we have {zn} c SX and we claim that this 

sequence satisfi~s the requirements. Indeed, the second inequality in 

(20. 25) is obvious. For the first one, observe that for all k E lN and all 

a 1, .•• ,'\: E IR we have, by the choice of mO and (20.26), 

II 

<! 

whence 

k 

I a y II = 
n=l 

n n 

k 
(1-o)K I 

k 

I 
n=l 

n=l 

a z II 
n n 

k 

I 
n=l 

la I, n 

m k m n n n 
I a a~x.11 <! K I l la a. I 

i=m +l n ii mo n=l i=m 1+1 n i 
n-1 n-

k 
(1-£) l Ian!. 

n=l 

One more remark should be made before the proof of Theorem 20.20. 

<! 

□ 

' 1 
REMARK 20.23. If {en} denotes the standard basis oft or cO, then any nor-

malized block basic sequence {yn} with respect to {en} (so in particular 

every subsequence of {e }) is 1-equivalent to {e }. Indeed, let 
n n 

with 

Then 

lly II 
n 

k 

I 
n=l 

m 
n 

I 
i=mn-1+1 

mn 

a.e. 
i i 

(n 1, 2, .•. ) 

L !ail (respectively, sup !ail) 
i=mn-1+1 mn-1<i$mn 

1 (n = 1 , 2, .•. J • 

k 
f3 y II n n L I Sn I (respectively, sup I f3 I) for all k E lN and 

n=l l$n$k n 

all s1 , ••• ,f3k E IR. 

We are now prepared for the 



PROOF OF THEOREM 20.20. a) 

is increasing, II x. II = 1 (i 
l. 

. k 
Let {xi}i=l c T be given such that {supp 

1, •.• ,k) and {k} < supp x 1 . Then {supp 

is admissible and it follows from (20.20) that for all a 1, ... ,ak E JR, 

k 

I 
i=l 

a.x.11 ~ ½ 
l. l. 
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thus {xi}:=l is 2-equivalent to the standard basis fort~. This observation 

implies that any normalized block basic .sequence with respect to the standard 

basis {e} of T has, for each k, subsequences of length k which are 2-equiv-
n 1 

alent to the standard basis for tk. 

b) Suppose now that Y is an infinite-dimensional superreflexive subspace of 

T. Select a normalized basic sequence {y} in Y. Then the coefficient func~ 
n 

tionals {y*} form a basis for y*, so that every y* E y* can be written as 
* oo n * * * y L 1 <y ,y >y. It follows immediately that lim <y ,y > = 0 for every n= n n n"f<i> n 

y* E y*, since lly~II ~ I <yn,y:> I = 1 for all n E lN. (This argument in fact 

shows, more generally, that any bounded basic sequence in a reflexive space 

* is a weak null sequence.) In particular E¼m <yn,ek> = 0 for all k E lN 

( { e *} is the sequence of coef'ficient functionals associated to { e } ) , so that 
n , n ~ 

the assumptions of Proposition 8.6 hold with X and {x} replaced by T and 
n 

{en}, respectively. Hence there exists for every£> 0 a subsequence {yPn} 

which is (l+e)-equivalent to a block basic sequence with respect to {e} 
n 

(£ > 0 arbitrary). A bit more care in the proof of Proposition 8.6 shows 

that this latter block basic sequence may be assumed normalized. By the 

observation made under a), {yPn} therefore contains, for any k E lN, sub­

sequences of length k which are 2(1+e)-equivalent to the standard basis of 

t~. Since the standard basis for i 1 k forms a (k,2)-tree (Remark 14.2), it 
2 

follows that Y has P 1, contradicting its superreflexi vi ty. Thus T contains no 

non-trivial (i.e. infinite-dimensional) superreflexive subspaces, in par­

ticular no iP for 1 < p < oo. 

c) An analogous argument will show that T contains no subspace isomorphic 

to c0 • Indeed, suppose Y c Tis isomorphic to c0 • Let {yn} be the normaliza­

tion of the basis for Y corresponding to the standard basis of c0 under an 

isomorphism. Since the standard basis of c0 trivially forms a weak null 

sequence, so does {y }. Again Proposition 8.6 and part a) of the present 
n 

proof now show, for every e > O, the existence of a subsequence {yPn} which 

contains, for any k E lN, subsequences of length k which are 2(1+e)-equiva-
1 

lent to the standard basis of tk. This is obviously impossible, since any 
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such subsequence is also K-equivalent to the standard basis of (c0 Jk for 

some K independent of k, by Remark 20.24. 

d) Since T has an unconditional basis {e }, it suffices (by Theorem 6.20) 
n ~ 1 

for the proof of reflexivity, to show that T does not contain t isomorphic-

ally. Suppose it does and let£> 0 be arbitrary. Then, by Proposition 20.22, 

ST contains a sequence {zn} which is (1+£)-equivalent to the standard basis 

of t 1 • It is not difficult to see that there exists a normalized block basic 

sequence {yn} with respect to {zn} which satis~es !.¼lll 
k. Indeed, suppose that for some k E lN y - \' 

n - li=n-1+1 

* <yn,ek> = 0 for each 

a.z., lly II= 1 
1 1 n 

(n = 1, ••• ,k) have been chosen so that l<y ,e~>I $ 1/n for all lStSnSk. 
k+l * n ,, 

Now pick yk+l in [zi]:=m_+l n (.n1 ker e.) with llyk 1 11 = 1, truncate and 
-n 1= 1 + * 1 

normalize this yk+l in such a careful way that l<yk+l'et>I $ k+l for 

t = 1, .•. ,k+l. It is not hard to see, using Remark 20.23, that the so defin­

ed normalized sequence {y} is (1+£) 3-equivalent to the normalization of the 
n 1 

corresponding block basic sequence of the standard basis oft • The latter, 
1 in turn, is 1-equivalent to the standard basis oft, by Remark 20.23. The 

upshot of all this is that we have now found a normalized basic sequence 

{y }, (1+£) 3-equivalent to the standard basis of t 1 and satisfying the 
n 

assumption of Proposition 8.6 (with T and {e} instead of X and {x }). Hence 
n n 

application of Proposition 8.6 yields a normalized block basic sequence with 

respect to {e }, say {x }, which is (1+£) 4-equivalent to the standard basis 
1 n n 

oft. Now, finally, let us apply Proposition 20.21 to {x }. Suppose 
n -1 7 

supp x 1 c [1,k] < supp x2 . The~, taking a= 2, m = 2k, S = i(3+a ) = 4, we 

obtain 
2k+l 

llx1 + (2k)-l l 
i=2 

For sufficiently small£> 0 this contradicts the (1+£) 4-equivalence of 

{x} to the standard t 1-basis, since 
n 

2k+l 
1 + L (2k)-l 

i=2 
2. □ 

The Tsirelson space T thus disproves the old conjecture that every 

Banach space must contain an isomorph of c0 or of some tP, 1 $ p < 00 • Re­

treating a little, it is quite natural to ask whether every Banach space 

must contain either a reflexive subspace (infinite-dimensional, of course) 

or an isomorph of c0 or t 1 • As far as we know this question is still open 

today. Another positive result one might still hope for, would be that every 
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superreflexive space contains some iP, 1 < p < 00 , isomorphically. In par­

ticular Theorem 20.1, which shows a close connection between superreflexive 

and iP spaces, is suggestive in this direction. However, recently T. Figiel 

and W.B. Johnson have shown that this is not true. By an ingenious convexi­

fication procedure they have modified the norm of the Tsirelson space so 

that it becomes uniformly convex, while at the same time preserving the 

property that the space contains no iP. The details are rather complicated 

and we do not give them here. Let us at least state the result formally. 

THEOREM 20.24. There exists a uniformly convex space containing no isomorph 

of any iP, 1 < p < oo 

NOTES. The "only if" part of Theorem 20.1 is due to V.I. & N.I. GURARII 

([38]) for spaces which have uniformly convex and uniformly smooth norm. 

R.C. JAMES ([55]) derived an even stronger result for superreflexive spaces 

(which at the time were not yet known to be uniformly convexifiable). He 

also proved the "if" part, modulo ENFLO's result ([33]). For the "only if" 

part we have followed [38], since the proofs there seem more natural. The 

example of Theorem 20.7 is due to N.I. GURARII ([37]), while Proposition 

20.15 is from [55]. The original paper of B.S. TSIRELSON giving a reflexive 

space containing no iP is [101]. Our account follows that of T. FIGIEL & 

W.B. JOHNSON ([35]) to whom the entire second half of this section is due. 

An exception is Proposition 20.22 which was proved by R.C. JAMES in [52]. 
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