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INTRODUCTION

In 1912 Brouwer [3] proved his by now classical theorem which states that the n-cell C has the fixed point property (f.p.p.) for continuous mappings, i.e., for every continuous mapping \( f : C \to C \) there exists a point \( x_0 \in C \) such that \( f(x_0) = x_0 \). This result was extended to compact convex subsets of

(1) certain function spaces, e.g., \( L_2[0,1] \) and \( C^0[0,1] \), by Birkhoff and Kellogg [1] (1922);

(11) Banach spaces, by Schauder [1,2] (1927, 1930);


All these theorems are included in Lefschetz's fixed point theorem (Lefschetz [1] (1926)), or in extensions of it, e.g., Lefschetz [5,6] (1942). From Lefschetz's theorem it follows e.g. that an acyclic compact metric absolute retract has the f.p.p.. Lefschetz [5] (1942) also gave sufficient conditions for the existence of coincidence points under two continuous mappings of one space into another. These results are discussed in section 1 of Chapter I.

The second section of Chapter I is a survey of the Leray-Schauder theory of the local fixed point index (Leray-Schauder [1] (1934)), especially of Browder's extension of this theory (Browder [5] (1960)). Lefschetz's fixed point theorem is in turn contained in the Leray-Schauder theory as extended by Browder.

Brouwer's fixed point theorem for the n-cell was also extended to upper semi-continuous mappings of a compact convex subset of a locally topological linear space into the family of its non-empty closed convex subsets (Kakutani [2] (1941), Schenblaut and Kurkin [1] (1950), Fan [1] (1952) and Glicksberg [1] (1952)). These theorems are included in the extension of Lefschetz's fixed point theorem to upper semi-continuous mappings of a compact lc-space (see p. 43) into the family of its non-empty closed acyclic subsets (Eilenberg and Montgomery [1] (1946), Begle [3] (1950)). In a recent publication Fan [3] (1964) gave sufficient conditions for the existence of coincidence points under upper semi-continuous mappings of a Hausdorff space into the family of non-empty compact convex subsets of a topological linear space. His theorems include Tychonoff's...
theorem (Tychonoff [1]), but they do not include the above-mentioned extensions of Tychonoff's theorem, nor are they included in these extensions.

It is unknown whether a compact convex subset of an arbitrary topological linear space has the f.p.p., even when the space is metrizable.

Another unsolved problem bearing on section 7 of Chapter I was referred to by Isbell [1] (1957): If F is a commutative family of continuous mappings of a tree T into itself, does there exist a point $x_0 \in T$ such that $f(x_0) = x_0$ for all $f \in F$?

In Chapter II Scherrer's theorem (Scherrer [1] (1926)), which states that a dendrite has the f.p.p., and its generalizations to a wider class of spaces and mappings are surveyed. An unsolved problem in this field is the question whether a tree-like continuum has the f.p.p. (Bing [2] (1951)). It is also unknown whether a plane continuum which does not separate the plane has the f.p.p.

Chapter III contains miscellaneous fixed point theorems and a general impression is best obtained from the section headings.

If f is a (not necessarily continuous) mapping of a topological space $X$ into itself, and $f(x) \neq x$ for all $x \in X$, then it might be of importance to know whether there exists a point $x_0 \in X$ which in some sense is "near" to its image $f(x_0)$. We would prefer an "almost fixed point property" which can be considered as an extension of the f.p.p., e.g. so that it coincides with f.p.p. in the case of compact spaces and continuous mappings. Existing theorems on almost fixed points are discussed in section 10 of Chapter III, and in Chapter IV we prove the following theorems on almost fixed points in the Euclidean plane.

**Theorem 1.** Let $\alpha$ be a finite covering of the Euclidean plane by convex open sets, and let $f : E^2 \to E^2$ be continuous. Then there is a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$, or equivalently: there exists a point $x_0 \in E^2$ such that $x_0$ and $f(x_0)$ lie in the same member of $\alpha$.

**Theorem 2.** Let $\alpha$ be a finite covering of $E^2$ by arcwise connected sets, and let $f : E^2 \to E^2$ be topologically equivalent to an orientation preserving isometry, i.e. there is a homeomorphism $h$ of $E^2$ onto itself and an orientation preserving isometry $g : E^2 \to E^2$ such that $f = h^{-1}gh$. Then there exists a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$. In particular this is true when $\alpha$ is a finite covering consisting of connected open sets.
THEOREM 3. Let $X$ be a $\pi$-coherent topological space and $\alpha$ a covering of $X$ which consists of three connected open sets. Let $f : X \rightarrow X$ be continuous. Then there exists a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$.

An example is given which shows that "orientation preserving" cannot be missed in theorem 2, and that theorem 3 cannot be extended to coverings consisting of more than three sets. The mapping of this example is a translocation, i.e. a reflection followed by a translation in the direction of the axis of reflection, and the covering consists of four connected open sets $\{U_i\}_{i=1}^4$ such that $U_i \cap U_j$ ($i \neq j$) has countably infinitely many components. Note that a translocation reverses the orientation. Thus we have the following

PROBLEM. Let $\alpha$ be a finite open covering of the Euclidean plane $E^2$, and let $f : E^2 \rightarrow E^2$ be continuous. Does there exist a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$ in one or both of the following cases:

(i) $f$ is an orientation preserving homeomorphism onto;

(ii) the intersection of each pair of members of $\alpha$ has at most a finite number of components?

The results of Chapter IV will also be published elsewhere (de Groot, de Vries and van der Walt [1]).


I wish to express my gratitude to Professor J. de Groot who suggested this study, in particular the problems which are discussed in Chapter IV. I am grateful to the Potchefstroom University for C.H.E. and the University of Amsterdam, at both of which institutions I studied for several years. I am indebted to Professor R.D. Anderson and Professor V.L. Klee for valuable remarks. I wish to thank the Potchefstroom University for C.H.E. and the South African Council for Scientific and Industrial Research, from both of whom I received
bursaries during my stay in Amsterdam. I am grateful to the Mathematical Centre, Amsterdam, for the privilege of being appointed a guest member of their staff, and for the most helpful cooperation that I received from them.
CONVENTIONS AND DEFINITIONS

The empty set will be denoted by $\emptyset$. If $X$ and $Y$ are sets, and every element of $X$ is an element of $Y$, we shall write $X \subset Y$. It will be explicitly stated whenever $X$ is meant to be a proper subset of $Y$. If $X$ and $Y$ are sets, then the set of all points of $X$ which do not belong to $Y$ is denoted by $X \setminus Y$.

A **neighbourhood** of a point $\subset X$ of a topological space is an **open** set containing the point $\subset X$. If $A$ is a subset of a metric space $X$ with metric $\rho$, and $\epsilon$ is a positive number, then $\{x \in X | \rho(x,a) < \epsilon\}$ will be denoted by $U_\epsilon(A)$. If $A$ is a subset of a topological space $X$, then $\bar{A}$ will denote the **closure** of $A$ in $X$. A topological space will be called **compact** if every open covering of it has a finite subcovering. A compact metric space is called a **compactum**.

A **continuum** is a compact connected Hausdorff space. A continuum is **decomposable** if it is the union of two proper subcontinua; otherwise it is indecomposable. A connected topological space $X$ is **unicoherent** if, whenever $X = A \cup B$, $A \neq \emptyset$, $B \neq \emptyset$, with both $A$ and $B$ connected and closed in $X$, it follows that $A \cap B$ is connected. A continuum is **hereditarily decomposable** (indecomposable, unicoherent) if each of its non-degenerate subcontinua is decomposable (indecomposable, unicoherent).

A **Peano continuum** is a Hausdorff space which is the continuous image of the closed interval $[0,1]$ (with the usual topology). It is well-known that the class of Peano continua coincides with the class of locally connected metric continua, and that a Peano continuum is arcwise connected.

A **dendrite** is a Peano continuum which contains no Jordan curve. If $A, B$ and $C$ are three mutually disjoint subsets of a topological space $X$, then $C$ separates $A$ and $B$ in $X$ if $X \setminus C$ can be split into two disjoint sets, each of which is closed in $X \setminus C$, and respectively contains $A$ and $B$. A **tree** is a continuum in which each pair of distinct points is separated by a third point. In this terminology, a dendrite is a metric tree (Whyburn [1, p.88]). A continuum is a tree if and only if it is locally connected and hereditarily unicoherent (Ward [2]).
The terms mapping, function and transformation will be used synonymously, and a mapping \( f \) of a set \( X \) into a set \( Y \) will be denoted by \( f : X \to Y \). Further, if \( A \subseteq X \) and \( B \subseteq Y \), then \( f[A] = \{ f(a) \mid a \in A \} \), \( f^{-1}[B] = \{ x \in X \mid f(x) \in B \} \).

Let \( X \) and \( Y \) be topological spaces, and let \( \mathcal{A}(Y) \) denote the family of all non-empty subsets of \( Y \). The upper semi-finite (u.s.f.) topology for \( \mathcal{A}(Y) \) has as a basis for its open sets all sets of the form \( \{ A \in \mathcal{A}(Y) \mid A \subseteq U \} \), where \( U \) is an open subset of \( Y \). The lower semi-finite (l.s.f.) topology has as a basis for its open sets all sets of the form \( \{ A \in \mathcal{A}(Y) \mid A \cap U \neq \emptyset \} \). The finite topology for \( \mathcal{A}(Y) \) has as a subsbasis the sets \( \{ A \in \mathcal{A}(Y) \mid A \subseteq U, A \cap V \neq \emptyset \} \), with \( U \) and \( V \) open in \( Y \).

A mapping \( f : X \to \mathcal{A}(Y) \) is called upper semi-continuous (u.s.c.) [lower semi-continuous (l.s.c.), continuous] if and only if it is continuous in the usual sense with respect to the upper semi-finite [lower semi-finite, finite] topology for \( \mathcal{A}(Y) \). This means that \( f \) is continuous if and only if it is both u.s.c. and l.s.c., and that \( f \) is u.s.c. [l.s.c.] if and only if, for each point \( x \in X \) and for each open set \( U \subseteq Y \) containing \( f(x) \), such that \( f(x) \cap U \neq \emptyset \), there exists a neighbourhood \( V \) of \( x \) such that \( f(z) \subseteq U \) \( f(z) \cap U \neq \emptyset \) for all \( z \in V \).

If \( \mathcal{F}(Y) \) is a subfamily of \( \mathcal{A}(Y) \), a mapping \( f : X \to \mathcal{F}(Y) \) is called u.s.c. [l.s.c., continuous] if it is continuous with respect to the relative topology for \( \mathcal{F}(Y) \) induced by \( \mathcal{A}(Y) \) endowed with the u.s.f. [l.s.f., finite] topology.

Various other definitions of upper and lower semi-continuity exist (see e.g. Strother [1] and the references given there), but they are nearly all equivalent when \( X \) and \( Y \) are compact Hausdorff spaces and \( \mathcal{A}(Y) \) is the family of all non-empty closed subsets of \( Y \).

A mapping \( f : X \to \mathcal{F}(Y) \) is also called a multi-valued or a set-valued mapping; for instance, if \( \mathcal{F}(Y) \) is the family of all non-empty closed subsets of \( Y \), then \( f \) is referred to as a "closed set-valued mapping". Occasionally it will then be convenient to refer to a mapping \( g : X \to Y \) as "single-valued".

If \( A \subseteq X, B \subseteq Y \), then \( f[A] = \{ f(x) \mid x \in A \} \), \( f^{-1}[B] = \{ x \in X \mid f(x) \cap B \neq \emptyset \} \), and the graph \( \text{gr}(f) \) of \( f \) is defined to be \( \{(x,y) \mid x \in X, y \in Y, y \in f(x) \} \). Thus \( f[A] \) and \( \text{gr}(f) \) are defined as subsets of \( Y \) and \( X \times Y \) respectively, and not of \( \mathcal{F}(Y) \) and \( X \times \mathcal{F}(Y) \).
Let $X$ and $Y$ be sets and let $\mathcal{J}(X)$ and $\mathcal{J}(Y)$ denote families of non-empty subsets respectively of $X$ and $Y$. Let $f : X \to \mathcal{J}(Y)$ and $g : Y \to \mathcal{J}(X)$ be mappings. A coincidence point of $X$ and $Y$ under $f$ and $g$ is a point $(x_0, y_0) \in X \times Y$ such that $x_0 \in g(y_0)$ and $y_0 \in f(x_0)$. We may also consider mappings $f : X \to \mathcal{J}(Y)$, $g : X \to \mathcal{J}(Y)$, defined in the same direction. Then a coincidence point of $X$ under $f$ and $g$ is a point $x_0 \in X$ such that $f(x_0) \cap g(x_0) \neq \emptyset$. In the special case when $Y = X$ and $g$ is defined by $g(x) = \{x\}$ for all $x \in X$, $x_0$ is called a fixed point of $X$ under $f$. If $\mathcal{F}$ is a family of functions, each of which is on $X$ to the same family $\mathcal{J}(X)$ of subsets of $X$, and if $X$ has a fixed point under each member $f \in \mathcal{F}$, then $X$ is said to have the fixed point property (f.p.p.) for the family $\mathcal{F}$.

If $x_0$ is a fixed point of $X$ under $f : X \to \mathcal{J}(X)$, we shall also say that the mapping $f$ has a fixed point in $X$; also, that $x_0$ is an $f$-invariant point.

For the sake of completeness, we note that a mapping $f : X \to Y$ induces a mapping $f^* : X \to \mathcal{C}(Y) = \{\{y\} \mid y \in Y\}$ in the obvious way, and by a fixed point of $X$ under $f$ we shall mean a fixed point of $X$ under $f^*$. An analogous remark applies to coincidence points.

A topological space $X$ will be said to lack the f.p.p. if there exists a continuous mapping $f : X \to X$ such that $f(x) \neq x$ for all $x \in X$.

Let $X$ be a Hausdorff space and $H$ be homology theory for $X$ over a group $G$. Then $X$ is called acyclic (with respect to $G$) if the homology groups $H_n(X, G)$ ($n=0,1,2,\ldots$) are trivial, $H_0(X, G)$ being taken augmented. A continuum is hereditarily acyclic if each of its subcontinua is acyclic.

A topological space $X$ is an absolute retract (absolute neighbourhood retract) if, for each normal space $Y$ and each closed subset $X'$ of $Y$ which is homeomorphic to $X$, $X'$ is a retract (neighbourhood retract) of $Y$. A necessary and sufficient condition for a compact metric space to be an absolute retract (absolute neighbourhood retract) is that it possesses a topological image in the Hilbert cube $I^\infty$ which is a retract (neighbourhood retract) of $I^\infty$. (Borsuk [1]). A compact metric absolute retract (absolute neighbourhood retract) will be denoted by AR (AR), and a space which is homeomorphic to a retract (neighbourhood retract) of a Tychonoff cube $I^\infty$ by AR* (AR*).
Euclidean n-space will always be denoted by $\mathbb{E}^n$, and the n-sphere in $\mathbb{E}^{n+1}$ by $S^n$.

The topological structure of the topological groups and topological linear spaces to be considered will be Hausdorff, and the linear spaces will be real.

For other terms in general topology, homology theory and linear analysis, the reader is referred to Alexandroff-Hopf [1], Dunford and Schwartz [1], Eilenberg and Steenrod [1], Kelley [4], Kuratowski [1], Lefschetz [5,6,7], Whyburn [1] and Wilder [1].
CHAPTER I

The fixed point theorems of Brouwer, Lefschetz, Schauder, Leray, Tychonoff and Kakutani

1.1. Single-valued mappings

In one of a series of papers on curves defined by differential equations, Poincaré [1] (1885) considered a continuous vector field over a closed surface and assigned an integer as index to each isolated singular point. He proved that if the surface is orientable and of genus ≠ 1, then there exists at least one singular point.

Around 1910 Brouwer [1-3] discovered the degree of a continuous mapping of one n-manifold into another. He used it to extend Poincaré’s definition of the index from two to n dimensions, and to prove his well-known fixed point theorems for the n-cell, the n-sphere and the projective plane:

B1. The n-cell has the f.p.p. for continuous mappings.

B2. The n-sphere has the f.p.p. for continuous mappings of degree ≠ (-1)^n.

B3. The projective plane has the f.p.p. for continuous mappings.

In 1922 Alexander [1] gave new proofs of B1 and B2, under the impression that they were proved for homeomorphisms only. He also extended B3 to projective 2n-space. Almost simultaneously Birkhoff and Kellogg [1] (1922), under the same impression as Alexander, gave another proof of B1, and showed that it may be extended to special function spaces, namely to compact convex subsets of C^0 [0,1] and L^p [0,1]. (See Dunford and Schwartz [1] for definitions.) A short and elegant proof of B1 was given by Knaster, Kuratowski and Mazurkiewicz [1] (1929).

Another major step in the history of fixed point theorems was the formula of Lefschetz [1] (1926). Let f be a continuous mapping of an orientable n-manifold M, without boundary, into itself. Let \( \mathbb{Z}_p \) \((i=1,2,\ldots,p_r; r=0,1,\ldots,n)\) be a basis of the r-th homology group \( H_r(M) \) of M, taken over the rationals as coefficients, and
let
\[ f_{\mathbb{R}}(z^j_L) = \sum_{j=1}^{p_L} a^{L}_{i,j} z^j_L \quad (i=1,2,...,p_L), \]

where \( f_{\mathbb{R}} \) denotes the homomorphism of \( H_{\mathbb{R}}(M) \) into itself induced by \( f \), and the \( a^{L}_{i,j} \) are rational numbers. Let trace \( f_{\mathbb{R}} = \sum_{i=1}^{p_L} a^{L}_{i,i} \) and \( \Lambda(f) = \sum_{\gamma=0}^{p_L} (-1)^\gamma \text{trace } f_{\mathbb{R}}^\gamma. \)

Lefschetz's theorem now asserts that \( \Lambda(f) \neq 0 \) is a sufficient condition for the existence of fixed points of \( f \).

Lefschetz [2] (1927) almost immediately generalized this result to manifolds with a boundary. It was then extended to finite polyhedra by Hopf [1] (1929), and again by Lefschetz [4] (1937) to the AR's and ANR's, and eventually also to the \( \mathcal{MLC}^N \) spaces and the quasi-complexes (Lefschetz [5] (1942)). Lefschetz also obtained analogous formulas giving sufficient conditions for the existence of coincidence points of manifolds under continuous mappings. A full account of these results is given in Lefschetz [5,6].

Each of the spaces considered above is a compact Hausdorff space, with all its rational Betti numbers finite and all but a finite number of them zero. From the extended Lefschetz formula it follows, for example, that every ANR which is acyclic over the group of rational numbers, has the f.p.p. for continuous mappings. The property of being acyclic alone is not enough to ensure the existence of fixed points, as was shown by Borsuk [5] (1935) who constructed an acyclic Peano continuum in \( E^3 \) which can be mapped topologically onto itself without fixed points. Verešenko [1] (1940) constructed a 3-dimensional continuum in \( E^3 \) which has the properties of the space in Borsuk's example and in addition is simply connected. On the other hand, it has been proved by Cartwright and Littlewood [1] (1951) that if a topological mapping of a plane acyclic continuum \( X \) can be extended to a homeomorphism of the whole plane, then \( X \) must have fixed points under such a mapping. The mapping in the example of Borsuk [5] can be extended to a homeomorphism of \( E^3 \), so that this additional condition is insufficient to ensure the validity of the theorem in three dimensions.

The fixed point formula of Lefschetz [1] (1926) included almost all the fixed point theorems existing at the time of its publication, e.g., the above mentioned results of Brouwer [1-3].
There are, however, fixed point theorems which escape the formula and its extensions, e.g., the Poincaré-Birkhoff-theorem (G.D. Birkhoff [1] (1912)). This theorem states that if \( f \) is a homeomorphism of a plane annular ring bounded by two concentric circles \( C_1 \) and \( C_2 \), which moves all the points of \( C_1 \) in one direction and all those of \( C_2 \) in the opposite direction, then either some Jordan curve \( J \) exists in the ring surrounding the circle \( C_1 \) which does not meet its image \( f[J] \), or else there are exactly two fixed points, and this in spite of the fact that \( \Lambda(f) = 0 \) here (Lefschetz [7, p.16]). (For extensions of the Poincaré-Birkhoff-theorem, see G.D. Birkhoff [2] (1931) and Rey Pastor [1] (1945).)

In contrast to the homology arguments used in establishing the Lefschetz fixed point formula, various authors used convexity arguments to extend the Brouwer fixed point theorem for the n-cell to compact convex subsets of linear spaces. Thus, in 1927 Schauder [1] extended the results of Birkhoff and Kellogg [1] to metric topological linear spaces having a linear base. This assumption was then dropped, and in 1930 Schauder [2] obtained the following results:

S1. A compact convex subset of a Banach space has the f.p.p. for continuous mappings.

S2. A convex, weakly compact subset of a separable Banach space has the f.p.p. for weakly continuous mappings.

A result of Mazur [1] (1930) states that the convex closure of a compact subset of a Banach space is compact. Krein and Šmulian [1] (1940) extended this result by showing that the convex closure of a weakly compact subset of a Banach space is weakly compact, and they used it to establish the following improved form of S2:

S2a. If \( H \) is a closed convex subset of a Banach space, and \( f : H \to H \) is weakly continuous such that \( f[H] \) is separable and the weak closure of \( f[H] \) is weakly compact, then \( H \) has a fixed point under \( f \).

Let \( X \) be a Banach space. With the assumption of Mazur's theorem mentioned above, theorem S1 may be stated in any one of the following three equivalent forms:
31a. If \( f : X \rightarrow X \) is continuous and such that \( f(X) \) is bounded, and the image of each bounded set has a compact closure, then \( X \) has a fixed point under \( f \).

31b. If \( H \) is a closed convex subset of \( X \) and \( f : X \rightarrow X \) is continuous and such that \( f[H] \) is compact, then \( H \) has a fixed point under \( f \).

31c. If \( H \) is a compact convex subset of \( X \) and \( f : H \rightarrow H \) is continuous, then \( H \) has a fixed point under \( f \).

31c and 31b was extended to locally convex topological linear spaces by Tychonoff [1] (1935) and Huukuri [1] (1950) respectively. Using the fixed point formula for ANR's (Lefschetz [5]), Browder [3] (1956) obtained the following extensions of 31a and 31b, in which the hypothesis about the mapping is replaced by a corresponding hypothesis about one of the iterates of the mapping:

31a'. If \( f : X \rightarrow X \) is continuous and such that for some positive integer \( m \) the set \( f^m(X) \) is bounded, and the image of each bounded set has a compact closure, then \( X \) has a fixed point under \( f \).

31b'. Let \( H \) and \( H_0 \) be open convex subsets of \( X \), \( H_0 \) a closed convex subset of \( X \), \( H_0 \subseteq H \subseteq H_0 \), \( f : H \rightarrow X \) continuous and such that \( f(H) \) is compact. Suppose that for a positive integer \( m \), \( f^m \) is well-defined on \( H_1 \), \( \bigcup_{i=0}^{m} f^i[H_0] \subseteq H_1 \), while \( f^m[H_0] \subseteq H_0 \). Then \( H_0 \) has a fixed point under \( f \).

Browder [3] observed that the methods applied in the proofs generalize directly to locally convex topological linear spaces and give extensions of Tychonoff's generalization of Schauder's theorem to locally convex spaces. The following interesting consequence of the Lefschetz fixed point theorem is stated for comparison with form 31c of Schauder's theorem (Browder [3]):

Let \( A \) be an ANR, or a quasi-complex in the sense of Lefschetz [5]. Let \( f : A \rightarrow A \) be continuous and suppose that for some positive integer \( m \), \( f^m[A] \) is contained in a closed acyclic subset \( B \) of \( A \). Then \( A \) has a fixed point under \( f \).

We conclude this section with the remark that it is not known whether a compact convex subset of an arbitrary topological linear space has the f.p.p., not even when the space is metrizable (Klee [6, p.235; 7, p.291]), and that Lefschetz's proof for the assertion that a compact convex subset of a metric linear space has the
f.p.p. (Lefschetz [6, p.119]) is in error, as was pointed out by Klee [9].

If $H$ is a compact convex subset of a metric linear space $X$, then (Klee [6]):

(i) $H$ is a compact subset of a metric space $X$;
(ii) every neighbourhood of $H$ in $X$ contains an open [and also a closed] neighbourhood which is contractible, locally contractible [and an AR];
(iii) $H$ is contractible;
(iv) $H$ is locally contractible.

An example of Borsuk [6] (1943) shows that a space may satisfy all four conditions without being an AR. Kinoshita [2] (1953) constructed a space which satisfies (i), (ii) and (iii) but lacks the f.p.p. It seems to be unknown whether the f.p.p. for $H$ follows from (i), (ii) and (iv), or from (i), (iii) and (iv). However, if a space satisfies (i), (iii) and (iv), and in addition is finite-dimensional, then Lefschetz’s proof (Lefschetz [6, p.119]) is in order (Klee [9]); such a space then is an AR and hence has the f.p.p. for continuous mappings.

For arbitrary topological linear spaces, we have the following result (Klee [7]):

Let $X$ be a topological linear space and $H$ a compact retract of $X$ which admits arbitrary small continuous displacements into finite dimensional subspaces of $X$, i.e., for each neighbourhood $U$ of the origin in $X$ there is a finite-dimensional subspace $L$ of $X$ and a continuous mapping $g : H \to L$ such that $g[H]$ is compact and $g[H] \subseteq H + U$.

Then $H$ has the f.p.p. for continuous mappings.

1.2. The Leray-Schauder theory of the fixed point index and its extensions

Except for minor changes, this section is taken verbally from Browder [5] (1960).

In the classical fixed point theory of continuous mappings, culminating in the Lefschetz fixed point theorem (Lefschetz [7,8]), one is concerned with the algebraic number of fixed points of a

However, see the remark preceding the last theorem of this section.
continuous mapping $f$ of a compact, locally well-behaved space $X$ into itself. Beginning with the work of Leray and Schauder [1] and Leray [7] in 1933 on the local degree for completely continuous displacements in a Banach space, the problem has arisen of localizing this index of fixed points, i.e. of defining an algebraic measure of the number of fixed points of the mapping $f$ on each open subset of $X$ whose boundary does not intersect the fixed point set and of doing so in a way which preserves the principal properties that make such a measure useful in the growing number of applications which the fixed point theory has found in analysis.

The principal results in this direction are to be found in the papers of Leray [2,3,4], written during the Second World War and published shortly afterwards, in which he constructed a theory of the fixed point index for continuous mappings of convexoid spaces, a class of spaces having some of the properties of finite polytopes and of finite unions of compact convex sets in linear spaces. Their precise definition is the following:

A compact topological space $X$ is said to be convexoid if it has a covering $\{U_\xi\}$ having the following properties (Leray [2,3,4]):

(a) Each $U_\xi$ is closed and acyclic (with respect to Čech cohomology theory).

(b) The intersection of any finite number of the $U_\xi$ lies in the collection if it is non-empty.

(c) Each point of $X$ possesses arbitrarily small neighbourhoods each of which is the union of a finite number of the sets $U_\xi$.

Leray's theory in its initial form, though definitive for the class of spaces which he treats, suffers from the disadvantage that the class of convexoid spaces fits in poorly with the usual classification of topological spaces by their local regularity properties (i.e. local $n$-connectedness in the sense of homology or homotopy). In a sense, the requirement that a space be convexoid is a condition analogous to triangulability for a manifold, since

---

1) Let $X$ be a Banach space, $A$ a subset of $X$ and $i : A \rightarrow A$ the identity mapping. A mapping $f : A \rightarrow A$ is a completely continuous displacement if $f$ is continuous and $(i-f)[A]$ has a compact closure in $X$. 

it requires that one should be able to build up the space by pasting together regular pieces (no longer simplices, but cohomologically trivial sets) in such a fashion that their intersections should also be regular. The difficulty can be illustrated by the fact that it is not clear whether an Euclidean manifold (i.e. one without differentiability or triangulability conditions) is convexoid.

Motivated by the desire to construct a theory of the fixed point index in a context similar to that in which Lefschetz [5] has proved his fixed point theorem, Browder [1] (1948) in his Princeton Doctoral thesis (written under the joint sponsorship of Lefschetz and Hurewicz), established a theory of the fixed point index for ANR*’s using as a tool Leray’s theory as applied to finite polytopes. (See also Browder [2].) The results and the general philosophy of Browder [1] are summarized by Bourgin [1, p.229-235]. In his M.I.T. Doctoral thesis of 1953 (written under Hurewicz), O'Neill [1] rederived the principal results of Leray’s theory for the special case of finite polytopes. Using the results of O’Neill’s paper, Bourgin [2] (1955) has recently re-established the theory of the fixed point index for ANR*’s, along lines similar to those of Browder [1].

Leray [5] (1950) pointed out the possibility of extending his theory from convexoid spaces to retracts of convexoid spaces (which include the ANR*’s. Such an extension has recently been carried through in detail by Delesnu [3] (1959) who also applies some sharpened forms of Leray’s results given by Leray [6] (1955).

The theory of the local fixed point index, as initiated by Leray-Schauder [1] (1934) and developed amongst others by Leray [5] (1950), Nagumo [2] (1951) and Altman [2,3] (1955) is applicable to locally convex topological linear spaces. For Banach spaces, a homotopy extension theorem of Granas [1] (1959) yields many of the useful conclusions of the Leray-Schauder theory while avoiding the more complicated notions of the rest. Klee [7] (1960) showed that it is possible to expand to an arbitrary topological linear space both the Leray-Schauder theory and the homotopy extension approach of Granas.

Browder’s objective (Browder [5]) is to go outside the frame of reference of ANR*’s or of retraction properties in general, and to take up the theory of the fixed point index on the combinatorial
or homology level on which it is treated by Leray [4] but under more general hypotheses, similar in their nature to (though not identical with) hypotheses made by Lefschetz [5, p.322-327] in his treatment of the Lefschetz fixed point theorem for the class of quasi-complexes. Intuitively, one should expect that the fixed point index, or algebraic number of fixed points, as the latter name implies, should be a combinatorial or homology concept defined in a class of spaces which are defined by combinatorial restrictions rather than by restrictions upon continuous mappings. Basically, as in the case of finite polytopes treated in the last chapters of Alexandroff-Hopf [1], his idea is to identify the fixed point index with a count of the number of times some sort of element is mapped back on itself by the given mapping $f$. He obtains such a count in a very natural form, namely the alternating sum of the traces of induced chain mappings of nerves of $X$. The general approach goes back to Lefschetz [5]. Browder's proof was announced in Browder [2] (1951). The basic problem is to find the appropriate algebraic analogues of the properties of the fixed point index for chain mappings into a differential graded module $G$ of a differential graded submodule $F$.

Browder [5] introduces an axiomatic fixed point index in the following way: We are given a category of compact topological spaces $X$ and of permissible continuous mappings $h : X \to X$. By a fixed point index on this category the following is meant: if $X$ is a space in the category, $O$ an open subset of $X$, $f$ any continuous mapping of $O$ into $X$, then if $f$ has no fixed points on $O \setminus 0$, an integer $i(f, O)$ is defined having the following four properties:

(a) If $f_t$, $0 \leq t \leq 1$, is a homotopy of $f_0$ to $f_1$, where all the $f_t$ are mappings of $O$ into $X$ and none have any fixed points on $O \setminus 0$, then $i(f_0, O) = i(f_1, O)$. (Invariance under homotopy.)

(b) If $O$ contains a finite family of mutually disjoint open sets $O_j$ ($j = 1, 2, \ldots, s$) and if $O \setminus \bigcup_{j=1}^{s} O_j$ contains no fixed points of the mapping $f : O \to X$, then

$$i(f, O) = \sum_{j=1}^{s} i(f_j, O_j)$$

where each of the summands on the right denotes the index of the restricted mapping $f|_{O_j}$. In particular, if $O$ itself contains no
fixed points of \( f \), then 1 \((f,0) = 0\). (Additivity of the index.)

(c) If \( \emptyset = X \), then 1 \((f,0) = \Lambda(f)\), the Lefschetz number of \( f \), where \( \Lambda(f) = \sum_{r \geq 0} (-1)^r \text{trace} (f^r) \), and \( f^r \) is the endomorphism of \( H_r(X) \) induced by \( f \). (\( H_r(X) \) is the \( r \)-th dimensional Čech homology group of \( X \) with rational coefficients.) In particular, (unless we adopt a generalized definition of trace as in Leray [6]), one must assume that \( X \) has finitely generated homology groups, all but a finite number of which are trivial.

(Normalization).

(d) Let \( X_1 \) and \( X_2 \) be two spaces of the category, \( h \) a permissible mapping of \( X_1 \) into \( X_2 \); \( \emptyset \) an open subset of \( X_2 \), \( f \) a continuous mapping of \( \emptyset \) into \( X_1 \). Let \( O_1 = h^{-1}(\emptyset) \). Suppose that \( hf \) has no fixed points on \( \emptyset \). Then

\[
1 \((hf,0_2) = 1 \((fh,0_1)\).
\]

(Commutativity).

The property (d) includes as a special case, the following:

(d') Suppose \( X \) and \( X' \) are members of the category and \( X \subset X' \) and the injection mapping \( j : X' \to X \) is permissible. Let \( O \) be an open subset of \( X \), \( f' : O \to X \) a continuous mapping such that \( f' | O = f \). Suppose \( f \) has no fixed points on \( \emptyset \). Then

\[
1 \((f,0) = 1 \((f',X' \cap O).\)
\]

Browder [5] proceeds to establish the existence of a fixed point index for more general categories than the ANR*'s. The categories which he considers are subcategories of the categories of semi-complexes and semi-complex mappings. One such includes all HilC * spaces in the sense of Lefschetz [5], and all their continuous mappings. The definition of a semi-complex is motivated by deriving its properties from well-known properties of ANR's (Lefschetz [5]). Unlike the latter, however, the structure of this class of spaces is restricted by conditions on chain mappings and not on continuous mappings.

DEFINITIONS (Browder [5]): Let \( X \) be a compact, locally connected Hausdorff space, and let \( \mathcal{N} \) be the family of all finite open coverings of \( X \). For \( \alpha, \beta \in \mathcal{N} \), write \( \beta > \alpha \) if \( \beta \) is a refinement of \( \alpha \). For \( \alpha \in \mathcal{N} \), let \( N_\alpha \) be the nerve of \( \alpha \), and \( C_\alpha(N_\alpha) \) the vector
space of oriented n-chains with rational coefficients.

The support of a simplex \( \sigma \in N_\alpha \), \( \text{Sup(}\sigma) \), is defined to be the union of the closures of the open sets of \( \sigma \) which are vertices of \( \sigma \). The support of a chain \( g \in C_n(N_\alpha) \), \( \text{Sup}(g) \), is defined to be the union of the supports of those simplices of \( N_\alpha \) which have non-null coefficients in the expansion of \( g \).

Let \( C(N_\alpha) \) be the differential graded module of oriented chains of \( N_\alpha \) with rational coefficients, let \( d_\alpha \) be the differential of \( C(N_\alpha) \), which is of degree \((-1)\). In the following definition, by a chain mapping of \( C(N_\alpha) \) into \( C(N_\beta) \) is meant a graded homomorphism \( h \) of degree zero over the rationals for which, as usual, \( d_\beta h = h d_\alpha \), but in addition, it is also assumed that \( h \) carries integral chains of \( N_\beta \) into integral chains of \( N_\alpha \). Two chain mappings \( h \) and \( h_\beta \) of \( C(N_\alpha) \) into \( C(N_\beta) \) are chain homotopic with chain homotopy \( D \) if \( D \) is a graded homomorphism of \( C(N_\alpha) \) into \( C(N_\beta) \) of degree \((+1)\) such that \( h - h_\beta = d_\beta D + D d_\alpha \).

Let \( X \) be a compact, locally connected Hausdorff space. \( X \) is said to be a semi-complex if there is a semi-complex structure defined on \( X \), where by the latter is meant the following: (A) For each \( \lambda \in \Omega \) there exists \( \alpha_\lambda(\lambda) \in \Omega \) and a family \( C_\lambda = \{c_\alpha\} \) of one or more chain mappings \( c_\alpha : C_n(N_\alpha) \to C_n(N_\lambda) \) for \( \alpha > \beta > \alpha_\lambda(\lambda) \) and all \( n \geq 0 \), such that the following properties hold for these chain mappings:

1. If for \( \beta, \xi \in \Omega \), with \( \beta > \xi \), \( j_{\xi, \beta} \) is the chain mapping of \( C_n(N_\beta) \) into \( C_n(N_\xi) \) induced by one of the natural injections of \( N_\beta \) into \( N_\xi \), then for every \( \alpha > \beta > \xi > \alpha_\lambda(\lambda) \), the chain mapping \( c_\alpha \) is chain homotopic to \( c_{\xi, \beta} j_{\xi, \beta} \) with a chain homotopy small of order \( \lambda \), i.e. with a chain homotopy \( D^{(1)}_{\alpha, \beta} \) such that for every simplex \( \sigma \in N_\beta \) and the corresponding elementary n-chain \( g \) with coefficient 1,

\[
\text{Sup}(g) \cup \text{Sup}(c_{\alpha, \beta}(g)) \cup \text{Sup}(D^{(1)}_{\alpha, \beta}(g))
\]

is contained in a single element of \( \lambda \).

2. For \( \xi > \alpha > \beta > \alpha_\lambda(\lambda) \) the chain mapping \( c_{\alpha, \beta} \) is chain homotopic to \( j_{\alpha, \beta} c_{\xi, \beta} \) with a chain homotopy \( D^{(2)}_{\alpha, \beta} \) such that

\[
\text{Sup}(g) \cup \text{Sup}(c_{\alpha, \beta}(g)) \cup \text{Sup}(D^{(2)}_{\alpha, \beta}(g))
\]

is contained in a single element of \( \lambda \) for each elementary n-chain \( g \) of \( N_\beta \).
(iii) If \( \rho > \xi > \alpha_\omega(\lambda) \), then for every \( n \geq 0 \) the chain mapping \( c_{\rho \xi} \) induces an endomorphism of \( H_k(N_\rho) \) which is idempotent and whose image is the submodule of \( H_k(N_\rho) \) consisting of coordinates of elements of \( H_k(X) \).

(iv) If \( \lambda' > \lambda \), then \( \alpha_\omega(\lambda') > \alpha_\omega(\lambda) \) and \( C_\lambda \) is a subfamily of \( C_\lambda' \).

The most important differences between the definitions of the quasi-complexes (Lefschetz [5, p.323]) and the semi-complexes can be summarized in order of increasing importance as follows (Browder [5, p.269]):

1. In the definition of the semi-complexes much more detailed restrictions are assumed for the chain mappings \( c_{\alpha \beta} \) (which Lefschetz calls chain derivations) than in the definition of a quasi-complex, where for example the chain mappings \( c_{\alpha \beta} \) are assumed homologous (which for rational coefficients is equivalent to being chain homotopic) while here it is assumed that they are chain homotopic with small chain homotopies.

2. In a quasi-complex, condition (iii) is replaced by the stronger condition that \( c_{\rho \xi} \) (at least for a cofinal subset of \( \rho \) and \( \xi \)) induces an isomorphism of \( H_k(N_\rho) \) onto itself. It follows immediately from this (as was first noted by Dyer [1]) that a quasi-complex has isomorphic homology groups with the nerve of any sufficiently fine covering \( \rho \). Consequently it is unclear (despite the statement in Lefschetz [5, p.322]) that the class of quasi-complexes does include the class of ANR's or the more general class of compact spaces which are uniformly locally connected in all dimensions in the sense of homology, the HLC spaces of Lefschetz. (See for the last, Lefschetz [5], Wilder [7]). On the other hand, the axioms for the semi-complexes are rather obviously satisfied by the HLC spaces.

Definition of the fixed point index (Browder [5, p.277]).

Let \( X \) be a compact Hausdorff space which is a semi-complex. Let \( 0 \) be an open subset of \( X \). Suppose we are given a continuous mapping \( f : \overline{0} \to X \) without any fixed points on \( \overline{0} \setminus 0 \).

Let \( \alpha \in \Omega \). We construct a closed sub-polytope \( N_\alpha \) of \( N_\alpha \) corresponding to the open set \( 0 \), where \( N_\alpha \) is the smallest closed sub-polytope of \( N_\alpha \) containing all the vertices of \( N_\alpha \) which correspond to elements \( U \) of \( \alpha \) which are contained in \( 0 \). The boundary \( \partial N_\alpha \) of \( N_\alpha \)
in the simplicial complex \( N_\alpha \) consists of the smallest closed subcomplex of \( N'_\alpha \) spanned by vertices corresponding to elements \( U \in \alpha \) such that there exists \( U_1 \in \alpha \) with \( U \cap U_1 \neq \emptyset \) and \( U_1 \cap (X \setminus \alpha) \neq \emptyset \). The "bounding edge" \( \{U, V\} \) of \( N_\alpha \) in \( N'_\alpha \) is the star of \( N'_\alpha \) in \( N_\alpha \setminus N'_\alpha \).

Let \( \beta \in \Omega \), and let \( f^{-1}(\beta) = \{ f^{-1}(U) \mid U \in \beta \} \). For each \( \alpha > f^{-1}(\beta) \), we define a family of simplicial mappings of \( N'_\alpha \) into \( N_\beta \) in the following way: For each vertex \( q_U \) of \( N'_\alpha \), let \( f_\beta \alpha (q_U) = q_V(\beta) \), where the latter is the vertex in \( N_\beta \) corresponding to some element \( V \in \beta \) for which \( f[U] = V \). By a standard argument \( f_\beta \alpha \) can be extended to a simplicial mapping of \( N'_\alpha \) into \( N_\beta \) and any two such mappings are contiguous in \( N_\beta \) and hence homotopic with homotopy paths lying in simplices of \( N_\beta \).

Let \( q_{\alpha} \) denote the standard projection of \( C(N_\alpha) \) onto \( C(N'_\alpha) \), and let \( f^{\beta}_{\beta \alpha} \) also denote the anti-chain mapping obtained from the simplicial mapping \( f_{\beta \alpha} \), as follows: For each elementary chain \( \sigma_0 \) of \( C(N'_\alpha) \) corresponding to an \( n \)-simplex \( \sigma \), we set

\[
f_{\beta \alpha} (\sigma_0) = \begin{cases} 0 & \text{if } f(\sigma) \text{ has dimension less than } n \\ (-1)^n \sigma_{f(\sigma)} & \text{if } f(\sigma) \text{ has dimension } n,
\end{cases}
\]

where \( \sigma_{f(\sigma)} \) is the elementary chain in \( C(N_\beta) \) corresponding to the \( n \)-simplex \( f(\sigma) \). We extend the homomorphism \( f_{\beta \alpha} \) by linearity, and the result is trivially an anti-chain mapping.

**THEOREM** (Browder [5, p.273]). Let \( \lambda \in \Omega \), with \( \lambda \) composed of connected open sets \( V \). Consider the family of mappings \( c_{\lambda \beta} \) in \( C_\lambda \) satisfying the conditions \((A)_1\) (p.26). Let \( \alpha > \beta > \alpha_0(\lambda) \), \( \alpha > f^{-1}(\beta) \). We define

\[
i_{\beta \alpha} (f, \emptyset) = \text{trace } (c_{\alpha \beta} c_{\lambda \beta} f_{\beta \alpha}).
\]

Then \( i_{\beta \alpha} (f, \emptyset) \) is the same for all choices of \( \alpha, \beta, c_{\lambda \beta} \) and \( f_{\beta \alpha} \), with \( \alpha > \beta > \alpha_0(\lambda) \), \( \alpha > f^{-1}(\beta) \). This common value is denoted by \( i(f, \emptyset) \). It is independent of \( \lambda \) and \( \alpha_0(\lambda) \), for \( \lambda \) sufficiently fine.

The fixed point index \( i(f, \emptyset) \) as defined above depends upon a given structure of a semi-complex on \( X \), i.e. a system of chain mappings \( c_{\alpha \beta} \) satisfying the axioms \((A)_1\) for each \( \lambda \in \Omega \). Since there could very well be several such distinct structures on the space \( X \), it is not clear a priori that this index as defined is unique, nor how one can pass from the properties of the index on one semi-complex \( X_\alpha \) to those on another, \( X_\beta \). To avoid the second difficulty, the following definition is made.
DEFINITION (Browder [5, p.236]): Let $X_1$ and $X_2$ be two compact spaces, each equipped with the structure of a semi-complex. Let the chain mappings of the first semi-complex be denoted by $c^{(1)}_{\alpha\beta}$ and those of the second by $c^{(2)}_{\xi\zeta}$. Then a continuous mapping $h : X_1 \to X_2$ is said to be a semi-complex mapping with respect to the given semi-complex structures on $X_1$ and $X_2$ if, given an open covering $\lambda$ of $X_2$, there exists an open covering $\lambda'$ of $X_1$ such that the following is true:

If

$$\xi > \zeta > \alpha_0(\lambda),$$
$$\alpha > \beta > \alpha_0(\lambda'),$$
$$\alpha > h^{-1}(\xi),$$
$$\beta > h^{-1}(\zeta),$$

and if the simplicial mappings $h_{\xi\alpha}$ of $N_{\alpha,1}$ into $N_{\xi,2}$ ($N_{\alpha,1}$ the nerve of $\alpha$ as a covering of $X_1$; $N_{\xi,2}$ the nerve of $\xi$ as a covering of $X_2$) and $h_{\alpha\beta}$ of $N_{\beta,1}$ into $N_{\xi,2}$ are induced by the continuous mapping $h$, and if $c^{(1)}_{\alpha\beta}$ is a chain mapping lying in the family $C_{\lambda}'$ corresponding to the covering $\lambda'$ in the semi-complex structure on $X_1$, and if $c^{(2)}_{\xi\zeta}$ is a chain mapping in the family $C_{\lambda}$ corresponding to the covering $\lambda$ in the semi-complex structure on $X_2$, then the chain mapping

$$h_{\xi\alpha} c^{(1)}_{\alpha\beta}$$

is chain homotopic to $c^{(2)}_{\xi\zeta} h_{\xi\beta}$ with a chain homotopy $D$, such that for every elementary chain $g$ of $N_{\beta,1}$,

$$h(\text{Sup}(g)) \cup \text{Sup}(Dg)$$

is contained in a single member of $\lambda$.

A category of compact spaces and continuous mappings is said to be a category of semi-complexes if each space has a specified semi-complex structure and if all the continuous mappings are semi-complex mappings.

REMARK (Browder [5, p.237]): For a member $X$ of the family of $\text{HLC}^*$ spaces there is a largest semi-complex structure which is essentially unique, and all continuous mappings are semi-complex mappings with respect to this structure for given spaces $X_1$ and $X_2$. With this prescription, the category of $\text{HLC}^*$ spaces and all their
continuous mappings is a category of semi-complexes.

Browder [5] showed that the fixed point index as defined above is unique for the category of semi-complexes, and satisfies properties (a), (b), (c) and (d) stated on p.24. In particular, the Lefschetz fixed point theorem holds for such spaces.

1.3. Multi-valued mappings such that the image of each point is acyclic

In 1941 Kakutani [2] extended Brouwer's fixed point theorem for the n-cell to multi-valued mappings by proving that a compact convex subset of the Euclidean space $\mathbb{E}^n$ has the f.p.p. for upper semi-continuous closed convex set-valued mappings.

In 1946 Eilenberg and Montgomery [1] showed that a Lefschetz number can also be defined for certain multi-valued mappings of an AR into itself. In doing so, they made essential use of the Vietoris mapping theorem (Vietoris [1]). If $X$ and $Y$ are compacta, then a continuous mapping $f : X \to Y$ is said to have property (V) if, for each $y \in Y$, the set $f^{-1}(y)$ is acyclic with respect to Vietoris homology. (See Lefschetz [5, p.240] or Vietoris [1].) The mapping theorem of Vietoris states that if $f : X \to Y$ satisfies property (V), then the induced homomorphism $f_*^\ast : H_\ast(X) \to H_\ast(Y)$ is an isomorphism onto, for all $r \geq 0$. Thus aided, the following theorems are proved:

EM1. (Eilenberg and Montgomery [1].) Let $X$ be an ANR and $Y$ a compactum. Let $g, h : Y \to X$ be continuous functions, of which $g$ satisfies property (V). Let $\Lambda(g, h) = \sum (-1)^r \text{trace}(h_*^r g_*^r)$. If $\Lambda(g, h) \neq 0$, then there exists a point $y_0 \in Y$ such that $g(y_0) = h(y_0)$.

EM2. (Eilenberg and Montgomery [1].) Let $X$ be an ANR and $f : X \to \mathcal{G}(X)$ upper semi-continuous, where $\mathcal{G}(X)$ denotes the family of non-empty closed acyclic subsets of $X$. Let $Y = \{(x, x') \in X \times X | x' \in f(x)\}$. Define the mappings $g, h : Y \to X$ as follows: $g(x, x') = x$, $h(x, x') = x'$. Then $g$ satisfies property (V) ($g^{-1}(x)$ is homeomorphic to $f(x)$), and we can form the Lefschetz number $\Lambda(f) = \Lambda(g, h) = \sum (-1)^r \text{trace}(h_*^r g_*^r)$. Then, if $\Lambda(f) \neq 0$, there exists a point $x_0 \in X$ such that $x_0 \in f(x_0)$.

This implies the following generalization of Kakutani's theorem:

EM3. (Eilenberg and Montgomery [1].) Let $X$ be an acyclic ANR and $f : X \to \mathcal{G}(X)$ upper semi-continuous, where $\mathcal{G}(X)$ denotes
the family of non-empty closed acyclic subsets of $X$. Then there exists a point $x_0 \in X$ such that $x_0 \in f(x_0)$.


Let $X$ be a Banach space and $\mathcal{C}(X)$ the family of non-empty closed convex subsets of $X$. Browder [3] (1959) called a mapping $f : X \to \mathcal{C}(X)$ completely continuous if the following conditions hold:

(i) The graph of $f$, $\Gamma(f) = \{(x,y) \mid x, y \in X, y \in f(x)\}$, is a closed subset of $X \times X$.

(ii) For every bounded subset $S$ of $X$, there exists a compact subset $K_0$ of $X$ such that $f(x) \cap K_0 \neq \emptyset$ for $x \in S$.

(iii) Let $K$ and $K_1$ be compact subsets of $X$ such that $f(x) \cap K_1 \neq \emptyset$ for $x \in K$. Let $x_0$ be a point of $K$ and $\varepsilon$ a positive constant. Then there exists $\delta > 0$ such that, for $x \in K$ with $\|x - x_0\| < \delta$, we have $f(x) \cap K_1 \subset U_\varepsilon(f(x)) \cap K_1$ and $f(x_0) \cap K_1 \subset U_\varepsilon(f(x)) \cap K_1$.

Browder [3] showed that if $f : X \to \mathcal{C}(X)$ is a completely continuous mapping such that, for some positive integer $m$, $f^m[X]$ is a bounded set, then $X$ has a fixed point under $f$.

In 1952, Begle [2] proved a very general form of the fixed point formula which includes the results of Eilenberg and Montgomery [1], and those of Fan [1] and Glicksberg [1]. The proof uses only homology theory and none of the homotopy properties involved in the notion of an ANR. Consequently, the theorem is shown to hold for a much larger class of spaces, which he calls lc spaces. The lc spaces of Begle [3] are the same as the $H_{\text{Lc}}^{\infty}$ spaces of Lefschetz [5]. (Also see Lefschetz [6, p. 123-126] and Begle [1].) The proof also makes essential use of the Vietoris mapping theorem, for which he gives an extension to compact spaces, using a generalized form of Vietoris cycles.

We now proceed to state and prove Begle’s theorems as in Begle [2,3].
DEFINITIONS (Begle [2]):

Only compact Hausdorff spaces are considered. By a covering $\mu$ of a space $X$ we shall always mean a finite covering consisting of open sets. In this section we shall write $\nu \prec \mu$ if $\nu$ is a refinement of $\mu$. If $A$ is a subset of $X$, we denote by $\textit{St}(A, \mu)$ the set $\{U \in \mu \mid A \cap U \neq \emptyset\}$, and by $\textit{St}(\nu, \mu)$ or $\nu^\ast$ we denote the covering $\{\textit{St}(U, \mu) \mid U \in \nu\}$. If $\mu^\ast < \nu$, we say that $\mu$ is a star refinement of $\nu$, and we write $\mu \prec^\ast \nu$. Every covering has a star refinement (Tukey [1, p. 47]). For each covering $\mu$, we choose one of its star refinements and denote it by $\mu^\ast$.

An $n$-simplex $c_n$ of $X$ is a set of $n+1$ points of $X$, and these are the vertices of $c_n$. If $\mu$ is a covering and $A$ a subset of $X$, we write $\text{diam} A \prec \mu$ if there exists $U \in \mu$ such that $A \subset U$. $X(\mu)$ is the simplicial complex consisting of all simplexes $\sigma$ such that $\text{diam} \sigma \prec \mu$. Clearly, if $\nu \prec \mu$, then $X(\nu)$ is a subcomplex of $X(\mu)$. If $A$ is a subset of $X$, then $X(\mu) \cap A$ is the subcomplex of $X(\mu)$ consisting of all the simplexes of $X(\mu)$ which are contained in $A$.

We shall consider only finite chains on the complexes $X(\mu)$. The coefficients, unless otherwise stated, are in an arbitrary Abelian group. If $c_n$ is such a chain, we denote by $|c_n|$ the finite simplicial complex consisting of all the simplexes on which $c_n$ has non-zero coefficients together with all their faces.

In what follows we make frequent use of the Cartesian product of a simplicial complex $K$ and the closed unit interval $I = [0, 1]$, so we recall here the definition of this product (Lefschetz [5, p. 307]). Let the vertices of $K$ be simply ordered in an arbitrary fashion. Let $\{a_i\}_{i=1}^m$ be a copy of the collection of vertices of $K$. For each $n$-simplex $\sigma_n = (a_0, a_1, \ldots, a_n)$ of $K$, consider the $n+1$ simplexes of the form $(a_0, a_1, \ldots, a_i, a_{i+1}, \ldots, a_n)$. The collection of all such simplexes, together with all their faces, constitute the product $K \times I$. $K$ is called the base of $K \times I$, and the set of all simplexes of $K \times I$, all of whose vertices are primed, is called the top of $K \times I$.

For each simplex $\sigma_n = (a_0, a_1, \ldots, a_n)$ of $K$, let $D(\sigma_n) = \sum_{i=0}^{n} (-1)^i (a_0, a_1, \ldots, a_i, a_{i+1}, \ldots, a_n)$, and if $c_n = \sum \sigma_n^j$, let $D(c_n) = \sum \sigma_n^j D(\sigma_n^j)$. For any chain $c_n$ of $K$, a direct calculation shows that
where $c_n^i$ is the chain in the top of $K \times I$ formed by replacing each vertex of each simplex of $c_n$ by the corresponding primed vertex, and $P$ is the boundary operator. Hence, if $z_n$ is a cycle of $K$,

$$PD(z_n) = z_n^! - z_n,$$

1.e. $z_n \sim z_n^!$ on $K \times I$.

In one place (lemma 3) it will be convenient to consider $K \times I$ as a cell complex rather than as a simplicial complex. This time the elements of $K \times I$ are all the cells of the form $\sigma \times 0$, $\sigma \times 1$ or $\sigma \times I$, where $\sigma$ runs through the simplexes of $K$. The boundary relations in $K \times I$ are:

$$P(\sigma \times 0) = (P\sigma) \times 0, \quad P(\sigma \times 1) = (P\sigma') \times 1, \quad \text{and} \quad P(\sigma \times I) = (\sigma \times I) - (\sigma \times 0).$$

Then for any cycle $z$ on $K$, we have $P(z \times I) = (z \times 1) - (z \times 0)$, i.e. $z \times 1 \sim z \times 0$ on $K \times I$.

A collection $z_n = \{z_n(\mu)\}$ of $n$-cycles of $X$, one for each covering $\mu$ of $X$, is a generalized Vietoris $n$-cycle (n-V-cycle) if $z_n(\mu)$ is a cycle of $X(\mu)$ and if, whenever $\nu < \mu$,

$$z_n(\nu) \sim z_n(\mu)$$

on $X(\mu)$. The cycles $z_n(\mu)$ are the coordinates of $z_n$. If $z_n$ and $z_n'$ are two $n$-V-cycles, then $z_n + z_n'$ is the $n$-V-cycle whose coordinate on $X(\mu)$ is $z_n(\mu) + z_n'(\mu)$. Further, $z_n \sim 0$ if $z_n(\mu) \sim 0$ on $X(\mu)$ for every $\mu$. The n-dimensional Vietoris homology group of $X$, $H_n^V(X)$, is the factor group of the group of n-V-cycles of $X$ by the subgroup of those which bound.

Let $X$ and $Y$ be two spaces and $f : X \to Y$ a continuous mapping. Let $z_n$ be an n-V-cycle of $X$. For each covering $\nu$ of $Y$, $\mu = f^{-1}(\nu)$ is a covering of $X$. Clearly, $f$ maps each simplex of $X(\mu)$ onto a simplex of $Y(\nu)$, and hence is a simplicial mapping of $X(\mu)$ into $Y(\nu)$. We define $f(z_n)$ to be the n-V-cycle of $Y$ whose coordinate $\mu$ on $Y(\nu)$ is $f(z_n(\mu))$. This clearly induces a homomorphism of $H_n^V(X)$ into $H_n^V(Y)$.

The Vietoris homology groups defined above do not give any new homology properties of $X$. If $X$ is compact metric, it is easy to see that $H_n^V(X)$ is isomorphic to the ordinary Vietoris homology group. In the general case, these groups are isomorphic to the corresponding Čech groups, as we now show.
Given a covering $\mu$ of $X$, let $v = \#^n \mu$. For each vertex $a$ of $X(v)$, choose an element $\nu \in \nu$ such that $a \in \nu$ and then choose an element $U \in \mu$ such that $St(V, \nu) \subseteq U$. Set $\Theta(a) = U$. Then $\Theta$ is a simplicial mapping of $X(v)$ into the nerve $N(\mu)$ of $\mu$.

Next, given a covering $\nu$, let $\xi = \#^n \nu$. For each element $W \in \xi$, let $\psi(W)$ be a point in $W$. Then $\psi$ is a simplicial mapping of $N(\xi)$ into $X(v)$.

Now, let $\gamma_n$ be an $n$-V-cycle. For each covering $\mu$, let $v = \#^n \mu$ and define $z_n(\mu)$ to be $\Theta \gamma_n(v)$. We assert that $z_n = \{z_n(\mu)\}$ is a Čech cycle and that $\Theta$ induces an isomorphism of $H^n(X)$ onto $H^n(\mu)$, the $n$-dimensional Čech homology group of $X$.

To see that $z_n$ is a Čech cycle, let $\mu_2 \prec \mu_1$ be two coverings of $X$. Let $\nu_1 = \#^n \mu_1$ and $\nu_2 = \#^n \mu_2$, and choose a common refinement $\nu$ of $\nu_1$ and $\nu_2$. By the definition of $z_n'$, we have

$$z_n'(\mu_1) = \Theta_1 \gamma_n(v_1),$$
$$z_n'(\mu_2) = \Theta_2 \gamma_n(v_2).$$

Since $\nu \prec \nu_1$,
$$\gamma_n(v) \approx \gamma_n(v_1)$$
on $X(v_1)$.

Therefore
$$\Theta_1 \gamma_n(v) \approx \Theta_1 \gamma_n(v_1)$$
on $N(\mu_1)$.

Similarly, since $\nu \prec \nu_2$,
$$\Theta_2 \gamma_n(v) \approx \Theta_2 \gamma_n(v_2)$$
on $N(\mu_2)$,

and hence
$$\Pi \Theta_2 \gamma_n(v) \approx \Pi \Theta_2 \gamma_n(v)$$
on $N(\mu_1)$,

where $\Pi$ is the projection of $N(\mu_2)$ into $N(\mu_1)$. Thus it will be sufficient to show that

$$\Pi \Theta_2 \gamma_n(v) \approx \Theta_1 \gamma_n(v)$$
on $N(\mu_1)$.

In order to show this, let $K = |\gamma_n(v)|$. We define a simplicial mapping $\psi$ of $K \times I$ into $N(\mu_1)$. For each vertex $a$ of the base of $K \times I$, let $\psi(a) = \Pi \Theta_2(a)$, and for each vertex $a'$ of the top of $K \times I$, let $\psi(a') = \Theta_1(a)$.

To see that this is indeed a simplicial mapping, let
\( (a_0, a_1, \ldots, a_i, a_i', \ldots, a_n) \) be a simplex of \( K \times I \). By the definition of \( \sigma_j \), there is, for \( 0 \leq j \leq 1 \), a set \( V_j \in \nu_0 \) containing \( a_j \), and a set \( V_j' \in \mu_2 \) containing \( St(V_j, \nu_0) \). By the definition of \( \Pi \), there is a set \( V_j = \Pi \sigma_j(a_j) \in \mu_1 \) containing \( U_j \). Similarly, for \( 1 \leq k \leq n \), there is a set \( V_k \in \nu_1 \) containing \( a_k \) and a set \( V_k' \in \nu_1 \) containing \( St(V_k', \nu_1) \).

Since \( (a_0, \ldots, a_n) \) is a simplex of \( X(v) \), there is a set \( V \in \nu \) containing \( a_0, \ldots, a_n \). Therefore, since \( v \in \nu_0 \), \( V \subseteq St(V_j', \nu_0) \) for \( 0 \leq j \leq 1 \), and consequently \( V \subseteq U_j \) for \( 0 \leq j \leq 1 \). Similarly, since \( v \in \nu_1 \), \( V \subseteq St(V_k', \nu_1) \) and hence \( V \subseteq U_k \) for \( 1 \leq k \leq n \). Therefore \( U_0 \cap U_1 \cap \ldots \cap U_k \cap \ldots U_n \neq \emptyset \). Thus \( \psi \) maps the vertices of \( (a_0, \ldots, a_i, a_i', \ldots, a_n) \) into the vertices of a simplex of \( N(\mu_1) \) and therefore is simplicial.

Now \( \gamma_n(v) = \gamma'_n(v) \) on \( K \times I \). By the definition of \( \psi \), \( \psi(\gamma_n(v)) = \prod \sigma_2(\gamma_n(v)) \) and \( \psi(\gamma'_n(v)) = \sigma_1(\gamma_n(v)) \), and this proves (1).

If \( \gamma_n \equiv 0 \), then clearly \( \gamma_n \equiv 0 \) also. Suppose now that \( \gamma_n \not\equiv 0 \).

We shall show that \( \gamma_n \not\equiv 0 \). Given any covering \( \mu \), let \( v = \# \mu \) and let \( \xi = \# v \). Since \( \gamma_n(\xi) \equiv \gamma_n(\mu) \) on \( X(\mu) \), it will be sufficient to show that \( \gamma_n(\xi) \equiv 0 \) on \( X(\mu) \).

Now \( \gamma_n(v) = \gamma_n(\xi) \equiv 0 \) on \( N(v) \). Hence \( \psi \circ \gamma_n(\xi) \equiv 0 \) on \( X(\mu) \), so we are reduced to proving (2).

\[ \gamma_n(\xi) \equiv \psi \circ \gamma_n(\xi) \] on \( X(\mu) \).

Let \( K = |\gamma_n(\xi)| \). We define a simplicial mapping \( \omega \) of \( K \times I \) into \( X(\mu) \) in the following way: For each vertex \( a \) in the base of \( K \times I \), let \( \omega(a) = a \), and for each vertex \( a' \) in the top of \( K \times I \), let \( \omega(a') = \varphi(a) \).

To see that \( \omega \) is simplicial, let \( (a_0, a_1, \ldots, a_i, a_i', \ldots, a_n) \) be a simplex of \( K \times I \). By the definition of \( \varphi \), there is a set \( W_k \in K \) containing \( a_k \) and a set \( V_k \in \nu \) containing \( St(W_k, \xi) \).

By the definition of \( \varphi \), \( \varphi(V_k) \in \nu_k \).

Since \( (a_0, a_1, \ldots, a_n) \) is a simplex of \( X(\xi) \), there is a set \( W \subseteq X(\xi) \) containing \( (a_0, a_1, \ldots, a_n) \). Hence \( W \subseteq St(W_k, \xi) \) for \( 1 \leq k \leq n \) and therefore \( W \subseteq St(W_k, \xi) \), so \( V_k \subseteq St(V_k', \nu) \). Since \( v = \# \mu \), there is an element \( U \subseteq \mu \) which contains \( St(V_k', \nu) \), and hence each \( V_k \subseteq U \). Consequently \( \varphi(a_k) \in U \), \( 1 \leq k \leq n \). But \( W \subseteq V_k \subseteq U \), so \( (a_0, a_1, \ldots, a_n) \subseteq U \). Hence all the vertices of \( (a_0, a_1, \ldots, a_i, a_i', \ldots, a_n) \) are carried by \( \omega \) into vertices contained
in one element of \( \mu \) and hence into the vertices of a simplex of 
\( X(\mu) \), and therefore \( \omega \) is a simplicial mapping.

Now \( y_{n}(\xi) = y'_{n}(\xi) \) on \( K \times I \). By the definition of \( \omega \),
\( \omega(y_{n}(\xi)) = y_{n}(\xi) \) and \( \omega(y'_{n}(\xi)) = \psi(\theta(y_{n}(\xi))) \), so we have proved
\( (2) \).

Thus far we have shown that \( \theta \) induces an isomorphism of \( H^{\nu}_{n}(X) \)
into \( H^{\nu}_{n}(X) \). To complete the proof we must show that this isomorphism
is onto, i.e. that for every \( \check{\text{C}} \)ech cycle \( z_{n} \) there is an \( n \)-V-
cycle \( y_{n} \) such that \( \theta y_{n} \approx z_{n} \). But, given \( z_{n} \) and a covering \( \mu \), let
\( v = \ast \mu \). Define \( y_{n}(\mu) \) to be \( \psi(z_{n}(v)) \). Then \( y_{n} = \{ y_{n}(\mu) \} \) is an
\( n \)-V-cycle and \( \theta y_{n} \approx z_{n} \). We omit the proofs of these last two state-
ments since they are analogous to those above.

Let \( X \) and \( Y \) be compact spaces. A continuous mapping \( f : X \rightarrow Y \)
is a \textit{Vietoris mapping of order} \( n \) if for each covering \( \mu \) of \( X \) and
each point \( y \in Y \) there is a covering \( \xi = \xi(\mu, y) \) of \( X \), with \( \xi \approx \mu \),
such that any \( k \)-cycle, \( \partial_{k} \xi \cap n \), on \( X(\xi) \cap r^{-1}(y) \) bounds on
\( X(\mu) \cap r^{-1}(y) \).

We can now formulate the Vietoris mapping theorem needed in
the proof of the fixed point theorem.

\textbf{THEOREM 1} (Begle \cite{2}). If \( f : X \rightarrow Y \) is a Vietoris mapping of
order \( n \) of \( X \) onto \( Y \), then the homomorphism of \( H^{\nu}_{n}(X) \) into \( H^{\nu}_{n}(Y) \) Indu-
bred by \( f \) is an isomorphism and is onto.

The hypothesis of the theorem can be put in a more convenient
form if the coefficient group is restricted to lie in either of
two classes of groups, the class of fields and the class of elementary
compact topological groups (Steenrod \cite{1, p.672}). The latter
class consists of the character groups of discrete groups with
finite bases, and hence contains all finite groups as well as the
group of real numbers mod 1.

\textbf{THEOREM 2} (Begle \cite{2}). If the coefficient group is an ele-
mentary compact topological group or is a field, and \( f \) is a map-
ning of \( X \) onto \( Y \) such that for each point \( y \in Y \), and for each integer \( k \), \( \partial_{k} \xi \cap n \), the augmented Vietoris homology group \( H^{\nu}_{k}(r^{-1}(y)) \) is
trivial, then the homomorphism of \( H^{\nu}_{n}(X) \) into \( H^{\nu}_{n}(Y) \) induced by \( f \) is
an isomorphism and is onto.

A number of lemmas will be needed.
LEMMA 1 (Begle [2]). If $f$ is a Vietoris mapping of order $n$ of $X$ onto $Y$, then for each covering $\mathcal{U}$ of $X$ and each covering $\mathcal{V}$ of $Y$ there is a refinement $\mathcal{Y} = \gamma(\mathcal{U}, \mathcal{V})$ of $\mathcal{V}$ such that if $E$ is a subset of $Y$ with $\text{diam } B < \gamma$, then there is a point $y \in Y$ such that $\gamma^* \mathcal{E} = \gamma^* \mathcal{E} \mathcal{V}$.

1) $\gamma\gamma = \gamma$;
2) $\gamma\gamma = \gamma\gamma$,

where $\gamma = \gamma(\mathcal{U}, \mathcal{V})$.

PROOF: For each $y \in Y$, let $A_y = X \setminus \gamma \gamma \gamma \gamma$. Then $A_y$ is closed, hence compact, so $f[A_y]$ is closed and $y \notin f[A_y]$. Since $Y$ is normal, there is an open set $B_y$ such that $y \in B_y$ and $B_y \cap f[A_y] = \emptyset$. We may choose $B_y$ to be a set of $\mathcal{V}$ which contains $y$. Now a finite number of the sets $B_y$ cover $Y$, and these constitute the covering $\gamma$.

LEMMA 2 (Begle [2]). If $f$ is a Vietoris mapping of order $n$ of $X$ onto $Y$, then for each covering $\mathcal{U}$ of $X$ and each covering $\mathcal{V}$ of $Y$ there is a covering $\eta = \gamma(\mathcal{U}, \mathcal{V})$ of $Y$, with $\eta < \nu$, and a chain mapping $t$ of the $(n+1)$-skeleton of $X(\eta)$ into $X(\mathcal{U})$ such that for any $k$-simplex $\sigma_k$ of $X(\eta)$, $0 \leq k \leq n+1$, $t \sigma_k$ is a barycentric subdivision of $\sigma_k$ with $\text{diam } \gamma t \sigma_k < \nu$.

PROOF: Let $\gamma_{n+1} = \gamma$ and $\gamma_{n+1} = \nu$. Let $\gamma_n = \gamma(\mathcal{U}_{n+1}, \gamma_{n+1})$ and let $\gamma_n = \gamma_n$. For each element $\gamma_{n+1}$ of $\gamma_{n+1}$, $\text{diam } \gamma_{n+1} < \gamma_n$, so by lemma 1, there is an associated point $y_{n+1}$. Let $\mathcal{E}_{n+1} = \gamma(\mathcal{U}_{n+1}, \gamma_{n+1})$ and let $\gamma_n$ be a common refinement of the coverings $\mathcal{E}_{n+1}$. Next, let $\gamma_{n+1} = \gamma(\mathcal{U}_{n+1}, \gamma_{n+1})$ and let $\gamma_{n+1} = \gamma(\mathcal{U}_{n+1}, \gamma_{n+1})$. Let $\{y_{n+1,1}\}$ be the points associated, by lemma 1, with the elements of $\gamma_{n+1}$, and let $\gamma_{n+1,1} = \gamma(\mathcal{U}_{n+1}, \gamma_{n+1,1})$. Let $\gamma_{n+1,1}$ be a common refinement of the coverings $\gamma_{n+1,1}$.

Proceeding in this fashion, we construct a sequence $\{\gamma_k\}$ of coverings of $X$ and a sequence $\{\gamma_k\}$ of coverings of $Y$, together with the associated sets $\{y_{k+1}\}$, such that

1) $\gamma_{k+1} = \gamma_{k+1} = \gamma_{k+1}$
2) $\gamma_{k+1} = \gamma_{k+1}$

We assert that the covering $\gamma_0$ will serve for $\gamma(\mathcal{U}, \mathcal{V})$. To prove this, we must construct the chain mapping $t$. First, let $\sigma_0$.
be a vertex of \( Y(\nu_0) \). Let \( s_o \) be an arbitrary point of \( f^{-1}(\sigma_0) \), and define \( t(\sigma_0) \) to be \( s_o \). Then \( t(\sigma_0) \) is a null-chain of \( X(M_o) \), and \( ft(\sigma_0) = \sigma_0 \).

Now suppose that \( t \) has been defined for all simplexes \( \sigma_m \) in \( Y(\nu_0) \) with \( m < k \) in such a way that \( t(\sigma_m) \) is a chain of \( X(M_k) \) and \( ft(\sigma_m) \) is a barycentric subdivision of \( \sigma_m \), with \( \text{diam } |b\sigma_m| < \nu_m \).

Let \( \sigma_k \) be a \( k \)-simplex of \( Y(\nu_0) \). Then \( t \) is defined on \( F\sigma_k \), and \( tF\sigma_k \) is a chain of \( X(M_{k-1}) \). Now consider \( f|tF\sigma_k| \). Since \( \sigma_k \) is in \( Y(\nu_0) \), there is an element \( V_o \) of \( \nu_0 \) which contains \( \sigma_k \). If \( \sigma_{k-1} \) appears in \( F\sigma_k \), then \( ft(\sigma_{k-1}) = \sigma_{k-1} \) contains a vertex of \( \sigma_k \). But \( \text{diam } |b\sigma_{k-1}| < \nu_{k-1} \), so \( St(V_o, \nu_{k-1}) \) contains \( f|tF\sigma_k| \). But \( \nu_o \cap \nu_{k-1} \cap \nu_{k-1} \), so \( f|tF\sigma_k| \cap \nu_{k-1} = \nu( \mu_{k-1}, \nu_{k-1}^{*} ) \). Let \( \nu_{k-1,1} \) be the corresponding point of \( Y \), so that \( S(\nu_{k-1,1}, \nu_{k-1}^{*} ) \) contains \( f|tF\sigma_k| \) and \( St(f^{-1}(\nu_{k-1,1}), \nu) \) contains \( f^{-1}|tF\sigma_k| \), which in turn contains \( |tF\sigma_k| \), where \( \nu = \nu( \mu_{k-1}, \nu_{k-1,1}^{*} ) \).

Denote now the cycle \( t\sigma_k \) by \( u_{k-1,1} \), and let \( K = |u_{k-1,1}| \). We define a simplicial mapping \( \chi \) of \( K \times I \) into \( X(\nu) \) by first setting \( \chi(a) = a \) for each vertex \( a \) in the base of \( K \times I \). Let \( s_0 \) be a vertex in the top of \( K \times I \), and let \( a \) be the corresponding point in the base, so that \( a \) is a vertex of \( F\sigma_k \). Since \( St(f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} )) \) contains \( |tF\sigma_k| \), there is a set \( \nu \subseteq \nu_{k-1,1} \cap \nu_{k-1}^{*} \) which meets \( f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} ) \) and also contains \( s_0 \). Let \( \chi(a') \) be a point in \( \nu \cap f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} ) \). If \( a(a_0,a_1,a_1',...a_{k-1}) \) is a simplex of \( K \times I \), then \( a(a_0,a_1,a_1',...a_{k-1}) \) is a simplex of \( f|tF\sigma_k| \) and hence is contained in some element \( U_{k-1} \) of \( \mu_{k-1} \). For each \( j, 0 \leq j \leq k-1, \chi(a_j') \) is a point of \( \nu_j \), where \( \nu_j \subseteq \nu_{k-1} \cap \nu_{k-1}^{*} \), and therefore \( \chi(a_0,a_1,a_1',...a_{k-1}) = \chi(\nu_0,a_0',...a_1',...a_{k-1}) \) is in \( St(U_{k-1}, \nu_{k-1}^{*} ) \), and hence in some element of \( \nu_{k-1} \), since \( \nu_{k-1} \subseteq \nu_{k-1}^{*} \). Thus \( \chi \) maps \( K \times I \) simplicially into \( X(\nu) \).

Now let \( s_0 = \chi(Dz_{k-1}) \), so that \( Pa_0 = Z(z_{k-1}^{*}) ) - Z(z_{k-1}) = X(z_{k-1}^{*}) - z_{k-1} \). The cycle \( X(z_{k-1}^{*}) \) is on \( X(\nu) \cap f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} ) \), and since \( f|tF\sigma_k| \cap \nu_{k-1,1}^{*} \), there is a chain \( s_{k-1} \) on \( X(M_k) \cap f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} ) \) such that \( Pa_0 = X(z_{k-1}^{*}) \). Let \( s_k = s_{k-1} \cap \nu_{k-1}^{*} \), and set \( t\sigma_k = s_k \). Then \( ft(\sigma_k) = tF\sigma_k \), so \( t \) is a chain mapping.

Finally, observe that each vertex of \( s_k \) is either a vertex of \( F\sigma_k \) or a vertex in \( f^{-1}(\nu_{k-1,1}, \nu_{k-1}^{*} ) \) and \( f \) maps all the other on the single point \( y_{k-1,1} \). Hence \( f\sigma_k \) is the join of \( y_{k-1,1} \) with
\[ ft\mathcal{P}_K = b\mathcal{P}_K \] and thus is a barycentric subdivision \( b\sigma_K \) of \( \sigma_K \). Since \( \text{St}(\gamma_{k-1}, \delta_{k-1}) \) contains \( \{ t| t\mathcal{P}_K \} \), diam \( b\sigma_K \leq K \).

Thus we can continue extending the definition of \( t \) until it is finally defined on all of the \((n+1)\)-skeleton of \( Y'(\nu) \), and we have therefore completed the proof of the lemma.

**Lemma 3** (Begle [2]). Let \( \mu \) and \( \mu' \) be coverings of \( X \), with \( \mu \prec \mu' \), and let \( \nu \) and \( \nu' \) be coverings of \( Y \). Let \( \eta = \eta(\mu, \nu) \) and \( \eta' = \eta(\mu', \nu') \). Let \( t \) and \( t' \) be the corresponding chain mappings. Then there is a common refinement \( \lambda \) of \( \eta \) and \( \eta' \) such that for any cycle \( z_n \) on \( Y(\lambda) \), \( tz_n \sim t'z_n \) on \( X(\mu) \).

**Proof:** We first recall the sequences \( \{ \mu_k \} \) and \( \{ \nu_k \} \) of coverings which were constructed in the proof of lemma 2. Suppose now that we construct new sequences \( \{ \mu'_{k+1} \} \) and \( \{ \nu'_{k+1} \} \) by first choosing \( \mu'_{k+1} \) to be any refinement of \( \mu \) and \( \nu'_{k+1} \) to be any refinement of \( \nu \). Then, at each step, choose \( \nu'_{k+1} \) to be a common refinement of \( \nu'_{k} \) and \( \nu_k \), and \( \mu'_{k+1} \) to be a common refinement of \( \mu'_{k+1} \) and \( \mu_k \). Let \( \{ \lambda_{k+1} \} \) be the set of points of \( Y \) associated with \( \gamma_{k+1} \), and let \( \lambda_j \) be a common refinement of \( \lambda_k \) and of the coverings \( \lambda_{k+1} \), where \( \lambda_j = \lambda_k \).

Now we can repeat the argument of lemma 2 to obtain a chain mapping \( t' \) of \( Y(\nu') \) into \( X(\lambda) \) such that for \( \sigma_k \) in \( Y(\nu') \), \( t'\sigma_k \) is a chain of \( X(\mu) \). We assert that for any cycle \( z_n \) on \( Y(\nu') \), \( tz_n \sim t'z_n \) on \( X(\mu) \).

Before proving this assertion, we show that the lemma follows from it. For we can choose \( \mu'_{k+1} \) and \( \mu_k \) to be the same covering of \( X \) for each \( k \), and similarly for \( \nu'_{k+1} \) and \( \nu_k \). Then \( \nu' = \nu \), and we take this to be \( \lambda \). Now, if \( z_n \) is a cycle on \( Y(\lambda) \), \( tz_n \sim t'z_n \) on \( X(\mu) \) by our assertion, and similarly, \( tz_n \sim t'z_n \) on \( X(\mu) \). Thus \( t' \) and \( t' \) are the same chain mapping, and \( X(\mu) \) is a subcomplex of \( X(\mu) \), so \( tz_n \sim t'z_n \) on \( X(\mu) \).

Returning now to the assertion above, let \( z_n \) be a cycle of \( Y(\nu') \) and let \( K = | z_n | \). We shall define a chain mapping \( u \) of the cell complex \( K \times I \) into \( X(\mu) \). For a cell of \( K \times I \) of the form \( \sigma \times 0 \), let \( u(\sigma \times 0) = t(\sigma) \), and for a cell of the form \( \sigma \times 1 \), let \( u(\sigma \times 1) = t'\sigma \). Now consider a vertex \( \sigma_o \) of \( K \), \( t(\sigma_o) = s_o \), and \( t'(\sigma_o) = s'_o \) are, by construction, vertices \( f^{-1}(\sigma_o) \) and \( f'(\sigma_o) \). There is a point, \( y_{02} \), such that \( \text{St}(y_{02}, \nu) \) contains \( \sigma_o \) and \( \text{St}(f^{-1}(y_{02}, \nu)) \) contains \( f^{-1}(\sigma_o) \), where \( f = f(\mu, \nu) \). Let
\( c_o = t \sigma_o \cdot t' \sigma_o \), a cycle, and let \( L_0 = |c_o| \). We map the simplicial complex \( L_0 \times I \) into \( X(\xi) \) by a mapping \( \omega_o \) such that \( \omega_o(a) = a \) for any vertex \( a \) in the base of \( L_0 \times I \), and \( \omega_o(a') \) is a point of \( f^{-1}(y_{o2}) \) such that \( St(\omega_o(a'), \xi) \) contains \( a \). That there exists such a point follows from the fact that \( St(f^{-1}(y_{o2}), \xi) \) contains \( L_0 \). It is clear that \( \omega_o \) is a simplicial mapping of \( L_0 \times I \) into \( X(\xi) \). Let \( c^1_o = \omega_o(Do \circ) \), so that \( c^1_o \) is a chain of \( X(\xi) \) and \( \omega_o(c^1_o) = \omega_o(c^1_o) - c_o \). Now \( \omega_o(c^1_o) \) is a cycle of \( X(\xi) \cap f^{-1}(y_{o2}) \), so there is a one-chain \( c^2_o \) of \( X(\mu_{1}) \cap f^{-1}(y_{o2}) \) such that \( \omega_o(c^2_o) = c^2_o - c^1_o \) is a chain of \( X(\mu_{1}) \) and \( Fc_1 = c_o \). Clearly \( f(c_1) \) is the join of \( \sigma_o \) and \( y_{o2} \). We define \( u(\sigma_o \times I) \) to be \( c_1 \). Then \( Pu(\sigma_o \times I) = c_o = t \sigma_o \cdot t' \sigma_o = u(\sigma_o \times I) = u(\sigma_o \times I) = F(\sigma_o \times I) \).

Now suppose that \( u \) has been defined on every cell of \( K \times I \) of the form \( \sigma_o \times I \), for all \( m < k \), in such a way that \( u(\sigma_o \times I) \) is a chain of \( X(\mu_{m+1}) \) and \( diam f|u(\sigma_o \times I)| < \nu_{m+1} \). Let \( \sigma_k \) be a simplex of \( Y(\nu') \). Then \( u \) is defined on \( F(\sigma_k \times I) \), and we wish to consider the set \( \gamma \bigcup uF(\sigma_k \times I) \). But \( F(\sigma_k \times I) = (F(\sigma_k) \times I) + (\sigma_k \times I) - (\sigma_o \times I) \), so \( \gamma \bigcup uF(\sigma_k \times I) \) is contained in

\[
\gamma \bigcup uF(\sigma_k \times I) \cup f|u\sigma_k | \cup f|t' \sigma_k | \cup
\]

Let \( V_o \) be an element of \( \nu' \) which contains \( \sigma_k \). Since \( \nu_{k} < \nu'_{k} \), \( St(V_o, \nu'_{k}) \) contains \( f|t' \sigma_k | \). Similarly, since \( \nu_{k} < \nu'_{k} \), \( St(V_o, \nu'_{k}) \) contains \( f|t' \sigma_k | \). Also, for any simplex \( \sigma_{k-1} \) in \( F(\sigma_k) \), \( diam f|u(\sigma_{k-1} \times I)| < \nu_{k} \) and \( f|u(\sigma_{k-1} \times I)| \) contains a vertex of \( \sigma_{k} \), so \( St(V_o, \nu'_{k}) \) also contains \( f|u(\sigma_{k} \times I)| \). But \( \nu_{k} < \nu'_{k} \), where \( \nu'_{k} = f(\mu_{k+1}, \nu'_{k+1}) \), so \( diam f|u(\sigma_{k} \times I)| < f' \).

Therefore there is a point, say \( y_{k2} \), such that \( St(y_{k2}, \nu'_{k+1}) \) contains \( f|uF(\sigma_k \times I)| \) and \( St(f^{-1}(y_{k2}), \xi) \) contains \( f^{-1}r|uF(\sigma_k \times I)| = uF(\sigma_k \times I) \), where \( \xi = f(\mu_{k+1}, \nu_{k+1}) \).

Now let \( c_k = uF(\sigma_k \times I) \), and let \( L_k = |c_k| \). We can define a simplicial mapping \( \omega_k \) of the simplicial complex \( L_k \times I \) into \( X(\xi) \) in the same way that we defined \( \omega_o \), so that \( F\omega_k(Do) = \omega_o(c^1_o) - c_k \), and \( \omega_k(c^1_o) \) is a cycle of \( X(\xi) \cap f^{-1}(y_{k2}) \). Let \( c^2_{k+1} = \omega_k(Do) \), and let \( c^2_{k+1} \) be a chain of \( X(\mu_{k+1}) \cap f^{-1}(y_{k2}) \) such that \( \omega_k(c^2_{k+1}) = \omega_k(c^1_o) \). Then set \( u(\sigma_k \times I) = c^2_{k+1} = c^1_{k+1} - c_{k+1} \). We have \( Pu(\sigma_k \times I) = Fc_{k+1} = c_{k+1} \).

Therefore \( u(\sigma_k \times I) \) is contained in \( f|uF(\sigma_k \times I)| \), \( diam f|u(\sigma_k \times I)| < \nu_{k+1} \). By construction, \( u(\sigma_k \times I) \) is on \( X(\mu_{k+1}) \).
We can therefore continue extending the definition of $u$ until it is defined on all the cells of $X \times I$. Now $F(z_n \times I) = (z_n \times 1) - (z_n \times 0)$ in $K \times I$, so $uF(z_n \times I) = Fu(z_n \times I) = u(z_n \times 1) - u(z_n \times 0) = tz_n - t'z_n$. Since $u(z_n \times I)$ is a chain of $X(\mu_{n+1}) = X(\mu)$, $tz_n \cup t'z_n$ on $X(\mu)$, which completes the proof of the lemma.

**Proof of Theorem 1:** We show first that under the homomorphism induced by $f$, each element of $H_n^V(Y)$ is the image of an element of $H_n^V(X)$.

For each covering $\mu$ of $X$ we choose a covering $\nu$ of $Y$ such that $\mu$ is a refinement of $f^{-1}(\nu)$ and if $\mu = f^{-1}(\nu)$ for some $\nu$, we choose this $\nu$. Let $z_n = \{z(\nu)\}$ be an $n$-$V$-cycle of $Y$. For each covering $\mu$ of $X$, we define $y_n(\mu)$ to be $tz_n(\eta)$, where $\eta = \eta(\mu, \nu)$, $\nu$ being the covering associated with $\mu$ as above, and $t$ being the chain mapping of $Y(\eta)$ into $X(\mu)$ given by lemma 2.

We assert that the collection $\{y_n(\mu)\}$ is an $n$-$V$-cycle. For, let $\bar{\mu}$ be a refinement of $\mu$, and let $\bar{\nu}$ be the covering of $Y$ associated with $\bar{\mu}$. Then $y_n(\bar{\mu}) = tz_n(\bar{\eta})$ and $y_n(\mu) = tz_n(\eta)$, where $\bar{\eta} = \eta(\bar{\mu}, \bar{\nu})$. Let $\lambda$ be the common refinement of $\eta$ and $\bar{\eta}$ given by lemma 3. Then $tz_n(\lambda) \cup tz_n(\bar{\lambda})$ on $X(\mu)$. Since $z_n$ is an $n$-$V$-cycle, $z_n(\lambda) \cup z_n(\bar{\eta})$ on $Y(\eta)$. Hence $tz_n(\lambda) \cup tz_n(\bar{\eta})$ on $X(\mu)$. Similarly, $tz_n(\lambda) \cup tz_n(\bar{\eta})$ on $X(\bar{\mu})$. But $X(\bar{\mu})$ is a subcomplex of $X(\mu)$, so $y_n(\bar{\mu}) = tz_n(\bar{\eta}) \cup tz_n(\eta) = y_n(\mu)$ on $X(\mu)$, which proves that $\{y_n(\mu)\}$ is an $n$-$V$-cycle.

Next, $f y_n(\nu) \cup z_n(\nu)$. For a given covering $\nu$ of $Y$, let $\mu = f^{-1}(\nu)$. Then $y_n(\mu) = tz_n(\eta)$, where $\eta = \eta(\mu, \nu)$. Also, $f y_n(\mu) = ftz_n(\eta) = bz_n(\eta)$, a barycentric subdivision of $z_n(\eta)$ such that for each simplex $[\zeta_n(\eta)]$, $\text{diam} \ |b_{\zeta_n}| < \nu$. The standard argument for showing that a cycle is homologous to its barycentric subdivision applies here to show that $z_n(\eta) \cup ftz_n(\eta)$ on $Y(\nu)$. But $z_n$ is a $n$-$V$-cycle, so $z_n(\eta) \cup z_n(\nu)$ on $Y(\nu)$. Therefore $z_n(\nu) \cup ftz_n(\eta) = f y_n(\mu)$ on $Y(\nu)$.

Thus we have shown that $f$ induces a homomorphism of $H_n^V(Y)$ onto $H_n^V(Y)$. To complete the proof, it is only necessary to show that if $f y_n \cup 0$, then $y_n \cup 0$.

Let then $\mu$ be a covering of $X$, and let $\nu$ be the associated covering of $Y$, so that $\mu = f^{-1}(\nu)$. Let $\eta = \eta(\mu, \nu)$ and let $f = f^{-1}(\eta)$. 

Now recall the sequence \( \{\mu_k\} \) of coverings of \( X \) constructed in the proof of lemma 2, and choose a common refinement \( \delta \) of \( \nu \) and \( \mu_0 \).

Since \( y_n \) is an \( n \)-V-cycle, \( f_{y_n}(\delta) \wedge y_n(\xi) \) on \( X(\xi) \). Hence \( f_{y_n}(\delta) \wedge f_{y_n}(\xi) \) on \( Y(\eta) \). But if \( z_n = f_{y_n} \wedge 0 \) on \( Y \), then \( y_n(\eta) = f_{y_n}(\xi) \wedge 0 \) on \( Y(\eta) \). Therefore, \( f_{y_n}(\delta) \wedge 0 \) on \( Y(\eta) \) and \( f_{y_n}(\delta) \wedge 0 \) on \( X(\mu) \), since \( t \) is a chain mapping. We wish now to show that \( y_n(\delta) \wedge 0 \) on \( X(\mu) \).

Let \( L = \{y_n(\delta)\} \), and let \( L \times I \) be considered as a cell complex. Define a chain mapping \( u \) on the base and the top of \( L \times I \) by \( u(\tau_k \times 0) = \tau_k \) and \( u(\tau_k \times 1) = t \tau_k \) for any simplex \( \tau_k \) of \( L \). If we now examine the proof of lemma 3, we see that, after substitution of \( t \tau_k \) for \( t \sigma_k \) and \( \tau_k \) for \( t \sigma_k \), this proof applies without change to show that \( u \) can be extended to a chain mapping of all of \( L \times I \) into \( X(\mu) \). Thus \( u(y_n(\delta) \times x) \) is a chain of \( X(\mu) \) such that \( Fu(y_n(\delta) \times x) = u(y_n(\delta) \times x) \cdot (y_n(\delta) \times 0) = f_{y_n}(\delta) \cdot y_n(\delta) \), i.e. \( f_{y_n}(\delta) \wedge y_n(\delta) \) on \( X(\mu) \).

Now, since \( f_{y_n}(\delta) \wedge 0 \) on \( X(\mu) \), we have \( y_n(\delta) \wedge 0 \) on \( X(\mu) \). But \( y_n \) is an \( n \)-V-cycle so \( y_n(\delta) \wedge y_n(\mu) \) on \( X(\mu) \). Thus \( y_n(\mu) \wedge 0 \) on \( X(\mu) \), so \( y_n(\mu) \). This completes the proof of theorem 1.

PROOF OF THEOREM 2: Let \( \mu \) be a covering of \( X \) and \( \nu \) a point of \( Y \). Let \( \nu_1 = \mu \), and let \( \varphi \) be the simplicial mapping, defined on p. 34, of \( N(\nu_1) \) into \( X(\mu) \). We now consider \( \nu_1 \) as a covering of the compact set \( f^{-1}(y) \). Since the coefficient group is an elementary compact group or a field, there is (Steenrod [1], p. 678) and Lefschetz [5, p. 216]) a refinement \( \nu_2 \) of \( \nu_1 \) such that if \( y_n \) is a cycle of \( N(\nu_2) \) on \( f^{-1}(y) \), then \( \varphi \nu_2 \) is the coordinate on \( N(\nu_1) \) of a \( \tilde{C}ech \) cycle of \( f^{-1}(y) \). Let \( \xi = \# \nu_2 \). We assert that any cycle \( y_k \), \( 0 \leq k \leq n \), on \( X(\xi) \) \( f^{-1}(y) \) bounds on \( X(\mu) \wedge f^{-1}(y) \).

Let \( \Theta \) be the simplicial mapping of \( X(\xi) \) into \( N(\nu_2) \) defined on p. 34. Then \( \Theta y_k \) is a cycle of \( N(\nu_2) \) on \( f^{-1}(y) \). Therefore, \( \pi \Theta y_k \) is the coordinate on \( N(\nu_1) \) of a \( \tilde{C}ech \) cycle of \( f^{-1}(y) \). Since \( H_k^N(f^{-1}(y)) = H_k^X(f^{-1}(y)) = 0 \), this \( \tilde{C}ech \) cycle bounds and \( \pi \Theta y \wedge 0 \) on \( N(\nu_1) \). Then \( \varphi \pi \Theta y_k \wedge 0 \) on \( X(\mu) \wedge f^{-1}(y) \). But it is easy to see, as in the proof that the \( \tilde{C}ech \) and Vietoris homology groups are isomorphic, that \( \varphi \pi \Theta y_k \wedge y_k \) on \( X(\mu) \wedge f^{-1}(y) \). Now we can choose \( \xi(\mu, y) \) to be \( \xi \), and the hypothesis of theorem 1 is satisfied. This proves theorem 2.
DEFINITIONS (Begle \cite{3}).

Let $K$ be a finite simplicial complex. A realization of $K$ in $X(\alpha)$ is a chain mapping $\tau$ of $K$ into $X(\alpha)$. If $\beta$ is another covering of $X$, we write norm $\tau < \beta$ if for each simplex $\sigma$ of $K$, $\text{diam} |\tau \sigma| < \beta$, i.e., if there is a member of $\beta$ which contains the complex $|\tau \sigma|$. A partial realization $\tau'$ of $K$ is a realization of a subcomplex $L$ of $K$ which contains all the vertices of $K$. We write norm $\tau' < \beta$ if for each simplex $\sigma$ of $K$ there is a member of $\beta$ which contains all the complexes $|\tau' \sigma'|$ for those faces $\sigma'$ of $\sigma$ which are in $L$.

A compact Hausdorff space $X$ is lc if for each covering $\xi$ of $X$ there is a refinement $\kappa = \kappa(\xi)$ and for each covering $\beta$ there is a refinement $\alpha = \alpha(\beta, \xi)$ such that if $K$ is a finite simplicial complex and $\tau'$ a partial realization of $K$ in $X(\alpha)$ with norm $\tau' < \kappa$, then there is a realization $\tau$ of $K$ in $X(\beta)$, with norm $\tau < \xi$ and such that $\tau \sigma = \tau' \sigma$ whenever the latter is defined.

We now derive those properties of lc spaces which we need in the statements and proofs of the theorems.

LEMMA 4 (Begle \cite{3}). If $X$ is lc, there is a covering $\nu_0$ of $X$ such that if $z$ is a $V$-cycle and if $z(\nu) \neq 0$ on $X(\nu)$ for some $\nu < \nu_0$, then $z \neq 0$.

PROOF: Let $\xi$ be the covering consisting of the single open set $X$, and let $\nu_0 = \kappa(\xi)$. Now suppose $z(\nu) \neq 0$ on $X(\nu)$ for some $\nu < \nu_0$. Let $\nu_1$ be any refinement of $\nu$ and let $\nu_2 = \alpha(\nu_1, \xi)$. Since $z$ is a $V$-cycle, $z(\nu_2) \neq z(\nu)$ on $X(\nu)$. Therefore, $z(\nu_2) \neq 0$ on $X(\nu)$. Let $c$ be a chain on $X(\nu)$ such that $F(c) = z(\nu_2)$.

We define a partial realization $\tau'$ of $|c|$ in $X(\nu_2)$ by setting $\tau' \sigma = \sigma$ if $\sigma$ is in $|z(\nu_2)|$ or is a vertex of $|c|$. Clearly, norm $\tau' \nu < \nu_0 = \kappa(\xi)$. Therefore, there is a realization $\tau$ of $|c|$ in $X(\nu_1)$, and $\tau \sigma = \tau' \sigma$ whenever the latter is defined. Thus, $F \tau(c) = F \tau(\nu) = \tau(z(\nu_2)) = \tau'(z(\nu_2)) = z(\nu_2)$, and so $z(\nu_2) \neq 0$ on $X(\nu_1)$. But $z(\nu_2) \neq z(\nu_1)$ on $X(\nu_1)$, so $z(\nu_1) \neq 0$ on $X(\nu_1)$. Since $\nu_1$ is an arbitrary refinement of $\nu$, this proves the lemma.

LEMMA 5 (Begle \cite{3}). If $X$ is lc, then its homology groups are isomorphic to the corresponding groups of a finite complex.
PROOF: Let $\nu_0$ be the covering of lemma 4, and let $\nu_1 = \nu_0$. For each element $u \in \nu_1$, let $\varphi(u)$ be a point in $u$. Then $\varphi$ is a simplicial mapping of $N(\nu_1)$ into $X(\nu_0)$. Let $K = \varphi[N(\nu_1)]$. $K$ is a finite subcomplex of $X(\nu_0)$. Next, let $\nu_2 = \nu_1$. For each vertex $x \in X(\nu_2)$, choose an element $v \in \nu_2$ such that $x \in v$ and then choose an element $w \in \nu_1$ such that $St(v, \nu_2) \subseteq w$. Let $\Theta(x) = w$. Then $\Theta$ is a simplicial mapping of $X(\nu_2)$ into $N(\nu_1)$. In the proof of the fact that the Vietoris and Čech homology groups are isomorphic, we have shown that, if $z$ is any cycle on $X(\nu_2)$, then $\varphi \Theta(c) \equiv c$ on $X(\nu_0)$.

(See p.35)

Let $z$ now be a $V$-cycle of $X$. Let $w(z) = \varphi \Theta(z(\nu_2))$. Then $w$ induces a homomorphism of $H_n(X)$ into $H_n(K)$, for all $n \geq 0$. We assert that this homomorphism is actually an isomorphism. For $w(z) = \varphi \Theta(z(\nu_2)) \equiv 0$ on $K$, then $\varphi \Theta(z(\nu_2)) \equiv 0$ on $X(\nu_0)$, since $K \subseteq X(\nu_0)$.

But $z(\nu_2) \equiv \varphi \Theta(z(\nu_2))$ on $X(\nu_0)$ and $z(\nu_2) \equiv z(\nu_0)$ on $X(\nu_0)$, since $z$ is a $V$-cycle. Thus $z(\nu_0) \equiv z$ on $X(\nu_0)$ and so, by lemma 4, $z \equiv 0$. Thus the homology groups of $X$ are isomorphic to subgroups of the homology groups of $K$, and this proves the lemma.

**LEMMA 6 (Pogge [3]).** If $X$ is lc, then each covering $\mu$ of $X$ has a normal refinement $\mu'$, i.e., a refinement such that, if $c$ is a cycle on $X(\mu')$, then there is a $V$-cycle $z$ such that $z(\mu) = c$.  

PROOF: Let $\xi$ be the covering of $X$ consisting of the single open set $X$, and let $\xi_1 = \kappa(\xi)$ and $\xi_2 = \kappa(\xi_1)$. It is sufficient to prove the lemma for the case $\mu < \xi_2$. We assert that for any such covering we can choose $\mu'$ to be $\alpha(\mu, \xi_1)$.

Suppose then that $c$ is a cycle on $X(\mu')$. For each covering $\mu_1 < \mu'$, let $\mu_2 = \alpha(\mu_1, \xi_1)$, and define a partial realization $\tau'$ of $|c|$ in $X(\mu_2)$ by setting $\tau' \sigma_0 = \sigma_0$ for each vertex $\sigma_0$ of $|c|$. Since $\mu' < \mu < \xi_2 = \kappa(\xi_1)$, norm $\tau' < \kappa(\xi_1)$. Hence there is a realization $\tau$ of $|c|$ in $X(\mu_1)$ with norm $\tau < \kappa(\xi_1)$. In the special case where $\mu_1 = \mu'$, we can and do choose $\tau$ to be the identity chain mapping.

Now for each refinement $\mu_1$ of $\mu'$, we have a cycle $\gamma(\mu_1) = \tau c$ on $X(\mu_1)$. This collection of cycles does not necessarily form a $V$-cycle, but it does have the property that if $\nu_1$ and $\nu_2$ are refinements of $\alpha(\mu_1, \xi)$, then $\gamma(\nu_1) \equiv \gamma(\nu_2)$ on $X(\mu_1)$. To see that this is so, consider the cartesian product $K = |c| \times I$. We define a partial realization $\rho'$ of $K$ in $X(\alpha(\mu_1, \xi))$ by defining $\rho'$ on
the base of \( K \) to be the chain mapping \( \tau \) from \( |c| \) to \( X(\nu_1) \) and on the top of \( K \) to be the chain mapping from \( |c| \) to \( X(\nu_2) \). Since the norm of each of these mappings is less than \( \varepsilon_1 \), norm \( \rho' < \varepsilon_1 = \kappa(\varepsilon) \). Consequently, there is a realization \( \rho \) of \( K \) in \( X(\mu_1) \). Denote by \( c_1 \) the copy of \( c \) in the base of \( K \) and by \( c_2 \) the corresponding copy in the top of \( K \). Then \( c_1 \sim c_2 \) on \( K \), so \( \rho(c_1) \sim \rho(c_2) \) on \( X(\mu_1) \). But \( \rho(c_1) = y(\nu_1) \) and \( \rho(c_2) = y(\nu_2) \), and so \( y(\nu_1) \sim y(\nu_2) \) on \( X(\mu_1) \).

Now consider the family of all coverings \( \xi \) such that \( \alpha(\xi, \varepsilon) < \mu \).

This is a cofinal family, and so, in defining a \( V \)-cycle, it is sufficient to give its coordinates on this family. For each such \( \xi \), define \( z(\xi) \) to be \( y(\alpha(\xi, \varepsilon)) \). If we can show that this collection of cycles forms a \( V \)-cycle, then we have proved our lemma, for \( z(\mu) = y(\alpha(\mu, \varepsilon)) = y(\mu') = c \).

Suppose that \( \xi_1 < \xi_2 \). Let \( \nu_1 = \alpha(\xi_1, \varepsilon) \) and \( \nu_2 = \alpha(\xi_2, \varepsilon) \), and let \( \nu_3 \) be a common refinement of \( \nu_1 \) and \( \nu_2 \). Then, by what was shown above, \( y(\nu_3) \sim y(\nu_1) \) on \( X(\xi_1) \) and \( y(\nu_3) \sim y(\nu_2) \) on \( X(\xi_2) \). But \( X(\xi_1) = X(\xi_2) \), so \( z(\xi_1) = y(\nu_1) \) or \( y(\nu_2) = z(\xi_2) \) on \( X(\xi_2) \), so \( \{z(\xi)\} \) is a \( V \)-cycle, and the lemma is proved.

REMARK (Begle [3]). It is clear that an analogous formula holds for Čech cycles. The interest in this remark lies in the fact that the proof of this lemma holds for any coefficient group. Therefore, in an lc space, any covering has a normal refinement no matter what the coefficient group is.

THEOREM 3 (Begle [3]). Let \( X \) be a compact lc space which is \( a \)-cyclic. Let \( \mathcal{E}(X) \) denote the family of closed, acyclic subsets of \( X \), and let \( f : X \to \mathcal{E}(X) \) be upper semi-continuous. Then there exists a point \( x_0 \in X \) such that \( x_0 \in f(x_0) \).

Theorem 3 is derived from a more general theorem, a generalization of Lefschetz's fixed point theorem (Lefschetz [5]) which also includes theorem EM2 (p.30) of Eilenberg and Montgomery [1].

Consider a compact space \( X \) which is lc (but not necessarily acyclic), and an upper semi-continuous mapping \( f \) as above. Let \( Y = \{(x, x') \in X \times X \mid x' \in f(x)\} \). Since \( f \) is upper semi-continuous, \( Y \) is a closed subset of \( X \times X \) and hence is compact. We define two mappings \( g, h : Y \to X \) by \( g(x, x') = x \) and \( h(x, x') = x' \), for all \( (x, x') \in Y \). Clearly, \( f = h^{-1} g^{-1} \).

For each \( x \) in \( X \), \( g^{-1}(x) \) is homeomorphic to \( f(x) \), which is \( a \)-cyclic. Since the coefficient group is a field, theorem 2 applies.
to show that $g$ induces an isomorphism $g_{*r} : H_r(Y) \to H_r(X)$ onto, for $r \geq 0$. Therefore, $g^{-1}$ is an isomorphism defined on $H_r(X)$. Since $h : Y \to X$ is continuous, it induces a homomorphism $h_{*r} : H_r(Y) \to H_r(X)$, $r \geq 0$. Thus, $h_{*r} \circ g_{*r}^{-1} : H_r(X) \to H_r(X)$ is a homomorphism. By lemma 5, $H_r(X)$ has a finite basis, and hence the trace of $h_{*r} \circ g_{*r}^{-1}$ is defined. Let $\Lambda(f) = \Lambda(g, h) = \sum_{j=0}^{\infty} (-1)^j$ trace of $h_{*r} \circ g_{*r}^{-1}$. By lemma 5, $H_r(X) = 0$ for sufficiently large $r$, and so $\Lambda(f)$ exists. We now state

THEOREM 4 (Begle [3]). Let $X$ be a compact lc space. Let $C(X)$ denote the family of closed, acyclic subsets of $X$, and let $f : X \to C(X)$ be upper semi-continuous. If $\Lambda(f) \neq 0$, then there exists a point $x_0 \in X$ such that $x_0 \in f(x_c)$.

It is easy to derive theorem 3 from theorem 4. For, if $X$ is acyclic, then $H_r(X) = 0$ for $r > 0$, and $H_0(Y)$ has just one generator, so $\Lambda(f) = 1$ and theorem 2 applies.

PROOF OF THEOREM 4: In order to prove theorem 4, we need an explicit method for calculating $\Lambda(f)$ in terms of the $V$-cycles of $X$. We obtain this by first recalling how the mappings $g$ and $h$ of $Y$ into $X$ induce the homomorphisms $g_{*r}$ and $h_{*r}$ of $H_r(Y)$ into $H_r(X)$.

Let $z$ be an $r$-$V$-cycle of $X$. For each covering $\mu$ of $Y$, choose a covering $\nu$ of $X$ such that $\mu < g^{-1}(\nu)$, and if $\mu = g^{-1}(\nu)$ for some $\nu$, choose this $\nu$. Let $g(\mu) = tz(\eta)$, where $\eta = \eta(\mu, \nu)$ is the refinement of $\nu$ given by lemma 2, and $t$ is the corresponding chain mapping of $X(\eta)$ into $Y(\mu)$. Then, as was shown in the proof of theorem 2, $y = \{ y(\mu) \}$ is an $r$-$V$-cycle of $Y$, which we now denote by $g^{-1}_r(z)$, and the transformation $z \to g^{-1}_r(z)$ induces precisely the isomorphism $g_{*r}^{-1} : H_r(Y) \to H_r(X)$.

It appears at a first glance that $y = g^{-1}_r(z)$ depends on the order of $g$ as a Vietoris mapping, since the construction of $\eta(\mu, \nu)$ in the proof of lemma 2, depends on the order of $g$. However, the homology class of $y$ is independent of this order, since the homomorphism $g_{*r} : H_r(Y) \to H_r(X)$ determined by $g$ is uniquely defined. Therefore, in the above construction, we may take $g$ to be of any convenient order $k \geq r$.

Next, given any $r$-$V$-cycle $y$ of $Y$, for any covering $\nu$ of $Y$, let $\mu = h^{-1}(\nu)$, and let $z(\nu) = h(y(\mu))$. Then $z = \{ z(\nu) \}$ is an $r$-$V$-cycle of $X$, which we denote by $h_r(y)$, and the transformation
\( y \mapsto h_\alpha(y) \) induces the homomorphism \( h^\alpha_\ast : H_\alpha(Y) \to H_\alpha(X) \).

Thus the transformation \( z \mapsto h_\alpha g^{-1}_\alpha(z) \), where \( z \) is an \( r \)-cycle of \( X \), induces the homomorphism \( h^\alpha g^{-1}_\alpha : H_r(X) \to H_r(X) \). Let \( z_1, z_2, \ldots, z_k \) be a homology basis for the \( r \)-cycles of \( X \), i.e., a maximal set of \( r \)-cycles which are independent with respect to homology. Then, for each integer \( i, 1 \leq i \leq k \), \( h^\alpha g^{-1}_\alpha(z_i) = \sum_j \alpha_{i,j} z_j \).

But now \( \Lambda(f) = \Lambda(e, h) = \sum_{r \geq 0} (-1)^r \text{trace} (s^r_{1,1}) = \sum_{r \geq 0} \sum_{i=1}^k (-1)^r \alpha_{i,1} \).

Next we show that the calculation of \( \Lambda(f) \) can be reduced to a similar calculation for a chain mapping of a finite complex into itself.

Let \( \varepsilon \) be an arbitrary covering of \( X \), and let \( \varepsilon_1 = \kappa_\epsilon(\varepsilon) \) and \( \varepsilon_2 = \kappa(\varepsilon_1) \), where the notation refers to the definition of an lc space. Let \( \nu \) be a common refinement of \( \varepsilon_2 \) and of the covering \( \nu_0 \) of lemma 4, and let \( K \) be the finite subcomplex \( \psi[H(\nu)] \) of \( X(\nu) \).

We are going to define a chain mapping \( v : K \to K \). Before doing this, we note that if \( z \) is an \( r \)-cycle of \( X \), then the coordinate of \( h_\alpha g^{-1}_\alpha(z) \) is obtained by first choosing a covering \( \nu_1 \) such that \( \mu_1 < g^{-1}(\nu_1) \), where \( \mu_1 = h^{-1}(\nu) \). Then \( h_\alpha g^{-1}_\alpha(z(\nu)) = h\nu_1(z(\eta_1)) \), where \( \eta_1 = \gamma(\mu_1, \nu) \). Recall that \( \gamma_1 \) depends on the order of the Vietoris mapping \( g \). Choose an integer which is greater than the dimension of \( K \) and which is such that the homology groups of \( X \) for dimensions greater than this integer are all zero. Take this to be the order of \( g \) in constructing \( \gamma_1 \), and in the construction of \( \eta_2 \) below.

To define the chain mapping \( v \), set \( \gamma_1 = \gamma_2 \). Choose a normal refinement \( \nu_2 \) of \( \gamma_1 \) (lemma 6). Let \( \mu_2 = h^{-1}(\nu_2) \), and \( \eta_2 = \eta(\mu_2, \nu_2) \). Since \( \nu_2 < \nu_1 \), \( \mu_2 < \mu_1 \). Therefore, by lemma 3, there is a common refinement \( \lambda_1 \) of \( \eta_1 \) and \( \eta_2 \) such that \( t_1(x) \equiv t_2(x) \) on \( Y(\mu_1) \) for any cycle \( x \) of \( X(\lambda_1) \), where \( t_1 : X(\eta_1) \to Y(\mu_1) \) and \( t_2 : X(\eta_2) \to Y(\mu_2) \) are the chain mappings of lemma 3. Let \( \lambda_1 = \gamma(\lambda_1, \varepsilon) \).

Now let \( \tau' \) be the identity mapping of the null-skeleton of \( K \), so that \( \tau' \) is a partial realization of \( K \) in \( Y(\lambda_1) \), where \( \lambda_1 = \gamma(\lambda_1, \varepsilon_1) \). Since \( \nu < \varepsilon_2 = \kappa(\varepsilon_1) \), norm \( \tau' < \kappa(\varepsilon_1) \). Hence there is a realization \( \tau : K \to X(\lambda_2) \) of norm \( \varepsilon_2 \), and such that for each vertex \( v_0 \) of \( K \), we have \( \tau|_{v_0} = \tau'|_{v_0} = v_0 \).
Since \( \lambda_2 < \lambda_1 \), \( t_2 \) is defined on \( X(\lambda_2) \), so \( t_2 \tau : K \to X(\mu_2) \) is a chain mapping, and \( h^t_2 \tau : K \to X(\nu_2) \subset X(\nu') \) is a chain mapping. Let \( \Pi \) denote the transformation \( \psi \Theta : X(\nu') \to K \). Define the chain mapping \( v \) to be \( \Pi h^t_2 \tau \).

Let \( \Lambda(v) = \sum_{r \geq 0} (-1)^r \text{trace } v_{\nu^r} \), where \( v_{\nu} : H_r(K) \to H_r(K) \) is the homomorphism induced by \( v \). We now assert that trace \( h^t_2 \Pi = \text{trace } v_{\nu^r} \) for each \( r \geq 0 \), and hence that \( \Lambda(f) = \Lambda(v) \). To prove this, let \( z_1, \ldots, z_k \) be a homology basis for the \( r \)-cycles of \( X \). These cycles may be chosen such that, for each \( i \), \( z_i(v) = \psi \Theta z_i(v') \) of \( K \).

For \( z_i(v') = z_i(v) \) on \( X(v) \), since \( z_i \) is a \( V \)-cycle. Also, \( \psi \Theta z_i(v') = z_i(v') \) on \( X(v) \). Hence, if the coordinate \( z_i(v) \) of \( z_i \) is replaced by \( \psi \Theta z_i(v') \), the resulting \( V \)-cycle is homologous to the original one.

Now we construct a homology basis for the \( r \)-cycles of \( K \). Let \( \psi \Theta z_i(v') = c_i \). Since the cycles \( z_1, \ldots, z_k \) are independent on \( X \), and since \( v \) is a refinement of the covering \( v_0 \) of lemma 4, the coordinates \( c_1, \ldots, c_k \) are independent on \( X(v) \) and hence on \( K \). Therefore, a homology basis for \( K \) can be obtained by adding independent cycles \( c_{k+1}, \ldots, c_k \) to the set \( c_1, \ldots, c_k \).

Since \( v \) is a chain mapping, \( v(x_i) \) is an \( r \)-cycle on \( K (1 \leq i \leq l) \), and so \( v(x_i) = \sum_{j=1}^{r} b^r_{i,j} x_j \). Now trace \( (b^r_{i,j}) = \sum_{i=1}^{k} b^r_{i,i} \), so we have to show that \( \sum_{i=1}^{k} b^r_{i,i} = \sum_{i=1}^{l} b^r_{i,i} \).

We first show that \( b^r_{i,j} = 0 \) for \( k+1 \leq i \leq l \). Recall that \( h^t_2 \tau x_i \) is a cycle of \( X(\nu_2) \) \( (1 \leq i \leq l) \). By the choice of \( v_2 \), there is an \( r \)-\( V \)-cycle \( z_i \) such that \( z_i(v') = h^t_2 \tau x_i \). Since \( z_1, \ldots, z_k \) forms a homology basis, \( z_i \) is \( \sum_{j=1}^{k} c^r_{j,i} z_j \) and so \( h^t_2 \tau(x_i) = z_i(v) \) \( \forall \sum_{j=1}^{k} c^r_{j,i} z_j(v') \) on \( X(v) \). Therefore

\[
\Pi h^t_2 \tau(x_i) \nu \sum_{j=1}^{k} c^r_{j,i} \Pi z_j(v') = \sum_{j=1}^{k} c^r_{j,i} x_j \text{ on } K.
\]

Thus, \( v(x_i) \) \( (1 \leq i \leq l) \) is linearly dependent on the first \( k \) elements of the homology basis for \( K \). Therefore, the last \( l-k \) columns of matrix \( (b^r_{i,j}) \) consist of zeros, and trace \( (b^r_{i,j}) = \sum_{i=1}^{k} b^r_{i,i} \).

To finish the proof of our assertion, it is sufficient to show that \( b^r_{i,j} = a^r_{i,j} \) for \( i, j = 1, \ldots, k \). To do this, consider any cycle
$x_i (i=1, \ldots, k)$, and let $z_i^1$ be the $r$-V-cycle defined above such that $z_i^1(v) = h_{t_2}^{-1} x_i$. Let $z_i^n$ be the $r$-V-cycle $h_{t_2}^{-1}(z_i^1).

We wish to prove that $z_i^1 \sim z_i^n$. By lemma 4, it is sufficient to show that $z_i^1(v) \sim z_i^n(v)$ on $X(v)$. We start by proving that $z_i^1(\lambda_2) \sim \tau x_i$ on $X(\lambda_1)$. Since $z_i$ is a V-cycle, $z_i(\lambda_2) \sim z_i^1(v) = x_i$ on $X(v)$. Let $c$ be a chain of $X(v)$ such that $F(c) = z_i(\lambda_2) - x_i$. Define a partial realization $\rho$ of $|c|$ into $X(\lambda_2)$ by letting $\rho' = \tau$ on $|x_i|$ and the identity on $|z_i^1(\lambda_2)|$ and on the vertices of $|c| \setminus (|z_i^1(\lambda_2)| \cup |x_i|)$. Since norm $\tau < \varepsilon_1 = \varepsilon(\varepsilon_1)$, and since $v < \varepsilon_1$, norm $\rho' < \varepsilon(\varepsilon_1)$. Also, $\lambda_2 = \alpha(\alpha_1, \varepsilon)$. Therefore, there is a realization $\rho: |c| \to X(\lambda_1)$ with norm $\rho < \varepsilon$. Now $F(c) = \rho Z(\varepsilon_1) = \rho Z(\varepsilon_1(\lambda_2)) - \tau x_i$, since $\rho = \rho'$ whenever $\rho'$ is defined. Thus $z_i(\lambda_2) \sim \tau x_i$ on $X(\lambda_1)$.

Since $t_2$ is a chain mapping, $t_2(z_i^1(\lambda_2)) \sim t_2 x_i$ on $X(\mu_2)$. By the choice of $\lambda_1$, $t_2(z_i^1(\lambda_2)) \sim t_1(z_i^1(\lambda_2))$ on $X(\mu_1)$, and since $X(\mu_2) \subset X(\mu_1)$, we have $t_2(x_i) \sim t_1(z_i^1(\lambda_2))$ on $X(\mu_1)$. Also, since $\lambda_2 < \varepsilon_1$, $z_i(\lambda_2) \sim z_i(\varepsilon_1)$ on $X(\varepsilon_1)$ and so $t_1(z_i(\lambda_2)) \sim t_1(z_i^1(\varepsilon_1))$ on $X(\varepsilon_1)$. Since $h$ is a simplicial mapping, $h_{t_2}^{-1}(x_i) \sim h_{t_1}^{-1}(z_i(\varepsilon_1))$ on $X(v)$.

But $h_{t_2}^{-1}(z_i(\varepsilon_1)) = z_i^1(v)$ and $h_{t_2}^{-1}(x_i) = z_i^1(v)$. Since $z_i^1(v) \sim z_i^1(v)$ on $X(v)$, $z_i^1(v) \sim z_i^n(v)$ and hence $z_i^1 \sim z_i^n$.

Now since $z_i^1 = h_{t_2}^{-1}(z_i^1) \cup \sum_{j=1}^k a^{r}_{i,j} z_j$, we have $z_i^1 \cup \sum_{j=1}^k a^{r}_{i,j} x_j$, and $z_i^1(v) \sim h_{t_2}^{-1}(x_i) \cup \sum_{j=1}^k a^{r}_{i,j} z_j(v)$ on $X(v')$. Consequently,

$\pi h_{t_2}^{-1}(x_i) = \pi(x_i) \cup \sum_{j=1}^k a^{r}_{i,j} \pi(z_j(v)) = \sum_{j=1}^k a^{r}_{i,j}$ on $K$.

But $\pi(x_i) \cup \sum_{j=1}^k b^{r}_{i,j} x_j$, so $a^{r}_{i,j} = b^{r}_{i,j} (i,j=1, \ldots, k)$.

This completes the proof of the assertion that $\Lambda(f) = \Lambda(v)$.

Finally, since $K$ is a finite complex and since the coefficient group is a field, there is another method for calculating $\Lambda(v)$ and hence $\Lambda(f)$. For each $r$-simplex $\sigma_r$ of $K$, let $d^{r}_{i,j}$ be the coefficient of $\sigma^1_r$ in the chain $v(\sigma^1_r)$. Let $\Lambda(v) = \sum_{r \geq 0} (-1)^r \text{trace } d^{r}_{i,j}$. Then $\Lambda(v) = \Lambda(v)$ (Lefschetz [5, p.193]).
We are now ready to prove theorem 4. Suppose that $x \notin f(x)$ for all $x \in X$. Then there is a covering $\varepsilon_0$ of $X$ such that $\text{St} (x, \varepsilon_0) \not\subseteq \text{St} (f(x), \varepsilon_0) = \emptyset$ for all $x \in X$. We now specify the covering $\varepsilon$ involved in the definition of $K$ to be this covering $\varepsilon_0$.

Let $\sigma$ be any simplex of $K$. By construction, $\tau(\sigma)$ is a chain of $X(\lambda_2)$ such that $\text{diam } |\tau(\sigma)| < \varepsilon_1 < \varepsilon$. Choose an arbitrary simplex $\sigma'$ of $X(\lambda_2)$ in $|\tau(\sigma)|$, and let $x$ be a vertex of $\sigma'$. Then $\sigma \subseteq \text{St} (x, \varepsilon)$. By the construction of $t_{22}$ in the proof of lemma 2, $t_{22}(x) \subseteq \varepsilon^{-1}(x)$, and also $t_{22}(\sigma') \subseteq \text{St} (\varepsilon^{-1}(x), \mu_2)$. Therefore, $h_{t_{22}}(x) \subseteq \varepsilon^{-1}(x) = f(x)$ and, since $\mu_2 = h^{-1}(\nu_2)$, $|h_{t_{22}}(\sigma)| \subseteq \text{St} (f(x), \nu_2)$ and so $|\text{Ht}_{t_{22}}(\sigma')| \subseteq \text{St} (f(x), \nu) \subseteq \text{St} (f(x), \varepsilon)$. Since $\sigma \subseteq \text{St} (x, \varepsilon)$, $\sigma$ does not meet any simplex of $\text{Ht}_{t_{22}}(\sigma')$. But $\sigma^{t}$ was an arbitrary simplex of $|\tau(\sigma)|$, so $\sigma$ does not meet any simplex of $\text{Ht}_{t_{22}}(\sigma) = \nu(\sigma)$. Thus, for every $r$ and $1$, $d_{11}^{r} = 0$ and so $A'(\nu) = 0$. But $A'(\nu) = A(\nu) = A(\varepsilon) \neq 0$, and so the assumption, that $x \notin f(x)$ for all $x \in X$, leads to a contradiction.

In 1961 Fan [3], using convexity arguments, obtained results which generalize the fixed point theorem of Tychonoff [1], but they neither include Kakutani's theorem (Kakutani [2]), nor are they included in the generalizations of Kakutani's theorem by Bohnenblust and Karlin [1], Fan [1], Glicksberg [1] and Nguen [3]. Fan's results do not invoke any known fixed point theorem, and they are all derived directly from the theorem of Knaster - Kuratowski - Mazurkiewicz [1], which was used in their well-known proof of Brouwer's theorem. The Knaster - Kuratowski - Mazurkiewicz theorem is reformulated in the following generalized form:

**Lemma 7 (Fan [3]).** Let $X$ be a subset of a topological linear space $Y$. For each $x \in X$, let a closed subset $F(x)$ of $Y$ be given such that the following conditions are satisfied:

(i) The convex hull of any finite subset $\{x_1, x_2, \ldots, x_n\}$ of $X$ is contained in $\bigcup_{1=1}^{n} F(x_i)$.

(ii) $F(x)$ is compact for at least one $x \in X$.

Then $\bigcap_{1=1}^{n} F(x_i) \neq \emptyset$.

**Proof:** Because of condition (ii), it suffices to show that $\bigcap_{1=1}^{n} F(x_i) \neq \emptyset$ for any finite subset $\{x_1, x_2, \ldots, x_n\}$ of $X$. Given $\{x_1, x_2, \ldots, x_n\} \subseteq X$, consider the closed $(n-1)$-simplex
S = (v_1, v_2, ..., v_n) in \mathbb{R}^n with vertices v_1 = (1,0,0, ..., 0),
v_2 = (0,1,0, ..., 0), ..., v_n = (0,0,0, ..., 1), and define a continuous mapping \( \varphi: S \rightarrow Y \) by \( \varphi(\prod_{i=1}^{n} \alpha_i v_i) = \prod_{i=1}^{n} \alpha_i x_i \) for \( \alpha_i > 0 \),
\( \sum_{i=1}^{n} \alpha_i = 1 \). Consider the n closed subsets \( G_i = \varphi^{-1}[F(x_i)] \) 
(\( i = 1, 2, ..., n \)) of S. By (1), for any indices \( 1 \leq i_1 < i_2 < ... < i_k \leq n \), the \((k-1)\)-simplex \( (v_{i_1}, v_{i_2}, ..., v_{i_k}) \) is contained in \( \bigcup_{j=1}^{n} G_i \). According to the Knaster - Kuratowski - Mazurkiewicz theorem, this implies that \( \bigcap_{i=1}^{n} G_i \neq \emptyset \), and so \( \bigcap_{i=1}^{n} F(x_i) \neq \emptyset \).

Let \( Z \) be a topological group and let \( \mathcal{S}(Z) \) be the family of all non-empty compact subsets of \( Z \). \( \mathcal{S}(Z) \) is topologized as follows: For \( A \in \mathcal{S}(Z) \) and for each neighbourhood \( V \) of the identity \( e \) of \( Z \), let \( \mathcal{W}(A) = \{ B \in \mathcal{S}(Z) \mid B \subset AV, A \subset BV \} \). The family of all sets of the form \( \mathcal{W}(A) \), where \( V \) runs through the neighbourhoods of \( e \), is taken as a basis for the neighbourhood system of \( A \) in \( \mathcal{S}(Z) \).

Let \( X \) be a topological space, and \( Z \) a topological group. With \( \mathcal{S}(Z) \) topologized as above, a mapping \( f: X \rightarrow \mathcal{S}(Z) \) is continuous if and only if, for any \( x_0 \in X \) and any neighbourhood \( V \) of \( e \in Z \), there is a neighbourhood \( U \) of \( x_0 \) in \( X \) such that \( f(x) \subset f(x_0).V \) and \( f(x_0) \subset f(x).V \) for all \( x \in U \). In the remainder of this chapter a transformation \( g: X \rightarrow \mathcal{S}(Z) \) will be called upper semi-continuous if and only if, for any \( x_0 \in X \) and for any neighbourhood \( V \) of \( e \in Z \), there is a neighbourhood \( U \) of \( x_0 \) in \( X \) such that \( g(x) \subset g(x_0).V \) for all \( x \in U \). (When \( Z \) is compact, this definition of upper semi-continuity coincides with the one given on p. 14.)

**Lemma 8 (Fan [3]).** Let \( X \) be a topological space and \( Z \) a topological group. Let \( f, g: X \rightarrow \mathcal{S}(Z) \) be upper semi-continuous. If \( F \) is a non-empty closed subset of \( Z \), then
\[
E = \{ x \in X \mid f(x) \cap g(x) \neq \emptyset \}
\]

is closed in \( X \).

**Proof:** Take \( x_0 \in X \setminus E \). Since \( f(x_0) \) is compact and \( F \) is closed, \( F \cdot f(x_0) \) is closed. Since the compact set \( g(x_0) \) is disjoint from the closed set \( F \cdot f(x_0) \), there is a neighbourhood \( V \) of \( e \in Z \) such that \( F \cdot f(x_0).V \cap g(x_0).V = \emptyset \). Choose a neighbourhood \( U \) of \( x_0 \) in \( X \) such that \( f(x) \subset f(x_0).V \) and \( g(x) \subset g(x_0).V \) for all \( x \in U \). Then for
LEMMA 9. Let $X$ be a topological space and $Z$ a topological group. Let $f : X \to \mathcal{G}(Z)$ be continuous. If $G$ is an open subset of $Z$, then

$$H = \{ x \in X \mid f(x) \cap G = \emptyset \}$$

is closed in $X$.

PROOF: Take $x_0 \in X \setminus H$, and $z \in f(x_0) \cap G$. Then $V = G^{-1}z$ is a neighbourhood of $e$ in $Z$. Choose a neighbourhood $U$ of $x_0$ in $X$ such that $f(x_0) \subseteq f(x).V$ for all $x \in U$. Then for each $x \in U$, $z \in f(x_0) \subseteq f(x).V$, so $f(x) \cap zV^{-1} \neq \emptyset$, i.e. $f(x) \cap G \neq \emptyset$. Thus $H \cap U = \emptyset$ and $H$ is closed in $X$.

THEOREM 5. Let $X$ be a compact convex subset of a topological linear space $Y$. Let $Z$ be a topological group and let $\mathcal{G}(Z)$ be the family of all non-empty compact subsets of $Z$, topologised as above. Let $f : X \to \mathcal{G}(Z)$ be continuous and $g : X \to \mathcal{G}(Z)$ be upper semi-continuous, such that the following conditions are fulfilled:

(i) For each $x \in X$, there is an $x' \in X$ such that $f(x') \cap g(x') \neq \emptyset$.

(ii) Given any neighbourhood of the identity $e \in Z$, there is a neighbourhood $W$ of $e$ with the following property: For every point $x_0 \in X$ and for any finite subset $\{ x_1, x_2, \ldots, x_n \}$ of $X$, the relations $V.f(x_0) \cap g(x_i) \neq \emptyset$ for $i = 1, \ldots, n$ imply $V.f(x_0) \cap g(x) \neq \emptyset$, for any point $x$ in the convex hull of $\{ x_1, \ldots, x_n \}$.

Then there exists a point $x \in X$ such that $f(x) \cap g(x) \neq \emptyset$.

PROOF: Let $U$ denote the family of all neighbourhoods of $e \in Z$. For each $V \in U$, let

$$\varphi(V) = \{ x \in X \mid \bar{V}.f(x) \cap g(x) \neq \emptyset \}.$$

By lemma 8, $\varphi(V)$ is closed in $X$. If we can prove that $\varphi(V) \neq \emptyset$ for every $V \in U$, then it will follow that

$$\bigcap_{i=1}^n \varphi(V_i) \supseteq \varphi\left( \bigcap_{i=1}^n V_i \right) \neq \emptyset$$

for any finite number of members $V_1, V_2, \ldots, V_n$ of $U$. The compactness of $X$ will then imply that $\bigcap\{ \varphi(V) \mid V \in U \} \neq \emptyset$, since every
point $\hat{x} \in \{ \varphi(v) \mid v \in U \}$ satisfies $f(\hat{x}) \cap g(\hat{x}) \neq \emptyset$, it remains to show that $\varphi(v) \neq \emptyset$ for every $v \in U$.

Consider an arbitrary fixed $v \in U$. For this $v$, choose a $w \in U$ with the property stated in (ii) of the theorem. For each $x \in X$, let

$$F(x) = \varphi(v) \cup \{ y \in X \mid W.f(y) \cap g(x) = \emptyset \}.$$ 

Since $W.f(y) \cap g(x) = \emptyset$ is equivalent to $f(y) \cap W^{-1}.g(x) = \emptyset$ and $W^{-1}g(x)$ is open, $\{ y \in X \mid W.f(y) \cap g(x) = \emptyset \}$ is closed, by lemma 9. Hence $F(x)$ is compact. We claim that $\sum_{j=1}^{n} \alpha_j x_j \in \bigcup_{i=1}^{n} F(x_i)$ for any finite subset $\{ x_1, x_2, \ldots, x_n \}$ of $X$ and for any $\alpha_j \geq 0$ with $\sum_{j=1}^{n} \alpha_j = 1$.

In fact, if $\sum_{j=1}^{n} \alpha_j x_j \notin \varphi(v)$, then $W.f(\sum_{j=1}^{n} \alpha_j x_j) \cap g(\sum_{j=1}^{n} \alpha_j x_j) = \emptyset$; so, by our choice of $W$, for at least one index $i$, we have $W.f(\sum_{j=1}^{n} \alpha_j x_j) \cap g(x_i) = \emptyset$ and therefore $\sum_{j=1}^{n} \alpha_j x_j \notin F(x_i)$. By lemma 7, there is an $x' \in \bigcap_{i=1}^{n} F(x_i) \subset X$. By (i), we can choose $x'' \in X$ such that $f(x') \cap g(x'') \neq \emptyset$. Then $W.f(x') \cap g(x'') \neq \emptyset$ and $x' \in F(x'')$ imply $x' \in \varphi(v)$. Hence $\varphi(v) \neq \emptyset$ and the theorem is proved.

When $g$ is a continuous mapping of $X$ into $Z$, it may be considered (in an obvious way) as an upper semi-continuous mapping $g : X \to C(Z)$. In this case, condition (ii) of theorem 5 may be restated as follows: Given any neighbourhood $V$ of the identity $e \in Z$, there is a neighbourhood $W$ of $e$ such that, for every $x_0 \in X$, the convex hull of $g^{-1}\{ W.f(x_0) \}$ is contained in $g^{-1}\{ V.f(x_0) \}$.

**Theorem 6** (Fan [3]). Let $X$ be a compact convex subset of a topological linear space $Y$. Let $Z$ be a locally convex topological linear space and let $K(Z)$ be the subfamily of $C(Z)$ consisting of all non-empty compact convex subsets of $Z$. Let $f : X \to K(Z)$ be continuous with respect to the relative topology of $K(Z)$ induced by the topology of $C(Z)$, and let $g : X \to Z$ be continuous. Let $f$ and $g$ satisfy the following conditions:

(i) $f(x) \cap g[x] \neq \emptyset$ for every $x \in X$.

(ii) For every closed convex subset $C$ of $Z$, $g^{-1}\{ C \}$ is convex (or empty).

Then there exists a point $\hat{x} \in X$ such that $g(\hat{x}) \in f(\hat{x})$.

**Proof:** By the local convexity and regularity of $Z$, for any neighbourhood $V$ of the null-element of $Z$, we can find a convex neighbourhood $W$ of the null-element of $Z$ such that $\hat{W} \subset V$. Then, for
any \( x_0 \in X \), \( \overline{W} + f(x_0) \) is closed and convex, and therefore, by (ii), 
\( g^{-1}[\overline{V} + f(x_0)] \) is convex. \( g^{-1}[\overline{W} + f(x_0)] \) contains the convex set 
\( g^{-1}[\overline{W} + f(x_0)] \) which contains the convex hull of \( g^{-1}[\overline{W} + f(x_0)] \). 
Thus condition (ii) of theorem 5 is satisfied (see the remark preceding theorem 6).

**COROLLARY.** If \( f : X \to X \) is continuous and \( g : X \to X \) is the identity mapping, theorem 6 reduces to the fixed point theorem of Tychonoff [1].

We now replace the topological group in theorem 5 by a uniform space \( Z \), but we consider continuous mappings \( f, g : X \to Z \) only.

**THEOREM 7 (Fan [3]).** Let \( X \) be a compact convex subset of a topological linear space \( Y \), and let \( Z \) be a uniform space. Let \( \mathcal{U}(Z) \) denote the family of all non-empty compact subsets of \( Z \). Let 
\( f, g : X \to Z \) be continuous mappings satisfying the following conditions:

(i) \( f[X] \subseteq g[X] \)

(ii) For any entourage \( V \) of \( Z \), there is an entourage \( W \) of \( Z \) such that for any \( z \in f[X] \), any finite subset \( \{x_1, x_2, \ldots, x_n\} \) of \( X \) and for any \( \alpha_i \geq 0 \) \( i = 1, 2, \ldots, n \) with \( \sum_{i=1}^{n} \alpha_i = 1 \), the relations 
\( (z, g(x_i)) \in W \) \( i = 1, 2, \ldots, n \) imply \( (z, g(\sum_{i=1}^{n} \alpha_i x_i)) \in V \).

Then there exists a point \( \hat{x} \in X \) such that \( g(\hat{x}) = f(\hat{x}) \).

**PROOF:** The proof is similar to that of theorem 5. Let \( \mathcal{U} \) denote the family of all those entourages of \( Z \) which are open in \( Z \times Z \). For each \( V \in \mathcal{U} \), let 
\( \varphi(V) = \{ x \in X \mid (f(x), g(x)) \in \overline{V} \} \)

where \( \overline{V} \) denotes the closure of \( V \) in \( Z \times Z \). \( \varphi(V) \) is closed in \( X : \varphi(V) = f^{-1}[\overline{V}(g(x))] \), where \( \overline{V}(g(x)) = \{ y \in X \mid (g(x), y) \in \overline{V} \} \).

The theorem will be proved, if we can show that \( \varphi(V) \neq \emptyset \) for every \( V \in \mathcal{U} \).

For any fixed \( V \in \mathcal{U} \), choose a \( W \in \mathcal{U} \) with the property described in condition (ii). For each \( x \in X \), let 
\( F(x) = \varphi(V) \cup \{ y \in X \mid (f(y), g(x)) \in W \} \).

Since \( W \) is open in \( Z \times Z \), \( \{ y \in X \mid (f(y), g(x)) \in W \} \) is closed in \( X \). Hence \( F(x) \) is compact. By lemma 7, there is a point
$x' \in \{ P(x) \mid x \in X \}$. Let $x'' \in X$ be such that $f(x') = g(x'')$. Then from $x' \in P(x'')$ it follows that $x' \in \varphi(V)$.

Again, theorem 7 generalizes Tychonoff's fixed point theorem. In fact, when $Y = Z$ is a locally convex topological linear space and $g$ is the identity on $X$, condition (11) of theorem 7 follows immediately from the local convexity.

1.4. Multi-valued mappings such that the image of each point is non-acyclic

In this section, if $X$ is a topological space, then $\mathcal{G}(X)$ will denote the family of non-empty closed subsets of $X$.

Hamilton [2] (1947) considered multi-valued mappings for which the image of a point was supposed connected, but not acyclic. Let $C^n$ be an $n$-cell in $E^n (n \geq 2)$, and let $f$ be a mapping such that for each $x \in C^n$, $f(x)$ is the boundary $(n-1)$-sphere of an $n$-cell in $C^n$. Then Hamilton [2] asserted that there exists a fixed point if either

(i) $f$ is continuous (i.e. $f$ is upper semi-continuous and lower semi-continuous); or

(ii) $f$ is upper semi-continuous and there is an $\varepsilon > 0$ such that for each $x \in C^n$, the interior domain of $f(x)$ contains an $\varepsilon$-neighbourhood in $E^n$.

However, Capel and Strother [2] (1957) and O'Neill [2] (1957), gave counter-examples to the first of these assertions. Hamilton [2] (1957) showed that the second assertion was valid, and this is confirmed by the following theorem of O'Neill [2], of which it is a corollary:

1. (O'Neill [2]). Let $X$ be an ANR in $E^n$, and let $f : X \to \mathcal{G}(X)$ satisfy the following conditions:

(i) If $x \in X$ and $U$ is a neighbourhood of $f(x)$, there is a neighbourhood $V$ of $x$ such that if $y \in V$ then $f(y) \subset U$ (i.e. $f$ is upper semi-continuous), and each $(n-1)$-cycle on $f(x)$ is homologous in $U$ to a cycle on $f(y)$ (augmented Čech homology with a field of coefficients);

(ii) If $x \in X$ and $0 \leq r \leq n-2$, then $H_r(f(x)) = 0$.

Then $X$ has a fixed point under $f$. 
O'Neill [3] (1957) defined induced homology homomorphisms for multi-valued mappings and used it to define a Lefschetz number for mappings under which the image of each point is disconnected. Let $H$ again denote Čech homology theory with coefficients in a field. All spaces are assumed to be compact metric. Thus the group $H(X)$ can be based on a group $C(X)$ of projective chains (Lefschetz [5, pp.229, 231]). Define the support of a coordinate $c_i$ of $c \in C(X)$ to be the union of the closures of the kernels of the simplices appearing in $c_i$ (Lefschetz [5, p.245]). Then the intersection of the supports of the coordinates of $c$ is defined to be the support $|c|$ of $c$. Let $A$ and $B$ be chain groups with supports in the compacts $X$ and $Y$ respectively, and let $\varepsilon > 0$ be given. Let $\varepsilon$ also denote the set-valued function defined by 
\[ \varepsilon(x) = \{ x' \in X \mid \rho(x, x') \leq \varepsilon \} \] for all $x \in X$, where $\rho$ denotes the metric of $X$. A chain mapping $\psi: A \to B$ is accurate with respect to a function $f: X \to \mathbb{C}(Y)$ provided that $|\psi(a)| \subseteq f([a])$ for each $a \in A$. Further, $\psi$ is $\varepsilon$-accurate with respect to $f$ provided $\psi$ is accurate with respect to the composite function $\varepsilon \circ f$.

A homomorphism $h: H(X) \to H(Y)$ is an induced homomorphism of $f: X \to \mathbb{C}(Y)$ provided that, given $\varepsilon > 0$, there is a chain mapping $\varphi: C(X) \to \mathbb{C}(Y)$ such that $\psi$ is $\varepsilon$-accurate with respect to $f$, and $h = \varphi \circ \varphi$, where $\varphi$ is the homomorphism induced by $\varphi$.

The set of all induced homomorphisms of an arbitrary function $f: X \to \mathbb{C}(Y)$ is a vector space under the usual operations. If $h_f$ and $h_g$ are induced homomorphisms of upper semi-continuous mappings $f: X \to \mathbb{C}(Z)$, and $g: Y \to \mathbb{C}(Z)$, then $h_f h_g$ is an induced homomorphism of $gf$. If $f: X \to Y$ is a (single-valued) continuous mapping of a connected compactum into a compact polyhedron (for the latter, see Lefschetz [5, pp.94, 308]), then the induced homology homomorphisms of $f$ are exactly the scalar multiples of the Čech homology homomorphism $h_f$ (O'Neill [3]).

A homomorphism $h$ is non-trivial provided that the zero-dimensional component $h_0: H_0(X) \to H_0(Y)$ is not the zero homomorphism.

We now have

2. (O'Neill [3]). Let $X$ be a compact polyhedron, $f: X \to \mathbb{C}(X)$ upper semi-continuous and $h: H(X) \to H(X)$ the induced homology homomorphism of $f$. Then the Lefschetz number $L(h) = \sum (-1)^r$ trace
$h_r$ can be formed, and if $\wedge(h) \neq 0$, then $X$ has a fixed point under $f$.

To be able to use this fact, it is necessary to produce an induced homology homomorphism of $f$, which maps some r-cycle non-trivially ($r > 0$).

3. (O'Neill [3]). An upper semi-continuous mapping $f : X \to \mathcal{C}(Y)$ has a non-trivial induced homomorphism in either of the following cases:

(i) $X$ and $Y$ are compact polyhedra such that for all $x \in X$, $f(x)$ is either acyclic or else consists of exactly $n$ acyclic components;

(ii) $X$ is a compact one-dimensional polyhedron with first Betti-number $\leq 1$, and $Y$ is a compact polyhedron.

From this we have theorems 4 and 5 below.

4. (O'Neill [3]). Let $X$ be a compact polyhedron and $n$ a fixed positive integer. Let $f : X \to \mathcal{C}(X)$ be continuous such that, for all $x \in X$, $f(x)$ is either acyclic or else consists of exactly $n$ acyclic components. Then $f$ has a non-trivial homomorphism $h$ such that if $\wedge(h) \neq 0$, then $X$ has a fixed point under $f$. Further, if $X$ is acyclic, then there is a fixed point.


For $n \geq 1$ theorem 2 is the polyhedral form of the theorem of Eilenberg and Montgomery [1] (1946), except that the requirement that $f$ be lower semi-continuous is then superfluous. However, if $n > 1$, upper semi-continuity alone is insufficient. For example, consider the mapping of the interval $[-1,1]$ for which $f(0) = \{-1, 1\}$, $f(x) = \{1\}$ for $x < 0$, $f(x) = \{-1\}$ for $x > 0$. Also, if $n > 1$ the space of induced homomorphisms need not be one-dimensional as in the case $n = 1$.

It does not appear that this result can be generalized by altering the number of components $f(x)$ is permitted to have. For, if $S$ is any finite set of positive integers — except certain sets of the form $\{2, n\}$ and necessarily, $\{1, n\}$ — there is a continuous mapping $f : C^2 \to \mathcal{C}(C^2)$, $C^2$ being the 2-cell, which has no fixed points and which is such that for each point $x$ the number of points in $f(x)$ occurs in $S$ (O'Neill [3]).
5. (O'Neill [3]). Let $X$ be a compact one-dimensional polyhedron with first Betti-number $R_1 \leq 1$. Every continuous mapping $f : X \to \mathcal{G}(X)$ has a non-trivial induced homomorphism $h$ such that if $\Lambda(h) \neq 0$, then $X$ has a fixed point under $f$.

Corollary (Plunkett [7]). A dendrite has the f.p.p. for continuous closed set-valued mappings.

Ward [7] (1958) obtained the following extension of Plunkett's result which is not included in theorem 5:

6. (Ward [7]). An arcwise connected, hereditarily unicoherent, hereditarily decomposable metric continuum has the f.p.p. for continuous closed set-valued mappings.

The restriction on the Betti-number in theorem 5 cannot be omitted. For let $X$ be a compact one-dimensional polyhedron without end points and such that $R_1 > 1$. If $\varepsilon > 0$ is sufficiently small, the function $f : X \to \mathcal{G}(X)$ defined by $f(x) = \{y \in X, \rho(x, y) = \varepsilon\}$ will be continuous if $\rho$ is a suitable metric, and any induced homomorphism of $f$ will be a scalar multiple of the identity homomorphism of $\mathcal{G}(X)$. Thus a non-trivial induced homomorphism of such a function would have a non-zero Lefschetz number, contradicting theorem 2.

The condition that the space be one-dimensional is also essential. Strother [1] (1953) showed that no Tychonoff cube with more than one factor has the f.p.p. for continuous closed set-valued mappings. Thus it is necessary to place further conditions on functions defined on spaces of dimension $\geq 2$. In addition to the restrictions stated in O'Neill's theorems (O'Neill [3]), we have the following possibilities:

7. (Strother [1]). Let $X$ be a retract of a Tychonoff cube $T = I^A$. Let $f : X \to \mathcal{G}(X)$ be continuous such that, for every $x \in X$, $f(x)$ is the product of subsets of $I$. Then $X$ has a fixed point under $f$.

8. (Strother [1]). Let $X$ be a retract of a Tychonoff cube $T = I^A$. Let $\Pi^A_{\alpha} : X \to I (\alpha \in A)$ be the natural projection. Let $f : X \to \mathcal{G}(X)$ be continuous such that, for some fixed $\beta \in A$ and for all $x \in X$, there is only one point in $f(x)$ which projects onto $\sup \{y_\beta \mid y_\beta \in \Pi^A_{\beta} [f(x)]\}$. Then $X$ has a fixed point under $f$. 
In each case the proof proceeds by constructing a trace of f, i.e. a continuous function \( f' : X \to X \) such that \( f'(x) \in f(x) \) for all \( x \in X \).

1.5. Mappings \( f : X \to Y \) such that \( X \subset Y \) and \( f[X] \notin X \)

So far we have been concerned with mappings of a space into itself. We now consider a more general situation: If \( X \) is a proper subset of a space \( Y \), what conditions must be imposed to ensure the existence of fixed points under a mapping \( f : X \to Y \) such that \( f[X]X \neq \emptyset \)?

As an example, we have the following extension of Brouwer's fixed point theorem for the n-cell:

1. (Kuratowski, Kuratowski and Mazurkiewicz [1] (1925)). Let \( \mathbb{C}^n \) be an n-cell in \( \mathbb{E}^n \), and \( f : \mathbb{C}^n \to \mathbb{E}^n \) continuous such that \( f \) maps the boundary of \( \mathbb{C}^n \) into \( \mathbb{C}^n \). Then \( \mathbb{C}^n \) has a fixed point under \( f \).

For two dimensions Sperner [1] (1934) proved the existence of fixed points under slightly weaker assumptions:

2. (Sperner [1] (1934)). Let \( \mathbb{C}^2 \) be a two-cell in \( \mathbb{E}^2 \) and \( f : \mathbb{C}^2 \to \mathbb{E}^2 \) continuous. Then \( \mathbb{C}^2 \) has a fixed point under \( f \) if the boundary of \( \mathbb{C}^2 \) contains an arc \( A \) such that (i) \( A \) contains all the accumulation points of \( f[\mathbb{C}^2] \setminus \mathbb{C}^2 \), and (ii) \( f[A] \subset \mathbb{C}^2 \).

Fixed point theorems of the same spirit (and for the two-dimensional case) have been given by Scorza Dragoni [1,2] (1941, 1946), Volpato [1,2] (1946, 1948), Dolcher [1] (1948), and Trevisan [1] (1950).

The Knaster-Kuratowski-Mazurkiewicz theorem was extended to Banach spaces:

3. (Rothe [3] (1938)). If \( X \) is a Banach space and \( f \) a continuous mapping of the closed unit ball \( C = \{ x \in X \mid \|x\| \leq 1 \} \) into \( X \) such that \( f[C] \) is compact and the boundary of \( C \) is mapped into \( C \), then \( C \) has a fixed point under \( f \).

For multi-valued mappings we have the following result:

4. (Ellenberg and Montgomery [1] (1945)). Let \( \mathbb{C}^n \) be an n-cell in \( \mathbb{E}^n \), and \( \mathcal{C}(\mathbb{E}^n) \) the family of non-empty compact subsets of \( \mathbb{E}^n \). Let \( f : \mathbb{C}^n \to \mathcal{C}(\mathbb{E}^n) \) be an upper semi-continuous mapping which maps the boundary of \( \mathbb{C}^n \) into \( \mathbb{C}^n \). If there exists a non-trivial coefficient group with respect to which each \( f(x) \) is scyclic (Vietoris
homology), then $C^n$ has a fixed point under $f$.

It is to be expected that theorems 3 and 4 also hold for locally convex topological linear spaces (with the obvious changes in wording).

It is natural to ask the following question: If $C^n$ and $D^n$ are $n$-cells such that $C^n$ is properly contained in $D^n$, and $f$ is a continuous mapping of $C^n$ onto $D^n$, does there exist a fixed point under $f$? For continuous mappings this is in general not true (Hamilton [3] (1948)), but for interior mappings (i.e. continuous, open mappings) we have the following results:

5. (Hamilton [3] (1948)). If $f$ is an interior mapping of a locally connected unicoherent plane continuum $M$ onto a two-cell containing $M$, then $M$ has a fixed point under $f$.

Corollary. Let $f$ be an interior mapping of a locally connected plane continuum $M$, which does not separate the plane, onto a two-cell containing $M$. Then $M$ has a fixed point under $f$.

6. (Hamilton [3] (1948)). Let $f$ be an interior mapping of a two-cell $C$ into the plane, such that $C \subseteq f[C]$. Then $C$ has a fixed point under $f$.

1.6. Spaces with a finite number of holes

Bourgin [3] (1957), using his results on the index of a convexoid space (Bourgin [2] (1955)), proved a number of theorems giving sufficient conditions for the existence of fixed points under continuous mappings of a space with a finite number of holes. His main results are:

1. (Bourgin [3]). Let $X$ be an AR (i.e. a space which is homeomorphic to a retract of a Tychonoff cube), and $Y_1, Y_2, \ldots, Y_n$ $(n > 1)$ open subsets of $X$ such that $\bar{Y}_i \cap \bar{Y}_j = \emptyset$ $(i \neq j)$ and such that $\bar{Y}_i$ $(i=1, 2, \ldots, n)$ is an AR. Set $G = \bigcup_{i=1}^{n} Y_i$. Let $f : X \setminus G \to X$ be a continuous mapping such that the boundary of $Y_i$ is mapped into $\bar{Y}_i$ $(i=1, 2, \ldots, n)$. Then $X \setminus G$ has a fixed point under $f$.

2. (Bourgin [3]). Let $E$ be a reflexive Banach space and $Y_1, Y_2, \ldots, Y_n \ (n > 1)$ open sets in the weak topology with mutually disjoint closures which are AR"s. Set $G = \bigcup_{i=1}^{n} Y_i$. Let $f : E \setminus G \to E$ be a continuous mapping which sends the boundary of $Y_i$ into $\bar{Y}_i \ (i=1,2,\ldots,n)$, and is such that $f^n[E \setminus G]$ is contained in an open ball in $E$ for some integer $m \geq 1$. Then $E \setminus G$ has a fixed point under $f$.

Göhde [1] (1959) obtained the following partial extension of theorem 2:

3. (Göhde [1]). Let $X$ be a closed ball in an infinite-dimensional Banach space, and let $Y_i \ (i=1,2,\ldots,n)$ be mutually disjoint open balls which are contained in $X$. Set $G = X \setminus \bigcup_{i=1}^{n} Y_i$. Let $f : G \to G$ be continuous such that $f^m$ is compact. Then $G$ has a fixed point under $f$.

For results on the existence of fixed points when an annular ring is mapped into itself, the reader is referred to G.D. Birkhoff [1,2] (1913, 1931), Kerékjártó [1,2] (1921, 1923) and Rey Pastor [1] (1945). (Also see p.19.)

1.7. Common fixed points

The following theorem is due to Markov [1] (1936) and Kakutani [1] (1938):

1. (Markov [1], Kakutani [1]). Let $K$ be a compact convex subset of a locally convex topological linear space, and let $F$ be a commutative family of continuous affine transformations of $K$ into itself. Then $K$ has a common fixed point under $F$, i.e. there is an $x \in K$ such that $f(x) = x$ for all $f \in F$.

This theorem was first proved by Markov [1], who used the Tychonoff fixed point theorem (Tychonoff [1]). Kakutani [1] then sketched a direct proof, and he also outlined a proof of the following theorem:

2. (Kakutani [1]). Let $K$ be a compact convex subset of a locally convex topological linear space and let $G$ be a group of equicontinuous affine transformations of $K$ into itself. Then $K$ has a common fixed point under $G$.

Despite the similarity in appearance, the theorems are proved along different lines. (For proofs of these theorems, see Dunford and Schwartz [1, p.456-457].)
The Markov-Kakutani theorem was extended to a larger class of families of functions by Day [2] (1961). He noted that if \( x \in K \) is a fixed point under \( f \), then it is also a fixed point under every iterate of \( f \), i.e., \( x \) is fixed under the smallest semigroup of operators on \( K \) which includes \( f \). Similarly, \( x \) is fixed under every function \( f \) of a family \( F \) of functions of \( K \) into itself, if and only if \( x \) is also fixed under every finite product of functions from \( F \).

Thus, in the Markov-Kakutani theorem, \( F \) may be replaced by \( \Sigma(F) \), the smallest semigroup of continuous affine mappings of \( K \) into itself which contains \( F \). In this case the commutativity of \( F \) is carried to the semigroup \( \Sigma(F) \), so the theorem above is equivalent to that obtained by replacing the word "family" by "semigroup". In order to formulate Day's extension of theorem 1, we briefly define a few concepts.

Let \( \Sigma \) be a semigroup, and \( m(\Sigma) \) the Banach space of all bounded, real-valued mappings \( x \) on \( \Sigma \), with \( \| x \| = \sup \{ |x(g)| \mid g \in \Sigma \} \).

Let \( e \) be that element of \( m(\Sigma) \) for which \( e(g) = 1 \) for every \( g \in \Sigma \).

Let \( m(\Sigma)^* \) be the adjoint space of \( m(\Sigma) \). A mean on \( \Sigma \) is an element \( \mu \in m(\Sigma)^* \) such that \( \| \mu \| = 1 = \mu(e) \).

The right [left] regular representation of \( \Sigma \) over \( m(\Sigma) \) is the homomorphism [antihomomorphism] defined on \( \Sigma \) into the multiplicative semigroup of the algebra of bounded linear mappings of \( m(\Sigma) \) into itself by: For each \( h \in \Sigma \), \( \rho_h \lambda_h \) is that linear mapping defined by: For each \( f \in m(\Sigma) \) and each \( g \in \Sigma \)

\[
(\rho_h f)(g) = f(gh) \quad [(\lambda_h f)(g) = f(hg)].
\]

A mean \( \mu \) on \( \Sigma \) is called right [left] invariant if for each \( f \in m(\Sigma) \) and each \( h \in \Sigma \)

\[
\mu(\rho_h f) = \mu(f) \quad [\mu(\lambda_h f) = \mu(f)].
\]

A mean is invariant if it is both right and left invariant. \( \Sigma \) is called amenable if there exists an invariant mean on \( \Sigma \). If we express this in terms of adjoint mappings of the linear mappings \( \rho_h \) or \( \lambda_h \), a mean is a right, or left, or two-sided, invariant mean if and only if \( \mu \) is a fixed point of every \( \rho_g^* \) or every \( \lambda_g^* \), or both, respectively.

The extended theorem can now be formulated as follows:
3. (Day [2]). Let $K$ be a compact convex subset of a locally convex topological linear space, and let $\Sigma$ be a semigroup of continuous affine mappings of $K$ into itself. If $\Sigma$ is amenable, or even of it has a left invariant mean, then $K$ has a common fixed point under $\Sigma$.

Every Abelian semigroup is amenable (Day [1] (1942)), so this theorem is indeed an extension of the Markov-Kakutani theorem. The arguments used in the proof of theorem 3 admits the following generalization:

4. (Day [2]). Let $A(K)$ be the semigroup of all affine continuous mappings of $K$ into itself, and let $A(K)$ have the topology of pointwise convergence. Let $S$ be any semigroup with a topology in which multiplication is continuous in each variable, and let $C(S)$ be the space of bounded, continuous real-valued functions on $S$, with the least upper bound norm. If there is a left-invariant mean on $C(S)$, then for each continuous homomorphism $\tau : S \rightarrow A(K)$, $K$ has a common fixed point under $\tau[S]$.

Since Haar measure defines a left invariant mean on any compact group (see e.g. Halmos [1]), this theorem includes the case where $S$ is a discreet Abelian semigroup or a compact group.

A still unsolved problem concerning the existence of common fixed points was referred to by Isbell [1] (1957): If $T$ is a tree and $F$ is a commutative family of continuous functions $f : T \rightarrow T$, does there exist a common fixed point under $F$? The answer is in the affirmative provided that the members of $F$ are homeomorphisms (Isbell l.c.), but otherwise little seems to be known, even when $T$ is a compact interval and $F$ contains only two functions. However, it seems that the restriction that $F$ does not contain many functions only adds to the difficulties, for

5. (Myškis [1] (1958)). If $P$ is a finite polyhedron with non-vanishing Euler characteristic and $F$ is a one-parameter semigroup of continuous mappings of $P$ into itself, then $P$ has a common fixed point under $F$.

6. (Hedrlín [1,2] (1961, 1962). Let $F$ be a commutative semigroup of continuous mappings of the closed unit interval $I = [0,1]$ into itself which contains the identity mapping. Suppose that, for some $a \in I$, the orbit $F(a) = \{f(a) | f \in F\}$ is a connected set. Then $I$ has a common fixed point under $F$. 

Let \( F \) be a commutative group of continuous mappings of a topological space \( X \) into itself, and let \( F \) contain the identity mapping. Let \( F \) be maximal as a group, i.e., let \( F \) be contained in no other transformation group \( G : X \rightarrow X \). Then \( X \) has a common fixed point under \( F \) if and only if \( F \) is not a maximal commutative semigroup.

3. (Hedrlín [3] (1962)). Let \( F \) be a commutative semigroup of continuous mappings of a topological space \( X \) into itself, and let \( F \) contain the identity mapping. Then \( X \) has a common fixed point under \( F \) if and only if the orbit \( F(a) \) of some \( a \in X \) is a compact space which has the f.p.p. for continuous mappings.

1.3. The Lefschetz fixed point formula for non-locally connected continua

We remark here that a quasi-complex (Lefschetz [5, p.323]) need not be locally connected, e.g., Dyer [2] (1956) proved that the finite product of chainable continua (for the latter, see p.66) is an acyclic quasi-complex and hence has the f.p.p. for continuous mappings. Also, Wilder [2] (1957) showed that under additional assumptions on the mappings, the Lefschetz fixed point formula can be applied to another class of non-locally connected continua.

A compact Hausdorff space is \( n \)-loc at \( x \in X \) if, given any neighbourhood \( U \) of \( x \), there is a neighbourhood \( V \) of \( x \) contained in \( U \) such that every \( n \)-dimensional Čech-cycle on \( V \) bounds on \( U \). \( X \) is \( \text{loc}^n \) at \( x \) if it is \( r \)-loc at \( x \) for all \( r \in \mathbb{N} \), and it is \( \text{loc}^\infty \) at \( x \) if it is \( r \)-loc at \( x \) for all \( r \).

If \( X \) fails to be \( \text{loc}^\infty \) at \( x \), then \( x \) is an \( \text{loc}^\infty \)-singular point of \( X \). An \( \text{loc}^\infty \)-prime part of \( X \) is a component of the closure of the set of all \( \text{loc}^\infty \)-singular points of \( X \).

Wilder [2] proved the following theorems:

1. (Wilder [2]). Let \( X \) be a compact Hausdorff space of finite dimension all of whose Betti numbers are finite and whose \( \text{loc}^\infty \)-prime parts are acyclic (Čech homology with coefficients in a field). If \( f : X \rightarrow X \) is continuous and maps each \( \text{loc}^\infty \)-prime part into an \( \text{loc}^\infty \)-prime part, and if the Lefschetz number \( \Lambda(f) \neq 0 \), then there is an \( \text{loc}^\infty \)-prime part of \( X \) which is mapped onto itself. In particular, if the \( \text{loc}^\infty \)-prime parts of \( X \) have the f.p.p. for continuous mappings, then \( X \) has a fixed point under \( f \).
2. (Wilder [2]). Let \( X \) be as in theorem 1. Let \( f \) be an upper semi-continuous mapping such that the image of each point \( x \in X \) is the union \( P(x) \) of a collection of \( \text{lc}^\infty \)-prime parts of \( X \), such that this union is acyclic and such that if \( x \) and \( y \) are in the same \( \text{lc}^\infty \)-prime part of \( X \), then \( P(x) = P(y) \). Let \( \wedge(f) \) be defined as in Begle [2] (also see p.45). Then, if \( \wedge(f) \neq 0 \), there is an \( x \in X \) such that \( x \in f(x) \).

Wilder [2] conjectured that these theorems also hold if the restriction that the mapping sends \( \text{lc}^\infty \)-prime parts into \( \text{lc}^\infty \)-prime parts is dropped, provided that the \( \text{lc}^\infty \)-prime parts are acyclic.
CHAPTER II

The Scherrer fixed point theorems and related fixed point theorems

2.1. Definitions and introductory remarks

We first define some of the concepts which will be used in this chapter.

A space will be called degenerate if it contains one point only; otherwise, a space will be said to be non-degenerate.

Let $X$ be a connected topological space. A point $e$ of $X$ is an end point of $X$ if, for each neighbourhood $U$ of $e$, there is a neighbourhood $V$ of $e$ such that $\overline{V} \cap U$ and $\overline{V} \setminus V$ consists of a single point. A point $c$ of $X$ is a cut point of $X$ if $X \setminus \{c\}$ is disconnected. Two points $x$ and $y$ of $X$ are conjugate points (written $x \sim y$) if no point of $X$ separates $x$ and $y$ in $X$. If $p \in X$ is neither a cut point nor an end point of $X$, then the set $\mathcal{N}(p) = \{x \in X \mid x \sim p\}$ is a simple link of $X$. A subset of $X$ is an $E_0$-set of $X$ provided that it is maximal with respect to the property of being a connected subset without cut points. $X$ is semi locally connected (s.l.c.) if, for each point $x \in X$ and each neighbourhood $U$ of $x$, there is a neighbourhood $V$ of $x$ such that $\overline{V} \cap U$ and $X \setminus V$ has only a finite number of components. If $X$ is s.l.c. then the simple links coincide with the $E_0$-sets. A cyclic element of $X$ is either an end point, a cut point or a simple link of the space. An end element of $X$ is a cyclic element $e$ of $X$ with the property that, if $U$ is a neighbourhood of $e$, then there is a neighbourhood $V$ of $e$ such that $\overline{V} \cap U$ and $\overline{V} \setminus V$ consists of a single point.

A curve is a one-dimensional continuum.

The reader is referred to Whyburn [1] for information on metric continua and cyclic element theory.

A chain in a topological space is a finite number of open subsets $U_1, U_2, \ldots, U_n$ of the space such that $U_i \cap U_j \neq \emptyset$ if and only if $|i - j| \leq 1$. The sets $U_i$ are called the links of the chain. A chain $\{U_i\}_{i=1}^n$ is said to connect two points $x$ and $y$ if $x \in U_1$ and $y \in U_n$. A continuum is chainable if each of its open coverings has a re-
finement which is a chain. A metric chainable continuum is called
**snake-like.** Each snake-like continuum is imbeddable in the plane
(Bing [2]).

Bing [1] proved that any two non-degenerate hereditarily indecomposable
snake-like continua are homeomorphic. Such a continuum is called a **pseudo arc.**

A **circular chain** is a finite collection of at least three non-
empty open sets \(U_1, U_2, \ldots, U_n\) such that \(U_1 \cap U_2 \neq \emptyset\), and otherwise
\(U_1 \cap U_2 \neq \emptyset\) if and only if \(|i-j| \leq 1\). A collection \(G\) of sets is **co-
herent** if, for each proper subcollection \(H\) of \(G\), an element of \(H\)
has a non-empty intersection with an element of \(G \setminus H\). A finite coherent collection of open sets is a **tree chain** if no three of the
sets have a point in common and no subcollection is a circular
chain. A continuum is **tree-like** if each of its open coverings has
a refinement which is a tree chain. The tree-like continua include
among others the trees and certain indecomposable continua. Each
plane continuum which does not contain a continuum which separates
the plane, is tree-like. (See Bing [2] for information on tree-
like continua.)

If \(X\) and \(Y\) are topological spaces, then a continuous mapping
\(f : X \to Y\) is called **monotone** if \(f^{-1}(y)\) is a connected subset of \(X\)
for every \(y \in Y\). \(f\) is **pseudo-monotone** if, whenever \(A\) and \(B\) are
closed connected subsets respectively of \(X\) and \(Y\), and \(B \subseteq f[A]\),
then some component of \(A \cap f^{-1}(B)\) is mapped onto \(B\) by \(f\). In general the
notion of a pseudo-monotone mapping is independent of the notion of a
monotone mapping, but if \(X\) is a hereditarily unicoherent contin-
num, and \(f : X \to Y\) is monotone, then it is pseudo-monotone
(Ward [10]).

The following two unsolved problems play an interesting role
in the set-up of this chapter:

(i) Does a plane continuum which does not separate the plane
have the f.p.p.?

(ii) Does a tree-like metric continuum have the f.p.p.? (Bing
[2]).

Most of the results to be surveyed in this chapter can be inter-
preted as partial solutions of one or both of these problems or
as generalizations of such partial solutions to either non-metric
spaces or multi-valued mappings. This seems to be true even though
many of the "partial results" were obtained before either problem
was explicitly formulated in the literature. The two problems are in fact different, but the second problem seems to be the more general one, as there exists many tree-like metric continua which are not imbeddable in the plane.

For the sake of clarity, the results for single-valued mappings are grouped together in section 2, even when they were formulated directly for multi-valued mappings in the original publications. The results for multi-valued mappings are surveyed in section 3.

If a mapping of a continuum into itself leaves an end point fixed, the question arises whether there are other fixed points.

Results answering questions of this nature are collected in section 4.

2.2. Single-valued mappings

One of the main results to be stated in this section is

1. A tree has the f.p.p. for continuous mappings.

The history of this theorem is as follows: In 1926 Scherrer [1] proved that a dendrite has the f.p.p. for continuous mappings. Nöbeling [1] (1932) extended this result to continuous mappings, and another proof was given by Borsuk [3] ('32). It also follows (for a dendrite and continuous mappings) from the following result due to Hopf [2], in the proof of which he made use of the structures of the nerves of the coverings of the considered space:

2. (Hopf [2] (1937)). If $\alpha$ is a covering of order 2 of a union of locally connected continua $X$ by closed sets, and $f : X \to X$ is continuous, then there exists a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$.

Wallace [1] (1941) showed that the techniques introduced by Hopf could also be applied to show that a tree has the f.p.p. for continuous mappings, and other proofs of this result were given by Ward [2] (1951) and Capel and Strother [3] (1958), by means of the order-theoretic characterization of trees due to Ward [2] (1954). Ward [4] (1957) also defined a generalized tree in terms of partial order for which he proved a fixed point theorem. Finally, theorem 1 follows from Lefschetz's fixed point formula (Lefschetz [5] (1942)).

Ayres [1] (1930) gave several extensions of Scherrer's theorem to arbitrary Peano continua. His first theorem contains a general
result on the cyclic structure of Peano continua:

3. (Ayres [1] (1930)). If \( X \) is a Peano continuum and \( h : X \to X \) a homeomorphism, then there exists a cyclic element \( C \) of \( X \) such that \( h[C] \subset C \).

From this, three generalizations of Scherrer's theorem follow:

4. (Ayres [1] (1930)). If every cyclic element of a Peano continuum \( X \) has the f.p.p. for homeomorphisms, then \( X \) has the same property.

5. (Ayres [1] (1930)). If every cyclic element of a Peano continuum \( X \) is an \( n \)-dimensional simplex (\( n \) may vary for different elements), then \( X \) has the f.p.p. for homeomorphisms.

6. (Ayres [1] (1930)). If a Peano continuum lies in the plane and does not separate the plane, then it has the f.p.p. for homeomorphisms.

Borsuk [3] (1932) showed that "homeomorphisms" in theorems 4 - 6 may be replaced by "continuous mappings" to give stronger results in the case of theorems 5 and 6.

Kelley [1] (1939) extended theorem 3 to non-locally connected metric continua:

7. (Kelley [1] (1939)). If \( X \) is a metric continuum and \( h : X \to X \) a homeomorphism, then there exists a subcontinuum \( Y \) of \( X \) such that \( h[Y] = Y \) and \( Y \) has no cut points.

From this follows

8. (Kelley [1] (1939)). If \( X \) is a metric continuum and \( h : X \to X \) a homeomorphism, then there exists either a fixed point in \( X \) or else an \( E_0 \)-set \( Y \) such that \( h[X] \subset Y \).

9. (Kelley [1] (1939)). If every \( E_0 \)-set in a metric continuum \( X \) has the f.p.p. for homeomorphisms, so also has \( X \).

If \( X \) is semi locally connected, then the \( E_0 \)-sets and the cyclic elements coincide, and thus theorems 8 and 9 imply theorems 3 and 4 respectively.

In 1940 Kelley [2] obtained related results for continuous mappings:

10. (Kelley [2] (1940)). If \( f \) is a continuous mapping of a metric continuum \( X \) into itself, then there exists a continuum \( Y \) which is a subset of a simple link of \( X \) such that \( f[Y] \to Y \). If \( Y \) is degenerate, then there is a fixed point. Hence, if \( f : X \to X \) is continuous, then there exists either a fixed point in \( X \) or else a simple link \( C \) such that \( C \cap f[C] \) is a non-degenerate continuum.
11. (Kelley [2] (1940)). If $f$ is a continuous mapping of a metric continuum $X$ into itself, then there exists a compact subset $A$ of a simple link of $X$ such that $f[A] = A$.

12. (Kelley [2] (1940)). If $f$ is a continuous mapping of a metric continuum $X$ into itself which carries each simple link into a simple link (e.g. if the inverse of no point separates a simple link in $X$), then there exists a simple link $C$ of $X$ such that $f[C] = C$.

For Peano continua, theorem 12 implies theorem 3, and the fixed point theorem for dendrites follows from theorem 10. Ward [3, 10] (1956, 1962) showed that theorem 7 holds for arbitrary continua and for monotone and pseudo-monotone mappings.

Hamilton [1] (1933) extended theorem 6 to a class of non-locally connected metric continua and proved theorems related to theorems 3-5 for this class of continua.

13. (Hamilton [1] (1933)). If $X$ is a decomposable non-degenerate metric continuum and $h : X \to X$ a homeomorphism, then there exists a proper subcontinuum $Y$ of $X$ such that $Y \cap f[Y] \neq \emptyset$.

14. (Hamilton [1] (1933)). If $X$ is a decomposable and hereditarily unicoherent non-degenerate metric continuum and $h : X \to X$ a homeomorphism, then there exists a proper subcontinuum $Y$ of $X$ such that $h[Y] \subset Y$.

15. (Hamilton [1] (1933)). A hereditarily decomposable and hereditarily unicoherent metric continuum has the f.p.p. for homeomorphisms.

Theorem 15 admits as application in the plane:

16. (Hamilton [1] (1933)). A hereditarily decomposable plane continuum which does not separate the plane and which contains no domain, has the f.p.p. for homeomorphisms.

17. (Hamilton [1] (1933)). If $D$ is a bounded, simply connected plane domain whose closure does not separate the plane and whose boundary is hereditarily decomposable, then $D$ has the f.p.p. for homeomorphisms.

It is unknown whether a plane continuum which does not separate the plane has the f.p.p., even for homeomorphisms. Choquet [1] (1941) showed that if $C$ is any plane continuum which does not separate the plane and $h : C \to C$ is a homeomorphism which is extendable to a homeomorphism of the plane onto itself and $h$ is periodic with period $\neq 2$, then $C$ has a fixed point under $h$. Cartwright and
Littlewood [1] (1951) proved that a plane acyclic continuum has
the f.p.p. for homeomorphisms which are extendible to homeomor-
phisms of the plane onto itself.

Theorem 15 was extended to hereditarily decomposable and uni-
coherent (non-metric) continua and monotone and pseudo-monotone
mappings (Ward [10] (1962)). In particular, a continuum each of
whose non-degenerate subcontinua has a cut point, has a fixed
point under a pseudo-monotone mapping.

Borsuk [7] (1954) partially extended theorem 15 to continuous
mappings:

18. (Borsuk [7] (1954)). An arcwise connected, hereditarily
unicoherent metric continuum has the f.p.p. for continuous map-
plings. In particular, an arcwise connected, hereditarily acyclic
curve has the f.p.p. for continuous mappings.

Borsuk l.c. proved that an arcwise connected, hereditarily
unicoherent continuum is hereditarily decomposable. Thus, for ho-
meomorphisms his result is included in Hamilton's theorem (theo-
rem 15 above). Theorem 18 was extended to non-metric continua by Young

A corollary of theorem 18 is that a contractible curve has
the f.p.p. for continuous mappings. Kinoshita [2] (1953), however,
gave a counter-example to the widely held conjecture that every
contractible continuum must have the f.p.p. for continuous mappings.
The join of the space in his example with a point is a cone which
lacks the f.p.p.

We now consider generalizations of the fixed point theorem for
trees to non-compact, non-locally connected spaces. Young [7] (1946)
deferred a generalized dendrite as a locally connected Hausdorff
space X such that if \( x, y \in X \) and \( L_1 \) and \( L_2 \) are two chains of con-
ected subsets from \( x \) to \( y \), then some member of \( L_1 \) intersects some
member of \( L_2 \) outside \( \{x, y\} \). If \( X \) is compact, this is equivalent
with \( X \) being a tree. Young proved that every two distinct points \( x \)
and \( y \) of a generalized dendrite \( X \) are the non-cut points of a unique
compact, connected and locally connected set \( P \) such that each point
of \( P \setminus \{x, y\} \) separates \( x \) and \( y \) in \( X \), and he called such a set \( P \) a
"pseudo arc". To avoid confusion with the term pseudo arc as defined
on p.67, we shall use the term generalized arc instead of "pseudo
arc". Young l.c. obtained the following generalizations of the fixed
point theorem for trees:
19. (Young [1] (1946)). If \( X \) is an arcwise connected generalized dendrite such that the union of any monotone increasing sequence of generalized arcs of \( X \) is contained in a generalized arc, then \( X \) has the f.p.p. for continuous mappings. Conversely, if \( X \) is an arcwise connected generalized dendrite which has the f.p.p. for continuous mappings, then the union of any monotone increasing sequence of generalized arcs of \( X \) is contained in a generalized arc.

By the introduction of local connectivity by a change of topology, Young used theorem 18 to deduce

20. (Young [1] (1946)). If \( X \) is an arcwise connected Hausdorff space such that the union of any monotone increasing sequence of arcs is contained in an arc, then \( X \) has the f.p.p. for continuous mappings.

Ward [8] (1959) obtained a result that includes the above-mentioned theorems of Borsuk and Young (theorems 18, 19 (first part) and 20). A topological chain is a continuum which has exactly two end points. A topological space is said to be topologically chained if, for every two distinct points \( x, y \in X \), there is a topological chain in \( X \) which contains both \( x \) and \( y \). Let \( X \) be a topologically chained space in which the topological chains are unique, i.e. every two distinct points \( x, y \in X \) are the end points of precisely one topological chain, denoted by \([x, y]\). A ray with end point \( e \) of \( X \) is the union of a maximal nest of chains which have \( e \) as common end point. If \( R \) is a ray with end point \( e \) and \( x \in X \), let

\[
A(R, x) = R \setminus [e, x] \cup \{x\}, \quad K_R = \bigcap \{A(R, x) \mid x \in X\}.
\]

Consider the condition

(Fe) If \( R \) is a ray with end point \( e \), then \( K_R \) has the f.p.p. for continuous mappings.

We now state Ward's results.

21. (Ward [8] (1959)). If \( X \) is an arcwise connected Hausdorff space in which the union of any nest of arcs is contained in an arc, then the arcs in \( X \) are unique and \( X \) satisfies (F) for each \( x \in X \).

22. (Ward [8] (1959)). An arcwise connected, hereditarily unicoherent continuum satisfies (F) for each \( x \in X \).

23. (Ward [8] (1959)). Let \( X \) be a topologically chained space with unique chains and suppose there exists a point \( e \in X \) such that (Fe) is satisfied. Then \( X \) has the f.p.p. for continuous mappings.
From theorems 21 and 22 it follows that the class of continua for which theorems 18, 19 and 20 hold, is contained in the class for which theorem 23 holds.

Hamilton [4] (1951) introduced a new technique by making explicit use of the fact that a chainable continuum has arbitrarily fine open coverings, each of whose finite collection of elements are totally ordered, to present an elegant proof of


Actually Hamilton proved the theorem for snake-like continua only, but a slight modification of his arguments yields a proof of theorem 24.

Dyer [2] (1956) obtained the following extension of Hamilton's result:


Theorem 24 was generalized in another direction also. A snake-like continuum is, by definition, the inverse limit of a system of arcs, and it is not hard to prove that if a space is the inverse limit of a system of arcs, then it is a chainable continuum, as was observed by Rosen [1] (1959). However, it is unknown whether a chainable continuum is the inverse limit of a system of arcs. Rosen established the following partial extension of theorem 24:

26. (Rosen [1] (1959)). Let X and Y be the inverse limits of systems of arcs over directed sets A and A' respectively (definitions as in Eilenberg and Steenrod [1]), and let \( \varphi : A \to A' \) be an isomorphism, i.e. \( \varphi \) is one-to-one, \( a \leq b \) in A implies \( \varphi(a) \leq \varphi(b) \) in A' and \( \varphi(A) \) is cofinal in A'. Let \( f, g : X \to Y \) be continuous mappings of which \( g \) is onto. Then \( X \) has a coincidence point under \( f \) and \( g \), i.e. there exists a point \( x_0 \in X \) such that \( f(x_0) = g(x_0) \).

Theorem 26 was in turn partially extended (and properly extended in the special case where \( Y = X \) and \( \varepsilon : X \to X \) is the identity mapping):

27. (Mioduszewski and Roehwski [1] (1962)). Let \( \{X_\alpha, \Pi_{\alpha \beta}, A\} \) be an inverse system of compact polyhedra \( \{X_\alpha\}_{\alpha \in A} \) over a directed set \( A \), where the projections \( \Pi_{\alpha \beta} : X_\beta \to X_\alpha \ (\alpha \leq \beta) \) are continuous and onto, and such that, for every continuous mapping \( f \) of \( X_\beta \) onto \( X_\alpha \), there is a point \( x_\beta \in X_\beta \) such that \( f(x_\beta) = \Pi_{\alpha \beta}(x_\beta) \).
Then the inverse limit of the system \( \{ X_\alpha, \Pi_{\alpha \beta}, A \} \) has the f.p.p. for continuous mappings.

Both theorem 26 and theorem 27 imply the fixed point theorem for snake-like continua. Theorem 27 also has the following interesting corollary:

28. (Mioduszewski and Rochowski [1] (1962)). Let \( \{ X_\alpha, \Pi_{\alpha \beta}, A \} \) be an inverse system of compact polyhedra such that \( X_\alpha \subseteq X_\beta \) for all \( \alpha, \beta \in A \) with \( \alpha \leq \beta \). Let \( \{ \Pi_{\alpha \beta} \}_{\alpha, \beta \in A} \) be retractions, i.e., \( \Pi_{\alpha \beta} | X_\alpha \) is the identity mapping on \( X_\alpha \), and let each \( X_\alpha (\alpha \in A) \) have the f.p.p. for continuous mappings. Then the inverse limit of \( \{ X_\alpha, \Pi_{\alpha \beta}, A \} \) has the f.p.p. for continuous mappings.

Mioduszewski and Rochowski [1] stated the following problem which includes the question whether a tree-like continuum has the f.p.p.: If all the \( X_\alpha \) in the inverse system \( \{ X_\alpha, \Pi_{\alpha \beta}, A \} \) have the f.p.p. for continuous mappings, and the \( \Pi_{\alpha \beta} \) are onto, does the inverse limit of the system have the f.p.p.?

2.3. Multi-valued mappings

Wallace showed that the techniques introduced by Hopf [2] (see theorem 2 of section 2) could be applied to extend the fixed point theorem for trees to a certain class of multi-valued mappings.


Capel and Strrother [3] (1958) used order-theoretic methods to give another proof of theorem 1. Theorem 1 also follows from Begg's extension of the Lefschetz fixed point theorem (Begg [1] (1950); see section 3 of Chapter I).

Attention has already been drawn to the fact that, to ensure the existence of fixed points under arbitrary closed set-valued mappings, it is necessary to impose upper semi-continuity and lower semi-continuity on the mappings (C. Weil [3] (1957); see section 4 of Chapter I). Furthermore, the spaces which have the f.p.p. for continuous closed set-valued mappings constitute a fairly small subclass of those which have the f.p.p. for (single-valued) continuous mappings. For example:

2. (Plunkett [1] (1956)). (a) A dendrite has the f.p.p. for continuous closed set-valued mappings.
(b) Conversely, if a Peano continuum has the f.p.p. for continuous closed set-valued mappings, then it is a dendrite.

Theorem 2(a) was extended to non-metric continua:

3. (Ward [7] (1953)). A topologically chained\(^1\), hereditarily unicoherent and hereditarily decomposable continuum has the f.p.p. for continuous closed set-valued mappings. In particular, since an arcwise connected, hereditarily unicoherent continuum contains no indecomposable continuum (e.g. Borsuk [7,p.17]), such a space has the f.p.p. for continuous closed set-valued mappings.

The arcwise connected metric continua which have the f.p.p. for upper semi-continuous continuum-valued mappings are characterized by hereditary unicoherence:

4. (Ward [9] (1961)). An arcwise connected metric continuum has the f.p.p. for upper semi-continuous continuum-valued mappings if and only if it is hereditarily unicoherent.

Thus, for Peano continua the class of spaces which have the f.p.p. for continuous closed set-valued mappings coincides with the class of spaces possessing the f.p.p. for upper semi-continuous continuum-valued mappings.

We now turn our attention to snake-like continua. Ward [6] (1958) showed that Hamilton's argument in the case of single-valued mappings (Hamilton [4] (1951)) can also be applied to continuous set-valued mappings. In fact it can be extended to chainable continua, as was observed by Rosen [1] (1959).


Rosen i.e. established results which in the metric case are generalizations of theorem 5 both with respect to the class of mappings and the class of spaces.

6. (Rosen [1] (1959)). Let X and Y be the inverse limit of systems of arcs over directed sets A and A' respectively (definitions as in Eilenberg and Steenrod [1]). Let \( \varphi : A \to A' \) be an isomorphism, i.e. \( \varphi \) is one-to-one, \( \alpha \leq \beta \) in A implies \( \varphi(\alpha) \leq \varphi(\beta) \) in A' and \( \varphi(A) \) is cofinal in A'. Let \( \mathcal{Y}(Y) \) denote the family of non-empty closed subsets of Y, and let \( f, g : X \to \mathcal{Y}(Y) \) be upper semi-continuous mappings such that \( g \) is onto and the graphs of \( f \) and \( g \) are connected subsets of \( X \times Y \). Then X has a coincidence point under

\[\text{-------------} \]

\(^1\) See p. 72 for the definition.
f and g, i.e. there exists a point \( x_0 \in X \) such that \( f(x_0) \cap g(x_0) \neq \emptyset \).

Corollary. Let \( X \) be a snake-like continuum and \( f : X \to \mathcal{C}(X) \) an upper semi-continuous mapping such that the graph of \( f \) is connected. Then \( X \) has a fixed point under \( f \).

7. (Rosen [1] (1959)). Let \( X \) and \( Y \) be as in theorem 6. Let \( \mathcal{C}(Y) \)

denote the family of non-empty subcontinua of \( Y \), and let \( f, g : X \to \mathcal{C}(Y) \) be upper semi-continuous mappings of which \( g \) is onto. Then \( X \) has a coincidence point under \( f \) and \( g \).

Corollary. A snake-like continuum has the f.p.p. for upper semi-continuous continuum-valued mappings.

8. (Rosen [1] (1959)). Let \( X \) and \( Y \) be as in theorem 6. Let \( f : X \to \mathcal{C}(Y) \) be continuous, and \( g : X \to \mathcal{C}(Y) \) upper semi-continuous, onto and such that the graph of \( g \) is connected. Then \( X \) has a coincidence point under \( f \) and \( g \).

Theorem 8 implies theorem 5 in the case of snake-like continua.

2.4. Fixed end points

There are a few isolated results in the literature of fixed point theory which state sufficient conditions for the existence of more than one fixed point when the existence of at least one is known.

1. (Schweigert [1] (1944), Wallace [2] (1945), Ward [1,3] (1954, 1956)). Let \( X \) be a continuum, and \( E \) an end element containing no cut points of \( X \). Let \( f \) be a monotone mapping of \( X \) onto itself such that \( f(E) = E \). Then \( X \setminus E \) contains a non-empty subcontinuum without cut points.

Corollary. If \( X \) is a tree and \( E = \{ e \} \), \( e \) being an end point of \( X \), then there exists a fixed point of \( f \) distinct from \( e \).

2. (Young [1] (1946)). Let \( X \) be a generalized dendrite \(^1\) such that the union of any monotone increasing sequence of generalized arcs \(^1\) is contained in a generalized arc. Let \( h \) be a homeomorphism of \( X \) onto itself, and \( e \) a point of \( X \) which is fixed under \( h \) and which is an end point of every generalized arc containing it. Then there exists a point \( x_0 \neq e \) which is fixed under \( f \).

In particular, the conclusion of the theorem holds if "generalized dendrite" is replaced by "arrowwise connected Hausdorff space" and "generalized arc" by "arc".

Results analogous to the Markov-Kakutani theorem (see section

\(^{1}\) See p.71 for the definitions.
7 of Chapter I) was obtained by Wallace [3] (1949) and Wang [1] (1952). Wallace l.c. considered a continuum X and a group Z which is required to be a topological space (but not necessarily a topological group). Let a continuous function \( f : Z \times X \rightarrow X \) be given which satisfies:

(i) \( f(e,x) = x \), for all \( x \in X \), where \( e \) is the unit element of \( Z \);
(ii) \( f(z,f(z',x)) = f(zz',x) \), for all \( x \in X \) and all \( z, z' \in Z \).

For each \( z \in Z \), set \( g(x) = f(z,x) \), for all \( x \in X \). Then \( Z \) can be considered ("somewhat incorrectly") as a group of homeomorphisms acting on \( X \).

A subset \( A \) of \( X \) is called \( Z \)-invariant provided that \( g[A] = A \) for all \( z \in Z \). Wallace proved

3. (Wallace [3] (1949)).

(a) If \( Z \) is Abelian, then there is a non-empty \( Z \)-invariant subcontinuum of \( X \) which has no cut points. Moreover, there exists a non-empty \( Z \)-invariant cyclic element in \( X \).

(b) If \( Z \) is Abelian and no proper subcontinuum of \( X \) is \( Z \)-invariant, then \( X \) has no cut points.

(c) If \( Z \) is connected and metric, then every end point and every non-degenerate cyclic element of \( X \) is \( Z \)-invariant.

Wallace l.c. raised the following question: If \( X \) is a Peano continuum and \( G \) is a compact transformation group of \( X \) such that an end point of \( X \) is \( G \)-invariant, do there exist other \( G \)-invariant points of \( X \)? Wang [1] (1952) solved the problem for spaces much more general than Peano continua by proving the following theorem:

4. (Wang [1] (1952)). Let \( G \) be a transformation group of an arwise connected Hausdorff space \( X \), and let \( e \) be a \( G \)-invariant end point of \( X \). Then there is no other \( G \)-invariant point of \( X \) if and only if, for each neighbourhood \( U \) of \( e \), the set \( g[U] = \{ g(U) | g \in G \} \) coincides with \( X \). If \( G \) is also compact, then there exists a \( G \)-invariant point of \( X \) distinct from \( e \).
CHAPTER III

Miscellany

3.1. Partially ordered sets and spaces

3.1.1. Ordered sets

A relation $\leq$ on a set $P$ is a quasi-order on $P$ if it is reflexive and transitive. If it is also anti-symmetric on $P$, i.e. if $x \leq y$ and $y \leq x$ can never occur simultaneously, then $\leq$ is a partial order on $P$. If for every $x, y \in P$ we have either $x \leq y$ or $y \leq x$, then $\leq$ is a total (also, linear) order on $P$. We write $x < y$ if $x \leq y$ and $x \neq y$. A mapping $f : P \to P$ is isotone provided $f(x) \leq f(y)$ for all $x, y \in P$ such that $x \leq y$.

The fixed point theorems of Abian and Brown [1] (1961) (henceforth referred to as AB [1]) for partially ordered sets include most of the previously known results as well as the more or less simultaneously published results of Pelczar [1] (1961). Their proofs are based entirely on the definitions of partially and well-ordered sets, and except in the case of theorem 4 and corollary 4 below, make no use of any form of the axiom of choice.

Let $P$ be a set, partially ordered by $\leq$. Let $f : P \to P$ be a mapping. For each $a \in P$, an $a$-chain $C_a$ is a subset of $P$ satisfying the following conditions (AB [1]):

1. $C_a$ is well ordered, with $a$ as its first and $r$ as its last element;

2. if $z \in C_a$ and $z \neq r$, then $f(z) \in C_a$, $z < f(z)$, and there exists no $y \in C_a$ for which $z < y < f(z)$;

3. if $T$ is a non-empty subset of $C_a$, then $\sup T$ exists and is an element of $C_a$.

Let $W(a) = \{ r \in P \mid \exists$ an $a$-chain $C_r$ having $r$ as its last element $\}$. From (2) it follows that $W(a) = \{ a \}$ except when $a < f(a)$. The set $W(a)$ has the following properties (AB [1]):

1. If $r \in W(a)$ and $C_r$ is an $a$-chain with last element $r$, then $C_r \subseteq W(a)$.

11. If $r \in W(a)$ and $r < f(r)$, then $f(r) \in W(a)$. 
(iii) If \( r, s \in W(a) \) and \( C_r \) is an \( a \)-chain with last element \( r \), then either \( s \in C_r \) or \( r < s \).

(iv) If \( r \in W(a) \), there is just one \( a \)-chain \( C_r \) with last element \( r \), namely \( \{ x \in W(a) \mid x \leq r \} \).

Thus, for given \( P \), \( f \) and \( a \), \( C_{\mu} \) is uniquely determined by \( r \).

We now state the main results of \( AB \) [1].

1. (\( AB \) [1]). Let \( P \) be a partially ordered set, \( f \) a mapping of \( P \) into itself, and \( a \) an arbitrary element of \( P \). Then

(4) \( W(a) \) is well ordered with \( a \) as first element.

Moreover, if \( c = \sup W(a) \) exists, then

(5) \( W(a) \) is an \( a \)-chain with \( c \) its last element, and

(6) \( c \in f(c) \).

2. (\( AB \) [1]; also see Pelczar [1]). Let \( P \) be a partially ordered set in which

(7) if \( W \) is a non-empty well ordered subset of \( P \), then \( \sup W \) exists.

Let \( f : P \to P \) be an isotone mapping such that

(8) there exists an element \( a \in P \) such that \( a \leq f(a) \).

Then there exists at least one element \( c \in P \) such that \( c = f(c) \). In fact, \( c = \sup W(a) \) is such an element.

Corollary 1. (\( AB \) [1], Knaster [1] (1928), Tarski [1] (1955); also see G. Birkhoff [1, p.54]). Let \( f : P \to P \) be an isotone mapping of a complete lattice into itself. Then \( x_0 = f(x_0) \) for some \( x_0 \in P \).

Corollary 2. (\( AB \) [1]; also see Pelczar [1]). Let \( P \) be a partially ordered set in which

(9) every non-empty well ordered subset \( W \) of \( P \) which is bounded above has a sup.

Let \( f : P \to P \) be isotone and let there exist two elements \( a, b \in P \) such that

(10) \( a \leq f(a) \leq f(b) \leq b \).

Then there exists \( c \in P \) such that \( f(c) = c \) and \( a \leq c \leq b \). In fact, \( c = \sup W(a) \) is such an element.

Corollary 3. (\( AB \) [1], G. Birkhoff [1, p.54, example 4]). If \( f \) is an isotone mapping of a conditionally complete lattice into itself and if there exist two elements \( a, b \in P \) such that

\( a \leq f(a) \leq f(b) \leq b \), then \( f(c) = c \) for some \( c \in P \) with \( a \leq c \leq b \).
3. (AB [1], G. Birkhoff [1, p.44, example 4]). Let $P$ be a partially ordered set in which 
\[(11) \] sup of every non-empty well ordered subset $W$ of $P$ exists.
Let $f : P \to P$ be a mapping such that
\[(12) \] $x \leq f(x)$, for all $x \in P$.
Then there exists at least one element $c \in P$ such that $c = f(c)$.
In fact, for each $a \in P$, $c = \sup W(a)$ is such an element.

4. (AB [1]). Let $P$ be a partially ordered set in which 
\[(13) \] each non-empty well ordered subset $W \subset P$ which is bounded 
have has a sup.
Let $g : P \to P$ be a mapping such that 
\[(14) \] if $g(x) < g(y)$, then $x < y$ for every two elements $x, y \in P$, and
\[(15) \] for $x, y, s \in P$, if $g(x) \leq s \leq g(y)$, then $g^{-1}(a) \neq \emptyset$.
Let $f : P \to P$ be isotone, and let there exist $a, b \in P$, with $a < b$, 
satisfying
\[ g(a) \leq f(a) \text{ and } f(b) \leq g(b). \]

Then there exists at least one element $c \in P$ such that $a \leq c \leq b$
and $f(c) = g(c)$.

Corollary 4. (AB [1]). If in theorem 4 instead of (14) we assume that $g$ is isotone, then the conclusion of theorem 4 remains 
valid provided $P$ is linearly ordered.

The results of Pelczar [1] actually are slightly weaker than
those of AB [1], e.g. instead of (7) it is assumed that the sup 
of every non-empty subset of $P$ exists.
The following generalized form of corollary 1 above was 
proved by Tarski [1] (1955):

5. (Tarski [1]). Let $L$ be a complete lattice and $P$ a commu-
tative family of isotone mappings of $L$ into itself. Let $Q$ be the
set of all common fixed points of $L$ under $P$, i.e.
\[ Q = \{ x \in L \mid f(x) = x \text{ for all } f \in P \}. \]

Then $Q$ is a non-empty complete lattice.

Davis [1] (1955) showed that the property of having the f.p.p.
for isotone mappings is also sufficient for a lattice to be com-
plete. Thus

6. (Davis [1]). A lattice is complete if and only if it has 
the f.p.p. for continuous mappings.
Wolk [1] (1957) obtained an analogous characterization for a class of partially ordered sets which includes the lattices. Let P be a partially ordered set with a greatest and a least element. A subset S of P is up-directed [down-directed] if each pair of elements of S has an upper bound [a lower bound] in S. P is Dedekind complete if each up-directed subset of P has a sup in P and each down-directed has an inf in P.

For $A \subseteq P$, let

$$A^* = \{ x \in P \mid a \leq x \text{ for all } a \in A \}, \text{ and}$$

$$A^+ = \{ x \in P \mid x \leq a \text{ for all } a \in A \}.$$

P is uniform if $A^*$ is a down-directed set for every up-directed subset A, and if $B^+$ is an up-directed set for every down-directed subset B. An isotone mapping $f : P \rightarrow P$ is directable if

$$\{ x \in P \mid x \leq f(x) \}$$

is an up-directed subset of P.

It is easy to verify that a complete lattice is a Dedekind complete, uniform, partially ordered set with a least and a greatest element, and that every isotone mapping of a lattice into itself is directable. Thus the following theorems of Wolk [1] include the theorems of Tarski [1] (for the special case when P in theorem 5 above consists of a single mapping) and Dowie [1]:

7. (Wolk [1]). If P is a partially ordered set such that each up-directed subset of P has a sup in P, then P has the f.p.p. for directable functions.

8. (Wolk [1]). If P is a uniform partially ordered set which has the f.p.p. for directable functions, then P is Dedekind complete.

Hence we have

9. (Wolk [1]). A uniform partially ordered set is Dedekind complete if and only if it has the f.p.p. for directable functions.

Theorem 7 is a direct consequence of theorem 2 (Abian and Brown [1]).

Ward [5] (1957) obtained a necessary and sufficient condition for a class of partially ordered sets, which includes the lattices, to be compact (in the interval topology) in terms of the f.p.p. for isotone mappings. A partially ordered set P is a semi-lattice if each pair of elements of P has an inf in P. A semi-lattice is complete if each non-empty subset of P has an inf in P. Ward's results
are

10. (Ward [5]). Let $P$ be a semi-lattice and $f : P \rightarrow P$ isote. If $P$ is compact in the interval topology, then the set $Q$ of fixed points of $P$ under $f$ is non-empty. If $P$ is a complete semi-lattice, and $Q \neq \emptyset$, then $Q$ is a complete semi-lattice.

11. (Ward [5]). A semi-lattice $P$ is compact in the interval topology if and only if $P$ has the f.p.p. for isote functions.

3.1.2. Ordered spaces

Let $X$ be a topological space endowed with a quasi order $\leq$. The quasi order is lower [upper] semi-continuous if, whenever $a \leq b [b \leq a]$ in $X$, there is a neighbourhood $U$ of $a$ such that if $x \in U$, then $x \leq b [b \leq x]$. The quasi order is semi-continuous if it is both upper and lower semi-continuous. It is continuous if, whenever $a \leq b$ in $X$, there are neighbourhoods $U$ and $V$ of $a$ and $b$ respectively, such that if $x \in U$ and $y \in V$ then $x \leq y$. A quasi ordered topological space (QOTS) is a topological space together with a semi-continuous quasi order. If the quasi order is a partial order, then the space is a partially ordered topological space (POTS).

For $x \in X$, let $L(x) = \{a \in X | a \leq x \}$, $M(x) = \{a \in X | x \leq a \}$, $E(x) = L(x) \cap M(x)$.

Clearly, the statement that $X$ is a QOTS is equivalent to the assertion that $L(x)$ and $M(x)$ are closed sets, for each $x \in X$.

A chain of a quasi-ordered set $X$ is a subset of $X$ which is totally ordered by the quasi order. A maximal chain is a chain which is properly contained in no other chain.

For information on ordered topological spaces, see Ward [1] and the papers quoted there.

In 1945 Wallace [2] proved the following fixed point theorem, which he applied to obtain an extension of the Schweigert theorem (Schweigert [1]):

1. (Wallace [2]). Let $X$ be a compact Hausdorff QOTS, satisfying:

(i) there exists a unique element $e \in X$ such that $e \leq x$ for all $x \in X$;

(ii) each set $L(x)$ is totally ordered;
(iii) for every two elements $x$ and $y$ distinct from $e$, there exists an element $z \in X$ such that $z \preceq x$ and $z \preceq y$.

If $f$ is a homeomorphism of $X$ onto itself such that both $f$ and $f^{-1}$ is isotone, then there exists an element $x_0 \neq e$ in $X$ such that both $x_0 \preceq f(x_0)$ and $f(x_0) \preceq x_0$.

If $\preceq$ is a partial order on $X$, then $x_0$ is a fixed point distinct from $e$.

Ward [1] (1954) continued along these lines and used the results to obtain fixed point theorems for continuous mappings of hereditarily unicoherent continua (Ward [1,4,7,9,10]), already referred to in Chapter II. He now states Ward's results:

2. (Ward [1]). Let $X$ be a Hausdorff QCTS with compact maximal chains and let $f : X \rightarrow X$ be continuous and isotone. A necessary and sufficient condition that there exist a non-empty compact set $K \subseteq E(x_0)$ for some $x_0 \in X$, is that there exist $x \in X$ such that $x$ and $f(x)$ are comparable, i.e. such that $x \preceq f(x)$ or $f(x) \preceq x$.

Corollary 1. If $X$ is partially ordered, then a necessary and sufficient condition that $f$ has a fixed point is that there exist $x \in X$ such that $x$ and $f(x)$ are comparable.

If $X$ is a partially ordered set with an element $e \in X$ such that $e \preceq x$ for all $x \in X$, and $A$ is a subset of $X$, we say that $A$ is bounded away from $e$ provided there is $y \in X \setminus E(e)$ such that $A \subseteq M(y)$.

3. (Ward [1]). Let $X$ be a Hausdorff QCTS with compact maximal chains and suppose there exist $e \in X$ such that $e \preceq x$ for all $x \in X$.

Let $f : X \rightarrow X$ be a continuous and isotone mapping which also satisfies:

(i) there exists $x \in X \setminus E(e)$ such that $x$ and $f(x)$ are comparable;

(ii) if $x$ satisfies (i), then either the sequence $\{ f^n(x) \}_{n=1}^{\infty}$ is bounded away from $e$, or there exists $y \in X$ such that $x \in E(f(y))$ and $f(y) \preceq y$.

Then there is an $x \in X \setminus E(e)$ and a non-empty compact set $K \subseteq E(x_0)$ such that $f[K] = K$.

Corollary 2. If $X$ is partially ordered, then there is a fixed point under $f$ distinct from $e$.

Corollary 3. Let $X$ and $f$ be as in theorem 2, and suppose $X$ satisfies the equivalent conditions
(1) there exists $u \in X$ such that $L(u) = X$.
(11) for $x, y \in X$, there exists $z \in X$ such that $x \preceq z$ and $y \preceq z$.

Then there is a non-empty compact set $K \subseteq E(x_0)$, for some $x_0 \in X$, such that $f[K] = K$.

Corollary 4. Let $X$ and $f$ be as in corollary 3, and let $X$ be partially ordered. Then $X$ has a fixed point under $f$.

Corollary 5. Let $X$ be a compact Hausdorff space satisfying (1) and (11) of corollary 3, as well as

(111) there exists $e \in X$ such that $e \preceq x$ for all $x \in X$, and $E(e) \not= X$.

Let $f : X \to X$ be continuous, isotone and onto. Then there is a non-empty compact set $K \subseteq E(x_0)$, for some $x_0 \in X \setminus E(e)$, such that $f[K] = K$.

Corollary 6. Let $X$ and $f$ be as in corollary 5. If $X$ is partially ordered, then there exists a fixed point distinct from $e$.

In concluding this section we remark that the "long line" has the f.p.p. for continuous mappings, as follows from a more general result by Young [1] (1946).

3.2. The product of spaces

If $X$ and $Y$ are topological spaces, each of which has the f.p.p. for continuous mappings, does their topological product also have this property? (Strother [1] (1953)). In general, this is not true (Connell [1] (1959), Klee [5] (1960); also see section 5 of this chapter). However, Cohen [1] (1956) showed that the answer is in the affirmative if $X$ and $Y$ are totally ordered sets which are compact in the interval topology. Since a compact, totally ordered space has the f.p.p. for continuous mappings if and only if it is connected, Cohen's result may be stated as follows:

1. (Cohen [1]). If $X$ and $Y$ are compact connected totally ordered spaces, then their topological product has the f.p.p. for continuous mappings.

Since a compact connected and totally ordered Hausdorff space is a chainable continuum (see p.66 for the latter), the above result is a special case of the following simultaneously published result of Dyer [2] (1956):

2. (Dyer [2]). The topological product of an arbitrary family of chainable continua has the f.p.p. for continuous mappings.

To prove theorem 2, Dyer first showed that the product of a finite family of chainable continua has the f.p.p. for continuous mappings. Theorem 2 then follows from this result and the following
3. (Dyer [2]). Let $\mathcal{A}$ be a family of compact Hausdorff spaces. Then the topological product of the elements of $\mathcal{A}$ has the f.p.p. for continuous mappings if and only if the topological product of each finite subfamily of $\mathcal{A}$ has the f.p.p. for continuous mappings.

Theorem 1 is related to a result of Ginzburg [1] (1954), who proved that if $X$ and $Y$ are totally ordered sets, each of which has the f.p.p. for similarity transformations (i.e. one-to-one transformations onto), then also both the direct sum and the Cartesian product $X \times Y$ (ordered lexicographically) have the f.p.p. for similarity transformations.

3.3. Hyperspaces

Let $X$ be a continuum, and $\mathcal{J}(X) \cup \mathcal{C}(X)$ the space consisting of the non-empty closed [non-empty closed and connected] subsets of $X$, with the finite topology.

1. (Kelley [3] (1942)). For any metric continuum $X$, $\mathcal{C}(X)$ is an AR if (and only if) $X$ is locally connected. Hence, if $X$ is a locally connected metric continuum, then $\mathcal{C}(X)$ has the f.p.p. for continuous mappings.

2. (Capel and Strother [1] (1956), Hammon Smith [1] (1961)). If $X$ is an ANR, then both $\mathcal{J}(X)$ and $\mathcal{C}(X)$ have the f.p.p. for continuous mappings.

3. (Segal [1] (1962)). If $X$ is a snake-like continuum, then $\mathcal{C}(X)$ is an acyclic quasi-complex in the sense of Lefschetz [5, p.323] and hence has the f.p.p. for continuous mappings.

PROBLEM (Segal [1]). For what class of continua is $\mathcal{C}(X)$ a quasi-complex (Lefschetz [5]) or a semi-complex (Browder [5])?

3.4. Non-continuous mappings

Nash [1] (1956) defined a connectivity mapping of a space $X$ into a space $Y$ as a mapping $f : X \rightarrow Y$ such that, if $A$ is a connected subset of $X$, then $f|A$ is a connected subset of $X \times Y$; equivalently, $f : X \rightarrow Y$ is a connectivity mapping if and only if the induced mapping $f^* : X \rightarrow X \times Y$, defined by $f^*(x) = (x, f(x))$ for all $x \in X$, transforms connected subsets of $X$ onto connected subsets of $X \times Y$. Obviously, a continuous mapping $f : X \rightarrow Y$ is a connectivity mapping. On the other hand, there are connectivity mappings of the
n-cell into itself, for each $n \geq 2$, which are not continuous (Hamilton [5] (1957)). Nash [1] inquired whether the n-cell has the f.p.p. for connectivity mappings. Hamilton l.c. answered this question affirmatively 1), by introducing the concept of a peripherally continuous mapping. A mapping $f : X \rightarrow Y$ is said to be peripherally continuous if, for each $x \in X$ and for each neighbourhood $V$ of $x$ and each neighbourhood $U$ of $f(x)$, there exists a neighbourhood $W$ of $x$ which is contained in $V$ and such that $f$ maps the boundary of $W$ into $U$. Hamilton [5] showed:

1. (Hamilton [5]). A connectivity mapping of the n-cell into itself, $n \geq 2$, is peripherally continuous.2)

2. (Hamilton [5]). The n-cell, $n \geq 2$, has the f.p.p. for peripherally continuous mappings.

It is easy to see that the one-cell has the f.p.p. for connectivity mappings. Hence we have:

3. (Hamilton [5]). The n-cell has the f.p.p. for connectivity mappings.

It is not known whether a peripherally continuous mapping of the n-cell into itself, $n \geq 2$, is necessarily a connectivity mapping. The following is an example of a peripherally continuous mapping of the one-cell $I = [0,1]$ into itself which is not a connectivity mapping and which has no fixed point: for $x$ rational, let $f(x) = \frac{x}{2}$, and for $x$ irrational, let $f(x) = \frac{3}{4}$. (Hamilton [5]).

Hamilton l.c. also gave an example of a mapping $g$ of the n-cell $C^n$ into itself, for any $n \geq 1$, such that

(i) $g$ carries connected subsets of $C^n$ onto connected subsets of $C^n$;

(ii) $g^n$ sends connected and locally connected subsets of $C^n$ onto connected subsets of $C^n \times C^n$;

(iii) $g$ is not a connectivity mapping;

(iv) $g$ is not peripherally continuous;

(v) $C^n$ has no fixed point under $g$.

Stallings [1] (1959) observed an error in Hamilton's proof of theorem 1. He remedied this defect and introduced other types of non-continuous transformations for which he proved fixed point theorems. We now state these definitions and theorems.

1), 2) As was noted by Stallings [1], Hamilton's proof of theorem 1 contains an error. However, Stallings l.c. showed that the theorem is true.
A function \( f : X \rightarrow Y \) is a **local connectivity mapping** if there exists an open covering \( \{ U_\alpha \}_{\alpha \in A} \) of \( X \) such that, for each \( \alpha \in A \), \( f|_{U_\alpha} \) is a connectivity mapping of \( U_\alpha \) into \( Y \).

A **polyhedron** \( P \) is understood to be a finite simplicial complex \( K \) together with a geometrical realization \( |K| \). A **subpolyhedron** \( Q \) of \( P \) is a subcomplex \( L \) of \( K \), together with the geometrical realization \( |L| \) which is identified with a subset of \( |K| \) in a canonical way.

The Cartesian product \( P \times Q \) of the polyhedra \( P = (K, |K|) \) and \( Q = (L, |L|) \) is given by the product \( K \times L \) of their respective complexes (as defined in Eilenberg and Steenrod \([1, p.67]\)), and a geometrical realization \( |K \times L| \) which is identified in a canonical way with \( |K| \times |L| \), so that the projections \( |K \times L| \rightarrow |K|, \ |K \times L| \rightarrow |L| \) are induced by simplicial mappings \( K \times L \rightarrow K, K \times L \rightarrow L \); and so that the diagonal \( \Delta \) of \( |K| \times |K| \) is the geometrical realization of a simplicial complex \( D \) which is isomorphic to \( K \), and \( (D, \Delta) \) is a subpolyhedron of \( P \times P \).

For convenience, the polyhedron \( P = (K, |K|) \), the simplicial complex \( K \) and the geometrical realization \( |K| \) will henceforth be considered as one and the same.

If \( P \) is a polyhedron, then a subset \( N \) of \( P \) is a **polyhedral open set** if \( P \setminus N \) is a subpolyhedron of \( P \).

Let \( P \) and \( Q \) be polyhedra. A function \( f : P \rightarrow Q \) is **polyhedrally almost continuous** if, for each polyhedral open subset \( N \) of \( P \times Q \), such that \( f \subset N \), there exists a continuous function \( g : P \rightarrow Q \) such that \( g \subset N \).

Let \( X \) and \( Y \) be topological spaces. A function \( f : X \rightarrow Y \) is **almost continuous** if, for each subset \( N \) of \( X \times Y \) such that \( f \subset N \), there exists a function \( g : X \rightarrow Y \) such that \( g \subset N \).

A polyhedron \( P \) is **locally peripherally connected** if, for each \( p \in P \) and each neighbourhood \( U \) of \( p \), there exists a neighbourhood \( V \) of \( p \), such that \( V \subset U \) and the boundary of \( V \) is connected.

Let \( C^{k+1} \) denote the closed unit ball in \( E^{k+1} \), and let \( S^k \) be its bounding \( k \)-sphere. A metric space \( (X, \rho) \) is **uniformly locally \( n \)-connected** if, for each \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that, for each \( x \in X \) and each integer \( k, 0 \leq k \leq n \), and each \( \epsilon \)-neighbourhood of \( f : S^k \rightarrow U_\delta(x) = \{ y \in X | \rho(x,y) < \delta \} \), there is an extension of \( f \) to a continuous mapping \( f^*: C^{k+1} \rightarrow U_\delta(x) \).

Stallings \([1]\) proved the following theorems:
4. (Stallings [1]). Let $P$ be a polyhedron, $N$ a polyhedral open set in $P \times P$. If $P$ has a fixed point under every continuous mapping $g : P \to P$ for which $g \in N$, then $P$ has a fixed point under every polyhedrally almost continuous mapping $f : P \to P$ for which $f \in N$.

5. (Stallings [1]). Let $X$ be a Hausdorff space and $N$ an open subset of $X \times X$. If $X$ has a fixed point under every continuous mapping $g : X \to X$ for which $g \in N$, then $X$ has a fixed point under every almost continuous mapping $f : X \to X$ for which $f \in N$.

6. (Stallings [1]). If $f : P \to Y$ is a local connectivity mapping of a locally peripherally connected polyhedron $P$ into a regular Hausdorff space $Y$, then $f$ is peripherally continuous.

This is a generalization of Hamilton's theorem 1.

7. (Stallings [1]). Let $P$ be a locally peripherally connected polyhedron of dimension $n$ and $X$ a uniformly locally $(n-1)$-connected metric space. Let $f : P \to X$ be peripherally continuous. Then $f$ is almost continuous.

Corollary 1. If $P$ is a polyhedron of simplicial dimension $n$ which is of Menger-Urysohn dimension $\geq 2$, and $f : P \to X$ is a connectivity mapping, where $X$ is uniformly locally $(n-1)$-connected, then $f$ is almost continuous.

Corollary 2. If $P$ and $Q$ are polyhedra and $f : P \to Q$ is a connectivity mapping, then $f$ is polyhedrally almost continuous.

Combining corollary 1 and theorem 5, we have:

8. (Stallings [1]). Let $P$ be a polyhedron of Menger-Urysohn dimension $\geq 2$, and $N$ an open subset of $P \times P$. If $P$ has a fixed point under every continuous mapping $g : P \to P$ for which $g \in N$, then $P$ has a fixed point under every connectivity mapping $f : P \to P$ for which $f \in N$.

Combination of corollary 2 and theorem 4 gives:

9. (Stallings [1]). Let $P$ be an arbitrary polyhedron and $N$ a polyhedral open subset of $P \times P$. If $P$ has a fixed point under every continuous mapping $g : P \to P$ for which $g \in N$, then $P$ has a fixed point under every connectivity mapping $f : P \to P$ for which $f \in N$.

For the set $N$ occurring in some of the above theorems we may of course take the product space $X \times X$ (or $P \times P$).
3.5. Compactness and fixed points

In this section we shall consider single-valued mappings only, and we shall say that a space \( X \) has the f.p.p. if it has a fixed point under every continuous mapping \( f : X \to X \).

The question whether there exists a relation between compactness and the f.p.p. was considered by Klee [2] (1955) and Connell [1] (1959). Although for most fixed point theorems the compactness of the space is assumed, in general compactness and the f.p.p. are only vaguely related. For example, there exists a Hausdorff space which has no compact subsets except finite sets, and yet it has the f.p.p. (Connell [1]). De Groot [1] (1959) obtained the result that there exists a family \( \mathcal{F} \) of \( 2^\alpha \) topologically distinct subsets of the Euclidean plane \( \mathbb{R}^2 \) (\( \alpha \) denotes the potency of the real number system), each of which has potency \( \alpha \), is connected and locally connected, contains no compact subsets except countable ones and has the f.p.p.

These sets are rigid, i.e. if \( X \in \mathcal{F} \) and \( f : X \to X \) is continuous, then either \( f \) is a constant mapping or the identity mapping.

However, in some cases it is possible to stipulate a necessary and sufficient condition for the f.p.p. to hold in terms of compactness. Thus Tychonoff [1] (1935) proved that a compact convex subset of a locally convex topological linear space has the f.p.p., and Klee [2] obtained the following partial converse of Tychonoff’s theorem:

1. (Klee [2]). If \( X \) is a locally convex metric topological linear space and \( K \) is a non-compact convex subset of \( X \), then \( K \) lacks the f.p.p.

It is unknown whether Tychonoff’s theorem or theorem 1 holds in an arbitrary topological linear space.

By a topological ray is meant a homeomorphic image of the half-open interval \([0,1)\) with the usual topology. The following fact follows easily from a slight extension of the Tietze mapping theorem:

2. (Klee [2]). If \( S \) is a normal space which contains a topological ray as a closed subset, then there is a fixed point free null-homotopic mapping of \( S \) into \( S \).

Klee [2] applied this result to show that certain spaces lack the f.p.p. We recall the following definitions in order to formulate these results: A subset \( B \) of a topological linear space \( X \) is
bounded if, for each neighbourhood $U$ of the zero element of $X$, there is a number $t$ such that $B+U$. A set is linearly bounded if its intersection with each line is bounded. A topological linear space is locally [linearly] bounded if it contains a non-empty [linearly] bounded open subset.

3. (Klee [2]). Let $X$ be a topological linear space and $H$ a convex subset of $X$. Then if at least one of the following statements is true, $H$ must contain a topological ray as a closed subset:

(i) $X$ is locally convex and $H$ is unbounded;
(ii) $X$ is metric and $H$ is not complete in the natural uniformity;
(iii) $X$ is isomorphic to a subspace of a product of locally linearly bounded topological linear spaces, and some bounded subset of $H$ fails to be precompact (for the latter, see Kelley [4, p.198]);
(iv) $H$ is closed, locally compact and unbounded;
(v) $X$ is locally convex and metric, and $H$ is non-compact;
(vi) $X$ is locally bounded and $H$ is non-compact.

Combining 2, 3 (v) and Tychonoff's theorem, we have:

4. (Klee [2]). For a convex subset $H$ of a locally convex metric topological linear space, the following conditions are equivalent:

(i) $H$ is compact;
(ii) $H$ has the f.p.p.;
(iii) no closed subset of $H$ is a topological ray.

Theorem 4 and its proof are analogous to work of Dugundji [1] (1954). He showed that if $C$ and $S$ are respectively the unit cell and the unit sphere of an infinite-dimensional normed linear space, then $C$ can be retracted onto $S$, whence $C$ must lack the f.p.p. Kakutani [4] (1943) and Klee [1] (1953) showed that in a large class of infinite-dimensional normed linear spaces, the unit cell actually admits a homeomorphism onto itself without fixed points. In fact, for any infinite dimensional normed linear space $X$ there exists a homeomorphism of period two without fixed points of $X$ onto $X$ which maps $C$ onto $C$. (Klee [5] (1955)). From a result of Klee [2, theorem 5.3, p.44] it follows that every convex subset $H$ of a normed linear space such that $H$ is non-compact, closed, locally compact, and at least two-dimensional, admits a homeomorphism onto itself without fixed points. On the other hand, since the unit cell
of a reflexive Banach space $X$ is compact in the weak topology of $X$, it has the f.p.p. for weakly continuous mappings.

Klee also established the following results:

5. (Klee [2]). Let $X$ be a non-compact, connected, locally connected, locally compact metric space. Then $X$ contains a topological ray as a closed subset.

If $X$ is a space which has the f.p.p., then $X$ is connected, and every retract of $X$ also has the f.p.p. Hence

6. (Klee [2]). If $X$ is a non-compact, locally connected, locally compact metric space, then $X$ lacks the f.p.p.

From 2, 5 and known properties of ANR's (Lefschetz [6]), we have

7. (Klee [2]). Let $X$ be a locally compact, connected metric absolute neighbourhood retract. Then $X$ is compact if and only if every null-homotopic mapping of $X$ into $X$ has at least one fixed point.

Connell [1] defined a chain of arcs as a countable set of arcs

$$\{A_n\}_{n=1}^{\infty} = \{[a_n, b_n]\}_{n=1}^{\infty}$$

such that $c_n = b_{n+1}$ for all $n$. The following result of Connell is a consequence of theorem 5:

8. (Connell [1]). If $X$ is a metric space with the f.p.p., then every locally finite chain of arcs is finite.

For, if $\{A_n\}$ is a locally finite infinite chain of arcs in $X$, then their union $A = \bigcup_{n=1}^{\infty} A_n$ is a non-compact, connected, locally connected, locally compact metric space. Hence $A$ must contain a topological ray $T$ as a closed subset, by 5, and since $A$ is closed in $X$, $T$ is closed in $X$. Hence $X$ cannot have the f.p.p., according to 2.

We recall here the following fixed point theorem of Young [1] (1946) for (not necessarily compact) arcwise connected spaces:

9. (Young [1]). If $X$ is an arcwise connected Hausdorff space in which the union of every monotone increasing sequence of arcs is contained in an arc, then $X$ has the f.p.p.

Young [2] (1960) used this result to obtain the following necessary condition for a space not to have the f.p.p.:

10. (Young [2]). Let $M$ be an arcwise connected continuum which lacks the f.p.p. Then $M$ contains either

(i) a continuum $N_1$ for which there is a continuous mapping $f : N_1 \rightarrow S^1$ (the one-sphere in $\mathbb{R}^2$) which is onto and such that no closed proper subset of $N_1$ is mapped onto $S^1$ by $f$, and which is
such that at most one point of \( S^1 \) has a non-degenerate inverse, that inverse being connected; or

(ii) a continuum \( N_2 \) which contains a subset \( R \) which is the one-to-one continuous image of a half-open interval and which is dense in \( N_2 \), but which has no interior relative to \( N_2 \); or

(iii) a continuum \( N_3 \) which is the union of a set \( R \) which is the continuous one-to-one image of a half-open interval, and a continuum \( B \), and for which there is a continuous mapping \( f : N_3 \rightarrow K \), \( K \) being the union of the circles \( x^2 + y^2 = \frac{2}{n} y \), \( n = 1, 2, 3, \ldots \), such that \( f \) is one-to-one on \( N_3 \setminus B \), such that \( f[B] = \{(0,0)\} \), and such that no closed proper subset of \( N_3 \) is mapped onto \( K \) by \( f \).

Examples.

(a) Connell [1]. This is an example of a Hausdorff space which contains no compact subsets except finite sets and yet has the f.p.p. Let \( X = [0,1] \) and let \( \mathcal{U} \) be the collection of all subsets \( S \) of \( X \) such that there exists a set \( A \), open in the usual topology of \( X \), and a countable (infinite or finite) set \( B \) so that \( S = A \setminus B \). Then \( (X, \mathcal{U}) \) is a topological space with the abovementioned properties.

That \( (X, \mathcal{U}) \) has the f.p.p. follows from the following fact (Connell [1]):

Let \( X \) be a set and \( \mathcal{U} \) a topology for \( X \) such that \( (X, \mathcal{U}) \) is a regular space with the f.p.p. Let \( \mathcal{V} \) be a stronger topology for \( X \) (i.e. \( A \in \mathcal{V} \) implies \( A \in \mathcal{U} \)) such that if \( R \in \mathcal{U} \), then the closure of \( R \) is the same in both spaces. Then \( (X, \mathcal{U}) \) has the f.p.p.

(b) Connell [1]. This is an example of a non-compact metric space \( U \) which has the f.p.p. and yet \( U \times U \) lacks the f.p.p. \( U \) is locally compact at all but one point. Let \( f(x) = \sin \frac{\pi}{(1-x)} \) for \( 0 < x < 1, f(1) = 1. \) Let \( U = \{(x,f(x)) \mid 0 < x < 1\} \) and let \( U \) have the relative topology as a subset of the plane.

It is easy to see that \( U \) has the f.p.p. To show that \( U \times U \) lacks the f.p.p., Connell constructed an infinite, locally finite chain of arcs in \( U \times U \) (see theorem 8 of this section).

(c) Connell [1]. This is an example of a non-compact, separable, locally contractible metric space \( V \) which has the f.p.p. Let \( I_0 = \{(x,y) \in \mathbb{R}^2 \mid 0 < x \leq 1, y = 0\} \), and for each integer \( n \geq 1 \), let \( I_n = \{(x,y) \in \mathbb{R}^2 \mid x = \frac{1}{n}, 0 < y \leq 1\} \). Let \( V = \bigcup_{n=0}^{\infty} I_n \). It is not difficult to prove that \( V \) has the f.p.p., and it also follows at once from theorem 9 above.
(d) Connell [1]. This is an example of a non-compact plane set \( W \) which has the f.p.p., while the closure of \( W \) lacks the f.p.p.

Let \( A \) be the square (not including its interior) with \((0,-2), (4,-2), (4,2) \) and \((0,2)\) as its four corners. Let \( A' = A \setminus \{(0,y) \mid -1 < y < 1\} \), \( E = \{(x,y) \mid 0 \leq x \leq 1, y = \sin \frac{\pi}{x}\} \) and \( W = A' \cup E \). \( W \) has the f.p.p. Now, \( W = \overline{A \cup E} \), and if \( B \) is projected onto \( \{(0,y) \mid -1 < y < 1\} \), and \( A \) is rotated through 90 degrees, then we have a continuous mapping of \( W \) into itself without fixed points.

(e) Klee [2] (1955), [5] (1960). Klee constructed a non-compact plane set \( X \) which combines the properties of the spaces in the examples (b) - (d) of Connell [1] (1959). In addition, \( X \) is an absolute retract which is locally compact at all but one point. (Compare theorem 6.)

Let \( l^2 \) be the Hilbert space consisting of all sequences \( x = (x^1, x^2, \ldots) \) of real numbers \( x^1 \) such that \( \sum_{n=1}^{\infty} |x^1|^2 < \infty \). Let \( Y \) be the set of all points \( y = (y^1, y^2, \ldots) \) of \( l^2 \) such that \( y^1 \neq 0 \) for at most one \( i \) and always \( 0 \leq y^i < 1 \). If \( \emptyset \) is the origin \((0,0,\ldots)\) of \( l^2 \) and \( \delta_n \) is the point of \( l^2 \) such that \( \delta_n^i = 1 \) and \( \delta_n^j = 0 \) for \( i \neq n \), then \( Y \) is the union of the segments \( \alpha_n = [\emptyset, \delta_n] \) having the common end point \( \emptyset \). Obviously \( Y \) is contractible and locally contractible. Further, \( Y \) has the f.p.p. (The latter follows, e.g., from theorem 9 above.)

In the product space \( l^2 \times l^2 \), let \( P \) be the infinite polygon whose vertices, in order, are as follows: \((\emptyset, \delta_n), (\delta_n, \emptyset), (\delta_1, \delta_n), (\delta_2, \delta_n), \ldots, (\delta_n, \delta_n), (\delta_n, \emptyset)\). It is easy to verify that \( P \) is a closed subset of \( Y \times Y \), \( P \) is a topological ray. Hence \( Y \times Y \) lacks the f.p.p., according to theorem 2 of this section.

It remains only to describe a bounded plane homeomorphic \( X \) of \( Y \) such that \( \overline{X} \) lacks the f.p.p. For each \( t \in [0, \frac{\pi}{n}] \) and each positive integer \( n \), let \( x_n(t) = (1 + \frac{t}{n}) \cos t \) and \( y_n(t) = (-1)^n(1 + \frac{t}{n}) \sin t \). Let \( \tau_n \) denote the arc consisting of all points \((x_n(t), y_n(t))\) for \( t \in [0, \frac{\pi}{n}] \). Then each arc \( \tau_n \) has \((1,0)\) as an end point and \( X = \bigcup_{n=1}^{\infty} \tau_n \) is homeomorphic with \( Y \). But \( \overline{X} \) contains the unit circle \( S \) and admits a retraction onto \( S \). Hence \( \overline{X} \) does not have the f.p.p.

(f) Boland [1]. This example shows that "locally compact" in theorem 6 cannot be replaced by "peripherally compact". (A topological space is peripherally compact if each of its points has arbitrarily small neighbourhoods with compact boundaries.)
For each integer \( n \geq 1 \), let \( K_n \) be the subset of \( \mathbb{R}^3 \) consisting of all points \( (x, y, z) \) such that
\[
\begin{aligned}
x &= \frac{1}{n}, \\
0 &\leq y \leq 1, \\
z &= 0,
\end{aligned}
\]
either
\[
\begin{aligned}
y &= \frac{2p+1}{2^n} \quad (0 \leq p \leq 2^n - 1), \\
z &= 0.
\end{aligned}
\]

Let \( K_0 = \{(x, y, z) \in \mathbb{R}^3 | 0 \leq x \leq 1, y=0, z=0 \} \),
\[
A = \bigcup_{n=0}^{\infty} K_n.
\]

Then \( A \) is a non-locally compact, peripherally compact and locally connected space which has the f.p.p. The latter follows, e.g., from theorem 9 above.

3.6. Fixed point classes and essential fixed points

Two fixed points \( x_1 \) and \( x_2 \) of a topological space \( X \) under a continuous mapping \( f : X \to X \) are said to be in the same fixed point class (with respect to \( f \)) if there exists a path \( P \) from \( x_1 \) to \( x_2 \) such that \( P \) is homotopic to \( f[P] \) with the end points fixed. (Nielsen [1] (1927)). Nielsen's theory of fixed point classes for the orientable closed surfaces of genus \( \geq 2 \), the elementary parts of which is summarized below, was generalized to the finite polytopes by Wecken [1] (1939), using the Leray-Schauder theory of the fixed point index for these spaces (Leray-Schauder [1]). Browder [5] (1960), resorting to the theory of the fixed point index as extended by himself (see section 2 of chapter I), observed that these results may be extended to Hausdorff spaces which are compact, connected, locally pathwise connected and semi-locally simply connected, the latter meaning that each sufficiently small Jordan curve is contractible. Then each fixed point class is open in \( X \), and since the set \( S(f) \) of fixed points of \( X \) under \( f \) is compact, there are only finitely many fixed point classes, and each component of \( S(f) \) is contained in a fixed point class. Each fixed point class corresponds to the fixed points of \( X \) which are covered by the fixed points of \( \tilde{X} \), the universal covering space of \( X \), under one of the mappings \( \tilde{f} \) which covers \( f \). Since each fixed point class is open in \( S(f) \), an index can be assigned to it, and the classes with a fixed non-zero index are deformed.
into one another under homotopies of f.

The "stability" of a fixed point was studied by Fort [1] (1950), Kinoshita [1] (1952), O'Neill [1] (1953) and Browder [4] (1960). Let X be a Hausdorff space and let $X^X$ denote the space of continuous mappings $f: X \to X$, with the compact-open topology. Let $p \in X$ be a fixed point under $f \in X^X$. Then p is an essential fixed point if, for each neighbourhood $U$ of $p$, there exists a neighbourhood $V$ of $f$ such that $U$ has a fixed point under $g \in U$ for all $g \in V$ (Fort [1]). Then, e.g., the closed unit interval has no essential fixed points under the identity mapping. Fort [1] showed that if $f \in X^X$, $p \in X$ and $p$ has arbitrarily small neighbourhoods $V$ such that $V$ has the f.p.p. and $f([V]) \subseteq V$, then $p$ is an essential fixed point under $f$.

The notion of an essential fixed point was generalized by Kinoshita [1] and O'Neill [1]: A component C of the fixed point set $S(f)$ is essential if all mappings $g$ close to $f$ in the compact-open topology have fixed points in a prescribed neighbourhood of $C$. Kinoshita showed that every continuous null-homotopic mapping $f$ of an ANR into itself has an essential fixed point. O'Neill extended this result by showing the essentiality of any component of the fixed point set of a mapping with non-zero index.

Browder [4] considered the following stronger question: Let $X$ be a Hausdorff space, $U$ an open subset of $X \times I$ ($I$ denotes the closed unit interval $[0,1]$), $F$ a continuous mapping of $U$ into $X$. Let $\pi$ be the natural projection of $X \times I$ into $X$, $\psi_t$ the partial inverse of $\pi$ defined by $\psi_t(x) = (x,t)$ for all $x \in X$. If $f_o = F \psi_o$, $f_1 = F \psi_1$, and we are given a component $C$ of the fixed point set $S(f_o)$ of the mapping $f_o$ of $\psi_o^{-1}[U]$ into $X$, does there exist a connected set $C_1$ in $X \times I$ which contains $C \times \{0\}$, intersects $X \times \{1\}$, and is composed of points $(x,t) \in C_1$ for which $F(x,t) = x$?

Let $U_t = \psi_o^{-1}[U]$, $f_t = F \psi_t : U_t \to X$. The above question essentially asks for a connected set of fixed points of $U_t$ under $f_t$, $0 \leq t \leq 1$, which contains the given component $C$ of fixed points under $f_o$. It is the natural generalization of the question of the existence of a continuous function $\phi : I \to X$ such that $\phi(t) \in U_t$ for all $t \in I$, and $f_t(\phi(t)) = \phi(t)$, with $\phi(0) \in C$. There are trivial counter examples to the existence of such functions $\phi$, for instance small deformations of the identity mapping of an even dimensional sphere.
Browder [4] used the theory of the fixed point index to establish the following theorems, which encompasses the results of Kinoshita [1] and O'Neill [1]:

1. (Browder [4]). Let $X$ be a Hausdorff space, $U$ an open subset of $X \times I$, $F$ a continuous mapping of $\overline{U}$ into a compact Hausdorff space $Y$ lying in a category $A$ for which a fixed point index is defined. (Thus $Y$ may be an ANR*, a neighborhood retract of a convexoid space, or an HLC* space.) Let $G$ be a continuous mapping of $Y \times I$ into $X$, $H$ the mapping of $\overline{U}$ into $X$ given by $H(x,t) = G(F(x,t),t)$. Let $\psi_t$ be the natural injection of $X$ into $X \times I$, $\psi_t(x) = (x,t)$, $U_t = \psi_t^{-1}[U]$, $h_t = H \psi_t$, mapping $\overline{U_t}$ into $X$. Suppose that $h_t$ has no fixed points on the boundary of $U_t$ for $t \in I$. Let $U'_0 = G^{-1}[U]$, $U'_0 = \psi_0^{-1}[U']$, $f_0 = F \psi_0$, $g_0 = G \psi_0$. Suppose that $1(f_0 g_0, U'_0) \neq 0$. (In the case in which $X$ itself lies in $A$, we may make the simpler assumption that $1(h_0, U_0) \neq 0$.)

Then there exists a connected set $C_1$ in $U$ intersecting both $X \times \{0\}$ and $X \times \{1\}$ such that $h_t(x) = x$ for all $(x,t) \in C_1$.

Corollary. Let $X$ be an ANR*, $O$ an open subset of $X$, $f$ a continuous mapping of $\overline{O}$ into $X$ having no fixed points on the boundary of $O$. Then if $1(f, O) \neq 0$, $f$ has an essential component of fixed points in $O$.

2. (Browder [4]). Let $X$ be a locally convex topological linear space, $U$ an open subset of $X \times I$, $F$ a continuous mapping of $\overline{U}$ into a compact convex subset $K$ of $X$. Suppose that $f_t = F \psi_t$ has no fixed points on the boundary of $U_t = \psi_t^{-1}[U]$ for $t \in I$, and $1(f, U_0) \neq 0$. Then there exists a compact connected set $C_1$ in $U$ intersecting both $X \times \{0\}$ and $X \times \{1\}$ such that $f_t(x) = x$ for all $(x,t) \in C_1$.

3. (Browder [4]). Let $X$ be a Hausdorff space, $U$ an open subset of $X \times I$, $F$ a continuous mapping of $\overline{U}$ into a compact space lying in a category $A$ on which a fixed point index is defined, $G$ a continuous mapping of $Y \times I$ into $X$. Let $H$ be the continuous mapping of $\overline{U}$ into $X$ given by $H(x,t) = G(F(x,t),t)$, $(x,t) \in \overline{U}$. Let $U_t = \psi_t^{-1}[U]$, $h_t = H \psi_t$. Suppose that $h_t$ has no fixed points on the boundary of $U_t$, for all $t \in I$. Let $C$ be a component of the fixed point set of $h_0$ and suppose that the following condition is satisfied:

If $U'_0 = G^{-1}[U]$, $U'_0 = \psi_0^{-1}[U']$ and $g_0 = G \psi_0$, $f_0 = F \psi_0$, the mapping $f_0 g_0$ is defined on $U'_0$, which is an open subset of $Y$. Let $C' = g_0^{-1}[C]$. Then there exists a neighborhood $V$ of $C'$ in $Y$ such that for any open subset $V_1$ contained in $V$ and containing $C'$ for
which \( f'_{\partial^c V_0} \) has no fixed points on the boundary of \( V_1 \), we have
\( I(f'_{\partial^c V_0} V_1) \neq 0 \).

Then there exists a compact connected set \( C_1 \) in \( U \) which contains \( C \times \{0\} \), is composed of points \( (x,t) \) for which \( h_4(x) = x \), and intersects \( (X \times \{1\}) \cup (X \times \{0\} \setminus C \times \{0\}) \).

The condition of theorem 3 is expressed briefly by saying that \( C \) has a non-null index with respect to \( h_0 \). Theorem 3 then becomes the statement that each component of the fixed point set of \( h_0 \) with non-null index is contained in a component of \( S \), the set of \( (x,t) \in U \)
for which \( H(x,t) = x \), which intersects \( X \times \{1\} \).

A particular case in which the condition of theorem 3 is satisfied is that in which \( C \) is a single point \( x_0 \) with non-null index with respect to \( h_0 \).

### 3.7. Contractive mappings

The following well-known theorem is due to Banach [1] (1932):

Let \((X, \rho)\) be a complete metric space, and \( f : X \to X \) a continuous mapping for which there exists a number \( k, 0 < k < 1 \), such that \( \rho(f(x), f(y)) < k \rho(x, y) \) for all \( x, y \in X \). Then \( X \) has a unique fixed point under \( f \).

This theorem was extended in various ways, and has wide applications in analysis. An expository account together with a large number of applications may be found in the paper of Nemytskii [1] (1936) and in chapter 2 of Miranda [1] (1949). For more recent results the reader is referred to Deleanu [1] (1957), Luxemburg [1] (1958), A. Brezis and Karrer [1] (1960), Monna [1] (1961) and Edelstein [1, 2] (1961, 1962).

Broderick and Milman [1] (1948) obtained fixed point theorems for non-expansive and non-contractive mappings of a compact metric space with normal structure into itself. (See Dunford and Schwartz [1, p.459] for a summary of their results.)

### 3.8. Mappings of spheres into Euclidean spaces

The following theorems have been the starting-point of extensive investigations on the existence of coincidence points under mappings of spheres into Euclidean spaces:

1. (Borsuk [4] (1933)). If \( f : S^n \to \mathbb{R}^n \) is continuous, then there is a pair of antipodal points \( x, -x \in S^n \) such that \( f(x) = f(-x) \).
2. (Lusternik-Schnirelmann [1] (1930), Borsuk [4]) (1933)). For every covering of $S^n$ by $n+1$ closed sets, there is at least one member of the covering which contains a pair of antipodal points.

3. (Kakutani [3] (1942)). Let $f: S^2 \rightarrow E^1$ be continuous. Then there exist three orthogonal points $a_0, a_1, a_2 \in S^2$ such that $f(a_0) = f(a_1) = f(a_2)$.

The reader is referred to Yang [1, 2] (1954, 1955) for far-reaching generalizations of these theorems and a complete bibliography of their development. Theorem 1 was also extended to multivalued mappings of $S^n$ into $E^n$ (Jaworowski [1] (1956), and to Banach spaces in the case of single-valued mappings (Krasnoselski [2] (1950), Altman [1] (1958) and Granas [2] (1962)).

3.9. Periodic mappings

If $Y$ is the set of all fixed points of a metric space $X$ under a periodic mapping of $X$ into itself, what topological properties of $Y$ can be deduced from those of $X$? Considerable work in answering this question has been done since 1934 by Smith (see e.g. Smith [1]). The spaces most thoroughly studied have been the Euclidean spaces and spheres. The motivating question is to determine to what extent does a periodic homeomorphism of $E^n$ or of $S^n$ resemble an orthogonal transformation. In particular, is it equivalent to an orthogonal transformation? Smith showed that for many homology properties and prime periods, the conjecture is correct. Thus, if $Y$ is the fixed point set of a periodic homeomorphism of $E^n [S^n]$, then $Y$ is in some sense homologically similar to $E^r [S^r]$ for some $r = n$. The reader is referred to Smith [1, 2], Floyd [1, 2, 3], Susan [1] and Borel et al. [1] for further information.

In striking contrast with the results for Euclidean spaces is Klee's result (Klee [3] (1956)) which states that if $Y$ is a compact [closed] subset of an infinite-dimensional Hilbert space $X$, then $X$ admits a periodic homeomorphism whose fixed point set is $Y$ is homeomorphic to $Y$.

3.10. Almost fixed points

There are several theorems to the effect that if $f$ is a mapping of a space $X$ into itself, then there is at least one point $x_0 \in X$ which in some sense is near to its image $f(x_0)$. Usually either $X$ is
non-compact and lacks the f.p.p., or f is non-continuous, and in
the compact case the property that there exists a point which is
"near" to its image is equivalent to the f.p.p.

The first three theorems below are examples of the first men-
tioned possibility.

1. (Hopf [2] (1937)). Let X be a unicoherent topological space
and α a covering of order two of X by closed connected sets. Let
f : X → X be continuous. Then there exists a member U of α such that
U ∩ f[U] ≠ Ø, or equivalently: there exists a point x₀ ∈ X such that
x₀ and f(x₀) lie in the same member of α.

2. (Fort [2] (1954)). Let G be a bounded open subset of the
Euclidean plane E² which is homeomorphic to the open unit disk
D = \{ x ∈ E² \mid ||x|| < 1 \} and whose boundary is locally connected. Let
f : G → G be continuous. Then for each r > 0 there exists a point
x = x(r) ∈ G such that \|x - f(x)\| < r.

Inspection shows that Fort’s proof is equally valid for the
following assertion:

3. (Fort [2]). Let d be a positive number and let
Bⁿ = \{ x ∈ Eⁿ \mid ||x|| < d \}. Let f : Bⁿ → Bⁿ be continuous. Then for each
r > 0 there exists a point x ∈ Bⁿ such that \|x - f(x)\| < r.

Klee’s results (Klee [3] (1961)) fall under the second cate-

For t > 0, a mapping f of a topological space X into a metric
space (M, p) is called \( \delta \)-continuous if each point x ∈ X has a
neighbourhood U such that \( \delta \) ≤ p(U) ≤ \( \delta \). For \( \delta \) ≥ 0, a \( \delta \)-fixed point un-
der a mapping f : M → M is a point x ∈ M such that
\( p(x, f(x)) \leq \delta \); f is called a \( \delta \)-mapping if each point of M is \( \delta \)-fixed under f.

Klee obtained the following results:

4. (Klee [8]). Let P be a compact convex polyhedron in a Eucli-
dean space, and f : P → P \( \delta \)-continuous. Then there exists a con-
tinuous mapping g : P → P such that \( g(p) - f(p) \| \leq \delta \) for all p ∈ P. Con-
ssequently some point of P is \( \delta \)-fixed under f.

5. (Klee [8]). Let C be a compact convex subset of a normed
linear space, f : C → C \( \epsilon \)-continuous, and \( \epsilon' > \epsilon \). Then some point
of C is \( \epsilon' \)-fixed under f.
A metric space $M$ is said to have the **proximate fixed point property** (p.f.p.p.) if, for each $\epsilon > 0$ there exists $r_\epsilon > 0$ such that $M$ has an $\epsilon$-fixed point under each $r_\epsilon$-continuous mapping of $M$ into itself.

6. (Klee [8]). If a metric space $M$ has the p.f.p.p., then so has every compact retract of $M$.

7. (Klee [8]). If a compact metric space has the p.f.p.p., then so has every metric homeomorphic to $M$.

Since an AR is a retract of the Hilbert cube, it follows from 5 - 7 that

8. (Klee [8]). Every AR has the p.f.p.p.


Generalization of the above results 4 - 8 to uniform spaces are almost immediate. Theorem 4 is easily extended to "nearly upper semi-continuous" mappings of $F$ into the family of non-empty closed convex subsets of $F$. The resulting generalization of Kakutani's fixed point theorem (Kakutani [2]) can be applied after the manner of theorem 5 above to a compact convex subset of an arbitrary locally convex topological linear space. This leads to an extension of the fixed point theorem for multi-valued mappings of Fan [1] and Glicksberg [1]. From a rather special case of that extension, the following fact can be deduced:

8. (Klee [9]). Let $X$ be a compact Hausdorff space which is an absolute retract for such spaces. Then for each open covering $\alpha$ of $X$ there exists a finite open covering $\beta$ of $X$ which has the following property:

If $f : X \to X$ is any mapping such that each point $x \in X$ has a neighbourhood $U$ for which $f[U]$ lies in some member of $\beta$, then there exists a point $x_0 \in X$ such that $x_0$ and $f(x_0)$ lie in the same member of $\alpha$. 
CHAPTER IV 1)

Almost fixed point theorems for the Euclidean plane

DEFINITION. Let $X$ be a topological space, $F$ a family of mappings of $X$ into itself and $\Omega$ a family of finite coverings of $X$. Then $X$ is said to have the almost fixed point property (a.f.p.p.) with respect to $F$ and $\Omega$ if, for every $f \in F$ and every $\alpha \in \Omega$, there exists a member $U \in \alpha$ such that $U \cap f[U] \neq \emptyset$.

Note that if $X$ is a compact Hausdorff space, then $X$ has the f.p.p. if and only if $X$ has the a.f.p.p. with respect to continuous mappings and finite coverings.

As was pointed out by Professor J. de Groot, it can be shown that the Euclidean space $\mathbb{E}^n$ has the a.f.p.p. with respect to continuous mappings and finite coverings by open sets with compact boundaries. This means that any continuous mapping of $\mathbb{E}^n$ into itself either has a fixed point or else there are points far away for which the images also are far away, e.g. a translation.

THEOREM 1. The Euclidean plane $\mathbb{E}^2$ has the a.f.p.p. with respect to continuous mappings and finite coverings by convex open sets.

REMARKS. 1. It is easy to see that a corresponding theorem does not hold for infinite (convex open) coverings.

2. It should be possible to generalize theorem 1 by replacing $\mathbb{E}^2$ by $\mathbb{E}^n$.

We shall use the following lemma (with $n=2$) in the proof of theorem 1.

LEMMA 1. (Fort [2]). Let $d$ be a positive number and let $B^n = \{x \in \mathbb{E}^n \mid \|x\| < d\}$. Let $f : \mathbb{E}^n \to \mathbb{E}^n$ be continuous. Then for each $\epsilon > 0$ there exists a point $x \in \mathbb{E}^n$ such that $\|x - f(x)\| < \epsilon$.

PROOF: Let $\epsilon > 0$ be given. We may obviously assume that $\epsilon < d$. Let $C^n = \{x \in \mathbb{E}^n \mid \|x\| \leq d - \epsilon\}$, and define a retraction $r : \mathbb{E}^n \to C^n$ by

-------

1) The results of this chapter will also be published elsewhere (de Groot, de Vries and van der Walt [1]).
\[ r(x) = \begin{cases} (d-\varepsilon)x/\|x\| & \text{for } x \in B^n \setminus c^n, \\ x & \text{for } x \in c^n. \end{cases} \]

Then \( rf|c^n : c^n \to c^n \) is continuous and according to the Brouwer fixed point theorem for the n-cell, there exists a point \( c \in c^n \) such that \( rf(c) = c \). Since \( \|r(x)-x\| < \varepsilon \) for all \( x \in B^n \), we have \( \|c-f(c)\| = \|rf(c)-f(c)\| < \varepsilon \).

**Definition.** A **strip** is the closure of an open simply connected set in \( E^2 \) which is bounded by two parallel straight lines. Let \( S \) be a strip bounded by the lines \( L_1 \) and \( L_2 \) and let \( L_3 \) be a (closed) segment perpendicular to \( L_1 \) and \( L_2 \), which connects a point of \( L_1 \) with a point of \( L_2 \). Then the closure of a component of \( S \setminus L_3 \) is called a **half-strip**. The segment \( L_3 \) is called the base of the half-strips, and the lines [rays] bounding a strip [half-strip] are called the **sides** of the strip [half-strip].

It is easy to verify that a convex subset \( K \) of \( E^2 \) with interior points has the following properties:

1. If \( K^0 \) (the interior of \( K \)) contains a line, then it contains a strip.
2. If \( K^0 \) contains a ray, then it contains a half-strip.

**Proof of Theorem 1:** Let \( f : x^2 \to x^2 \) be a continuous mapping and \( \alpha = \{ U_i \}_{i=1}^n \) a finite covering of \( E^2 \) by convex open sets. We may assume that \( E^2 \) does not belong to \( \alpha \). Since \( \alpha \) is a finite covering and \( E^2 \) is unbounded, there exist pairs of different members of \( \alpha \) which have unbounded intersections. Such an intersection satisfies either (i) or (ii) above, and we choose, if possible, a strip in each of these intersections; otherwise, we choose a half-strip. Divide each strip in two half-strips, such that the intersection of the ensuing half-strips is their common base. Let \( P_1, P_2, \ldots, P_k \) be the collection of half-strips. We may choose them such that \( P_i \cap P_j \) (if \( i \neq j \)) is bounded, and we shall suppose that this was done. Further, we choose an open disk \( B_1 \) such that the following conditions are fulfilled:

1. If \( U_i \cap U_j \) is bounded, then \( U_i \cap U_j \subset B_1 \) (for all \( i, j = 1, 2, \ldots, n \)).
2. \( P_i \cap P_j \subset B_1 \) (if \( i \neq j \); \( i, j = 1, 2, \ldots, k \)).

1. The bases of the half-strips as well as the points of intersection of the (prolongations of the) sides of the half-strips are all contained in \( B_1 \).
Let $B_2$ be an open disk, concentric with $B_1$ and such that $B_1 \subset B_2$. We shall now construct a homeomorphism $\varphi : \mathbb{R}^2 \to B_2$ such that $\{\varphi[U_1]\}_{i=1}^n$ can be extended to an open covering of $B_2$.

We shall assume that the collection of half-strips is cyclically ordered by the positive orientation of the boundary of $B_2$, and that this ordering is given by $P_1, P_2, \ldots, P_k$ "modulo $k". We also assign an order to the sides of each $P_i$ ($i = 1, 2, \ldots, k$): if we traverse the boundary of $B_2$ in the positive direction, then we pass from the "first side" of $P_i$ to its "second side".

Let $S_i$ denote the closure of that component of $\mathbb{R}^2 \setminus (B_1 \cup P_1 \cup \ldots \cup P_k)$ which lies between the second side of $P_i$ and the first side of $P_{i+1}$ ($i = 1, 2, \ldots, k$). $P_i$ and $S_i$ are thus constructed so that there exists a member $U_j(1) \in \alpha$ with the property that

(iv) $P_i \cup S_i \cup P_{i+1} \subset U_j(1)$ ($i = 1, 2, \ldots, k$).

We are now ready to define the homeomorphism $\varphi : \mathbb{R}^2 \to B_2$. It will be done in such a way that $P_1 \setminus B_1$ is contracted onto $P_1 \cap (B_2 \setminus B_1)$, and $S_i$ onto $S_i \cap (B_2 \setminus B_1)$ ($i = 1, 2, \ldots, k$), while $B_1$ is mapped identically onto itself.

$z \in P_i \setminus B_1$ ($i = 1, 2, \ldots, k$): Let $L_i(z)$ be the line through $z$ parallel to the sides of $P_i$, and let $r_i(z) = \text{dist}(z, L_i(z) \cap \text{bd}(B_1))$, where $\text{bd}(B_1)$ denotes the boundary of $B_1$. Define $f_i(z)$ to be the point which divides $L_i(z) \cap (B_2 \setminus B_1)$ in the ratio $r_i(z) : 1 + r_i(z)$. It is easy to verify that $f_i$ is a continuous one-to-one mapping of $P_i \setminus B_1$ onto $P_i \cap (B_2 \setminus B_1)$, and that its inverse is continuous.

$z \in S_i$ ($i = 1, 2, \ldots, k$): Let $s_i$ be the point in which the prolongation of the second side of $P_i$ intersects the prolongation of the first side of $P_{i+1}$, and let $s_i \overline{x}$ be the closed segment connecting $s_i$ and $z$. Let $s_i(z) = \text{dist}(z, s_i \overline{x} \cap \text{bd}(B_1))$, and define $g_i(z)$ to be the point which divides $s_i \overline{x} \cap (B_2 \setminus B_1)$ in the ratio $s_i(z) : 1 + s_i(z)$. Then $g_i$ is a continuous one-to-one mapping of $S_i$ onto $S_i \cap (B_2 \setminus B_1)$, and its inverse is continuous. (If $P_i$ and $P_{i+1}$ are parallel, then we define $g_i$ in the same way as $f_i$ was defined.)

$z \in \overline{B}_1$: Let $h : \overline{B}_1 \to \overline{B}_1$ be the identity mapping.

The functions $f_i, g_i$ and $h$ coincide on the boundaries of their domains of definition and hence $\varphi$, defined by
\[ \varphi(z) = \begin{cases} f_i(z) & (z \in P_i \setminus B_i ; i = 1, 2, \ldots, k), \\ E_i(z) & (z \in S_i ; i = 1, 2, \ldots, k), \\ z & (z \in B_i) \end{cases} \]

is a continuous mapping of \( E^2 \) onto \( B_2 \). Similarly, \( \varphi^{-1} \) is well-defined and continuous; hence \( \varphi \) is a homeomorphism.

For each \( U_i \in \alpha \), let \( U_i = \varphi[U_i] \), and let \( \varphi(\alpha) = \{U_i\}_{i=1}^n \).

For each \( U_j(i) \) satisfying (iv) (see p.103), let \( V_j(i) = U_j(i) \cup ((P_i, U_i, S_i) \cap \text{bd}(B_2)) \). It is easily seen that the \( V_j(i) \), together with the remaining \( U_i \), form an open covering of \( B_2 \). Denote this covering by \( \beta = \{V_i\}_{i=1}^m \).

Let \( f' = \varphi^{-1} \varphi \). Then \( f' : B_2 \to B_2 \) is continuous and according to lemma 1, for each positive integer \( n \), there exists a point \( y_n \in B_2 \) such that \( \|y_n - f'(y_n)\| < \frac{1}{n} \). Let \( \tau \) be the Lebesgue number of \( B_2 \) with respect to \( \beta \), and choose \( n \) such that \( \frac{1}{n} < \tau \). According to the lemma of Lebesgue, there exists a set \( W_k \in \beta \) such that \( y_n, f'(y_n) \in W_k \). But \( y_n, f'(y_n) \in B_2 \), so that \( y_n \) and \( f'(y_n) \) lie in the same member of \( \varphi(\alpha) \). Hence, if \( x_n \) is that point of \( B_2 \) for which \( \varphi(x_n) = y_n \), then \( x_n \) and \( f(x_n) \) lie in the same member of \( \alpha \).

If the mappings are restricted to translations, then we can require less of the covering sets to obtain a theorem similar to theorem 1: "convex open" may then be replaced by "arcwise connected".

We shall need the following two lemmas.

**Lemma 2.** Let \( x_1, x_2, \ldots, x_n \) be sets, let \( X = \bigcup_{i=1}^n x_i \) and let \( f : X \to B \) be a mapping. Then there exists a set \( x_i \) and a positive number \( k \) (\( 1 \leq i, k \leq n \)) such that \( x_i \cap r^k[x_i] \neq \emptyset \).

**Proof:** For each \( x \in X \), at least two of the \( n+1 \) elements \( x, f(x), \ldots, f^n(x) \) belong to one and the same set \( x_i \); say \( f^r(x), f^s(x) \in x_i \) (\( 1 \leq r < s \leq n \)). Then \( f^{s-r}(x) \in x_i \cap r^{s-r}[x_i] \).

**Lemma 3.** Let \( A \) be an arcwise connected subset of \( E^2 \), and let \( f : E^2 \to E^2 \) be a translation, such that there exists a positive integer \( k \) with \( A \cap r^k[A] \neq \emptyset \). Then \( A \cap f(A) \neq \emptyset \) also.

**Proof:** Let \( f \) be given by \( f(x) = x+a \), for all \( x \in E^2 \), where \( a \in E^2 \) is a fixed vector. We may suppose that the positive \( X \)-axis has the same direction as \( a \). Let \( k \) be the smallest positive integer such that \( A \cap r^k[A] \neq \emptyset \). Suppose \( k > 1 \). We are going to derive
a contradiction. There exists a point \( b + ka \in A \) also, and we can find an arc \( J \), contained in \( A \), which connects \( b \) and \( b + ka \). Let

\[
P = \{(x, y) \in J \mid (u, v) \in J \Rightarrow y \geq v\}, \text{ and}
\]

\[
Q = \{(x, y) \in J \mid (u, v) \in J \Rightarrow y \leq v\}.
\]

Since \( J \) is compact, \( P \neq \emptyset \) and \( Q \neq \emptyset \). (\( P \) and \( Q \) contain respectively the "upper extreme" and "lower extreme" points of \( J \).) Since \( J \cap f[J] = \emptyset \), \( J \) is not a segment, and since it is compact, we can find a point \( p \in P \) and a point \( q \in Q \) such that, if \( J_q \) is the part of \( J \) which connects \( p \) and \( q \) (including \( p \) and \( q \)), then \( J_q \cap P = \{p\} \), \( J_q \cap Q = \{q\} \), and \( p \neq q \).

Let \( L_1 \) and \( L_2 \) be straight lines parallel to the \( X \)-axis, passing through \( p \) and \( q \) respectively, and let \( S \) be the strip determined by these lines. \( J_q \) separates \( S \) into two disjoint sets, each of which is simply connected and both open and closed in \( S \). The same holds for the images of \( J_q \) under the iterates of \( f \).

Since \( J_q \cap f[J] = \emptyset \) and \( f[J] \) is connected, any two points of \( f[J] \), in particular \( b + a \) and \( q + a \), lie in the same part of \( S \) with respect to the separation by \( J_q \). Since \( f \) is a translation, \( b + ka \) and \( q + ka \) lie in the same part of \( S \) with respect to the separation by \( f^{k-1}[J_q] \). Since \( q + (k-2)a \) and \( q + ka \) lie in different parts of \( S \) with respect to this separation, \( b + ka \) and \( q + (k-2)a \) lie in different parts. Also, \( q \) and \( q + (k-2)a \) lie in the same part of \( S \) with respect to this separation and hence \( q \) and \( b + ka \) lie in different parts. But \( q \) and \( b + ka \) are connected by \( J_q \), and \( J_q \subset S \), so that \( J_q \cap f^{k-1}[A] \neq \emptyset \), implying that \( A \cap f^{k-1}[A] \neq \emptyset \), in contradiction with the choice of \( k \).

**DEFINITION.** Let \( X \) be a topological space. Two continuous mappings \( f, g : X \rightarrow X \) are said to be **topologically equivalent** if there exists a homeomorphism \( h \) of \( X \) onto itself such that \( f = h^{-1}gh \). If \( X \) is a metric space, then a mapping \( f : X \rightarrow X \) is called a **topological isometry** if it is topologically equivalent to a distance preserving mapping of \( X \) into itself.

In the case of the plane we have the following criterion for a mapping to be a topological translation (Sperner [1](1934)): A mapping \( f : \mathbb{E}^2 \rightarrow \mathbb{E}^2 \) is topologically equivalent to a translation if and only if \( f \) is an orientation preserving homeomorphism such that, for each set \( U \subset \mathbb{E}^2 \) which is the closure of a bounded domain and
whose boundary is a Jordan curve, there exists a positive integer \( N \) such that \( U \cap f^n[U] = \emptyset \) for all integers \( n \) with \( |n| > N \).

We now state and prove

THEOREM 2. The Euclidean plane has the a.f.p.p. with respect to orientation preserving topological isometries and finite coverings by arcwise connected sets.

PROOF: It is a well-known result that an orientation preserving topological isometry of the Euclidean plane is topologically equivalent either to a rotation or to a translation. In the first case there is a fixed point, and in the second case theorem 2 immediately follows from lemmas 2 and 3.

COROLLARY. The Euclidean plane has the a.f.p.p. with respect to orientation preserving topological isometries and finite coverings by connected open sets.

For, a connected open subset of a Euclidean space is arcwise connected.

An example orally communicated by Professor R.D. Anderson shows that theorem 2 cannot be extended to higher dimensions: There is a covering \( \alpha \) of \( E^3 \) by four non-empty connected open sets, and a topological translation \( f : E^3 \to E^3 \), such that \( U \cap f[U] = \emptyset \) for all \( U \in \alpha \).

A connected topological space trivially has the a.f.p.p. with respect to arbitrary mappings and coverings consisting of two connected open sets. A unicoherent topological space has the a.f.p.p. with respect to continuous mappings and coverings consisting of three connected open sets. Before showing this, we prove the following

LEMMA 4. Let \( X \) be a unicoherent topological space and
\( \alpha = \{ U, V, W \} \) a covering of \( X \) by three non-empty connected open sets. Then, if \( \cap \alpha = \emptyset \), \( \alpha \) has two disjoint members.

PROOF: Suppose, on the contrary, that \( U \cap V \neq \emptyset \), \( U \cap W \neq \emptyset \) and \( V \cap W \neq \emptyset \). Then
\[
X = U \cup (V \cup W) \quad \text{(connected summands)}
\]
\[
U \cap (V \cup W) = (U \cap V) \cup (U \cap W) \quad \text{(connected summands), and}
\]
\[
(U \cap V) \cap (U \cap W) = U \cap V \cap W = \emptyset,
\]
contradicting the unicoherence of \( X \).
THEOREM 3. A unicoherent topological space \( X \) has the a.f.p.p. with respect to continuous mappings and coverings consisting of three connected open sets.

PROOF: Let \( f : X \to X \) be a continuous mapping and \( \alpha = \{U, V, W\} \) a covering of \( X \) by three connected open sets. We may suppose that the empty set does not belong to \( \alpha \), and that \( \cap \alpha = \emptyset \). Let \( U \) and \( V \) be the disjoint members of \( \alpha \) given by lemma 4. Then \( U \cap W \neq \emptyset \), \( V \cap W \neq \emptyset \), since \( X \) is connected. Suppose that \( U \cap f[W] = \emptyset \). Since \( f[W] \) is connected and \( U \cap V = \emptyset \), either \( f[W] \subset U \) or \( f[W] \subset V \). In either case the theorem is proved, e.g., if \( f[W] \subset U \), then \( f[U \cap W] \subset f[W] \subset U \) and hence \( U \cap f[U] \neq \emptyset \).

COROLLARY. \( \mathbb{E}^n \) has the a.f.p.p. with respect to continuous mappings and coverings consisting of three connected open sets.

For, \( \mathbb{E}^n \) is unicoherent (Borsuk [2]).

The question arises whether a unicoherent topological space has the a.f.p.p. with respect to continuous mappings and coverings consisting of four (or more) connected open sets. Further, can "orientation preserving" be omitted from the hypotheses of theorem 2?

Both these questions are answered negatively by the following example, in which we have a covering of \( \mathbb{E}^2 \) by four connected open sets \( U_1, U_2, U_3, U_4 \), and a transfection \( f \) (i.e. a reflection followed by a translation in the direction of the axis of reflection) such that \( U_i \cap f[U_i] = \emptyset \) (\( i = 1, 2, 3, 4 \)).

Let
\[
V = \{(x, y) \in \mathbb{E}^2 \mid 0 < x < 1, \ -1 < y < 1 \},
\]
\[
r(x, y) = (x, y) + (2, 0), \text{ for all } (x, y) \in \mathbb{E}^2,
\]
\[
s(x, y) = (x, y) + (\frac{2}{3}, 0), \text{ for all } (x, y) \in \mathbb{E}^2,
\]
\[
W = \{(x, y) \in \mathbb{E}^2 \mid y < -1 \},
\]
\[
V_n = \bigcup_{n=-\infty}^{\infty} r^n[V], \quad U_1 = V_1 \cup W,
\]
\[
U_2 = s[U_1], \quad U_3 = s[U_2],
\]
\[
U_4 = \{(x, y) \in \mathbb{E}^2 \mid y > 0 \}.
\]

The transfection \( f \) is defined as follows:
\[ u(x, y) = (x, -y) \text{ for all } (x, y) \in \mathbb{R}^2, \]
\[ t(x, y) = (x, y) + (1, 0) \text{ for all } (x, y) \in \mathbb{R}^2, \]
\[ f = tu. \]

It is easy to verify that \( U_i \cap f[U_i] = \emptyset \) (i=1, 2, 3, 4). Note that \( f \) reverses the orientation and that each of the intersections \( U_i \cap U_j \) (i\(\neq\)j) has countably infinitely many components.

**PROBLEMS.**

1. Does the Euclidean plane have the a.f.p.p. with respect to orientation preserving homeomorphisms onto and finite coverings by connected open sets?

2. Does the Euclidean plane have the a.f.p.p. with respect to continuous mappings and finite coverings by connected open sets such that the intersection of each pair of members of the covering is empty or has at most a finite number of components?
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