


.CWI Syllabi 

Managing Editors 

J.W. de Bakker (CWI, Amsterdam) 
M. Hazewinkel (CWI, Amsterdam) 
J.K. Lenstra (CWI, Amsterdam) 

Edltorlal Board 

W. Albers (Enschede) 
P.C. Baayen (Amsterdam) 
R.J. Boute (Nijmegen) 
EM. de Jager (Amsterdam) 
!YJ,A. Kaashoek (Amsterdam) 
M$. Keane (Delft) 
J.P.C. Kleijnen (Tilburg) 
H. Kwakernaak (Enschede) 
J. van Leeuwen (Utrecht) 
P.W.H. Lemmens (Utrecht) 
M. van der Put (Groningen) 
M. Rem (Eindhoven) 
A.H.G. Rinnooy Kan (Rotterdam) 
M.N. Spijker (Leiden) 

Centrum voor Wlskunde en Informatica 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 

The CWI is a research institute of the Stichting Mathematisch Centrum, which was founded 
on February 11, 1946, as a nonprofit institution aiming at the promotion of mathematics, 
computer science, and their applications. It is sponsored by the Dutch Government through 
the Netherlands Organization for the Advancement of Pure Research (Z.W.O.). 



CWI Syllabus 4 

Colloquium topics in applied 
numerical analysis 
Volume 1 

J.G. Verwer (ed.) 

Centrum voor Wiskunde en Informatica 
Centre for Mathematics and Computer Science 



1980 Mathematics Subject Classification: 65XX06 
ISBN 90 6196 281 1 

Copyright © 1984, Mathematisch Centrum, Amsterdam 
Printed in the Netherlands 



PREFACE 

The colloquium "Topics in Applied Numerical Analysis" was held at the 
Department of Numerical Mathematics of the Centre for Mathematics and 
Computer Science during the academic year 1983/1984. The aim of this collo­
quium was to draw attention to the widespread use of numerical mathematics 
in scientific real life problems, as well as to foster co-operation between 
mathematicians working in an academic environment and representatives from 
industries and institutes where the numerical solution of real life problems is 
studied. · 

These two volumes contain, in complete form, the papers presented by the 
speakers among the participants. Also it contains a contribution by J.L.O. 
Vranckx who, at the last minute, was unable to attend the colloquium in per­
son. 

The greater part of the papers deal with the numerical solution of a certain 
mathematical problem from practice. It was very interesting for the participat­
ing mathematicians to attend the lectures of the practitioners and to see the 
wide range of difficult technical problems which arise in, e.g., the engineering 
sciences. 

The success of the colloquium was due principally to the speakers. To all of 
them I extend my sincere thanks and appreciation. 

October 1984 J.G. Verwer (ed.) 
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GAS-SOLID ADSORPTION SIMULATION 

H.AKSE 

Adsorption of one or more aorrrponents from gaseous mixtures is a 

typiaaL aLass of transient ahemiaaL- and environmentaL engineering proaesses. 

RemovaL of undesired aomponents from a gaseous stream takes pLaae in 

a fixed bed of porous adsorbent partiaLes. Fixed bed adsorbers for suah 

purposes present a frequent but diffiauLt probLem for proaess engineers. 

Apart from the assessment of a ayaLia proaess of adsorption and desorption 

the mathematiaaL modeLLing of the physiaaL phenomena is rather diffiauLt 

and aorrrpUaated. 

The set of partiaL differentiaL equations aontaining the mass- and 

heat baLanses of the system is far from Lineair in aharaater. In the 

Literature numeriaaL soLutions are found for suah a set of differentiaL 

equations using the Runga-Kutta or modified EuLer disaretization proaedures. 

Suah proaedures, h(}l,)ever, are of the e:cpLiait type. For the system under 

aonsideration this wiLL mean that rather Large aomputation times are needed. 

Even the e:cpLiait Cranak-NiahoLson disaretization proaedures needs for 

this system too muah aomputer time and therefore is too ex-pensive for 

frequent use in a teahniaaL aontext. 

Besides the neaessity of reduaing the aompLexity of the system, 

without Loosing sight of the reaLity, a fast aLgorithm is needed in order 

to reduae both aomputation time and aomputation aosts. 

In aooperation with the Centre for Mathematias and Computer Saienae 

at Amsterdam, the NetherLands, a new proaedure is set up using an impLiait 

saheme foLLowing the Newton Raphson proaedure. 

The reduation of aomputation time and aosts aompared with those 

using above mentioned proaedures are aonsiderabLe, whiLe the differenaes 

in the resuLts for either of the proaedures are very smaLL. 
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I. INTRODUCTION 

A theoretical analysis of simultaneous heat and mass transfer during 

transient adsorption on porous granular solid particles in a fixed bed 

has been used to identify the significant processes determining the 

dynamic behaviour. The practical interest for mass transfer processes 

in fixed beds has resulted in numerous papers on the subject in general. 

The specific interest for adsorption as a fixed bed mass transfer operation 

has, however, increased only recently. The presently increasing demand 

for high purity materials in many industrial sectors together with the 

increasing needs to remove harmful components from waste flows in order to 

prevent environmental pollution have caused the mentioned increase of 

interest. 

The unique advantage of adsorption processes is their ability to 

reduce concentrarion of adsorbable components to extremely low values 

combined with a relatively high adsorptive capacity of the used adsorbent. 

Otherwise stated, adsorption processes are extremely selective between the 

solvent or carrier gas and the minor constituants to be adsorbed. Adsorption 

works for concentrations so low that other separation methods-absorption 

extraction, destillation etc.-will fail. 

Adsorption is usually applied in a cyclic fixed bed process. A cycle 

consists of a loading phase, followed by a regeneration phase. In the 

loading phase the fluid enters one end of the bed and passes from bed 

layers with relative high adsorbate load to layers with lower loads. 

Along this path adsorbate is transferred from fluid to fixed bed, A 

concentration profile and a particle load profile are slowly progressing 

in the fluid flow direction, so never will anywhere in the bed exist a 

steady state. This transient character of the process, combined with the 

generally complex sorption equilibrium relation has precluded the application 

of analytical solutions for adsorption column performance prediction. 

Only for a few special simplified cases [J,2,3,4] analytical or 

semi-analytical solutions for concentration and particle load as functions 

of time and spatial location in the bed are available. 

A strictly fundamental approach of the dynamic behaviour of an 

adsorption column is inappropriate for equipment design goals. Nevertheless, 

some attempts have been made in this direction [5,6]. The resulting very 

complex models will inevitably surpass the potentialities of even the 

fastest computer system, available to day. Apart from this, experience has 



shown that a high level of complexity will not with certainty generate 

sufficient agreement with experimental results. Reality is known to be 

complex but apparently it is complex in an other way than presumed in 

some extremely complex models. 

Simplification of the adsorption process model implying a significant 

reduction in comp.uter costs can be attained without loss of agreement with 

reality. Therefore a set of simplifications has been introduced in order 

to develop a convenient mathematical model for practical design purposes. 

The development of such a convenient mathematical model for the drying 

of moist (compressed) air for industrial application is performed in 

cooperation with DELAIR [7 J. 

The following simplifying assumptions are made: 

I. The gas is in plug flow 

3 

2. The longitudinal dispersion for heat and mass in the gas are negligible. 

3. There is only one component in the gas to be adsorbed. 

4. Pressure drop along the bed is negligible. 

5. Removal of adsorbate does not affect the gas flow rate. 

6. Physical properties in the system are constant. 

7. The gas is incompressible. 

Adsorptions from gaseous mixtures are highly exothermal processes. 

These processes will probably not be isothermal even not approximately. 

Negligible heat loss to the surroundings, leading to an adiabatic process 

is not improbable. Generally, however, these processes are nor isothermal 

neither adiabatic. The rise in temperature, due to the release of heat 

of adsorption causes a decreasing adsorption capacity. In designing gas­

solid adsorbers the effects of this heat release have to be taken into 

account. 

Between the concentration of the sorbate in the fluid and the amount 

of uptake by the solid, the loading of the sorbent, exists a thermo­

dynamically determined equilibrium correlation, the 'sorptionisotherm'. 

(I) q = q(c) *) 

*) . See list of symbols. 



4 

As stated before this equilibrium is also affected by temperature: 

(2) q = q(c,T ). 
s 

The mathematical representation of the relations may be proportional, 

rectilinear or curvilinear. Most sorptionisotherms are curvilinear. 

As shown in the Appendix sorptionisotherms comprise several parameters. 

These parameters are determined by optimal fitting of experimental data. 

In literature more than hundered different sorption equations have been 

reported for a variety of materials [12]. However, for the system 

watervapor-silicagel or watervapor-activated aluminiumoxyde adequate 

information is still lacking. 

Uhlmann [9] has used a Freundlich isotherm in his work (watervapor­

silicagel): 

(3) 

in which 

P k 2 (T) 

q 
.pd s 

k 1 (T ) .{-P-} 
s -pd 

Md pd 
C = M. P-p 

a d 
From the measured isotherms for several temperature levels the heat of 

adsorption is determined according to Clausius-Clapeyron, The best fit 

represents an empirical relation between the heat of adsorption and the 

loading of the sorbent•: 

(4) 
6 )06 

LIHtot = 2.84.10 + ------ [J/kg]. 
127 .s. q+0.556 

In the work described here, a Polanyi type isotherm is used: 

(S) 

in which: 

(6) E q 

Whilst 

(7) C = 

pds. exp (E /RT ) 
q s 

A + B .ln q [J/molJ. q q 

pd 
.622 -p-· 

-pd 

The heat of adsorption leads to: 



E 
(8) ~Htot = ~H (T) + .....9... 1000 [J/kg]. 

con s Md 

2. MODEL OF THE PROCESS 

Consider a fluid containing a dilute adsorbable component flowing 

through a fixed bed of gramular solid as shown in figure I 

Fig. I. Column segment with mass flows 

From an overall mass balance over a fixed length element of the bed with 

voidage e:: 

(9) 

An exact description of the mass transfer process from the bulk of the 

flowing fluid through the fluid boundary layer adjacent to the particle 

into the pores and from these onto the adsorptive pore wall surface 

eventually followed by surface diffusion transport into the particle 

would be inappropriately complex. Sufficient agreement with reality 

might be obtained in describing the process with only one mass transfer 

parameter, an "overall" mass transfer coefficient. This route towards 

simplification is called the "boundary layer"-concept. 

From figure 2 it is developed as follows: 

5 
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q.., 

Fig, 2, Mass transfer to the boundaries 

The mass transfer across the boundary layers with thicknesses of and os 

reads: 

p .k .a(o -q), 
s s "W 

where kf and k are partial mass transfer coefficients and k is derived by s s 
Gliickauf [14] for a spherical particle with constant concentration 

changing rate: 

( I I) a.k 
s 

15V 
=-2 

r 

with the sorption isotherm known: 

Elimination of 'lw and cw from (IO) and (12) is feasible: 

(I 3) oq - * * (1-E).ps'& = pf.kof'a(c-c) = ps.kos'a(q -q) ••• 

with 

In equation (13) k 0 f and k0 s are now overall or lumped parameters for 

mass transferrefering either to the gas phase or to the solid phase. The 

concentration c* for instance is defined as the gas concentration which 

would be in equilibrium with the mean solid loading q. The overall 

mass transfer coefficient k0 f relates the mass transferflux to the difference 
- * between c and c 
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C Q q 

Fig. 3. Mass transfer model for the "boundary"-layer concept 

Hence, by this manupulation the two boundary layers of and 08 are now 

combined in one apparent extended fluid boundary layer o0 f (figure 3). Such 

an approach works very well as argued by Cooney [II], Ferrell c.s. [13] 

and Uhlmann [9]. 

The concentration on loading q in the solid not being readily measurable 

it has to be derived from the gas phase concentration change by means of a 

mass balance. The left hand side of equation (13): 

(13) 

serves as the accumulation equation for the sorbate in the solid phase. 

An other simplifying concept found in the literature is the so called 

"particle"-concept [8J .• In this concept the diffusional mass transfer 

resistance within the particle is assumed to be the major part of the 

total mass transfer resistance. The fluid phase boundary layer resistance 

is expressed as a minor correction on the diffusional resistance within 

the particle. This approach is less simple because a description of the 

concentration profile within the particle is now needed [8]. From figure 

4 one may conclude: 

C q 

"f 

R r- 0 

Fig. 4. Mass transfer model the "practicle-concept" 
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(I 5) "'" - i.!.:.u acj - - v aq I ., - .p .-;:;- - pf.kf.(c-c) - p. -;:;- • 
m a sat w s Sor r=R 

The accumulation in the solid for the "particle"-concept now reads: 

(16) 
aqi 
-;--t = V {V(q.).V q.} 

a r 1 r 1 

or for a diffusivity independent of qi (16) reads: 

(17) 
aqi v a 28qi 
at= z·ar(r Tr), 

r 

with the boundary conditions: 

clq. 
(18) Vps clr1I = kf pf(c-cw), 

r=R 

and 
2 a q. 

3V-fl 
ar r=O 

The mean loading of the solid is given by: 

- 3 IR 2 (19) q = R O r qi(r)dr. 

For the heat transfer analogous considerations can be made. This yields 

for the "boundary layer"-concept: 

3T clT 
(20) Epfcpf"af +uspfcpf" 'dzq +a.a. (Tg-Ts) + ,rdbaw(Tg-Tw) 

(21) 
clT _ * 

(1-E:)p c __ s =a.a.(T -T) + k0 f.a.pf(c-c ).(-~H), 
s ps c)z g s 

clT 
(22) m c • Btw =a .1rdb.(T -T) - Ud.1r(T -T ), w pw · w g w 1 w sur 

with the initial values: 

(23) 

c(O,t) = c0 

q(z,O) = q .. 
1n1 

T (O,t) T . g g,1n 
T (z,O) = T (z,O) 

s w 
T sur 

For the "particle"-concept is found: 

0, 



(24) 
aT. 2 aqi 

p c .~ =;\ V T. + (-LIH) .ps,--::;-t. s ps at r 1 a 

with boundary conditions 

(25) 
3T. 

-A-1 ! 3r r=R 

3T. 02T 
(), (T -T ) and - 1 = 3. A-2 I r=O. 

s g at ar 

From a mathematical point of view these two models are quite different in 

character. Equations (9), (13), (14), (20) to (23) form a nonlinear set 

9 

of hyperbolic partial differential equations for the "boundary layer"-model 

with initial values for the dependent variables. 

The equations (9), (16) to (19), (24), (25) and (20) to (22), however form 

a nonlinear mixed set of parabolic and hyperbolic partial differential 

equations. 

3. NUMERICAL APPROXIMATION 

Reminding the aim of this investigation - the assessment of appropriately 

convenient design methods-nUJT1erical approximation was applied to the simpler 

"boundary-layer"-concept. Obviously this concept will consume less computer time 

and memory than the more elaborate "particle"-concept • This is a practical advantage. 

A simplification of the equations can be achieved by transformation from 

the Eulerian to the Lagrangian form following the method of characteristics. 

This yields a set of nonlinear ordinary differential equations. Such a 

transformation may be achieved by: 

(26) 

and 

(27) 

T = 

k f'a 
I:;= _o __ . z. 

u 
s 

(t-£) 
u 

s 

Introducing these new independent variables T and I:; into the set of 

hyperbolic equations and also introducing new dependent variables: 

n = c/ C ' l; = q/ q ( C ) ' e = T /T. ' e = T /T. ' e o o g g 1n s s 1n w T /T. 
w 1n 

yields: 
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(28) dn * ds = -(n-n) 

(29) di;; * 
d, = N2.(n-n) 

de 
(30) __!1 = N .(e -e) + N4.(e -e) 

di;; 3 s g g w 

(31) 
de 
_s = N .(e -e) + N6(n-n*) 
d, 5 s w 

de 
(32) _l!!_ = N (e -e) + N8 (e -e ) d, 7 g w w sur 

(33) 

(33a) 

with the initial conditions: 

(34) 
e (o,,) 

g 

e (1;,0) 
s 

e (1; ,o) = e . w. sur 

This set of ordinary differential equations (28) to (34) has to be solved 

numerically. Analytical solutions can only be achieved by setting equation 

(33) as a linear or proportional sorptionisotherm and with isothermal 

conditions. The isothermal case, the equations (30) to (32) will then 

vanish, is only of interest for liquid-solid adsorption. Numerical solutions 

are found in the literature using Runga-Kutta and/or Euler algorithms 

[11,14]. These algorithms are used in an explicit scheme, because of the 

nonlinear character of the system. Uhlmann [9] has developed a special 

algorithm. The efficiency of this algorithm however is hardly tractible. 

All these published numerical procedures require an inattractive amount 

of computer time and memory. A new algorithm has been developed using a 

simple backwards discretization scheme [17]: 



I I 

(35) 

(36) 

Introduction of these equations into the set of nonlinear ordinary differen­

tial equations (28) to (32) yields a set of nonlinear equations: 

and 

(39) 

(40) 

(41) 

The 
. . *) sorptionisotherm : 

(42) 

This set of equations can only be solved iteratively because of the non­

linearity, which is enclosed in the equations (37) and (38). Following an 

iterative procedure according to Newton-Raphson we need a function that 

has a zero point for the solution searched. To achieve this we replace 

*) The dependence on temperature is not expressed in (42) 
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n(l;,T) in (38) for the expression given in (37) with the result: 

(43) 

Lettings (1;,T) a plausible starting value for (43) the Newton-Raphson gives: 
0 

(44) 

where 

(45) 

and 

(46) 

The algorithm only holds when f' I 0. This condition is surely fulfilled 

because the derivative of g with respect to s cannot be negative. 

After each iteration value for s all the other dependent variables are 

calculated using equations (37) and (40) to (42) until ds has reached 

a given minimum value (eg. J0-5). The iteration is very fast and 

converges rapidly because of the fact thats~ I, For every new step 

s(l;,T-~T) will act as a new plausible starting value for (43). 

Consumption of computer tim@ and costs for the new numerical procedure 

has been proved to be very low in comparison with the above mentioned 

RK or Euler procedures. For a simulation of 24 hours of the real process 

the new procedure needs only 20 a 25% of the computer time needed for 

the RK procedure and 15-20% of the computer time needed for the particle 

concept. 

Recently the "method of lines" has been introduced in literature [IO, I 6] 

to solve the original non-linear set of hyperbolic partial differential 

equations, discussed in this paper. The spatial derivatives are discretized 

into N + I grid points using biased upwind five point difference formulae. 

For a set of n hyperbolic equation this yealds n*(N+l) ordinary 

differential equations in time. They can be solved simultaneously by 



some standard software package such as DGEAR. Reported needs for computer 

time indicates that the method of lines will consume at least twice as 

much computer time in comparison with the new procedure. 

A block-diagram of the program according to the new procedure is given in 

figure 5. 

PRINT RESULlS 

Print conditions: 
J = J/M • M 

K= K/N•N 

Fig. 5. Block diagram for the new procedure 

13 
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4. RESULTS AND DISCUSSION 

The results obtained from the new procedure appear to have no 

significant deviation from those obtained from the other mentioned procedure 

as shown in the figures 6 to 8. The fully drawn curves in figure 6 and 7 

respectively represent the concentration - and temperature as a function 

of time in the fixed bed as obtained from the RK-procedure [15]. The 

dots represent the result as obtained with the new procedure. 

c/c 0 

1,0,-~----'---~-:::::::::::::=.....&.--...J----L----j-

0,8 

0,6 

/, 

0,4 
,,,.,./.."':'' -- Vanier 

,,,.,."' ---- CW! 
,,; 

,,;,." k01 =0,0179 mis 

0,2 U5 =0,6 m/s 

co :0,0072 kg/kg 

o( =0,072 kW/m2 •c 
0 

0 2 4 6 8 
time (hours) 

Fig. 6, Results according to the RK-procedure (-) and 
the new procedure(---) for the concentration profiles 

eg~ _ _,_ __ __.__ __ _._ _ ____.'------'--------l----'----1 
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-- Vanier 
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k0 1 = 0,0179 m/s 

u, =0,6 mis 
Co =0,0072 kg/kg 
<>< =0,072 kW/m2 •c 

6 8 
time ( hours) 

Fig. 7. As figure 6, temperature profiles 
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In figure 8 a comparison is made between the "boundary-layer"-concept 

and the "particle"-concept. Curve 2 represents a concentration profile 

with respect to time for the "partH:le"-concept for some location in the 

fixed bed, while the triangles represent the result for "the boundary"-layer­

concept according to the new procedure. This means that a typical combination 

of a diffusivity (eg •. 3,2.JO-lOm2/s) and partial mass transfer coefficient 

(eg, 0.12 m/s) in the '1particle"-concept may be combined to an "overall"­

mass transfer coefficient (eg. 0. 18m/s) for the "boundary"-layer concept. 

Decreasing the partial mass transfer coefficient in the 1'particle"-concept 

from .12 to .018 m/s results in a significant change in the shape of the 

concentration profile. A high value of the resistance for mass transfer 

within the particle will result in a minor influence of the boundary layer 

mass transfer coefficient, kf, as shown in curve 1. 

c/i;, 
.------------,-------==---~ 

5 10 

c0 =0,014 kg /kg 
U5 =0,6 m/s 
ex =0,144 kW /m2 °C 
X :0,3 m 

<D Particle model I Nussey) 
-k1 =0,114 mis 
• k, =0,018 mis 

(V Particle model I Nussey) 
-k1 =0,114 mis 
---k1 =0,018 m/s 

, Boundary model I CWI) 
k.1=0.018 mis 

time (hours) 
Fig. 8. A comparison between the 11bc,undary"-layer-

and the "particle"-concept 

Apart from the distinction between those models with respect to the need 

of computer time, the "particle"-concept is more unfavourable because 

adequate information on diffusivities of watervapor into adsorbents like 

silicagel will still fail. For a particular set of inlet conditions the 

shape of the concentration profiles will be significantly affected by 

the shape of the sorptionisotherm and the mass transfer parameter(s). 

Quantitative estimation of diffusivities from the gaseous state is an 

eleborate operation for materials like silicagel with an at random structure. 
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This aspect of the "particle"-concept g-tves therefore too many incertainties 

to make it a recommandeble model. 

For the "boundary"-layer model however a number of incertancies is still 

left eg. the overall mass transfer coefficient, kof' and the shape of the 

sorptionisotherm, represented by the constants A and B in the Polanyi 
q q 

equation (6). In figure 9 some experimental results are shown. The fully 

drawn curves give the results of the model according to the new procedure 

while the dotted lines represents experimental results for a number of 

locations in the bed. This results are obtained by monitoring local 

concentration during operation of the process. It may be seen from figure 

9 that agreement between the theoretical and experimental results is still 

poor for the higher concentration levels. This disagreement might be 

caused by failing measurement of moist content in the air 

1.0 

11. 

0.8 

0.6 

0.4 

0.2 

0 
0 4 8 12 16 20 

time(hours) 

Fig.9, A comparison between the theoretical 
(new procedure) and the experiment 

This measurement of watervapor concentration in moist air has proved to be 

rather difficult. Adequate and reliable 

is still lacking. During the passage of 

concentration in the air will vary from 

instrumentation for this purpose 

a breakthrough profile watervapor 
-6 5.10 kg H20/kg dry air to 0.015 

kg H20/kg dry air within a period of 6 to 8 hours. This is quite a large 

range in a fairly short time, indeed. 

The main fails of most of the moisture measuring instruments are: 
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instability with respect to time (ageing) frequent calibration is needed. 

The calibration operation is rather elaborate. 

- Measuring range too small 

- slow responsility 

- hysteresis. 

As stated above incertacnties also remain on the value of the overall mass 

transfer coefficient and on the isotherm. Therefore the interpretation 

of the results as gi;en in figure 9 will be questionable until the availability 

of reliable instrumentation for the measuring of watervapor concentration 

is realized, 



18 

LIST OF SYMBOLS 

a 

A 

A ,B 
q q 

C 

C 
p 

db 
d. 

l. 

V 

E 
q 

t,Htot 

f>Hcond 
k 

r,R 

R 

T 

t 'ti t 

u 
u 

z ,la 

a 

r; 

T 

8 

p 

A 

<l>" 
m 

<I>' 
m 

Specific area of the solid particles 

Crossectional area of the column 

Constants in equation 6 

Watervapor concentration in fluid phase 

Specific heat 

Diameter of column 

Thickness of column insulation 

Diffusivity of watervapor in solid (mean) 

Heat of adsorption 

Total heat release 

Heat of condensation 

Masstransfer coefficient 

Temperature coefficients in sorption isotherm 

Molecular weight 

Total pressure 

Partial pressure 

Solid loading 

(Partial) radius of spherical particle 

Gas constant 

Temperature 

Time, timestep 

Heat transmission coefficient 

Fluid velocity 

Spatial coordinate (step) 

Heat transfer coefficient 

Dimensionless concentration in fluid 

Dimensionless loading of solid 

Bedporosity 

Dimensionless spatial coordinate 

Dimensionless time coordinate 

Dimensionless temperature 

Density 

Heat conductivity of solid 

Massflux of watervapor 

Massflux of watervapor 

[m2 /m3 of bed] 

[m2] 

[J/mol] 

[kgH2O/kg dry air J 

[J/kg.K] 

[m] 

[m1 
[m /s] 

[J/molJ 

[J/kgHz°] 

[J/kgH2OJ 

[m/s] 

[-] 

[kg/molJ 

[Pa] 

[Pa] 

[kgH2O/kg solid] 

[m] 

[J/mol.K] 

[C,K] 

[s] 

[W/m2 .K] 

[m/s] 

[m] 

[W/m2 .K] 

[-] 

[-] 

[m3 /m\ed] 

[-] 

[-] 

[-] 

[kg/m3 J 

[W/m.K] 

[kg/m3,sJ 

[kg/m2.sJ 



SUBSCRIPTS 

d watervapor 

g bulk of fluidum 

o inlet conditions 

s solid phase, superfical 

f fluidum phase 

w at the boundary fluid-solid, fluid-column wall 

os overall value boundary-layer solid side 

of overall value boundary-layer fluidum side 

i location within solid phase, interstitial 

a air 

sur surroundings condition 

SUPERSCRIPTS 

* equilibrium state in overall mass transfer concept 

mean value in the bulk (fluid or solid) 

s saturation state 
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APPENDIX Examples of sorptionisotherms (A=A(T),B=B(T)) 

Henry 

Laugmuir 

Meyers 

Volmer 

Freundlich: 

Toth 

q = A.c (proportional) 

q = A. (c+l /B) (rectilinear) 

q = ~ (curvilinear) l+B,c 

c = (q/A) ,exp (B,q/A) (curvilinear) 

q Bq 
c = --- exp(A-Bq) (curvilinear) A-B.q 

q 

q 

A.cB (curvilinear) 

{ (A.c)n }1/n 

l+(B.c)n 
(curvilinear). 



A SURVEY OF VECTORIZABLE PRECONDITIONING METHODS 
FOR LARGE SCALE FINITE ELEMENT MATRIX PROBLEMS 

O.AXELSSON 
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Direat solution methods for pax>tial differential equation problems 

suffer from fill-in to suah an extent that many problems, suah as those 

derived from problems in three spaae dimensions on a fine mesh, aannot be 

solved even on presently available superaomputers. 

Iterative methods on the other hand do not suffer from fill-in and 

with effeative preaonditioned and aaaelerated iterative methods one may 

derive algorithms of almost optimal order of aomputational aomplexity. 

Traditional preaonditioned methods ax>e based on incomplete (pointwise) 

faatorisations of the given sparse matrix and result in quite effiaient 

algorithms on a saalar aomputer. Many of these methods ax>e however not 

veatorizable in their original form. Fu:r>thermore, it is shown that some 

methods that have been proposed in reaent years to overaome this, aannot 

be of a pax>tiaulax>ly f!"'all order of aomputational aomplexity. 

Newly developed approximate faatorization methods based on approximations 

of the inverses of diagonal bloak matriaes, ax>e however veatorizable to 

a large extent and at the same time possess a low order of aomputational 

aomplexity. Two vax>iants of suah methods are disaussed: 

i) For bloak matriaes ordered lexiaographiaally; 

ii) For bloak marnaes ordered aaaording to a ayalia reduation ("odd-even") 

method. 

We extend these methods for the appliaation to pax>tial differential 
equations in three spaae dimensions. 

I • INTRODUCTION 

We shall consider the numerical solution of very large but sparse 

linear algebraic systems 

* The research reported in this paper was partly supported by the North 
Atlantic Treaty Organization, Brussels, through Grant No. 648/83. 
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(I.I) 

Although the methods we shall present do not always require this, for ease 

of presentation we shall assume that A is a nonsingular diagonally dominant 

M-matrix (i.e. a .. ~ 0, i 1 j and the entries of the inverse, A-I are 
1] 

positive). 

Such matrices may, for instance, arise when we apply a difference 

methodor the lowest orderfinite element method for adiffusion equation. They 

also arise at each correction step of a defect - correction method for 

convection - diffusion problems, where the correction operator is derived 

from an artificial diffusion or upwind difference (or finite element) 

operator. 

The orderN may be very large. For example, for a scalar equation in 

three space dimensions (3D) on a 64 x 64 x 64 mesh we get N ~ 250000. 

However, A has typically a band structure or skyline structure and in 

each row (and column) of the matrix, only a few, typically 5 or 7 entries 

are nonzeros. 

Direct solution methods based on a factorization, A= LU of A into 

lower and upper triangular factors, Land U, respectively, produce, however, 

fil~-in within most of the band or skyline and are hence costly. For very 

large problems, the matrix must be stored on peripheral storage and the 

I/0 (i.e., disk file read/write) costs tend to dominate. On a scalar 

computer the factorization cost is O(N2), d = 2 and O(N713), d = 3, 

respectively, where dis the space dimension. Demand of storage and 

forward and backward solution costs are O(N 1• 5) and O(NS/ 3) ford= 3, 

respectively. 

To see what this means in practice, consider the above mentioned 
3 of 2NS/3 5 9 (64) mesh. Then we would need a storage = 2.64 ~ 2.10 words 

for just one scalar problem, which is clearly not realistic on presently 

available computers. 

Special ordering techniques (such as nested dissection, see George 

and Liu [10]) may reduce the operation count significantly, in particular 

for large 2D problems. For a 3D problem, however, factorization costs still 
2 . 4/3 O(N) and storage increases as O(N ). 

Another, sometimes severe, drawback of direct solution methods is 
-3 

that round-off errors and errors in given data tend to increase as O(h ), 

. where his a stepsize parameter (see, for instance, Axelsson and Barker 



[3]). This means that multiple precision arithmetric computations are 

mostly needed which adds even more to the overall costs (storage and 

hence I/0, and arithmetics). 
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Iterative solution methods on the other hand do not suffer from fill-in 

and with effective preconditioned and accelerated methods one may derive 

algorithms of almost optimal order of computational complexity. 

Let C LU be an approximation, for instance, an incomplete factori-

zation of A. C is often called a preconditioning matrix. 

A basic iterative method has the form 

( I. 2) l+l 
X 

l .,.l+I 
X + u , l 0,1,2, ... , 

of a defect-correction method where rl = Axl - bis the defect or residual 

and .,.l + I 1· s the ' 0 0 ' b ' b d h . u correction at stage~. x 1s ar 1trary ut a goo c 01ce 

Consider the splitting 

( I. 3) A C - R 

of A, where R is the defect matrix. R is sparse, frequently even much 

sparser than A. Then (1.2) takes the form 

l+I l 
C~ = R~ + .£., l = 0,1,2, ... 

. -I 
which converges if and only if p(C R) < I, where p(.) is the spectral 

radius. The theory of (quasi) regular splittings may be applied (see Varga 

[23] and Berman, Plennnons [6]). The rate of convergence as measured in 

the number of iterations to reach a relative error, ll~-~kll/ll~-~011 ,,; e: is 

(I. 4) k ';;t ln(l/e:)/ln(l/p ), 
0 

where p = II C - I RII • 
0 

For second order elliptic problems and if C = DA, the (block) diagonal 

part of A, one gets p = l/(l+~h2), for some positive~. independent of h, 
-2 0 

Hence k = O(h ) which is unacceptable. 

The efficiency of the simplest iterative methods may be improved in 

two ways 

(i) by a proper choice of the preconditioning matrix C, 

(ii) by use o·f some accelerated form of iterative method, 

This paper deals with the first topic. As far as the second is 
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concerned we shall here just make a few comments. 

An accelerated iterative method of the one-step Chebyshev type, takes 

the form 

Here {Tl} is a sequence of acceleration parameters (taken in a proper order 

for reasons of stability). For the calculation of Tl we need to know bounds 

for the extreme eigenvalues. Conjugate gradient or conjugate direction 

methods do not need such information. The classical methods are for symmetric 

matrices but various generalizations to nonsymmetric problems exists, such 

as truncated and/or restarted minimum residual methods, Galerkin type 

methods, etc. For a recent survey, see Saad and Schultz [19]. For symmetric 

positive definite (SPD) problems,one may prove that 11~-.lllA½ $ d~-~0 IIA½ 

if 

( 1. 5) 
! 2 

k = int{½K 2ln- + 1} 
6 

where K = max.:\./min.:\., the spectral condition number and llxllA½ = {_xTAx_}½, 
l. l. l. l. 

the so-called energy norm. Here{:\.} are the set of eigenvalues of c- 1A. 
l. 

The number of iterations in (1.5) is an upper bound, frequently it is 

overly pessimistic. For an SPD problem with C = DA as before we get now 
-1 

k = O(h ), an order of improvement over the basic method. This may be 

further improved upon 'by use of so-called modified incomplete factorization 

methods (see Axelsson and Barker [3]). One may prove that then (again 
_! 

for second order elliptic problems), k = O(h 2 ). This results in a total 

cost of O(N 1•25 ), d = 2 and O(N 1" 17), d = 3. Storage is of optimal order, 

O(N),typically we need about twice as much storage as needed for A alone. 

For time dependent problems with time step say k = O(h), we may improve 

the above costs to O(N 1• 125 ), d = 2 and O(N 1· 083 ), d = 3, respectively. 

This means that such iterative methods are of almost optimal order of 

computational complexity. 

A further advantage with iterative methods is that, with a special 

implementation of the calculation of residuals (as sum of differences), 

round-off errors increase little (O(h- 1)) or not at all. Hence the method 

is (almost) numerically stable for all values of h (for details, see 

Axelsson and Barker [3]). 

An alternative to preconditioned iterative methods for partial 

differential equation problems are multigrid methods of various forms. In 
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particular, combinations of the preconditioning and multigrid techniques 

seem to result in very robust algorithms. This is, however, not the topic 

of this paper. 

The main purpose of the present paper is to present preconditioning 

methods which are vectorizable, i.e., for which most of the computations 

may be done in parallel on a pipelined computer or on an array of processors. 

In section 2 we discuss shortly the classical (pointwise) precondition­

ing iterative methods and point out why they are not vectorizable in 

their original form. We also show that some methods which have been 

proposed in recent yec1rs to overcome this, cannot be of a particularly 

small order of computational complexity. 

In section 3 we discuss some newly proposed polynomial preconditioners 

which may result in improvements of the methods for certain pipelined 

arrays of computers. 

Finally in sections 4 and 5 we discuss some newly developed approximate 

factorization methods based on approximate inverses and show that by a 

proposed modification, these methods become highly vectorizable at the 

same time possess a low order of computational complexity. 

We present a new algorithm for the calculation of a sparse approxima­

tion of the inverse of matrices which typically arise in difference or 

finite element approximations of partial differential equations in two 

space dimensions. This enables us to extend an algorithm based on repeated 

odd-even reduction orderings for the calculation of a sparse preconditioner 

to the case of three dimensional problems. Each diagonal block of a three 

dimensional problem has namely the structure of a two dimensional problem. 

2. PRECONDITIONING BY INCOMPLETE (POINTWISE) FACTORIZATION 

The classical incomplete factorization methods as originally discussed 

in Varga [22], Meijerink and Van der Vorst [17] and in Axelsson and 

Munksgaard [SJ can be presented shortly in the following form: 

(i) Incomplete factorization by position 

Before factorization is started, choose a set J of index pairs which is 

a subset of the complete set {(i,j), I sis N, I s j s N}. Frequently 

(i,j) E J if and only if a .. 1 0. J always includes the set of diagonal 
l.J 

indices, (i,i), I s is N. 
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The incomplete factorization principle is the following. 

At the r'th stage we use the pivot row a(:), j = r, r+l, ••. ,N to 
rJ 

eliminate nonzeros in the lower triangular part, j = r, i = r+l, •.. ,N of 

the remaining part of the matrix. We get a~:+I) = a~:) - a~r) (a(r))-I a(:), 
iJ iJ ir rr rJ 

r +I$ i $ N, j ~ r + I, if (i,j) E J. Otherwise, if (i,j) i J we neglect 

the possible nonzero entry, or in the modified version of this algorithm, we 

add it to the diagonal (see Gustafsson [II]). 

In this way, fill-in is neglected and hence cannot give rise to fill-in 

caused by previous fill-ins. 

(ii) Incomplete factorization by value 

This is performed as above but nonzero entries are accepted only if 

their absolute values are large enough 

where c > 0 is a (small) parameter. 

The existence of such factorizations follows easily for M-matrices 

(i.e., it follows that all pivot entries are nonzero). More general matrix 

problems may be solved by use of the idea of spectral equivalence or by a 

defect-correction method, cf. section I. For details and an application, 

see Axelsson and Barker [3]. 

Combined with proper acceleration methods, such methods perform quite 

well (see Section I). Unfortunately, they are not directly vectorizable 

because the factorization must be done recursively (row by row) and the 

forward and backward solutions of Lz = E. and U~ = ~• respectively, must 

also be solved recursively (see, however, remark in Section S). 

An attempt to overcome this has been taken by Van der Vorst [24]. 

He writes 

(2. I) C (I-L)D(I-U) 

where L, U are strictly lower and upper triangular, respectively. Then 

and (I-U)-I and (I-L)-I are now approximated by truncated Neumann series. 

We shall present a generalization of this to block matrices and perform 
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an analysis different from the one in [24]. Note that in that paper no 

analysis is performed regarding the spectral condition number. 

On Approximate Inverse Preconditioning Based on Neumann Series Expansion 

of (Incomplete) Factorizations 

As has been said, the usual preconditioners require the solution of 

linear systems with triangular matrices which is a recursive process and 

hence in general not well suited for vectorization. If we could derive a 

preconditioner for which we use an approximation Q of the inverse A- 1, the 

resulting preconditioning would be on the form 

(2.2) 

which is vectorizable, because it demands only matrix times vector multiplica­

tions. 

At this point we remark that an efficient way of representing matrices for 

parallel processors is by sub-diagonals instead of by rows or columns, 

see Madsen et al. [16]. 

One such form of preconditioner is the polynomial preconditioner to 

be discussed in Section 3. Another possibility would be the following. 

Construct at first a preconditioning or possibly a complete factori­

zation of the form 

(2. 3) C 

where L, U are strictly lower and upper (block) triangular and Bis a 

(block) diagonal nonsingular matrix. 

We assume that II BUii < I and II LBII < I. (This would be the case if, 

for instance, the given matrix A is (block) diagonally dominant;) This 

implies that I - LB and I - UB are nonsingular. 

If C is constructed from a pointwise (incomplete) factorization 

method or a pointwise SSOR method, then B would be a diagonal matrix. If 

C is constructed from a blockwise (incomplete) factorization method, 

such as the one to be described in Section 4, or from a blockwise (line) 

SSOR method, then B would be a block diagonal matrix. It follows from 

(2.3) that 
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and 

-1 -1 
By approximating (I-BU) and (I-LB) by a truncated Neumann series we 

arrive at the following approximation Q of the inverse A- 1: 

(2.4) 

where we have used m + 1 terms in the two Neumann series expansions. 

To simplify the analysis of the inverse matrix preconditioner Q, we 

assume now further that Bis symmetric and that U =LT.Note that then 

C is SPD. 

Let 

(2. 5) 
-I m 

F = (I-LB) , R = F - [I+ LB+ ... + (LB)]. 

(2.6) T -1 T -1 -I 
Q = (F-R) B(F-R) = (I-F R) C (I-F R). 

Further 

(2. 7) 
-1 -1 m 

I - F R = F (F-R) = (I-LB)(I+LB+ ... +(LB) ) I - (LB)m+l. 

From (2.6) and (2.7) it finally follows 

(2.8) 
T -1 Q = (I-E) C (I-E) 

where E 

If A is a block tridiagonal matrix, then LB is blocksubdiagonal, and hence 
. ( )m+ 1 ( ) , . nilpotent. LB has then nonzero blocks at the m+l st subdiagonal 

away from the main diagonal. 

We want to estimate the condition number of QA, which shall be done 

by somewhat heuristic arguments. We have 

xTA-lx xTC-lx xTA-lx 

-T--=-T--~ 
~Q~ ~Q~ ~c ~ 

We shall consider three cases 



(i) C is a (unmodified) incomplete factorization of A 

(ii) C is a (modified) incomplete factorization of A 

(iii) C is a complete factorization of A. 
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T -1 T -1 
For case (i), it is easily seen that the largest value of~ A ~/~ C ~• 

i.e., the largest eigenvalue of CA-I, is taken for a vector close to the 

first eigenvector of A (i.e., [sin TIX, sin TTY, sin nzk] for a model Laplacian 
l. J -2 

problem on a unit cube). This eigenvalue is 0(h ), h ➔ 0. It is easily 
T -1 T 

seen that~ C ~/~ Q~ ~ I for this eigenvector. (Note that U ~ 0, L ~ 0.) 

It follows from (2.8) that an estimate of this is 

(2. 9) 
T -1 T 2 
~ C ~/~ Q~ ~ 1/(J-IIEII ) 

where IIEII :S IILBllm+l. 

T -1 T -1 
Since the smallest value of x A x/x C xis 0(1), h ➔ 0 and because 

~Tc- 1~/~TQ~ = 0(1) for (oscillati:g) v:c:ors ;or which this value is taken, 

we conclude that the spectral condition numbers are at any rate not 

improved by the use of Neumann series, and the estimate (2.9) indicates 

in fact that they are somewhat larger. The numerical tests reported in [24] 
-2 

also indicate this. For large matrices, a condition number 0(h ) means 

at least O(h-J) accesses of the matrjx in the iterative method (one access 

per iteration). This is unacceptable*. 

For case (ii) the analysis cannot be performed as above for case (i), 
· T .,-J T -1 

because the largest value of~ A ~/~ C ~ is close to I and taken for a 

"smooth" vector, whereas the smallest is 0(h), h ➔ 0 (and taken for a more 

"oscillating" vector). We leave the question open if the condition 

number in this case is improved or not by use of Neumann series. 

Finally, consider case (iii). It suffices to consider the tridiagonal 

central difference matrix with a .. 1 = -1, a .. = 
1.,1.- 1.,1. 2, a. '+J 1.,1. 

-1' 

i = I , 2, .•• , n. Then l. . I = I , l. . 1 = I and b .. 
1.,1.- 1.,1.+ l.l. 

= i/(i+I), i = 1,2, ••• ,n. 

We get e. 1 . = (b .. )m+l, i = 1,2, ... ,n-1, otherwise e .. = 0. We 
i+ ,1 1.,1. T l.J 

= (b. 1 . 1)2(m+l), i 2, ••. ,n, otherwise (EE) .. = 0. Note that 
~ ~ ~ 

IIETEII : (I _ _!_) 2 (m+J) d h b (2 9) 2 n an ence, y • , 

T -1 T n 
~ C ~/~ Q~ ~ 2(m+l) ' 

T 
have (E E)ii 

*)However, for the approximate block matrix factorization methods to be 
described in Section 4, the actual condition number for most practically 
sized problems may not be very large and hence the method may become 
competitive then. 
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Hence the spectral condition number of QC= QA is at least O(h- 1), but it 
-) 

decreases most likely approximately as m This indicates that it does not 

pay off to calculate approximations of inverses of (almost) exact factoriza­

tions of difference matrices. 

3. ON POLYNOMIAL PRECONDITIONERS 

For the solution of (I.I) there is a more direct way of getting a 

preconditioner which will only need matrix-vector multiplications, than the 

one described in Section 2. It is the polynomial preconditioner Pr(A) of 

A-I to be defined below. 

Let Pr be a polynomial of degree rand consider the solution of 

(3. I) P (A) (Ax-b) = 0 r --

by some iterative method. If we apply, say, the conjugate gradient method, 

we get a polynomial preconditioned method, PPCG-method. Various forms of 

such methods are discussed in Johnson et al. [14] and in Saad [20]. 
~ -1 ~ -1 

In fact, we may substitute A= C A for A (and~= C b for~) in 

(3. I) to get a "doubly" preconditioned method. 

For simplicity, in this section we shall assume that A (and C) are SPD. 

At first we shall compare the use of the conjugate gradient method 

directly on A!:_=~ with its application on (3.1), using in both cases in 

total the same number of matrix-vector multiplications by A. Hence we have: 

Method a: Apply k steps of CG on Ax= b, where k = (r+l)s, s an integer. 

Let the resulting approximations b: x(k)_ 

Method b: Apply s steps of CG on (3.1). Let x_(s) be the resulting approxima­

tion. 

It is well-known (see, for instance, [12] and [3]) that the conjugate 

gradient method has the following optimality property: 

II~ - ~(k)IIA½ = mi% II~ - (~0 +~)11A½ 
ZE~(E. ,A) 

(3.2) 

o o o k o 
where~(£ ,A)= SPAN {E_ ,AI_ , ••• ,A E.} is the so-called Krylov space. 

Similarly, for method b we get 

(3. 3) 
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Since~ E Ks(,!_0 ,Pr(A)A) it follows that~= Ps(r+l)(A),E0 for some polynomial 
0 

Ps(r+I)' i.e.,~ E ~(r ,A). Hence, because of (3.1) and (3.2), 

Note that for the calculation of ~(k) and x_(s) we have performed the same 

number of matrix vector multiplications. Hence, whatever choice of Pr we 

make, x(k) is at least as accurate as x_(s) and it would seem that the PPCG 

method can offer no advantage over the PCG method. However, the PPCG 

method may be more efficient when we consider the error in other norms such 

as the L2-norm or the maximum norm. 

Note also that there appears fewer inner products in method b than in 

method a. Finally, if we have an array of pipelined processors available, 

and if A is so large that it must be stored on peripheral storage, then 

method b may need much fewer accesses to A than method a. This was pointed 

out be Saad [20] in a recent report. 

As far as the actual choice of preconditioner is concerned we can say 

the following. Let the eigenvalues of A be contained in the interval 

0 < a 5 x 5 b. From what has been said in Section I about the rate of 

convergence of the conjugate gradient method, it may be reasonable to let 

Pr be such that the spectral condition number of Pr(A)A is minimized. Hence 

Pr should be a best approximation of the following minimization problem. 

Find P such that r 

min 

max JP (x)xJ 
asxsb r 

PETT min JP (x)xJ 
r r a5x5b r 

is taken. Note that such a polynomial is unique only up to a multiplicative 

constant. We may normalize Pr such that, for instance, 

Then we 

Find p 
r 

min JP (x)xJ I. 
asxsb r 

have: 

such that 

min 
p ETT 

r r 

max 
asx:::b 

JP (x)xJ r 
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It is easy to see that the solution of this problem can be derived from the 

Chebyshev approximation problem. Find Pr such that 

o := min max 
P Elf as;xs;b 

r r 

11 - P (x)xl r 

is taken. The solution is as well-known 

(3.4) p (x) 
r 

= .![ I _ T (b+a-2x) (b+a \] 
x r+ I b-a Tr+ I b-a} 

Our normalization gives 

Because the conjugate gradient method has the property of actually converging 

faster when the eigenvalues are clustered, it was pointed out in Saad [20], 

that letting a in (3.4) be larger than the smallest eigenvalue, actually 

decreased the total number of iterations. In both [14] and [20] it was 

further found that a least square approximation polynomial on the interval 

[O,b] gave a good preconditioner. 

4. APPROXIMATE BLOCK-MATRIX FACTORIZATION METHOD; LEXICOGRAPHIC ORDERING 

We shall consider. an approximate factorization method for matrices 

partioned into block form that leads to highly parallel algorithms. 

We limit the study to block tridiagonal matrices. For more general 

block matrices the method may be extended along the lines discussed in 

Axelsson [2]. Hence consider the matrix 

A= 

Al,! Al,2 0 
A2, I A2,2 A2,3 

0 A A n,n-1 n,n 

where A .. is am. x m. matrix. Each block is a sparse matrix banded along 
l.,J 1. J 

a main diagonal. The diagonal block matrices are diagonally dominant and 



A .. , j ~ i are nonpositive matrices. 
l.,J 

We consider at first the following block-matrix factorization, 

(4. I) x-1 

I 
A2 I 

' 

LU 

0 
-I 

xi 

A2 I 
' 

0 

0 I(XIAI 2) 0 ' -I 
I(X2A2 ,3) x2 

. 
A x-1 0 I n,n-1 n 

Al 2 
' 0 

-I 
(X2 +A2,IXIAl,2) A2,3 

A n,n-1 
-I (X +A 1A 1, ) 
n n,n- n- ,n 
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where x~ 1 A - A Ix IA I ' i.e.' r,r r,r- r- r- ,r 

(4.2) X 
r 

(A -A X A )-I 2 3 r,r r,r-1 r-1 r-1,r ' r = • , ••• ,n. 

Then A= LU. 

Because A is an M-matrix, it follows that the diagonal block or in fact 

all main diagonal blocks are M-matrices. Also the Schur matrix compliments 

A/A1 1 = A2 2 - A2 1A-111A1 2 are M-matrices and by induction it follows in 
, , , , t 

particular that Xr are positive matrices. Similar considerations are valid 

for the approximate factorization methods to be described later. For 

details, see Axelsson [2]. Hence all inverses that occur exist. 

Note that the block diagonal matrices in Lin (4.1) appear as inverses. 

This differs from the methods considered in Concus et al. [7] and Axelsson 

et al, [4]. Our present modification leads to highly parallel algorithms, 

where we have avoided solutions of all linear systems with the block 

diagonal matrices. 

The factorization (4.1) with Xr defined by (4.2) gives a complete 
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factorization in which the matrices Xr are in general full matrices. This 

factorization would cost ~m~ "flops" and the forward and backward solutions 
1 

would cost 2~m:. Because of the largely increased demand of storage, this 
1 

method is not practical for our purposes. 

We consider now an approximate factorization method where Xr are chosen 

as sparse matrices, usually bandmatrices. 

DEFINITION 4.1. Let G be a square matrix and let p be a nonnegative integer. 

Then [G](p) denotes the bandmatrix of halfbandwidth p, located symmetrically 

about the main diagonal and whose entries within the band equal the 

corresponding ones in G, i.e., 

fG • • , 
1,J 

"lo 
' 

otherwise. 

Consider now the approximation of the inverse of a diagonally dominant 

M-matrix G with halfbandwidth p by [G-l] (p). The following theorems shows 

that this may be an accurate approximation. 

THEOREM 4. 1. Let G be a diagonally dominant M-matrix with real eigenvalues 

and smallest rowsum a> O and let P be a matrix that transforms G to 

diagonal form. Let b = 11 GIi. Then the entries d. . of the inverse D G-l 
1,J 

decay exponentially away from the diagonal at least as fast as 

Crli-j l/p, where r = ()-K-½)/(l+K-½), K = b/a and C = max{a-l, (l+r½) 2/(2ar)} 

IIPII IIP-lll. 

PROOF. This is a slight extension of proposition 2.2 in Demko et al. [8]. 

Its proof is straightforward. In Theorem 2.4 of the same paper an important 

extension to matrices with complex eigenvalues appears. 

We shall now show how the entries of [G-l](p) may be calculated with 

maximal efficiency. In particular, it follows that we do not have to 

calculate any entries outside the band when G itself is a bandmatrix with 

halfbandwidth p. 

The algorithm is based on an idea in Takahishi et al. [21], see also 

[9]. Here we extend this (trivially) to the case of block-diagonal matrices. 

~ -1 ~ 
THEOREM 4.2. Let G be a nonsingular matrix of the form G = (I-L)B (I-U), 

L = I - L, U = I - U, where B, I and u are given, B is blockdiagonal and 

L, U are strictly lower and upper block triangular, each with block 

bandwidth 2p+ I • 



Then 

(i) G-I 

(ii) G-I 

BL-I+ UG-I 

U-IB + G- 1L. 
-I 

If the upper blocktriangular part of G is calculated from (i) and (ii), 
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respectively, then we may calculate any banded block-matrix part of G-l 

with no need to calculate any entries outside this band or any entries of 

L- 1 and u- 1. 

If Bis symmetric and U 

or (ii). 

~T L, then it suffices to use only one of (i) 

PROOF. Since G-l = (I-U)- 1B(I-L)-I = (I-U)- 1BL-l, we get (I-U)G-l 

which proves (i). Similarly, (ii) follows. 

Let n be the number of block rows. The 

calculated in the following order (note that 

-1 
block entries of G may be 

(BL-I) B and that 

(UG-J) (G- 1L) = ) : 
n,n n,n 

r,r r,r 

For r n, n-1, ... , I do 

= B + l:min(p,n-r) U (G-1) 
r,r s=l r,r+s r+s,r 

(4. 3) Fork 1,2, ... ,p do 

-I 
(G )r-k r 

' 
l:min(p,n-r+k) U (G-1) 

s=l r-k,r-k+s r-k+s,r 

-I 
(G )r,r-k 

l:min(p,n-r+k) (G-1) L 
t=I r,r-k+t r-k+t,r-k 

For the calculation of Xr we consider at first the case of a 2D problem. 

Then for some p ~ 0, instead of (4.2) we let 

(4. 4) 

XI [A-I J(p) 
I, 1 

X 
r 

[(A -A X A ) 1J(p) r = 2,3, ... ,n. 
r,r r,r-1 r-1 r-1,r ' 

In this way all the blockmatrices Xr in (4.1) are bandmatrices with 

bandwidth 2p +I.For a 2D partial differential equation, p = 1 is a 

natural choice, because then A has the same bandwidth (=3). This choice 
r,r 

was made in references [7] and [4], but with algorithms special for the 
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choice p I and in [7] only for SPD matrices. Numerical tests indicate 

that p > I may lead to more competitive methods. Anyhow, there is clear 

evidence that the new block matrix algorithms are superior to the pointwise 

even on a sequential computer. It should be clear from what will be said 

about the SOLVE part of the method that they vectorize much metter. 

Numerical tests also indicate that they are more robust for various 

scales of Reynold numbers and various flow directions in convection­

diffusion problems, for instance. 

Consider now a 3D problem. 

Let X(d) indicate the block-diagonal matrices we get for a discretized 
r 

partial differential equation ind space dimensions, and let p 1 indicate 

the halfbandwidth of a scalar matrix and Pz the block halfbandwidth of a 

block matrix. 

At each stager of the factorization of a 3D problem we propose to 

construct x<3 ) in two steps. 
r 

S~!__: Calculate an approximate factorization of 

(4. 5) H r 
A - A x< 3 )A 
r,r r,r-1 r-1 r-1,r 

of the form as in (4. I ) but written on the form 

(4. 6) G = (I-LB)B-l (I-BU) 
r 

where B = x<2).X(Z) is calculated as in (4.4), say with p = p1 = I. 
r,r r r 

Step 2: Calculate the p = Pz block-bandwidth part of G; 1 by the use of 

algorithm (4.3). 

Note that in this algorithm only matrix multiplications occur. Hence 

we do not need any inverses of blockmatrices. Again, the most practical 

choice would be Pz = I. 
In this way we can calculate a sparse approximation, with sparsity 

structure similar to that of a 2D (difference) matrix, of the inverse of 

the block-diagonal matrices H in (4.5) which occur during the· approximate 
r 

factorization of a 3D problem. 

A similar method for the approximate factorization of 3D matrix 

problems, nested factorization method, was used in Appleyard et al. [!]. 

Note, however, that there the trick of using inverses in the diagonal 



matrices as in (4. I), was not used. Accordingly, there appears three 

levels of nested factorizations, i.e., also in line block levels, in [I]. 
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It remains to consider the SOLVE part (forward and backward substitution) 

of our method. At each step of the iterative method we solve typically a 

linear system LUo 

steps. 

.e_ where LU is defined in (4. I). This is done in two 

Step I. (forward substitution) 

Step 2. (backward substitution) 

z 
-r 

r 2,3, ... ,n. 

Uo z or o -n z , o 
-il -r 

z - X A o r = n-1, n-2, ••• ,1. 
-r r r,r-1-r-J' 

Note that we need only matrix-vector multiplications, i.e., no linear 

systems occur. 

In addition to possible inner products and recursions associated with 

the particular iterative method used, the cost per iteration step is the cost 

for one SOLVE, i.e., about 

plus the costs for A I x vector and A I x vector, for an xm (2D) and 
r,r- r- ,r 

n 1 x n2 x m (3D) mesh problem, respectively. 

The number of iterations (with p fixed, independent of h) and C = LU 

modified by its diagonal, so that C~ =A~,~= (1,1, ... ,J)t, will be O(h- 1) 

for SPD matrix problems (cf. Axelsson [2]). A proof of this will appear 

elsewhere. 

The advantage of the method presented in this section is that there 

will appear no fill-in of any block-matrices in a 2D prohlem and if we 

choose p 2 = I, this is also true for a 3D problem. 

The disadvantage is that the factorization needs a recursive (i.e., 

sequential) calculation of the diagonal block matrices Xr. Hence the length 

of the FACTORIZATION is O(n) and O(n 1n 2) on an x m and n 1 x n 2 x m mesh, 

respectively. 

This means in particular that if we have a structure of many identical 

blocks of order m, we do not take advantage of this fact in the above 
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factorization method, which is based on a lexicographic ordering of the 

blocks or superelements. 

Note, however, that the SOLVE-part may (for p ~ I) be performed in a 

cyclic-reduction (odd-even) fashion for bidiagonal matrices, similar to the 

way we shall apply it in Section 5 for tridiagonal block matrices. 

In the final section we shall consider another ordering where we may 

calculate most of the occurring blocks in parallel and where the factorization 

cost decreases by a factor [ 2log n]/n even on a scalar computer if the 

superelement blocks are all identical. 

~e remark finally that in Kincaid et al. [25], another form of sparse 

approximate ,inverse is proposed. 

5. APPROXIMATE FACTORIZATION AND CYCLIC REDUCTION ORDERINGS 

For simplicity consider a structure consisting of n superelements 

(not necessarily of identical size) as illustrated in Figure 5.1. (It will 

be clear from the presentation that we may use the method to be presented 

here on much more general geometries. Also the actual size of the elements 

may be made larger or smaller according to convenience for the computer 

storage actually used.) 

1 7 
2 

8 
3 

9 
4 10 

Figure 5.1. A finite element structure with 
odd-even ordering. 

5 

If we use an odd-even ordering of these elements as indicated in 

Figure 5.1, the corresponding finite element (or finite difference) matrix 

takes the following form. For simplicity we consider only the case where 

n is odd. Note that this is the same matrix that arises in a one-way 

dissection ordering, see George and Liu [JO]. 



(5. I) A= 

0 
A 

I 1 [n+3] 
' 2 

IA n+3 
I 2 ,[-2-J 

0 

A A 0 [~] [~] I [n+l] 
2 ' 2 2 ,n 

------------- ! _____________ _ 

0 A n-1 A n+l I Q 
n, [-2-J n, [-2-] I 

(5.2) A= L(l)U(l) 

I 

I 

0 

0 

Q Ir 
I 

[n+3J 3 I 
2 ' 

A (I) 
n-1 

n,[-2-] 0 

0 

A 
n,n 

0 

0 

I 

39 
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Here 

(5. 3a) = A .(A~1~)-I, j 
r,J J ,J 

r _ [n;IJ, r _ [n;IJ, r = [n;3], •.. ,n 

(5.3b) = A -A(I) n+I A n+I -A(I) n-1 A n-1 
r,r r,r-[-2-J r-[-2-J,r r,r-[-2-J r-[-2-J,r, 

n+3 
r = [-z-J, ... ,n, 

(5.3c) 
(I) -A n-1 A n-1 r,r-[-2-J r-[-2-J,r+I' 

n+3 r = [-z-J, ... ,n-1, 

(5.3d) (I) -A n-1 A n-1 r-1 r-[-J r-r--J r 
' 2 ~ 2 ' ' 

n+S r = [-2-J, ... ,n. 

Note that the calculation of the block-matrices in (5.3a) may be done 
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in parallel. Having calculated these the blockmatrices occurring in (5. 3b), 

(5.3c) and (5.3d) may be calculated in parallel. If the original blocks 

were identical along each subdiagonal within each of the four big blocks, 

then the same is valid for the matrices Land U. Hence, in such a case, it 

suffices to calculate at most five blockmatrices. 

We note that a new block tridiagonal matrix has arisen in the lower 
. (I) (I) n-1 

big block A of U . The number of blocks in this are only [-2-J. 
Now, in the backward substitution process we factorize this block in the same 

way as A was factorized, i.e., we use the same odd-even type of reordering 

of the groups of unknowns which belong to A(l). Hence A(l) = L( 2)u( 2) where 
(2) (2) (1) (I) (2) 

L , U have the same structure as L , U in (5.2) and in U we 
n-1 get a new big block, now of order [-4-J. We repeat the above recursive 

factorization process until eventually, a "big" block matrix has arisen 

with only one block. Frequently we may find it convenient to stop even 

earlier. The number of recursion steps, i.e., the depth of the recursion, 

is now at most [ 2log n], compared ton for the method in Section 4. Hence, 

for a problem with identical substructures it suffices to calculate at most 

5[ 2log n] block-matrices, of which only [ 2log n] involve inverse matrix 

calculations. 

The recursive application of the block L, U factorization method as 

described above would correspond to a cyclic reduction ordering of the 

original structure. In such an ordering, we take at first each second block 

(the odd ones), then each second of the remaining ones, etc., repeated 

until few or perhaps only one superelement remains. The fill-in of this 

method is illustrated in Figure 5.2. We prefer, however, to present the 

method in the above recursive way. 

The forward substitution may be carried along in the same way and 

parallel to the calculation of the block matrices. At the final level, 

says, we solve the linear system with matrix U(s+l). We may then calculate 
. (s) (s-1) (I) 

the other unknowns by nesting up the sequence U , U , ..• U of 

U-matrices. 

Alternatively, we may start from the beginning and calculate the 

solution of the two problems which arise when we use the final block as a 

separator. Then this may be repeated and at each stage we then solve for 

a sequence of smaller and smaller sized problems. (The size of the 

subproblems decrease as n/2r, r 1,2, ••• ,3 of each stage.) The advantage 

with this latter approach would be that we do not need to store any,,of 

the intermediate matrices L(k), U(k). 
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Figure 5.2. Fill-in; cyclic reduction ordering (case n = 2s - l) 
□ Fill-in at stage l, ~ Fill-in stage 2, V Fill-in 
at stage 3. 

I 

The entries of the original matrix may be assembled and stored from the 

beginning, or alternatively recalculated when needed, The disadvantage with 

the above repeated odd-even reduction algorithm as compared to the method 

in Section 4, based on the lexicographic ordering, is that we get fill-in 

of new blocks in the two subdiagonals of the lower part of the matrices 

U(k)_ This disadvantage would be partly offset if we never store these 

matrices longer than they are needed for the calculation of the factors at 

the next stage, in the way as described above. 

The most efficient choice of method will depend on the size and 

architecture of the actual computer memory to be used and on its operating 

system. 

The above method will lead to full block matrices A~~) in the same 
(k) -1 l.J 

way as (4.2) did, because the, inverse (A .. ) are in general full. The 
l.J 

method described above is only a modification of the method described by 

Heller [13]. Heller notes that the entries of the off diagonal blocks often 
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decay fast during the recursion and one may hence stop at an early stage. 

However, more important, in order to preserve sparsity we may use the 

approximate inverse methods described in the previous section. Hence in 

(5.3) we use (A~!))-I ~ [(A~~) -IJ(p) for a 2D problem and the similar 
JJ JJ 

approximation for a 3D problem. 

The resulting approximate factorization is then used as a preconditioner 

for an iterative method as described earlier. Such a method was recently 

presented by Kershaw [15 J for a 2D problem and with p = I. See also 

Rodrigue and Wolitzer [18]. We shall now present a modification of that 

method which will enable us to extend it to 3D problems. 

A New Version of the Repeated Odd-Even Reduction Ordering 

We consider again a structure such as that in Figure 5.1 with its 

finite element or finite difference matrix A= A(O) partioned into block 

form (5.1) by the odd-even ordering. Hence 

(5. 4) 

where 

i 
n+I 

I , 2 , ••• , [-2-J , 0, i 'F j, 

E~O~ (O) i 
n-1 

A .. [n+IJ, I , 2 , •.. , [-2-J 
1,1 1,1+ -2-

E(O) (0) i 
n+I E~?) A .. [n-1], 2, .•. ,[-2-J, i,i-1 1,1+ -2- 1] 

O, otherwise 

F ~O~ i 
n+3 

A .. [n+IJ, [-2-J, .•• ,n, 1,1 1,1- -2-

F (0) i 
n+3 F ~?) Ai i-[n-1], [-2-J, .•• ,n, i,i+I , 2 1] 

O, otherwise 

G~O~ = A~o~, . [n+3] G~?) 0, i 'F j. 
1,1 1,1 

1 = - 2- , .•. ,n, 
1] 

We factorize now A(O) as L(l)U(I) where 

L (I) . ['<n-' 
F(O) :]. u<I) 

[: 
xO)E(O)l 

A (I) 

where 
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and 

/A(0)\-1 
\ ii / 

i 
n+I 

1,2, ••• ,[-2-J, 

Note that A(I) is block tridiagonal. 

0, i '# j 

For A(I) we use the same type of odd-even reordering. After factorization 

of the permuted matrix, for simplicity still denoted by A(I), we have 
A(I) = L(2)u(2) where 

' 
-I 

E(l)l [x(2) (2) 
(I) ,L = (I) 

G F 
and 

Here x<2) = (D(l))-I and A(2) = G(I) - F(l)x(2)E(I). For A(2) we use the 

same process and this is repeated recursively at most [ 2log n] times. 

As before, in order to preserve sparsity, we approximate the inverses 

by 

(5.5) x~~> = Lr(n~~-1>)-1]<P> 
ii ii 

for a line type matrix· D~~-I) and by the earlier described method for a 
. (k-1) ii · • · matrix D.. on a 2D-type structure. The resulting matrix (which is not ii 

explicitly calculated) will then be used as a sparse preconditioner for 

an iterative method as described earlier. It is important to note that 

when the original block matrices are diagonally dominant, this property 
. (k) 2 remains valid for the matrices D .. , k = 1,2, ••• ,[ log n]. For a model ii 

Laplacian problem on a unit square with Dirichlet boundary conditions and 

discretized by the usual five point difference method, it is easy to see 
(k) 1-k 2 that the rowsums of D .. are bounded below by 2 , k = 0,1, ••• ,[ log n]. 
ii 

It could be advisable to let the bandwidth pin (5.5) increase at each 

stage k like p =pk= 2k, say. 

Note finally that parallelism in the algorithms presented in this 

survey may be utilized in various ways, depending on the type of computer 

which is available or will be available in the future. 

The matrix-vector multiplications occurring for each block can typically 

be pipelined, i.e., performed in a similar way as on a factory assembly-line. 



Note that we are thinking about problems with very large blocks. In a 3D 

problem each block has the same order as a 2D matrix. Hence, even on a 

supercomputer with a very long pipeline, this facility can be utilized 

efficiently. 
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There may alternatively be an array of identical processor units under 

common control available. Each of these may perform the same operation 

simultaneously but on different data stored in their own memories. In this 

case we would let each processor work on one block row in the matrix, both 

during factorization and during the forward and backward substitutions in 

the repeated odd-even reduction ordering method. The computer time will 

then be proportional to [ 2log n] times the computer time to perform the 

(perhaps pipelined) matrix-vector multiplications for each row. 

For a thorough presentation of various types of available computers for 

parallel computing, see Hockney and Jesshope [26]. For valuable comments on 

the effect of changing the data storage format, but not changing the basic 

algorithm, on the computer times on a vector computer, see Kincaid etal. [25]. 
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TEMPERATURE CALCULATIONS IN BUILDINGS 

G.L.M. AUGENBROE 

I • INTRODUCTION 

In view of the growing need for energy conservation measures in buildings 

encountered in recent years it came as no surprise that computer programs 

for predicting temperatures and energy flows inside buildings were to 

receive considerable attention, 

The need to incorporate the use of solar energy into the building has 

undoubtedly also caused this field to become one of growing importance. 

Moreover, sophisticated computer programs have enabled the development of 

building designs concurrently with the design of new strategies of climate 

control and solar energy equipment operation whereas thorough assessments 

of human comfort conditions inside new buildings came within reach. 

Let us first give an account of the complexity of the problem at hand 

i.e. the phenomena that govern heat transport processes in buildings. 

Generally speaking a building consists of many components such as walls, 

floors, rooms etc. in which non stationary three-dimensional temperature 

fields will arise from inside and outside "loads". 

Apart from exterior boundary conditions constituted by outside temperatures 

and solar radiation for example, we must also account for heating and 

cooling loads occurring inside the building, e.g. heat production from 

appliances, lighting, occupants or from solar radiation entering through 

transparent surfaces. 

In actually simulating the temperature behaviour we are faced with the 

additional problem of adequately specifying control actions (either 

operated automatically or manually) aiming at optimal comfort conditions 

and minimal fuel consumption, 

So it turns out that the problem we are dealing with is of a complex 

nature. Even more so if we become aware of the fact that we must solve 

a heat conduction problem in many solid components of irregular 3D geometry 
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each of which is additionally linked to other components by radiative and 

convective heat exchange and also solve the more difficult heat and mass 

transport problem inside rooms and other non-solid components. Even if we 

could establish exact models of every single component (which we cannot 

incidentally) and perform the tremendous task of assembling all of them 

into one very large building model it would hardly be feasible to use it 

in actual computations, 

Also, we should be well aware of the fact that many of the phenomena cannot 

be described very accurately as they are liable to all kinds of unpredict­

able disturbances. 

This is one of the main reasons that a rather extensive modelling task with 

the primary aim at _simplifying our problem should be performed, as will 

be shown in section 2. 

With the previous in mind-it is not hard to guess that many different 

computer programs for this field of problems exist, They differ in the 

user groups they are intended for, the modelling approaches taken and the 

solution techniques employed, The intended user-friendliness (i.e. low 

level of user-contribution to modelling tasks) of the majority of these 

programs restricts its use to rather simple pre-defined classes of problems, 

In section 3 we will explore the capabilities of a computer program 

contrarily designed for almost unlimited use, i.e. allowing the user to 

perform his own modelling. 

Some of the mathematical backgrounds of this finite element-based package 

are elucidated in section 4. 

Section 5 will introduce two examples from its field of application. In 

section 6 we will, apart from drawing some conclusions, give an 'outlook 

onto future developments. 

2. MODELLING PROCESS 

In order to render the temperature calculation problem in buildings 

solvable with reasonable efforts we are obliged to introduce several 

simplifying•' assumptions with regard to the afore stated general problem. 

One should realize of course that requirements on accuracy, being generally 

quite modest, often enable one to choose intuitively based, sometimes 

rather crude models. 

Some of the standard modelling approaches will now be presented, 
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Standard models. 

Fig. 2.l(a) shows several building components with dimensions inherent 

in the standard problem. Obviously heat transport can be expected to occur 

mainly in the directions perpendicular to the walls as shown in fig. 2.l(b). 

Fig. 2.1. Standard modelling of several buildings components 

It is now assumed that no lateral heat transport in the walls occurs, 

implying that 

heat conduction to connecting walls is neglected 

radiative heat exchange (q d) with other components is evenly distributed ra 
along the surface 

- the same assumption holds for the convective heat exchange (q ) with conv 
the surrounding air: 

(2, I) 0 

with boundary condition at a surface (i}: 

(2. 2) = i + i + i 
qconv q!'ad qload 

where we have introduced: 
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u(x,t) 

X 

t 

c(x,u) 

11. (x, u) 

n 

wall temperature 

coordinate perpendicular to wall surface 

time 

heat capacity of wall material 

heat conductivity of wall material 

outward normal to wall surface 

Assuming the room air to have uniform temperature ur along with a 

convective heat exchange coefficient aconv with which qconv can be 

characterized it follows that: 

(2.3) 

It should be noticed that.the uniform air temperature assumption by no 

means gives a very accurate picture of the actual temperature distribution. 

Due to stratification effects significant vertical gradients can occur. 

Some work is being done to develop more refined models in which heat and 

mass flow across the room are better accounted for. qrad can be expressed 

by a suimnation over a:Ll exchanges between surface i and all other room­

facing surfaces (j): 

(2.4) 

where 

(2.5) 

a 

1/J •• 
l.,J 

'i' i 
l qrad,j 
j 

4 4 
1/J •• cr(u.-u.) 

l.' J l. J 

Boltzmann constant for "gray" body radiation 

"exchange factor" between surfaces i and j 

The 4th order terms in the radiation exchange can usually without much 

loss of accuracy be linearized to 

(2.6) 

i 
qrad' J' = a . .1/J • • ( u. -u . ) s1.,J i,J i J 

a •• 
Sl., J 

linearization factor, 

For the computation of 1/J •• , which requires a matrix-inversion in case 
l. 'J 

of reflective surfaces, we refer to [I], 



In (2,2) qload represents an extra boundary heat flux originating from 

incident solar radiation or other sources. 

53 

Writing (2.1)-(2.5) for all walls and adding equation (2.7), expressing 

the room heat balance: 

(2. 7) 

where room heat capacity 

area of surface j 

all extraneous sources to the room 

we arrive at a set of coupled p.d.e. that can be solved numerically. 

Before thus proceeding it is still needed to complete the model by 

specifying additional information of which we mention: 

i 
- 41oad (t) 

Accurate determination of solar irradiation on external and internal 

surfaces is obviously one of the l<tey operations for accurate simulation 

results. In case of surrounding buildings even the calculation of irra­

diances on external surfaces can be quite difficult. 

i The temperature difference-dependency of aconv in case of natural convec-

tion should be accounted for along internal surfaces 
i - a (v . ) 
conv wind 

The wind speed i 
dependency of aconv in case of forced convection should be 

accounted for along external surfaces. 

- Q (t,u) 
r r 

Specification of heat supply from different sources: 

- lighting, persons, appliances 

- heating and cooling equipment 

- heat supply caused by solar radiation intercepted by internal components 

e.g. furniture that are not modelled separately but attributed to 

the room heat capacity capr. 

REMARK. It is obvious that an internal description of the heat supply 

equipment, i.e. handling it as an added component is quite often 

indispensable. It is however usually not regarded as part of the standard 

modelling approach, 

Controls regarding the operation of supply equipment (Qr)' shading 

devices (Q ,q11. d)' occupant behaviour (Q) and the like. 
r oa r 

- Climatic data. 
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The foregoing offers a fairly complete view of the standard modelling 

approach usually applied to the problem of temperature calculations in 

buildings. 

Most of the existing computer packages use it explicitly, although they 

may differ on the following points: 

- employment of further simplifications eventually leading to the simplest 

of equations, solvable with the aid of a hand calculator, 

- discretization of the differential equations, for example by finite 

differences, finite elements or others. 

- solution method for solving the resulting equations. 

Most of these computer packages suffer however from a severe lack of 

flexibility when it comes to problems that require extended modelling 

facilities, i.e. containing non-standard components. 

Unforlmnately this happens to be the case in most of the solar energy designs. 

Among these non-standard components we mention gravel beds, solar collectors, 

phase change storage components. 

Also, when wanting to specify detailed control strategies, time-dependencies 

of system parameters or other out of the ordinary information, one is 

usually at a loss. 

The next section will introduce a computer program designed to alleviate 

most of the drawbacks. 

3. BFEP COMPUTER PROGRAM 

BFEP is a finite element-based computer program intended for the calcula­

tion of temperatures in buildings. 

Its philosophy was adopted from AFEP [2J, a sophisticated general-purpose 

finite element program. Like AFEP, BFEP consists of a (yet much smaller) 

library of FORTRAN-coded subroutines [3J. Due to its modular approach, the 

user can define any load, climate, control, algorithm etc. in a user-written 

main program and user-subroutineso Alternatively he can simply select 

standard options by supplying appropriate input data. The actual computation 

sta3e is preceded by a separate preparation stage, the latter lending itself 

to interactive data generation. 

So two separate stages are distinguished: 

- Modelling stage: 

the physical problem is schematized and translated into a mathematical 



55 

model_ to be enhanced by physical data. 

All modelling is based on the finite element technique, whether for stan­

dard space discretization_or by specifying "fictive" elements for defining 

lumped heat exchange equations between distinctive nodes. BFEP offers the 

possibility of computer aided development of the input data by activating 

so-called building model data generation subroutines that actually 

constitute the major part of the FORTRAN-source. Non-standard components 

can be supplied by specifying appropriate (user-)elements. 

For very complex components a slightly different approach should preferably 

be taken. A separate investigation at the single component-level using 

AFEP is then performed first. 

The results are consequently used to obtain a fairly simple model, 

preferably "I-dimensional" and containing as few nodes as possible, 

depending on the accuracy required. 

In some cases one must take recourse to an alternative approach in trying 

to establish simple models from physical experiments. 

Alternatively, if so required by accuracy-demands one might still want to 

add the full-sized component model to the building model. 

- Computation stage: 

the global equations are built from the input model; the first step of the 

semi-discrete finite element technique will lead to the global system, 

(3.1) Mu+ S~ = _g_ 

with initial condition 

(3. 2) 

The set of o.d.e 1s (3.1) must consequently be solved by an appropriate 

time integration method. 

Meanwhile other problem-defining data can be transferred through the user­

supplied software. 

For the tedious task of calculating qload BFEP makes use of the computer 

program SIBE [4] which uses a fast and unique method to calculate solar 

loads on internal and external surfaces in any built environment. 

It should be obvious that BFEP tries to impose as few restrictions as 

possible on the creative (modelling) actions, whereas routine actions are 

performed by the computer. 
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Needless to say that its use is limited to a group of users with sufficient 

know-how and experience in the application field thus prohibiting black 

box use by someone unaware of the limitations of the underlying models, 

as indeed any program should. 

4. MATHEMATICAL BACKGROUNDS OF BFEP 

As mentioned earlier,BFEP is based on finite element space discretization. 

It's element-coding was adopted from AFEP in order to guarantee compatibi­

lity of both programs on element level. 

There are however some severe restrictions on BFEP which were intr0duced 

in order to retain simplicity and to keep the source volume to a minimum: 

-every node must contain only o.ne unknown 

-in principle only ID-elements can be used (BFEP does not support 

2D or 3D mesh generators). 

It was explained in the previous section that this does not give rise 

to strong limitations on the applicability of BFEP because most standard 

components can be regarded as essentially ID whereas others can be 

represented by lumped models, usually requiring only ID-elements for their 

representation. 

Future developments are aimed at a component-based approach (CFEP) in which 

full use of AFEP on component-level should become possible, 

Let us now proceed to showing the general features of the semi-discrete 

finite element technique employed throughout. 

Fig. 4.1 shows two solid bodies surrounded by a fluid or gas (assumed to 

be transparent, e.g. air) 

space coordinates 

Fig, 4.1. Heat exchanges of two solid bodies surrounded by a fluid 
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Adopting Fourier's law for heat conduction we can state the energy balances 

inside the solid bodies as follows: 

(4. I) 
au1 

'ii').l'ii'ul nl cl """"at - qs,1 X € 

(4. 2) 
au2 

n2. c2 """"at - 'ii').2 'i7u2 = qs,2 X € 

A heat source-term qs has been added for reasons of generality. Disregarding 

the presence of boundary conditions for the moment one can apply a space 

discretization inside n1 and n2 choosing suitable elements to cover these 

areas. 

Denoting by ~ 1(t) and ~2(t) the vectors containing the discrete form of the 

unknown temperatures u 1(.!_,t) and u2(,!_,t), (4.1) and (4.2) can be put into 

its customary discretized form! 

(4.3) 

The mass matrices M1, M2 and the stiffness matrices s1, s2 are built by 

the usual element-assembly process, extending over all elements (e): 

(4.4) M= I s I 
(e) (e) 

The load vectors s1, s2 are formed likewise by assembling all element load 

vectors. 

Assuming the fluid temperature uf unknown but uniform the number of un­

knowns is increased by one. 

The incorporation of boundary conditions concerning convective and radiative 

heat exchange into (4.3) can be accomplished b~, the addition of several 

special-purpose elements that are taken along in the assembly process, 

eventually resulting in: 

(4.5) -~] [~I] [St 
-e u2 q2 

sf uf qf 

(4.5) contains the assembled element matrices A, B, C that result from the 
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radiative interrelatedness of the solid components as well as the element 

vectors~.~ resulting from the convective exchange to the surrounding 

fluid. 

The added equation containing the total fluid heat capacity capf ensures 

the heat balance of the fluid, in which a heat source qf has been assumed. 

Obviously A, B, C, ~and~ pertain only to boundary nodes. 

(4,5) can be restated to form the global system of ordinary differential 

equations: 

(4.6) Mu + s~ = _g_. 

In this way any set of components can be represented by a global set of 

o.d.e's (4.6), any algebraic equations can be added by setting the 

corresponding part of M identically zero. 

A few words might be in order to stipulate the fact that the matrices 

A, Band Care built in the customary way, by which we mean that they 

are taken along in the assembly. 

Introducing R for that part of S that accounts for radiative exchange, we 

can write 

r A -Bl 
(4. 7) R= • 

L -BT CJ 

Note: A and C differ from A and C in that they do not "contain" convective 

exchange between component I and the fluid, 

We have R = L(e) Re, surmning over all pairs of edge elements, as shown in 

fig. 4,2 for the 2D-case (assuming linear conforming triangular elements), 

Fig. 4.2. Radiation exchange between two edge elements 
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It is advantageous to build R by a single line element subroutine, The line 

element must contain all nodes on the boundary of the enclosure, If we also 

add the fluid temperature-node to the line element we can build the discrete 

equations for all boundary conditions as well as the heat balance equation 

for the fluid inside the enclosure into one single element stiffness 

matrix Se: 

f A -B -~l 
(4,8) Se -BT C -e • 

L-i T 
sfJ -e 

The analysis becomes somewhat more elaborate if the assumption of one single 

fluid temperature is no longer valid, 

For instance, when dealing with a known channel flow field as in fi~. 4.3 

where we have to introduce an unknown function uf(s,t), representing the 

cross sectional average of the fluid temperture, 

cf heat capacity of 

the fluid 

"f heat conductivity 

of the fluid 

V average velocity in 

s-direction 

J'ig, 4,3. Channel flow between two solid bodies 

The energy balance for the fluid is expressed by 

(4. 9) 
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A = cross sectional channel area 

S = boundary area of channel cross section 

u 
w 

qf 

= average temperature on channel boundary 

= heat source in the fluid 

aconv(v) = convective heat exchange coefficient 

Using (4.9) we can write an extended version of (4.5): 

(4. 10) 

~f must be taken to be any suitable discrete form of uf. The matrices E, 

D and Sf are rather straightforward discretizations of (4.9), Sf being non­

symmetric due to the first derivative-occurance in (4.9). As further details 

of how all matrices are actually filled can be found elsewhere we will 

refrain from going into these matters here. 

Most important to be noticed is the fact that we again arrive at the 

global set of o.d.e. (4.6). 

Use of BFEP will consequently always comprise the following four actions: 

I. Read model input (topological and physical data) 

2. Build global matrices Mand S by element assembly 

3. Set initial conditions~ 

4. Solve (4.6) by a time-marching scheme, 

During step 4 user-written subroutines will be called to perform the 

following tasks: 

- updating of S(~,t) 

- updating of g_(t), i.P.. computing solar node loads with the help of SIBE 

and computing node loads due to other sources 

- specifying control actions 

For the solution of (4.6) several well-known methods can be chosen. 

A standard method frequently used is a P-C method with enlarged stability­

region, as described in [SJ. More efficient methods such as those described 

in [7J can also be used. 

ReWt:'iting (4.6) is a different way, introducing f: 

(4, 11) 
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the method from [SJ can be written in the form: 

l1 hf(u ,t) 
--n n 

( 4. 12) k = hf(u +k1,t +h) -2 -n - n 

1 
~+l = u + s< 7l1+l2) -n 

in which 

h=t -t. 
n+l n 

The explicitness of the method above along with its enlarged stability 

region usually guarantees reasonable efficiency. 

Due to great differences in heat capacities of components the set of o.d.e. 

(4,6) can be extremely stiff. 

The standard approach is then to perform an implicit computation on a subset 

of the equations of (4.6). 

For instance in case of air flowing between massive solid components it is 

usually quite acceptable to set Mf in (4.10) identically zero. 

In doing so we are left with a subset of algebraic equations that needs 

implicit solving in each step of the P-C algorithm. 

BFEP provides in subroutines by which this can be sreatly facilitated. 

5, APPLICATIONS 

A short account will be given of two research projects for which BFEP 

served as basic research tool. 

The first is from the field of solar energy use in dwellings whilst the 

second concerns a novel way of reducing energy consumption in office buildings, 

In both cases we are dealing with non-standard components and advanced 

control measures that require a sophisticated computer program for 

prediction and simulation purposes, 

As both applications have been reported on elsewhere only a few features 

will be highlighted. 

Both projects are carried out under grants from the Projectbureau for 

Energy Research (PBE) within the framework of the Dutch National Program 
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for Energy Research. 

Solar Cavity Houses [6] 

In so called solar cavity houses, only recently introduced by Kris tins son, 

heat is distributed from an air-based solar collector to the living quarters. 

Fig, 5,1. shows the recirculation pattern of the solar-heated air. The 

solar collector is directly connected to the crawl space and a cavity wall 

separating two neighbouring houses, The collected heat is stored in the 

internal building mass and will eventually become available to the living 

zone. 

In one of the houses that were built in Leiderdorp, temperatures and heat 

flows are monitored by an on-line datalogging system for a period of two 

years, 

The present study is focussing.on adjusting the model input to BFEP in 

accordance with the gathered data and using it to investigate overall 

performance, comfort conditions and make an assessment of economic efficiency, 

--=--­' ',,, 
', 

' ' ' ', 
' ' 

* ~ 

Fig. 5,1. Recirculation pattern of solar heated air 



"Energon"-equipped office buildings 

Fig, 5.2. shows a concrete hollow core floor slab through which the 

supply air is transported before it enters the rooms. 
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This way of using internal storage capacity has been termed Energon-principle 

by the firm Schokbeton which introduced it in the Netherlands. The principle 

aims at exploiting the internal mass of the building structure for storage 

of excess heat in winter and available night cooling in sulIDiler. 

The sizing and control strategy in order to obtain maximum energy savings 

are matters to be investigated for every single application. 

The first stage of the research project comprised the development of a simple 

lumped model representing the floor slabs. The second stage which is presently 

being carried out concerns a parameter study into the bearings of several 

building parameters on Energon-:-efficiencies, 

During the third phase a recently constructed office building will be 

monitored for a period of approximately two years. 

Fig. 5.2. Hollow core slab. 

6, CONCLUDING REMAPJZ:] 

The way in which most existing computer programs handle temperature 

calculation problems in buildings has been shown to be rather restrictive, 

The philosophy adopted by BFEP enables extended modelling which is an 

essential feature in the presence of non-standard components 
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The efforts for preparing the model input are kept to a minimum by supplying 

so called building data generation subroutines. 

The finite element-based approach guarantees furthermore great flexibility 

in specifying other problem defininz data and controls. 

All users of BFEP can join in a BFEP user group, presently consisting 

of both government agencies and commercial firms. 

Future developments will be directed towards a fully component-based 

version along with graphical enhancement of a preprocessing stage in which 

input for BFEP and SIBE is jointly composed. The related software 

developement will be aimed at foreground preprocessing on micro computers. 
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NUMERICAL SOLUTION OF A ONE-DIMENSIONAL STEFAN 
PROBLEM ARISING FROM LASER-ANNEALING 

M. BAKKER 

1. INTRODUCI10N 

The problem described here was presented to the author by Frans Saris from Amolf and 
Wang Zhong Lie (Peking University, from September 1980 to September 1982 working at Amolf). 
It arose from the research of Laser-annealing of Si or GaAs whose crystalline structure had been 
destroyed near the surface by ion-implantation [4,5). It appears that the crystalline structure 
recovers after the amorphous layer is irradiated by · a laser-beam and is heated to the point of 
melting. We consider a small piece of Si which consists of a thin amorphous layer ( 1.510-5 cm) 
at the surface and a relatively thick crystalline layer ( 1.18510-3 cm). When the surface is irradi­
ated by a laser beam of (Gaussian) intensity 

-(2..ir1.1-1ri)y-

J(t) = Ir,e Eo (1.1) 

with 

10 maximum intensity in Watt/cm2 

t0 time at which intensity reaches its peak 
Eo laser energy in Joule/cm2 

the temperature of the Si rises and after some time (relatively spoken, the process described takes 
place within tens of nanoseconds), melting sets in. The melt front (see fig. 1) moves from left to 
right, until the heating effect due to the laser pulse J(t) dies down and resolidification starts. Then 
the melt front (it should now be called resolidification front, but for convenience, we will always 
speak about melt front) moves from right to left until Si is solid again. 

Laser 
beam 

~ liquid amorphous 
' state state 

0 s(t) 

Figure 1. 

crystalline 
state 

Zo 
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1.1. Mathematical description of the process 

In mathematical terms, the variation of the temperature is described by the heat equation 

SL(z,t) = a(z)e-a(z)z J(t)(l-R); 

where the parameters have the following meaning: 

T temperature in K; 
time in seconds; 

z distance from irradiation surface in cm; 
z O thickness of irradiated Si ; 
c(T) heat capacity of Si in Joule/(gram Kelvin); c(T) > O; 
p mass density of Si in gram/ cm3 ; 

,c(T) heat conductivity of Si in .Watt/(cm Kelvin); 1e(T) > O; 
a(z) absorption coefficient of Si in cm - I; a(z) > O; 
I(t) intensity of laser pulse, defined by (I.I) ; 
R reflectivity of surface; depends on state of surface; 

R = R 1,if no melting occurs; 
R = R 2,if melting occurs; 
R1 >R2; 

The boundary and initial conditions of T are 

aT 
t-(0,t) = O; 

T(z 0,t) = T 0 ( = 300K); 

T(z ,0) = To; 

where TO is the environment temperature. 

The two-phase state 

(1.2a) 

(1.2b) 

If Si is only in solid state, equation (1.2a) is valid on (O,z 0) and 1e(T) and aT / az are con­
tinuous on (O,z 0), while the forcing term SL(z ,t) may be discontinuous at some points, e.g. at the 
amorphous-crystalline interface. If melting occurs, however, these expressions are discontinuous at 
the melt front s (t ), where the Stefan interface conditions hold: 

T(s(t),t) = Tm (= 1685K); 

Lops(t) = lim [1e(T) aaT J - lim [1e(T) aT J 
zj.s(t) z zfs(t) az 

with 

L 0 latent heat of Si in Jig; 
s (t) ds (t) / dt, the speed of the melt front; 
Tm melt temperature of Si; 

(1.2c) 

(1.2d) 



Discontinuities of ,c(l) and a(z) at melt front 

In the current model, the absorption coefficient a is supposed to be a piecewise constant 
function defined by 

{
a, (=5.0104) , if s(t) < z ,;;;; zo; 

a(z) = am (=7.0105) , if 0,;;;; z < s(t) 

The heat conductivity is defined by 

{
Km(=0.51} , if T > Tm; 

,c(T) = ,c,(T) , if To .;;;; T < Tm; 

where", is positive, continuous and monotonically decreasing on [To,Tm] with 

1.2. Limitations of the model 

(1.3) 

(1.4) 

The above model of the heat conduction by laser-iradiated Si is a deliberate simplification, 
since only the mathematical aspects are now being discussed. The simplifications are: 

l. Evaporation of Si is not taken into account, while as a matter of fact, it evaporates if E O is 
large enough. 

2. a, is assumed to be constant on (s (t ),z 0), while in reality a, has a discontinuity at the 
crystalline-amorphous interface. 

3. The melt temperature of Si is assumed to be the same for amorphous and crystalline Si, 
while the amorphous melt temperature is some hundreds of degrees lower than the crystal­
line melt temperature (1373 K vs. 1685 ° K). 

4. ", (T) is discontinuous at the amorphous-crystalline interface, while in this paper it is sup­
posed to be continuous ·on [s (t ),z ol-

2. NUMERICAL SOLUTION OF THE MOVING BOUNDARY PROBLEM 

There are some pitfalls for the numerical analyst, when he tries to solve this problem per 
computer: · 

l. The appearance and disappearance of the melt front. 

Before and after the melting, the Boundary Problem is standard. It is, however, impossible to 
establish beforehand when the melting commences and terminates. Consequently, after each 
timestep, the state of the system has to be checked: 

a. Is the temperature at the surface (where it is hottest) still below Tm ? (only relevant, if 
the temperature is rising and if there is no liquid state). 

b. Is the melt front still present? 

2. The presence of a moving material interface inside (O,z 0) makes it impossible to use standard 
semi-discretization and time-integration methods. 

The use of a variable space-grid which was successfully practiced by Bonerot & Jamet [2], 
fails here because of the initial and final tininess of the liquid region (0,s (t )). 
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2.1. Transformation of the space variable 
A well known method for coping with MBPs is the use of transformations replacing variable 

domains by fixed domains. In this case, we introduce the transformations 

{
xs(t) ,ifz.;;;s(t); 

z = xz 0 + (I-x)s(t) ,ifz~s(t). 

Furthermore, we split T in T, and T1 by 

{
T, , if z.;;;s(t); 

T = T, ,ifz~s(t). 

After some calculus, problem (1.2) is transformed to the following system of problems: 

ar, XS ar, Km a2r, 
c(T,}p[at- ~~]= 7 ax2 + 

+ am(I -R )l(t)e -amx'; 

ar, 
~O,t) = O; T1(I,t) = Tm; 

ar, (1-x)s'i!T, I a 'i!T, 
c(T,)p[- - -] = ---2 ;;"-{a K,(T,)-a-) + 

at zo-s ax (zo-s) X X 

+ a,(I-R)l(t)e -a,(xzo+(l-x)s\ 

T,(0,t) = Tm; T,(I,t) = To; 

K,(Tm) ar,· Km ar, 
-- --;;-"-(a O,t) - - --;;-'-(1,t). 
zo-s X S uX 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

We see that by the use of (2.1), we have transformed (1.2) into a system of two transient boundary 
problems and one Ordinary Differential Equation (ODE). 

2.2. The discrete time Galerkin method 

If s(t) were always positive, problems (2.3)-(2.5) could be semi-discretized in space by some 
standard method and afterwards integrated in time by some ODE integrator. However, s(t) starts 
and ends with a zero value which makes (2.3) singular. We therefore introduce a discrete time 
method: we approximate ar, / at and ar, / at by some difference method and hence solve the 
resulting system of ODEs. 

For the time-discretization, we choose the Backward Euler Method: 

ar, T1(x,t) - T1(x,t--r) aT, T,(x,t) - T,(x,t--r) 
-;;-:'-{a x,t)~ ; -;:-<x,t)~ ; 

t 'T ut 'T 
(2.6) 

Substitution of (2.6) in (2.3) and (2.4) leads to a system of Two Point Boundary Problems 



T, -T; xs 
c(T1)p[--- - -T,'] = 

'T s 

Km ,, -a xs = - 2-T, + a,.(I-R)l(t)e m ; 

s 

T/(0) = 0; T,(I) = Tm; 

c(T,)p[ T,-T; _ (1-x)sT;] = 
'T zo-s 

l 2 (K,(T,)T;)' + a,(I-R)l(t)e -•,[xzo+(l-x)s); 
(z 0 -s) 

T,(0) = Tm; T,(l) = To; 

L0ps 

(2.7) 

(2.8) 

(2.9) 

In (2.7) and (2.8), T1, T,, T( and T;, d~note T1(x,t), T,(x,t), T1(x,t-T) and T,(x,t-T), respec­
tively. 

The problems (2.7)-(2.8) can be solved by some space discretization method. This method 
can be the Finite Difference Method (FDM) or the Finite Element Method (FEM) [6] . We 
prefer the latter method, not solely for reasons of taste but because it enables us to approximate s 
more accurately, as we will show. 

2.2.1. The Finite Element Method using piecewise linear functions 

Let 

be a uniform partition of [0,1] in N segments with 

X; = hi ; i = 0, · · · ,N ; h = I / N ; 

If we put 

T,(x;,t) ~ V;; T,(x;,t-T) ~ V;'; i = 0, · · ·, N. 

(2.10) 

(2.11) 

(2.12) 

Then, for fJ and V, the following difference scheme results from application of the c0 Galerkin 
method using piecewise linear functions on 8: 

h , Km U1-Uo h 
c(Uo)Pt{CUo-Uo)/T] = ~ --h- + rml(t)(l-R); 

c(U;)hp[(U;-U;°)/T - x;s U;+1;U;-1] = 
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(2.13) 

V;-V;° (1-x;)s Vi+1-Vi-1 
c(V;)ph[-- - ----] = 

T Zo-s 2h 

(,c,(V;-1)+,c,(V;))(V;-1-V;) + {K,(V;+1)+,c,(V;))(V;+1-V;) ---------------------+ 
2(z 0 -s)2h 

(2.14a) 

+ h(l-R)a,l(t)e -a,[x;zo+(I-x,).r]; 1..;; i ..;;N-1; 

Vo= Tm; VN = To-

If no melting occurs and if we apply the same discrete time Galerkin method, we obtain for V the 
linear system 

Vo-Vo• 
c(Vo)Ph 2T 

+ ½h(l-R)a,/(t); 

V;-V;° 
c(V;)ph[-- = 

T 

+ h(l-R)a,I(t)e-a,x,zo; 1..;; i ..;;N-1; 

VN = To-

(2.14b) 

Note that in (2.14b) V0 is now variable, because of the natural boundary condition (1.2b) for 
z=O. 

2.2.2. Approximation of s 
In (2.13)-(2.14) s has yet to be approximated by some difference expression. It would be 

tempting to use some finite difference formula for s like 

. K,(Vo)(V1-Vo) - Km(UN-UN-1) 
L 0ps ~ h . (2.15) 

This formula, however, has the disadvantage that the approximation of s is one order less accurate 
than the approximation of T, and T1, i.e. of O(h) vs. O(h 2). 

In order to obtain a better approximation of s, we use a result of Wheeler [3] which consists 
of a cheap and accurate approximation of the flux at the break-points x;, once the Galerkin solu­
tion is known (see the Appendix for a more extensive treatment). If we apply their theorem to 
(2.13) and (2.14), we obtain the following approximations for T,'(l,t) and T;(O,t): 

(2.16) 



(2.17) 

If we subtract (2.16) from (2.17), we easily find that 

(2.18) 

which yields an approximation of s which is not only more accurate than (2.15) but works better 
at the early stage of the melting state. . 

2.3. Iteration scheme for time-integration 
As we saw in the previous section, time-integration is easy enough, if s(t)=O. If melting 

occurs, we use for the solution of (2.13)-(2.14) and (2.18) the following scheme (see also Bonerot & 
Jamet [2]): 

Make an initial guess of s by 

so(t)=s(t -T)+Tso(t); So(t)=s(t -T) 

Make an initial guess of fJ and V by putting tJ0 = u· and 
Vo= v·. 

Perform one Newton iteration 
for the solution of (2.13)-(2.14) 
for s = (J(t), 
obtain ;+t 

s = s;(t), to 
and v1+1, 

j = o, ... ' 

Repeat until 
some stop criterion 

is satisfied 

Compute s;+ 1(t) from (2.18) for 
t]1+ and pt+t and put 
s1+1(t)=s(t -T)+Ts1+1(t) 

Table I. Iteration scheme for time-integration 
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We see that the above iteration scheme reduces to a common Newton iteration process, if we 
delete the updating of tJ, s (t) and s (t) from it. 

There is only one small problem in the iteration scheme of table 1: how to get a reasonable 
guess of s when, the melting starts? One could try to extrapolate formula (2.18) to s =0. Another 
method is the following: One can easily derive from (1.2) the ODE 

d 'o 
-=;:-{d L 0ps(t) + jT(z,t)dz] = 

t 0 

Zo 

= f SL{z ,t)dz + K,(To)-¥-<z 0,t) = 
O uz 

(2.19) 

-a s -a s -a z aT 
= (1-R)/(t)(l-e m +e ' -e ' 0) + K,(To)azizo,t). 

Zo 

If we cancel ~aT z 0,t) in (2.19) and cancel the variation of jT(z ,t)dz, we have the approximation 
Z O 

Lops(t) ~ (1-R)/(t)(l-e -",'0), if s(t) = 0. (2.20) 

REMARK 
Formula (2.20) is an overestimation of s but has the advantage that its order of magnitude is 
not wildly misguessed. 

2.4. Stepsize control 

In order to control the time-integration process, the following conditions were imposed to 
the stepsize T : 

1. The surface temperature T(0,t) is not allowed to change by more than, say, 100 K. If so, 
the time-step is rejected and, by interpolation, a new and smaller time-step is tried. 

2. The melt front is not allowed to change by more than , say, 50 Angstroem. If so, the time­
step is rejected and, by interpolation, a new and smaller time-step is tried. 

3. T has the bounds 

4. T is not allowed to increase by more than 50 % per timestep. 

5. If the state of the system changes between t -T and t, t is rejected and , by interpolation, 
replaced by a new t which is a prediction of the time at which the change takes place. For 
example, if 

Vo• < Tm < Vo; 

where Vis the solution of (2.14b), then Tis replaced by 

(Tm -vo·)T 
7'. = 

Vo-Vo• . 



3. NUMERICAL EXAMPLE 
In this chapter, problem (1.2) is numerically solved for the following input parameters: 

· Parameter value or domain 

To 300 K 
Tm 1685 K 
to 25 I'S 

Io 5.0107 
zo 1.210-3 cm 
p 2.33 
E0 0.5,1,1.5,2,2.5 Joule 
Km 0.51 
llm 7.0105 
a, 5.0104 
Lo 1801 
"• 1.38 ;;;. "• ;;;. 0.32 

"• monotonically decreasing on (To,Tm) 
c(T) 0.95 ,;;; c(T) ,;;; 1.10 

c monotonically increasing on [T0,oo) 
R R = 0.3, if no melting occurs; 

R = 0.6, if Si is melting 

From the graphs of s(t;E0) (see fig. 2) and T(0,t;E0) (see fig. 3) one can see that 

1. The melting starts sooner, the melt depth is larger and the melting ends later, when Eo is 
larger; · 

2. The surface temperature has a larger peak, if E 0 is larger. 
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Figure 2. Graph of s(t) for £ 0 = 0.5,l.0,1.5,2.0,2.5 

♦ Eo = 2.5 
TEMP [1000 OEGR. KJ 

X Eo = 2 

+ Eo = 1.5 .. E 0 = I 

• Eo = .5 

TIME [MICROS] 

o.oo 0,30 0.60 

Figure 3. Graph of T(O,t) for £ 0 = 0.5,1.0,I.5,l.0,l.5 
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APPENDIX 

Let 

- (p(x)y')' + q(x)y' + r(x)y = f(x), x E(0,l); 

y(0) = y(l) = 0; 

(Al) 

(A2) 

be some two-point boundary problem with unique solution. Then for every q,EC0(0,l) the relation 

(py',</>') + (qy',</>) + (ry,</>) = (/,</>) + fp(x)y'(x)</>(x)]J (A3) 

holds, where(.,.) denotes the-usual L 2(J) inner product. 

Let a defined by (2.10)-(2.11), be a partition of [0,1] and let</>;, i = 0, · · · ,N be defined 
by 

{
I - x / h , if O ,,;;; x .;;;h ; 

</>o(x) = O , elsewhere; 

, if X; - I ~ X ~ X; ; 

, if X; ~ X ~ X; + l; 

, elsewhere ;i = I,· · · ,N - I; 

, if XN -I ,,;;; X ,,;;; I; 

, elsewhere ; 

(A4) 

(A5) 

(A6) 
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Then it is standard [6] that y(x) can be approximated by 

N-1 

Y(x) = L C;</>;(x); 
i=l 

where c' is the solution of the (tri-diagonal) linear system 

N-1 

L [(p</>';,</>'j) + (q</>;,</>'j) + (r</>;,</>j)]cj = ({,</>;), i = 1, · · · ,N-1. 
j=l 

The pointwise error of Y is 

ly(x) - Y(x)I,,;;; C(y)h2,xE[O,l]; 

For the boundary fluxes, Wheeler[3] developed the approximations 

- p(O)y'(O) ~ (pY',q,'0) + (qY';</>o) + (rY,</>o) - ([,<Po); 

+ p(l)y'(l) ~ (pY',<i>'N) + (qY',<i>N) + (rY,<i>N) - (f,</>N); 

(A7) 

(A8) 

(A9) 

(AIO) 

by simply applying (A3) for <Po and <i>N and replacing y by Y in the integrand. She could prove 
that (AIO) has an approximation error of 0(h 2) instead of O(h) which would have been achieved if 
the difference formulae 

y'(O) ~ (c1-co)/h; 

y'(l) ~ (cN-cN-1)/h 

were used. 

(All) 

In (A9-AIO), integrals involving p ,q ,r ,f are to be evaluated, which can sometimes be 
cumbersome. However, if in formulae (A9-AIO) (.,.) is approximated by the extended trapezoid 
rule [l,ch. 25.4.2], the orders of accuracy remain O(h 2). 

If the above formulae are applied to (2.7)-(2.9) with use of the extended trapezoidal formula, 
equations (2.13)-(2.14) and (2.16)-(2.18) result. 
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In this paper we discuss some iterative techniques for solving 

integral equations, using an error criterion. Specifically, we consider the 

integral equations arising from direct scattering theory. We investigate 

the implications of the integrated square error criterion and the minimiza­

tion of this error is taken as a condition for getting the best result. 

After discretization, the nume_rical impUcation of the least-square-error 

criterion leads to the numerical solution of a system of linear algebraic 

equations. Usually, this system is inverted by a direct method. 

In the case, however, that we are dealing with large systems of 

equations, the problem of excessive computer time and computer storage 

required for direct numerical solution of systems of equations can be 

circumvented us?'.ng a suitable iterative technique. Another argument to 

solve the pertinent system of equations iteratively, is the evident fact 

that we should not solve the relevant systems of equations with a higher 

degree of accuracy than the one imposed by our error criterion. 

In the present paper we discuss alternative implementations of some 

iterative techniques, in which the intermediate step of reduction of the 

problems to a system of linear algebraic equations is superfluous. The 

integrated square error is taken as a measure of the approximate solution 

from the exact one. Starting with an arbitrary initial guess and a set of 

arbitrarily chosen correction functions, a convergent iteration scheme is 

to be developed. Some suitably chosen choices for the correction functions 

are discussed. Some numerical results to a number of representative prob­

lems illustrate the rate of convergence of the different methods. 
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I • INTRODUCTION 

During the past several years considerable effort has been put into 

the development of computational techniques for handling the scattering and 

diffraction of waves by an obstacle. From a mathematical point of view, 

uniqueness of the solution of a scattering problem is guaranteed if the 

pertinent wave equations, the boundary conditions (for impenetrable ob­

jects) or constitutive equations (for penetrable objects) and the causality 

condition are satisfied. Exact satisfaction of these conditions can be 

arrived only at by analytical procedures (which exist for simple geometries 

only). The integral-equation techniques now guarantee that the wave 

equations and the causality condition are satisfied. This leaves the 

boundary conditions of the constitutive relations to be satisfied in a 

computational manner and calls. for an error criterion that tells us to 

which degree of accuracy we have proceeded when we terminate after some 

number of steps. 

2. INTEGRAL EQUATIONS AND THE ROOT MEAN SQUARE ERROR 

The integral equations that arise from the application, in direct 

scattering theory, of the contrast-source type integral representation of 

the scattered field, either in the frequency domain or in the time domain, 

are all of the form 

(I) g(x) J , V K(x,x' )f(x') dx', 
X E 

when XEV. 

In;:this equation, f is the unknown field quantity in the relevant, spatial 

or space-time, scattering domain, g is a known field related to the 

excitation of the scatterer by known sources, and K is the kernel of the 

integral equation, which is related to the field at x radiated by a 

contrast source at x'. In general, x and x' stand for the relevant coordi­

nates (for example, the Cartesian coordinates x, y, z in three-dimensional 

space, and the time coordinate t), f and g are vector valued, K yields the 

proper matrix or tensor relationship, and Vis the domain in which the 

equality sign in (I) holds. 

In almost all situations met in practice, (I) can only be solved 

approximately with the aid of numerical techniques. How well an approximate 

solution is, can only be quantified after having defined a quantitive error. 



79 

In order to discuss this, we introduce an operator formalism and an inner 

product of two functions defined in V (with the associated norm). To write 

(I) in an operator form, we define the operator K acting on a function f by 

(2) Kf = f K(x x')f(x') dx'. 
x'EV ' 

Then, (I) is equivalent to 

(3) g Kf when :x:EV. 

Further, we introduce as the inner product of two functions f and g defined 

on V the, real or complex, ntDllber 

(4) <f 'g> <g 'f> 

while the norm of a function f is defined as 

(S) I ltll 

Let now for any approximate solution/, the root mean square error be 

defined as 

(6) ERR 

being the norm of g - x/. We note that ERR~ O. Only if/= f, the 

equality sign holds. In the next section, we shall show, how in an itera­

tive way we can minimize ERR in (6) and enforce its convergence to zero. 

We finally mention that in scattering problems, where g is related to the 

exciting field in the domain V, we often normalise the error to the root-­

mean-square value of the exciting field. We then have the normalised error 

(7) ERR= <(g - xt>* g - xt>! 
<g* 'g>! 

3. ITERATIVE MINIMIZATION OF THE ERROR 

In this section we outline an iterative minimization of the root mean 

square error which leads to the solution of the integral equation. We 

asstDlle the existence of an iterative procedure, in which n steps have been 
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carried out, and that this has led to the values f(n)_ The root mean 

square error ERR(n) after n steps of iteration is 

(8) 

in which the residual r(n) = r(n)(x) is given by 

(9) 

In going from the (n - 1)-st step to then-th, we take 

(10) 
(n) ,., (n) 

+ n 'I' ' 

where n(n) is a variational parameter and <p(n) = <p(n)(x) is a suitably 

chosen variational function (how they actually are constructed will be 

discussed later). Using Eqs. (9) and (10), the residual error becomes 

The expression for [ERR(n)J 2 can be written as 

in which 

( I 3) 

(14) 

Equation (12) can be rewritten as 

The right-hand side of (15) has, as a function of n(n), a minimum at 

(16) 

Substitution of this value in (15) leads to 
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(17) 

from which it follows that,· if A(n) ~ O, an improvement in the satisfaction 

of the integral equation is arrived at. This latter condition puts some 

restriction on the choice of the variational function (j,(n). The complete 
. . h f . f . . 1 f . "'(n) b iteration sc eme or a given sequence o variationa unctions~ can e 

found in Table I. If the values of K(j,(n) in each step of iteration can be 

stored, a substantial reduction of computing labour has been achieved. The 

iteration scheme can be terminated as soon as a sufficiently small error 

has been achieved. 

Table I. The iteration scheme for a given sequence of variational 

functions (j, (n) • 

o I Initial estimate f(O) 

Residual error 

n + 1 

Variational function: (j, (n) 

in) <r 
(n-1)* K(j, (n)> 

e<n> <x* (j, (n) 
* 

K(j,(n\ 

* storage: (n) A(n) 

,<n) 
n = B(n) 

r (n) 

Improved estimate ,<n) ,<n-1) + n (n) (j, (n) 

Residual error I' 
(n) /n-1) - n (n) K(j, (n) 

* r(n)) ERR(n) = <r(n) 
' 
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Substitution of Eq. (16) in (II), and using the definitions (13) and 

(14), it follows that our minimization procedure has led to 

an o_rthogonality property on V that will be of later use. For later pur­

poses we also want to bring out the dependence of A(n) on ¢(n)_ To this 

end, we interchange the integrations of the inner product definition and 

the operator definition. We arrive at 

(I 9) "'(n) 
'I' >, 

T where the transposed operator K acting on a function f is defined by 

(20) f , V K(x' ,x)f(x') dx'. 
X E 

In case K is a matrix, we should also take the transposed matrix form of K 

under the integral sign. Similarly, Eq. (18) can be rewritten as 

I b ' ' 1 h ' f "'(n) h. h n su sequent sections, some particu arc oices o "' , w ic up to now 

have been completely arbitrary, will be discussed. 

4. A SECOND MINIMIZATION STEP 

In this section we will investigate how, during then-th iteration, 

we can decrease the right-hand side of Eq. (17) still further by manipula­

ting the variational function ¢(n). This will be done in such a manner that 

B(n) . . ' ' d h'l k . A(n) ' f (21) ' h is minimize, w i e eeping constant. In view o Eq. , wit 

n replaced by n-1, the value of A(n) remains unchanged if, in the right­

hand side of Eq. (19), the function ¢(n) is replaced by ¢(n) - l;(n) ¢(n-I), 

h "(n) . d . . 1 . h' 1 . were s is a secon variationa parameter. Carrying tis rep acement in 

Eq. (13), a new value B(n) of B(n) is constructed, that follows as 



where 

(23) 

The right-hand side of Eq. (22) has, as a function of ~(n), a minimum at 

(24) 

Substitution of this value in (22) leads to 

(25) 
lc<n) 12 

B(n) = B(n) - ...... -,---,-1-­
B(n-l) ' 
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First of all, this shows that ](n) < B(n), if C(n) ~ O. Further, it follows 

by substituting Eq. (24) in 

that 

(27) 0. 

If the original function $(n) was already such that the right-hand side of 

Eq. (23) vanished, then no improvement will be attained in this second 

minimization step. Note that this is consistent with Eq. (27). Hence, the 

second minimization step automatically stops after being carried out once. 

The resulting expression for the improved error follows as 

(28) 
() ( ) IA <n)

1
2 

[ERR n ]2 = [ERR n-1 ]2 - -~--~-..,.......,,---,.. 
B(n) - _1c(n)l2· 

B(n-1) 

In the next section we shall discuss a procedure that leads, in each 

step of iteration, to the generation of a particular value of $(n), Once 
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~(n) has been determined, we then replace $(n) by 

h c (n) · . b E (24) N h h d . . . . were s 1s given y q. • ote tat t e secon m1n1m1zat1on step can 

only be carried out from n = 2 onward since $(O) is not defined. The com­

plete iteration scheme can be found in Table II. 
-(n) 

Now, with$ we carry out once more the procedure of the former 

section, with the result that Eq. (18) is replaced by 

(30) o, 

where 

(3 I) 

Multiplying the complex conjugate of Eq. (31) by K$(n-l), integrating over 

V, using the orthogonality relations of Eq. (18), with n replaced by n-1, 

and Eq. (27), we obtain 

(32) o. 

By substituting Eq. (26) in (30) and using Eq. (32), we arrive at 

* 
(33) <r(n) , K$ (n) > = 0, 

or 

(34) o. 

Eq. (34) is the replaced form of Eq. (21) and will be of later use. 

5. GENERATION OF THE VARIATIONAL FUNCTIONS 

As we have seen in Section 3, an iterative improvement in the satisfaction 

of the integral equation is only arrived at if, in each iteration, 

A(n) ~ 0. Eq. (19) shows that this can be guaranteed, if we take 
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Tabl.e II. The iteration scheme with second minimization step for a 

given sequence of variational functions ¢(n). 

storage: 

/n) 
r(n) 

¢(n) 

B(n) 

[K¢(n)J 

Initial estimate f(O) 

Residual error r (O) = g - x/O> 
(O) (O) * 

ERR = <r , 

Variational function ¢(n) 

!if n > 11 

A(n) <r(n-1)* K¢(n)> 

B(n) <K*¢(n)* K¢(n)> 

second minimization step <K*¢(n)* , K¢(n-l)> 

* 

Improved estimate 

Residual error 

/n) 

r(n) 

c<n) 
= B(n-1) 

= B(n) _ ~(n) c<n) 

¢(n) = ¢(n) _ ~(n) ¢(n-1) 

K¢(n) : = K¢(n) _ ~(n) K¢(n-l) 

(n) 
n 

= /n-1) + n(n) ¢(n) 

= r (n-1) - n (n) K¢ (n) 

ERR(n) = <r(n)* 
' 

r(n)) 
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* 
(35) ¢(n) ( gradient method) 

For a similar procedure in discrete form, we refer to the method of 

steepest descent applied to the iterative solution of a linear algebraic 

equations[!]. Substituting Eq. (35) in (19) we obtain 

(36) 
* <¢ (n) 

Using Eqs. (35) and (36), together with the results of Section 3, an 

iteration scheme can be developed (Table III). 

Using the variational function of Eq. (35), we subsequently perform 

the second minimization step of Section 4. Then, in the following iteration 

step the variational function _would be 

(37) 
* 

KT-(n) 
1' ' 

where r(n) follows from Eq. (31). From Eqs. (34) and (37) it is observed 

that 

(38) 
* <¢(n+I) "'(n) 

' 'i' > 0, 

exhibiting the orthogonality of the gradients in two subsequent iterations. 

As a consequence, 

(39) 
(n-1) 

' 1' > 0, 

where Eq. (35) and some changes of order of integration have been employed. 

With this property, it can be shown that the expression for i;(n+I) can be 

simplified. In order to obtain 

(40) 
i;(n+I) = C(n+I) 

""i/n) 

* 

(compare Eq. (24)), we substitute in the expression 

(4 I) 

-(n) 
(compare Eq. (23)), the value of K¢ that follows from Eq. (31). With 



Table III. The iteration scheme based upon the gradient method (GR) and 

conjugate gradient method (CGR). 

Initial estimate /0) 
Residual error r (0) 

ERR(O) (0) l 
Y' > 2 
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-----------------.l.1-----------------,. 

storage: 
GR CGR 

/n) ln) 

r (n) r (n) 

A(n) 

cj>(n) 

.--------------'---1: n = n + I I 

j I 

KT* (n-1) 
' Y' > 

Variational fu~ction : 

gradient method conjugate gradient method 

if n > 

(n) 
n 

,,(n) =KT*=(n-1) A(n) (n-1) 
then~ " + A(n-l) ¢ 

* 
<K*cj>(n) 

A (n) 

= B(n) 

Initial estimate f(n) = f(n-l) + n(n) cj>(n) 

Residual error 
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Eq. (39) and 

(42) 

(compare Eq. (13)), we simply obtain 

(n+ I)* 
(n+I) -(n) A 

C = -B A(n)*-(43) 

and 

(44) I; (n+ I) 

Hence, in the (n+l)-st of iteration, l;(n+J) can be computed in advance, 

provided the value of A(n) of then-th iteration will be stored. Hence, we 

now observe that the variational functions are generated as 

(45) 

(n > I). 

(conjugate gradient method) 

Using Eqs. (45) and (36), together with the results of Section 3, an 

iteration scheme can qe developed (Table III). This iteration scheme can 

be regarded as a continuous version of the conjugate gradient method for 

solving systems of linear algebraic equations iteratively [2]. However, 

we have shown how to obtain optimum convergence from some first minimiza­

tion principles. In the same way as in the discrete case [2], it can be 

shown that the sequence of functions {KT* r(n), n = 0,1,2, ..• } and the 

sequence of functions {K¢(n), n = 0,1,2, ••. } are orthogonal sequences. 

6. CONVOLUTION KERNELS 

In this section we consider the case that K(x,x') is of the convolu­

tion type 

(46) K(x,x') K(x-x'). 

Using the (temporal and) spatial Fourier transform technique 



(47) 

where f denotes the Fourier transform of the relevant function f, we can 

evaluate the expressions 

(48) J * (n-1) , V K (:,:'-x) r (x') dx' 
X E 

and 

(49) 

(n) (n) 
very simple. The values of¢ and K¢ are nothing but the inverse 

transforms of 

(50) 

and 

(51) ~ ~x -:;-- (n) 
''V 

~(n-1) ~ 
In Eqs. (50) - (51), r O and ~V are the windowed Fourier transforms 

of r(n-l) (r(n-l)(x) = 0, x,f.V) and ¢(n) (¢(n-l)(x) 0, xtV). The 

actual use of this transform technique depends on the problem at hand and 

the availability of !_ast !_ourier l:_ransforms. 
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However, the Fourier transform technique yields a tool to devise a 

different type of variational function that is closely related to our 

physical problem. The choice has been inspired by the spectral iterative 

techniques originated by Bojarski [3] and Ko and Mittra [4]. However, this 

suggested scheme (Table IV) contains no convergence criterion. In our case, 

h d ' h . ' 1 f . ~(n) h ' owever, we etermine t e variationa unction~ as t e approximate 

"contrast source" at V that corresponds as close as possible to the "field 

function" r(n-l) at V. This value of ¢(n) is obtained as the inverse 

transform of 

(52) 

If ¢ (n) (x) 

~(n) 
¢ 

0, xtV we have the results 
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Table IV. The direct spectral iterative technique (SIT) suggested by 

Ko and Mittra. 

Test: 

(53) 

(54) 

(55) 

x-domain 

K/n+I) 

K/n+I) 

/n+ I) 

ft+!) 

ft+!) 

K¢(n) 

A(n) = 

g, XEV 

(n-1) 
r ' 

(n-1) 3 (n) 
' r > = 

(n-1 )* 
= <r ' 

Fourier-domain 

J 

K f(n+l)J 

":;(n+ I) 
J 

0, 

and the iterative scheme terminates: we have arrived at the exact solution. 

In practice, this would not be the case. Then, we have to window the 

function ¢(n) (obtained from the inverse transform of (52)) by setting 

¢(n) (x) = 0, xtV. After this !:_Ontrast-~ource-!runcation technique, the 

iteration scheme has to be continued (Table V). Subsequently, the minimi­

zation of the error at V provides a convergent iterative scheme. In this 

way, convergence problems arising in the direct spectral iterative 

techniques have been eliminated. The complete iteration scheme has been 

shown in Table V. The step for n > I is the second minimization step of 

Section 3. If one copes with limited computer storage, this step can be 

omitted, but the convergence can decrease dramatically. 



Table V. The iteration scheme based upon the contrast-source truncation 

technique. 

x-domain . Fourier-domain 

Initial estimate 

Residual error 

KfJO) .,..<=------- x· tJO) 

r(O) = g - KfJO) 

J 
ERR (O) = <r• (O)* r (O)> ½ 

' 

-----------------1n=n+I 

Variational function 

second minimization step c<n) 

f,; (n) 

s<n) 

$(n) 

* 
<l'$;n), K$(n-l)> 

= c<n) I B(n-1) 

= B(n) _ f,;(n) c<n) 

= $(n) _ f,;(n) $(n-l) 
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Improved estimate 

Residual error 

f(n) = f(n-1) + n(n) $(n) 

r(n) = r(n-1) _ n(n) K$(n) 



92 

7. NUMERICAL RESULTS 

The numerical convergence of the different iterative schemes for some 

representative scattering p·roblems will now be presented by considering the 

numerical value of the normalised error ERR (cf. Eq. (7)) as a function of 

the number of iterations. 

Scattering of transient acoustic waves in fluids and solids 

The problem of the scattering of transient elastic waves by arbitrari­

ly shaped, three-dimensional, inhomogeneous, penetrable objects of bounded 

extent can be formulated in terms of a volume-integral equation over the 

three-dimensional domain of the scatterer [SJ. As an example, we consider 

the scattering of a Gaussian pulsed plane wave by a cube. The incident wave 

propagates with speed a and has a pulse width T = 3a/c, while the cube 

exhibits an acoustic contrast of a factor 2 with with respect to its sur­

roundings. The integral equation is solved iteratively using the gradient 

method of Table III. For the numerical calculations, the cube is subdivided 

I 
I I 
I ,,.,,, ... - .... ,, ~ 

- _-r..,,. '~ 

~ 
·~ 

10 
l~ 

.............. 
i--. 

SCATTERING BY A CUBE: 
-volume integra 1 equation 
- gradient method 

r---
12 

NUMBER OF ITERATIONS -

Figure I. Scattering of a Gaussian pulsed plane wave by a cubic 

inhomogeneity: the normalised error as a function of the 

number of iterations. 

into 96 identical tetrahedra, while the time step ~t = 0.12T. The computa­

tion time for IS iterations is approximately 150s (CPU) on an IBM 370/158 

computer. In Fig. I, we present the numerical value of the normalised error 

ERR (Eq. (7)) versus the number of iterations. As initial guess we have 

taken the incident field. In view of the computer storage demands we have 

not experienced the conjugate gradient method for this problem. More 
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details can be found in [6]. 

yibroseismic wave generation 

The problem of the excitation of the elastic wave motion by a 

vibrating, rigid plate on the surface of a semi-infinite elastic solid can 

be formulated in terms of a boundary-integral equation over the plate [7]. 

As an example, we consider a rectangular plate of 1 m x 1 m, vibrating with 

a frequency of 100 Hz. The integral equation is solved iteratively using 

both the gradient method and conjugate gradient method. For the numerical 

calculations, the plate is subdivided in 121 subsquares. The computation 

time for 8 iterations amounts to about 20s (CPU) on a UNIVAC 1100/82 com­

puter. In Fig. 2, we present the normalised error ERR (Eq. (7)) versus the 

VIBROSEISMIC WAVE GENERATION 
- boundary integral equation 

- gradient method (GR) 
- c.onj. gradient method(CGR) 

10 ......._-

1'"""'-------t---+-::,GR~--...jf----~ 

107--+---+---+--->t<:--+---+---+--, 

~~ 
10-',1--+---+---+---+--+---l'..---+---I 

10~-----+-------~-~-5 
NUMBER 0~ ITERATIONS ----

Figure 2. Vibroseismic wave generation: the normalised error as a 

function of the number of iterations. 

number of iterations. As initial guess we have taken a rather crude approx­

imation: all field values are zero. The convergence of the conjugate 

gradient method (CGR) is superior to the one of the gradient method (GR). 

Microwave hyperthermia 

Another problem we have studied with the present iterative techniques 

is the computation of the heat generated in a distribution of biological 

tissue (hyperthermia). The incident field is generated by a 27 MHz cooled 

ridged waveguide applicator. As mathematical tool for determining the field 

inside a two-dimensional model of a human body, we have taken a two-dimen-



94 

siortal domain-integral equation. As a typical example, the cross-section of 

the human pelvis is subdivided in squares of 0.005 m x 0.005 m, the number 

of cells now amounting to about 2500. The convergence of the iterative 

techniques, viz. the gradient method (GR) and conjugate gradient method 

(CGR) appears to be very satisfactory (Fig. 3). As initial guess we have 

27 MHz waveguide applicator 

irradiating electromagnetic field 

t i + 

- t 10 

m I 
MICROWAVE HYPERTHERMIA 
- domain integral equation 

- gradient method (GR) 
- conj.gradient method (CGR) 

10-3i,-----,------;,------,! 

NUMBER OF ITERATIONS-

Figure 3. The microwave heating of the human pelvis: the normalised 

error as a function of the number of iterations. 

taken the incident field. The computer time for 3 iterations is approxi­

mately 900 s (CPU) on an AMDAHL V7 /B computer. More details can be found 

elsewhere [8]; in this paper only the gradient method has been dealt with. 

Scattering by a strip 

One of the canonical problems in electromagnetics and acoustics is 

the scattering of a time-harmonic plane wave by a strip. In electromagnet­

ics, we consider the scattering of an E-polarized wave (the electric-field 

vector is parallel to the edges of the strip). This latter problem is 

identical to the one of acoustic scattering by a soft strip. For this 

problem, Ko and Mittra [4] have presented their spectral iterative tech­

nique (SIT) of Table IV. Therefore, we devote special attention to the 

convergence of various iterative techniques for solving the integral 

equation of this simple configuration. We use the spectral methods of 

Section 6. All convolution integrals in the iteration schemes are computed 

using a 1024-point FFT-routine. In order to cope with the occurrence of 
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the·branch-point in the expression of the spatial Fourier transform of the 

kernel function, we have assumed a slightly lossy embedding by taking a 

complex wave number of k' = k(I + O.Oli), where k = Zn/A, A is wavelength. 
= 

In Fig. 4, we present the numerical values of the normalised error ERR 
(Eq. (7)) versus the number of iterations. The number of sample points at 

the strip (of width 2a) amounts to 6 and 41, when ka = 0.1 and IO, respec­

tively. We consider the following iteration schemes: 

SIT ~pectral _!.teration .!_echnique (Table IV) 

GR GRadient method (Table III) 

CGR ~onjugate GRadient method (Table III) 

CST ~ontrast-~ource .!_runcation technique (Table V) 

CCST: ~onjugate ~ontrast-~ource _:!.runcation technique (Table V 

with second minimization step). 

We have taken the initial est~mate f(O) = cg, where the constant c is 

determined in such a way that the error ERR has a minimum value. We observe 

that the direct spectral iteration scheme is not convergent for small 

102---------...---..---,--... 
SCATTERING BY A STRIP 

tka=O.I 

IO V ) ---+---+---+ 

r--------..--..---,----,102 

SCATTERINGiBY /a S:R~: 

V 1---1---1-----11 O 

-----2 a-+ -2a_.,. 

boundary inte ral eq. boundary integral eq. 

GR - ---
CGR 

,..__,..___,,..__.,____,.._ _ _._ _ _.___.10-4 
4 5 6 7 

NUMBER OF ITERATIONS - NUMBER OF ITERATIONS -

Figure 4. Scattering by a strip: the normalised error as a function 

of the number of iterations. 
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values of ka. The gradient method (GR) is not suitable for this type of 

problems. The conjugate gradient method (CGR) converges too slowly for 

large values of ka. The contrast-source truncation technique (CST) con­

verges sufficiently in all cases considered, however the second minimiza­

tion step leads to a method (CCST) that yields excellent results. Within 

two iterations, the error is considerably less than 1%. For all cases 

considered, the computation time of an iteration is roughly the same. On an 

AMDAHL V7/B computer, it is approximately 0.5s (CPU). More details can be 

found in [ 9]. 

The electric-field problem of an interdigital transducer 

The analysis of the computation of the electric field excited by an 

interdigital transducer in a multi-layered structure can be reduced to the 

solution of a boundary-integral equation over the surfaces of the trans­

ducer fingers. This integral equation is solved iteratively using the 

contrast-source truncation technique with second minimization step (Table 

V). In the spectral representation of the kernel, a transfer-matrix formu-

ZnO 

+IV -IV +IV -IV +IV 

1////////1// 

l INTERDIGITAL TRANSDUCER 
- boundary integral equation 

- - contrast-source 
ERR truncation technique 

10 11----;...-----1---~----1-----1 

NUMBERS OF ITERATIONS-

Figure 5. The excitation of the electric field by a transducer in a 

multi-layered structure: the normalised error as a function 

of the number of iterations. The radial frequency of opera­

tion is 106 and 1010 , respectively. 
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lat ion accounts for the presence of the layers [ I OJ. In Fig. 5, we present 

the normalised error ERR (Eq. (7)) versus the number of iterations. The 

width of a transducer finger is discretized in 64 sample points (using a 

256-points FFT-routine). The computation time for 5 iterations is approxi­

mately Ss (CPU) on an AMDAHL V7/B computer. The remarkable convergence of 

the present iterative technique for this problem has to be noted. 

8. CONCLUDING REMARKS 

A scheme has been developed by which an integral equation can be 

handled computationally. Experience has shown that the iterative technique 

is very efficient and can indeed handle configurations that are beyond the 

reach of a direct, i.e. non-iterative method. A point of further investiga­

tion is the question of the choice of the variational functions. 
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This paper is on the border line between the field of numerical math­

ematics and the field of information technology. It concentrates on two 

distinct professionals, namely a model builder and an algorithm develop­

er. Despite the fact that their needs and requirements are distinctly 

different, their work cannot be meaningful in isolation of each other. In 

order to bridge the gap between these two worlds, the availability of a 

modeling system becomes a necessity. Such a system offers a modeling lan­

guage for the expression of models, coupled with an automatic interface 

with algorithms. The result is an improved modeling technology with 

advantages for both the model builder and the algorithm developer. The 

General Algebraic Modeling System GAMS is referred to as an example of 

improved modeling technology for large-scale model building activities 

resulting in mathematical programming models. 

I • INTRODUCTION 

For the sake of discussion, one can distinguish two different persons 

that provide input into mathematical modeling exercises. They are the 

model builder and the algorithm developer. The model builder is the per­

son that translates aspects of reality into mathematical relationships. 

His prime goal is to solve a real-life problem, and his mathematical model 

is the indirect route to the solution. He views the solution algorithm as 

a necessary tool to get to the solution. The algorithm developer, on the 

other hand, is not interested in the semantics of mathematical relation­

ships, but only in the mathematical structure, for which the algorithm has 

been designed. 

The main point of this paper is to argue that a modeling system pro­

vides a necessary communication link between a model builder and an algorithm 
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developer. The second main point is to argue that the cost-benefit ratio 

associated with both model building and algorithm development will be 

greatly improved with the existence of a modeling system. 

2. MODELING TECHNOLOGY FOR THE MODEL BUILDER 

Whenever we talk about the current modeling technology in this section, 

we talk about a technology in the absence of a sophisticated modeling sys­

tem for the automation of the modeling process. 

The current modeling technology places a heavy burden on the model 

builder. There are several steps in the model building process for which 

the model builder is responsible. They are the following. 

i. The model builder must develop a mathematical representation of the 

model equations and the associated data components. The data will specify 

a particular instance of the mathematical model. 

ii. The model builder must translate the mathematical representation 

into an input format that is required by the selected solution algorithm 

designed to solve the mathematical model. 

iii. The modelbuildermust set up the interface with the solution algo­

rithm. 

iv. The model builder must translate the output results of the algorithm 

into readable reports using the original notation for data and model. 

The following comments should be made. 

ad i. Experience in the field of large-scale mathematical programming 

has shown that the choice of mathematical notation and the final mathemat­

ical representation of the model is a personal one, and often insufficient 

to provide a clear statement of the mathematical model. 

ad ii. Even though the input format for an algorithm usually takes on a 

simple and unambiguous form, it is frequently not suitable for understand­

ing the underlying model. The reason for this is that the input format is 

designed around the algorithm, and therefore quite different from the rich 

mathematical structures that are needed for a transparant and understand­

able description of the original model. 

ad iii. The interface is usually in the form of a control program, and in most 

instances does not prove a bottleneck in the overall modeling process. 
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ad iv. The translation of output results into readable reports is time 

consuming, and usually results in custom-made reports. Any change in the 

original model may have a strong impact on the amount of work required in 

this step. 

In addition to the above comments on the current technology for the 

model builder, there are other critical comments to be made. Besides 

knowning how to build models, a model builder must be able to comprehend 

and prepare the input to (one or more of) the solution algorithms. The 

preparation of essentially error-free input for a solution algorithm for a 

large-scale model is an activity to be measured in terms of months. Any 

subsequent changes to the original model requires changes in the algorith­

mic input which is in the order of days to weeks. The entire translation 

process will almost certainly ,create translation errors, some of which 

will not be straightforward to detect. 

It is precisely the error-prone translation step from a human readable 

form into a computer readable form which is costly in terms of time, man­

power and money. That is why this translation step must be automated. 

The ideal technology for a model builder is one in which his task is 

limited to model building alone. Such technology can be provided by a 

modeling system which offers a clear and flexible modeling language to be 

read by both man and computer. In this way, the model builder is guided by 

the syntax of a powerful language rather than being forced into inventing 

a new and personal notation which cannot be checked by a compiler. In 

addition to a modeling language, a modeling system must provide an auto­

matic interface with solution algorithms, thereby releasing the model 

builder from an important burden. This automatic interface must be cou­

pled with an automatic report generator, which is capable of translating 

the output of the solution algorithm into meaningful reports using a nota­

tion which resembles the notation of the modeling language. 

There are several positive consequences attached to an ideal modeling 

technology for a model builder. First of all, no skills other than model­

ing skills are required. This allows the model builder not only to con­

centrate on his main activity, but also to complete a model development in 

terms of weeks rather than months. In addition, model changes can then be 

accomplished in terms of hours to days rather than days to weeks. Last 
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but not least, there will be significantly fewer mistakes using the ideal 

technology because of the following two reasons. First there are no 

errors introduced by the modeling system during the translation step from 

the algebraic representation into the algorithmic representation. Sec­

ondly, a good compiler will detect many types of symbolic errors and 

domain violations in data definitions and model equations. 

From the viewpoint of the model builder we may sunnnarize by stating 

that in the presence of a sophisticated modeling language and modeling 

system, the entire process ·of model building can be made more reliable and 

can be done more cost effective than without the presence of such a lan­

guage and systeM. 

In the field of mathematical progrannning, the general algebraic model­

ing system GAMS is an example of a sophisticated modeling language coupled 

with an automatic interface with a series of large-scale linear and non­

linear progrannning codes. The purpose of this paper is not to explore the 

particulars of any modeling system. Instead, we only want to point at the 

importance of such a system. For further details, the reader is referred 

to references (I) and (2). 

3. MODELING TECHNOLOGY FOR THE ALGORITHM DEVELOPER 

Just as in the previous section, whenever we talk about the cur­

rent modeling technology in this section, we talk about a technology in 

the absence of a sophisticated modeling system for the automation of the 

modeling process. 

Under the current modeling technology the algorithm developer must 

assume several responsibilities. They are the following. 

i. The algorithm developer must provide and document an interface for 

each algorithm. In the absence of an already existing interface, the 

choice will be a personal one. 

ii. The algorithm developer must provide a correctness check on the 

input in order to guarantee that the input is compatible with the algo­

rithmic requirements. 

iii. The algorithm developer must frequently search for or derive struc­

tural information from the input. Examples of structural information used 
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by nonlinear progrannning codes are sparsity information, derivative 

information, linearity information, and other functional form information. 

iv. The algorithm developer must test his algorithm, and compare its 

performance with others. 

v. The algorithm developer must market his algorithm, assuming of course, 

that the algorithm is of interest to a variety of algorithm users. 

The following connnents should be made. 

ad i. In the field of nonlinear progrannning, for instance, one finds 

that as a result of different personal choices, there exist several dif­

ferent algorithmic input representations. Some of them are not compatible 

with each other in the sense that there does not exists an invertible 

function mapping one into the other. 

ad ii. Depending on the input format expected by the solution algorithm, 

the development of a comprehensive correctness check can be an extremely 

time consuming task. 

There are several other critical connnents that can be made about the 

current technology for the algorithm developer. Not only does it take 

extensive development time to provide a good user's interface and appro­

priate documentation thereof, the verification of the correctness of the 

data input stream every time the algorithm is being used is also a costly 

stop in terms of computer time. In addition, the task of comparing a new 

algorithm to existing algorithms turns out to be time consuming, as each 

existing code requires its own input representation of the same test 

problem(s). If the code is developed at a university or at any other 

organization which is not set up for the connnercial support of software, 

experience in the area of mathematical progrannning software has shown that 

algorithms survive in only a restricted environment for just a limited 

number of years. 

The ideal technology for an algorithm developer is one in which his 

task is limited to algorithmic development alone. Such technology can be 

provided by a modeling system which provides not only a correct input, but 

also the structural information as it is required by the algorithm. In 

addition, the modeling system provides the infrastructure to test and 

compare a battery of real-life problems which can be understood by persons 

who might want to verify or repeat some or all of the test results. 
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There are several positive consequences attached to such an ideal tech­

nology for an algorithm developer. First of all, the main concentration 

will then be on algorithmic development alone, which can only result in 

improved algorithms. Secondly, the time saved from not having to provide 

a documented interface can now be used to make sure that the algorithm 

will recover from any errors and that these errors are reported back cor­

rectly to the modeling system. Thirdly, the availability of a modeling 

system as an umbrella for many solution codes will not only create a mar­

keting device for many algorithm developers, it will also facilitate a 

healthy competition among them. Such competition will be of direct bene-

fit to model builders since the best codes will be available to them by 

merely requesting their use. Finally, with the modeling system as a mar­

keting device, it may now become worthwile to develop special codes to 

speed up the solution time foi a large variety of structured problems. In 

that case, the presence of a large variety of solution codes is not a 

problem for the model builder anymore, since efforts on his part to acquire 

and maintain these codes is reduced to practically nothing. 

From the viewpoint of the algorithmic developer we may summarize by 

stating that in the presence of a sophisticated modeling language and mod­

eling system, the entire process of algorithm development can be made more 

reliable and can be done more cost effectively than without the presence 

of such a language and system. Again, in the field of mathematical pro­

gramming, the GAMS modeling system serves as a good illustration, since it 

incorporates several linear and nonlinear progrannning codes developed at 

different institutions. 

4. CONCLUSIONS 

In this paper we have portrayed the current technology for both model 

builders and algorithm developers. By comparing the current technology 

with an ideal technology, it has become clear that a sophisticated model­

ing system will provide extensive benefits for both parties. In addition, 

since it is the same instrument that provides these benefits, a sophisti­

cated modeling system becomes a bridge, permitting a fast, practical and 

cost effective connnunication link between both model builder and algorithm 

developer. 
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ON THE INTEGRATION OF MULTIGRID RELAXATION INTO A ROBUST 
FAST-SOLVER FOR TRANSONIC POTENTIAL FLOWS 

AROUND LIFTING AIRFOILS 

J.W. BOERSTOEL & A. KASSIES 

A robust fast-solver for the cafouZation of transonic potential flows 

around lifting airfoils is presented. The solver is a combination of 

Newton iteration and CS (correction scheme) multigrid relaxation. This 

combination allows a simpler analysis of convergence properties than the 

FAS (full approximation storage) multigrid relaxation that is usually applied, 

and was selected for this reason. The solver has been implemented in the 

NLR code TRAFS and has been extensively tested numerically. 

Three new salient features are required to make the fast solver really 

effective. 

a. · The circulation in the asymptotic far-field solution is computed by 

a procedure based on Newton iteration applied to the Kutta condition. 

b. In order to reduce as much as possible artificial viscosity in shocks 

and the associated stiffness effects (these effects hamper fast Newton­

iteration convergence), upwinding based on mass-flux-vector splitting was 

introduced. 

c. At certain stages of the algorithm, velocity overshoots and corresponding 

potential jumps at shocks are allowed. These are usually generated by 

large long-wavelength solution corrections. It is shown that these jumps 

also arise in other algorithms than that of TRAFS. The potential jumps 

are translated here in corresponding shock-position updates by a simple 

and cheap linear extrapolation technique in potential distributions. 

Results of numerical experiments illustrate these features. 

The TRAFS algorithm is shown to be at least competitive to existing 

FAS muZtigrid algorithms, and is at this moment equally fast as very 

efficient AF algorithms. It can compute subsonic and transonic potential 

flows around lifting airfoils in 8-25 line-relaxation work units. 

*)The results presented were partially obtained under contract 1853 with 
the Netherlands Agency for Aerospace Research NIVR, NLR order numbers 
101.813, 526.801. 
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I • INTRODUCTION 

The purpose of the exploratory research study reported here was the 

design of a robust multigrid fast-solver for the calculation of transonic 

potential flows around lifting airfoils. Calculation speed should be as high 

as possible. The study should clarify problem areas that prevent multigrid 

fast-solvers to have maximum expected efficiency. The major problem areas 

turned out to be the fast calculation of the lift and of the shock waves. 

In literature, many publications about the application of multigrid 

techniques to transonic potential flow problems may be found. Recent 

publications are those of Raj [ 1 J (multigrid built intoFLOiZ:l:;• HcOar.thy. and 

Reyhner [2J (axisyrumetric inlets);. Pelz anddJ-teinhof'.f E.3] (lifting airfoils), 

Deconinck and Hirsch [4] (nonlifting symmetrical airfoils), Shmilovich and 

Caughey [5] (FL030 for wing-beidy configurations), Brown [6] (local mesh 

refinement in inlet-flow calculations), Boerstoel [7] (lifting airfoils) 

and Van der Wees, Van der Vooren and Meelker [25]. Older publications are 

those of Jameson [8], Arlinger [9], Fuchs [10] and South and Brandt [11]. 

For background information about the multigrid technique, excellent recent 

surveys have been presented by Stiiben and Trottenberg [12], Hackbusch [13] 

and Brandt [14]; see also NASA CP2202 [15]: 11Multigrid Methods" and the 

very stimulating paper by Brandt, [17]. 

As far as transonic potential flow calculations are concerned, it is 

clear from these publications that multigrid did not yet bring what can 

hopefully be achieved from extrapolations of experiences with elliptic 

problems [17]. Compared to nonlinear successive line over-relaxation, 

considerable improvements could be reported [1,12], However, the conver­

gence rates are worse than in elliptic problems; see the convergence rate 

stalling and local non-convergence in e.g. [l] (page 7), [3] (fig. 12), [4] 

(figs. 6,12), [6] (page 164, fig, 13a), [8] (page 125), etc,, and convergence 

rates of the order 0.85-0.95 (instead of 0.55, say) in [I] (figs. 10, 12), 

[2] (table 2), [3] (figs. 8, 10, 12), [4] (figs. 5, 6, 12, 13), for example. 

This implies that calculation times seems to be too large by a factor of 

the order 2-5, compared to what seems to be possible in elliptic problems. 

In the study reported here, it has become clear that these convergence 

rate problems are due to inefficient treatment by the multigrid process of 

the lift and of the shock waves; this considerably slows down convergence 

speeds. 

In order to make multigrid really effective, three major numerical 
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modifications •o current practices were introduced. 

-The circulation (lift), or rather, the far-field contribution to the overall 

solution is computed by a new and simple procedure outside the multigrid 

algorithm, using in fact a simple domain-splitting (zonal) approach. 

-To achieve as much transparancy of the overall convergence process as 

possible, the iteration on the nonlinearity in the problem (with elliptic 

and hyperbolic zones separated by shock waves and sonic lines) was decoupled 

from the iterative solution of large linear sparse systems. Iteration on 

the nonlinearity was done by Newton's process, and that on the linear 

sparse systems by multigrid relaxation. 

-Mass-flux vector splitting instead of artificial compressibility or artificial 

viscosity is applied for three reasons: 

-to rigorously exclude expansion shocks at sonic lines; 

-to eliminate (almost) completely velocity overshoots, undershoots, 

smearing, or wiggles in converged final results; 

-to allow, during multigrid iteration towards a converged result, in a 

precisely controlled way, preshock or postshock velocity overshoots 

or undershoots. 

The preshock or postshock velocity overshoots or undershoots, generated by 

efficient multigrid relaxation cycles and allowed in each linear stage of 

the iterative solution process, are eliminated at completion of the linear 

stages by a simple shock-displacement algorithm, before they can do any 

harm. 

These novel features are extensively discussed in the paper. 

The NLR multigrid study has resulted in a new fast-solver code TRABS 

(Transonic Airfoil Flow-calculation System) for the fully conservative 

calculation of transonic potential flow around lifting airfoils. It has 

been released for general use in the NLR about two years ago [18,19]. TRAFS 

was found to be robust, two to three times faster as Jameson's FL06 code [18] 

and not slower than Holst's very efficient TAIR code (based on AF) [16]. 

TRAFS does not require user tuning of (convergence or viscosity) parameters, 

and has an iterative graphical analysis package, so that it is very user­

friendly, 

?.. CONTINUUM-MODEL EQUATIONS 

The continuum-model equations representing steady transonic potential 

flows around given airfoils are specified as follows. It is assumed that 
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a regular and sufficiently smooth mapping 

(I) x = x(~,n), y 

from a rectangular computational domain for (~,n) to the flow domain around 

the airfoil is given, The mass-conservation equation is 

(2) 0 in the flow field, 

where T means transposition, and 

(3) 
T v = [a/a~,a/anJ, (divergence or gradient) 

(4) F phU, (contravariant mass-flux vector) 

(5) u GVcjJ, (contravariant velocity vector) 

(6) G -I -IT H H , (contravariant metric tensor) 

(7) H ['' ',] y~ Yn' 
(Jacobian of mapping (!)) 

(8) h det(H), (determinant of Jacobian) 

(9) p f I/ (y-1) 
' 

(density) 

( 10) f 2 2 I+ ½(y-l)M;(l-q ), 

(II) q2 VTgGVcjJ = uTvcp, (squared local speed) 

( 12) 
2 fM:2. (squared local sound speed) a 

The boundary conditions are that on the airfoil, 

(13) FTn = 0 on the airfoil, 

where n is a unit vector in (~,n)-coordinates normal to the airfoil image 

in the computational domain, and that at free-stream infinity, 

(14) X + f 0 + 0 (I) for (X, y) + 00 , 

where x, 8 are coordinates aligned to the free-stream flow according to 

linearized theory: 



(16) y 

(17) e - 2n arctan(Sy/x), S 

The airfoil incidence a 00 and the free stream Mach number M00 E [0,1) are 

given numbers. The circulation r is determined by the Kutta condition at 

the trailing edge of the airfoil: 

( 18) < 00 

This inequality constraint may be transformed into a single algebraic 

equation at the trailing edge, if the mapping (1) is suitably defined, 

see further equation (48) below where this issue is further considered. 

The velocity, sound speed, and density have been scaled by the free­

stream values of the velocity and density, see (14), and (9-12), 
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At compression shocks, VTF = 0 has to be replaced by shock relations. 

Further, expansion shocks must be excluded. These issues will be analyzed 

in detail in sections 3 and 4 below. 

The conservation equation, boundary conditions, and Kutta condition 

represent a boundary-value problem, augmented by an algebraic Kutta 

equation, for the unknown velocity potential¢ and the circulation r. 

Under appropriate smoothness assumptions, this equation system has 

solutions. The potential of solutions has period r when the airfoil is 

encircled once. 

The linear first-variation equations, that may be derived from the 

nonlinear conservation equations and boundary conditions, are needed for 

two purposes. 

'-Theywill be used to design Newton-iteration algorithms on the nonlinearity 

in the problem and to analyze the convergence of the nonlinearity. 

-They will be the point of departure for the design of stable nonlinear 

difference schemes based on splitting of the mass flux vector F. 

The issues of stability and of the iteration on the nonlinearity by 

Newton's methods are closely related to each other, To see how, in the 

boundary-value problem (2-18), replace¢ by ¢+d¢, and r by r+dr: 

¢ <= ¢ + d¢} 
(19) r ~ r + dr (in 2-18). 
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a. If (¢,r) in (¢+d¢,r+dr) is regarded to be a known approximate solution 

of the nonlinear boundary-value problem, (d¢,dr) may be regarded as a 

solution correction to (¢,r), to be determined such that (¢+d¢,r+dr) becomes 

the solution of the boundary-value problem. The linear first-variation 

equation system, obtained by linearizing in (d¢,dr) after substitution 

of (19) into the nonlinear equation system, may then be used to generate 

approximate solution corrections (d¢,dr) with an error of O(lld¢11 2,jdrj 2, 

II d¢11 I dr I). 
b. Alternatively, if (¢,r) in (¢+d¢,r+dr) is a solution, a necessary condition 

for this solution to be unique (stable) is that the first-variation problem 

for (d¢,dr) is well-posed and has d¢ = dr = 0 as a unique solution. The 

analysis of first-variation equation systems allows us to draw conclusions 

about necessary stability conditions to be met. 

The linear first-variation equations ford¢, obtained after substituting 

(19) in (2-18), may be sulllll!arized as follows. 

(first-variation mass-conservation euqation) 

(21) dF = P i7d¢, 

(first-variation mass-flux vector) 

(22) T 2 P = ph(G-UU /a), 

(2*2 coefficient matrix) 

(23) dFT n=-FTn,on the airfoil, 

(24) d¢ = dr li for (x,y) + 00 , 

where dr is a correction circulation corresponding to d¢, All second-order 

terms in d¢ (these are products of d¢1;' d¢n, d¢~V d¢~n• d¢nn with each other) 

have been neglected. 

This first-variation equation system has to be augmented by a first­

variation equation for the Kut ta condition (see equation (58) below). Moreover, 

when compression shocks are present, first-variation relations for the 

shock relations and for shock displacements have to be formulated, see 

sections 3 and 4 below. 



Interesting conclusions may be drawn when the coefficient matrix P 

of the first-variation mass-flux vector dF is split by an eigenvalue­

eigen-vector decomposition. The result is 

(25) p 

where M = q/a is the local Mach number and Vis an orthonormal matrix 

mapping vectors in the orthogonal streamline coordinates (s,n) to vectors 

in the Cartesian (x,y) coordinates (s arc length along streamlines, narc 

length normal to streamlines): 

-sin 
(26) V 

cos 

where 8 is the flow angle with'respect to the x-axis. The derivation is 
T 

based on a decomposition of the exterior product UU of the contravariant 

velocity vector U with its transpose: 

where we have used that 

(28) 
2/ 2 q a 

{
in streamline 

coordinates. 

It follows that, in subsonic flow, Pis positive definite while, in 

supersonic flow, the eigenvalue (J-M2) is negative, when the mapping is 

regular (H nonsingular), and h > 0, 

The eigenvalue-eigenvector decomposition (25) will be seen to play a 

I I 3 



114 

role in the design of stable finite-difference equations. 

3, FINITE-DIFFERENCE DISCRETIZATION 

The fully-conservative finite-difference approximations of the mass­

conservation equation in arbitrary curvilinear coordinates are derived with 

mass-flux vector splitting. This replaces the usual artificial viscosity 

or artificial density concepts because of its improved nonlinear stability 

properties required in fast nonlinear iteration processes, 

The discretization of the mass-conservation equation is based on the 

following list of requirements. 

-The mass-conservation equation should be approximated in a fully conservative 

way, to prevent unacceptable numerical-error accumulation in the discrete 

conservation equation system. · 

-Shockswillbe captured and not fitted, This keeps shock treatment relatively 

simple. 

-Because the physical shocks thickness is always orders of magnitude smaller 

than any reasonable fine mesh length, the thickness of numerical shocks 

should be minimal, i.e. one mesh size at most, independent of the shock 

strength and its orientation with respect to a grid, 

-The finite-difference approximations of the mass-conservation equation over 

shocks should be made as independent as possible from finite differences in 

potentials over the shock discontinuity. For the latter differences have 

0(1) approximation errors and introduce in general smearing or wiggles, 

and stiffness of the discrete conservation equation system impeding near 

shocks fast nonlinear convergence, 

-Over sonic lines, expansion shocks have to be rigorously suppressed. 

-In smooth supersonic zones and over sonic lines, the discrete flow should 

be "smooth". This will be achieved by introducing implicit artificial 

viscosity through upwinding. 

The finite-difference expressions are formulated on a rectangular grid. 

Around each grid point (i,j) of the grid, a square cell and a discrete 

mass-conservation equation are defined. Introducing the notation 

(29) f .. 0 =f 0 1.+a,J+µ Clµ 

for a grid-point value near a grid point (i,j), the mass-conservation 

equation for a cell (i,j) is defined as 
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(30) O, 

where Fd = [Fdl ,Fd2JT is a discrete mass-flux-vector grid function defined 

below, while o~0 is a central-difference operator ins-direction, 

(31) 

The central-difference operator inn-direction ocio• is defined analogously, 

The components Fdl and Fd2 of the mass-flux vector in (30) have thus to 

be defined at the four cell-face midpoints (±!O) = (i±!,j) and (O±!). 
d di 

The mass-flux vector Flo and its s-component F!O at the cell face 

(!O) are defined in three steps. 

a. Evaluation of flow condition at cell face (!O). The discrete potential 

gradient is computed using central-difference formulas centred at the cell­

face midpoint: 

(32) 

and the contravariant,,velocity vector is discretized by 

The velocity q, density p and Mach number M = q/a at the cell-face midpoint 

are evaluated from these two expressions using the algebraic relations 

(9-12). 

b. Evaluation of two auxiliary mass-flux vectors at cell face (!O): 

(34) 

(35) 

* * . . . . . where p q is the maximum of the physical mass flux per unit area, pq; this 

maximum occurs at sonic conditions. Observe that Fe and Fa may be summed 

to the usual contravariant mass-flux vector (4). 

c. Definition of the discrete mass-flux vector F!0 at the cell-face (!O). 

Assume that the s-component of u10 is positive, 
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(36) 

so that the upstream direction is in-~ direction. A distinction is now made 

between four flow conditions in order to realize in each condition cer-

tain numerical and physical effects. The distinction is made using tests on 

the Mach number at both the cell face (!0) and the upstream (see test (36)) 

cell face (-!0). In each of the four conditions, the discrete mass flux 

Fd is put equal to a suitable combination of Fe and Fa: 

subsonic cell face: M½O < I and M_½O < I: 

(37a) d C a 
F½O = F10 + F!O' 

2 

sonic cell face: M!O z I and M-½O < I : 

(37b) d 
F!O 

C 
= F!O' 

supersonic cell face: M½O 2c I and M-½O 2c I: 

(37c) d = F~ 
a 

(NB upstream bias) F!O + F 10• 20 -2 

shock cell face: M½O < I and M-½O 2c I: 

(37d) 

The tests on the Mach numbers at the cell face (½0) and the upstream cell 

face (-!0) allow a rigorous distinction between subsonic flow, super-

sonic flow, acceleration through sonic conditions (expansion shocks have to 

be suppressed here) and deceleration through sonic conditions (shocks should 

be allowed and extend over one mesh in streamline direction), The common 

discretizations using artificial viscosity or artificial density concepts 

make only a distinction between subsonic and supersonic flow. 

The upstream bias in the Mach number tests and in Fd at supersonic and 

shock cell faces is changed when the flow direction at face (!0) is in 

~egative direction, ul 0 < 0. At cell-face midpoints (0½) = (i,j+½), 

analogous definitions hold. 

The difference schemes for the mass-conservation equation have the 

following properties. 

a. The schemes may easily be verified to be fully conservative and to 

capture shcoks. 



b. At sonic lines, or more precisely, at the first supersonic cell face 

downstream of sonic lines, Fd is forced to have sonic magnitude !Fe!; its 

direction is solution dependent, c.f. (37b). Note that, at sonic lines, 

Fa= O, while Fe is the sonic value of the mass-flows vector F. This 

rigoriously suppresses expansion shocks, because for expansion shocks 

IFdl < IFcl must hold. 

c. In subsonic flow regions, the schemes reduce to standard second-order 

accurate expansions, with densities evaluated at cell-face midpoints. 
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d. In supersonic flow regions, the upstream shifting of the flux vector Fa 

in (37c) lowers the accuracy of the scheme to first order and introduces 

implicit AV (artificial viscosity), This AV may be analyzed by deriving 

the modified equation, using Taylor series expansions to replace finite 

differences by partial derivatives. Elegant results follow if streamline 

coordinates (s,n) and the eigenvalue-eigenvector decompositions (25-28) 

are introduced, It is then found that (h = mesh size) 
m 

(38) 

AVT 

+ lower-order derivatives of~+ 

(39) + higher-order terms in 1\n• 

where the real coefficients may be arranged in the symmetric negative­

definite matrix 

(40) [
cit 

12 
C 

cl2] 
22 

C 
[ 2 l -I p (1-M ) 0 

hH V * * 
0 (pq-p q )/q 

* * (Without restriction, h > 0 may be assumed here. Note that pq-p q < 0,) The 

formula shows that, for small supersonic Mach numbers, the AVT is of the 
I * * 2 2 , same kind as that of Jameson [20], because pq-p q = 0(1-M) 1.s then 

negligable, 

e, At shock cell faces, there is usually only one velocity point in the 

shock in streamline direction. (See for example the figure 5 to be discussed,) 
C To understand why, first observe that, at shocks, F!O cannot be 

contaminated by large discretization errors due to the differencing in 
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(V¢)½O across shock discontinuities; for 

Q = ! GV¢ = ! H-IV\7TH-ITV¢ 
q q q 

(41) = H- 1v[:s~:l = H- 1v[~]~ 
n 

hence, F½O depends only on the direction of the flow and on the mapping(!), 

but not on the magnitude of velocities. Note also, that in shocks Fa in 

general will have 0(1) approximation errors due to 0(1) errors in V¢ at 

the single point in the shock. In equation (37d), this point is either the 

last supersonic upstream cell face (-½0), or the first subsonic cell face 

(½0). The tests on pq in (37d) reject the flux Fa that corresponds to the 

point in the shock: of the two fluxes F!½ 0in (37d), the erroneous 

flux is characterized by the largest pq, because the corresponding velocity 
. * * . 1 . is closest to M = I and pq has a maximum, p q at M =I.This thus exp aines 

why the tests in (37d) are structured as shown. Because erroneous fluxes 

Fa at shocks are not used in the nonlinear system of discrete conservation 

equations this system is free to generate very sharp shocks: there is no 

need to fit erroneous fluxes into the numerical solution and to balance 

their errors by viscosity terms. 

f, The discrete mass-flux operators (37d) at shocks have as small AV as 

possible. To see, how AV is avoided, evaluate the term o~0Fdl in the 

discrete mass-flux equation across the shock: 

(42) 

a (It has been assumed here that F 10 has been rejected in the test (37d) at 

the shock.) The term (F~01 - Fc~ 0) 2 gives an 0(h2) contribution to h *AVT of 
2 -i m m 

(39) and gives thus negligable artificial viscosity. The second term 
al al (F 10 - F_ 20 ) cannot give rise to second-order differences because the 
2 • 2 al al 

stencils of F½O and F-fo do not contain common grid points; it may be shown 

~hat, due to this, the analysis for the AVT in the modified equation fails 

to be valid. 

It may be checked that the A.VT is not precisely zero over shocks, because 

the stencils of the upstream and downstream Fa-fluxes may still overlap, 

or have common grid points. From numerical experiments it was found that 

this remnant AV is not harmful up till now. It may perhaps be completely 
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eliminated by suitably reducing the stencil sizes of the discrete gradients 

(V~)iO in (32) and (V~)Oi and/or changing the upwind-bias rules in (37); 

this has not been investigated, however. 

g. In fact, at shocks the discrete mass-conservation equations reduce to 

discrete shock relations; e.g., in the case of flow in +~-direction, 

(discrete shock relation) 

(44) M_ 10 - M!O = 0(1) at shocks. 

h. The linear first-variation expressions, corresponding to the nonlinear 

discrete conservation equations and mass fluxes, have a number of useful 

properties discussed in section 4; these are used in the iterative 

solution of the nonlinear equations. 

In connection with fast nonlinear iteration, the most important 

properties of the mass-flux vector-splitting difference schemes are the 

rigorous suppression of expansion shocks (equation (37b), point b) and 

the elimination of the stiffness of the discrete conservation equation 

systems that would result when the erroneous fluxes Fa at shocks would 

have been used (equation (37d), points d,e). An example of such an 

undesirable flux is the Engquist-Osher-like shock flux 

(37d') 

The boundary condition (13) on the airfoil image (the grid line J-i 

constant) is discretized to 

(45) d2 
Fi,J-} o, 

(46) 2 c2 a2 o. Fi,J-} Fi,J-} + Fi,J-! = 

These two equations overrule at the airfoil image the definitions (37) of 

the discrete mass-flux vector Fd (modified to account for the changeover 
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fr= cell faces (!O) to cell faces (O!)). (45) is directly substituted in 

the discrete mass-conservation equations (i,J-½) along the airfoil image, 

c.f. (30); (46) is a second-order central difference equation relating 

potential values at grid points (i,J) half a mesh distance inside the 

airfoil to those at grid points (i,J-1) half a mesh distance outside the 

airfoil. 

It may be verified that the discrete boundary conditions are such 

that only one row of grid points inside the airfoil is required, because these 

boundary conditions cannot upwind too far into the airfoil in the direction 

of then-coordinate. 

The free-stream boundary condition (14) is applied at the grid points 

(i,?) on a numerical boundary at 4-8 chords from the airfoil: 

(47) 

The Kutta condition (18) may be reduced to the condition that, at the 

image of the trailing edge, the s-derivative of the potential is zero, 

because the mapping (1) will be required to give smooth airfoil images in 

(s,n) coordinates, at the trailing edge, too. This algebraic condition is 

discretized to 

where (/,J-½) is the trailing-edge-image point. This discretization is a 

second-order accurate central difference approximation of Kutta condition 

(48). 

Equations (30-37), (45-49) define a nonlinear finite-difference 

equation system, to be solved for the unknown grid function~- . and 
l.' J 

the unknown circulation in (47). 

4. SOLUTION ALGORITHM 

When a fast-solver algorithm based on multigrid relaxation has to be 

developed, it is possible to follow Brandt's recommendation [14,17] and use 
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the elegant FAS (full approximation storage) multigrid strategy, This 

approach was adopted by nearly every author applying multigrid relaxation 

in transonic potential-flow calculations, see [1-6,8,I0,11,24J, forexample, 

For various reasons, the algorithm presented below is not based on the 

FAS approach, but on a combination of the linear CS (correction scheme) 

multigrid relaxation [17,12,14] with Newton iteration. As mentioned in the 

introduction, this approach a1lows a separation of the iteration on the 

non-linearity (by Newton iteration) and the multigrid relaxation on linear 

equation systems. This iteration involves non-standard issues like shock 

displacements, and varying Dirichlet boundary conditions by iterative 

updates of the circulation r. 

To see in more detail why Newton iteration is useful, the effect of 

shocks iterating to final converged positions have to be analyzed, It is 

well-known [12,14] that FAS and CS multigrid relaxation are very fast itera­

tion procedures as long as the basic assumption underlying multigrid 

processes is valid: on each grid of a grid sequence arranged from fine to 

coarse, the short-wavelength content of a solution error (short with 

respect to the mesh size on each individual grid) should be effeciently 

reduced by a relaxation process that smoothes residuals locally ([14], 

sect, ls; [12], sect. 1,1). Here local means that, on each grid, large local 

residuals should give only large local solution corrections; strong 

(nonlinear) coujling between long- and short-wavelength residuals and 

solution corrections must thus be absent, 

However, the problem in transonic potential-flow calculations is that 

such strong coupling effects do arise when shocks are iterated over 

grids to final positions. It was found that shock movements over more than 

one fine-grid mesh length are usually due to smooth solution corrections 

(in multigrid procedures efficiently calculated on coarse grids), but at 

shocks such smooth solution corrections give rise to large residuals on fine 

grids, creating strong coupling between long-wavelength solution corrections, 

short-wavelength residuals and short-wavelength solution corrections near 

~hocks, Hence, a basic assumption underlying the multigrid philosophy 

becomes violated. 

The shock movements may be easily seen to lead to inconsistencies in 

standard FAS algorithms, when the FAS algorithm is not suitably adapted, 

For example, the derivations of the 2-level versions of the FAS algorithm 

from the CS algorithm (Brandt, [14], sect. 8.1: from CS to FAS), Stiiben 



122 

and Trottenberg, [12], sect. 5) are not valid without modifications, when 

shocks move over the coarser grid, because near shocks this leads to 

inconsistent calculation rules for the residuals on coarse grids of fine­

grid solution-approximations. (More precisely, in the notation of Brandt 

in [14], sect. 8,1: near shocks, the coarse-grid residual LH(r! ~) of a 

fine-grid solution-approximation ~his, at the beginning of a coarse-grid 

correction, different from that at the completion of the coarse-grid 

correction, if the shock has moved over the coarse grid. This movement 

changes L H. ) 

On the other hand, in the approach followed here, in each Newton 

linearization step the shock positions are frozen to those corresponding 

to the current solution estimate¢ of the potential. Because, in a 

continuum model, the solution potentials¢ are continuous over shocks, 

this means that freezing shocks at erroneous positions in general will lead 

to (a discretization of) jumps in correction potentials at the frozen 

shocks, see figure I for an illustration of this phenomenon, 

POTENTIAL q1 

/ 

CORRECT SHOCK 
LOCATION 

POTENTIAL 
CORRECTION 
drp 

SUBSONIC 

APPROXIMATE SHOCK LOCATION 

STREAMLINE COORDINATES 

Fig. 1 Effect of shock-freezing in iteration 
processes 

The potential jumps give rise to very large velocity overshoots on fine 
-I 

grids, because velocities become of order (mesh size) at frozen shocks; 

the densities of such velocities may be found to become "negative". 

In order to find an efficient and proper way of treating these 



potential jumps, it is useful to start with the continuum-model equations 

and analyze the first-variation formulation of the non-linear equations, 

123 

In such a classical first-variation formulation, it is natural to introduce 

first-variation models of shock displacements. When it is necessary to 

introduce a downstream shock-position displacement to keep the sum (potential 

+ its first variation) continuous at the varied shock (see figure 2), we 

need the analytic continuation in downstream direction of the smooth 

potential in the supersonic zone ahead of the shock (see figure 2). 

<p 
SUPERSONIC 
VARIATION I a I 

+ SHOCK POSITION 
VARIATION I b I 

= d<p 

SHOCK 
IN<p+d<p 

SUBSONIC 
VARIATION 
d<p 

SUBSONIC<p 

SUPERSONIC 
CONTINUATION 
OF <p OVER SHOCK 

Fig. 2 First-variation analysis for solution 
approximation <.p: 

Modelling of shock movements 

When a shock-position variation in upstream direction is required, the 

subsonic potential has to be analytically continued in upstream direction. 

The translation of these continuum-model considerations to discrete­

model considerations introduces the fine-grid mesh lengthhm. When the 

potential jumps are of O(h ), the jumps are small; this may be expected to 
m 

occur in classical line over-relaxation algorithms. However, when the po-

tential jumps are much larger than O(h ), they can better be interpreted 
m 

as potential jumps. Such jumps do also arise at certain stages in approxi-

mate-factorisation algorithms, see the corresponding velocity overshoots 

in Ballhauss, [21], figure 2, Severe jumps arise in multigrid processes, 

because these are able to generate efficiently long-wavelength corrections, 

see e.g. Boerstoel [7,22] and Jespersen [23] (Euler equations). 
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To correctly treat these potential jumps, the analytic continuation 

processes of the continuum-model first-variation analysis have to be simulated 

numerically. This may be done in various ways. Within the Newton-iteration 

approach adopted here, two measures have been taken: 

a. Each linearization of the discrete nonlinear equations is broken up into 

two stages: 

-linearization at fixed shock positions and calculation of solution 

corrections with in general potential jumps at shocks (figure I, stage I); 

-simulation of the analytic continuation process by displacing shocks in 

such a way that discontinuities in (potential+ solution correction) at 

shocks become~ O(hm). This continuation is realized by simple linear 

extrapolation of potentials along the grid lines that are closest to the 

normals to shocks, according to the dashed line of figure I, stage 2. 

b. The potential jumps in the first-variation equations are explicitly 

allowed at shocks, Artificial viscosity that would damp these jumps is re­

duced as much as possible, because this would falsify the jumps: the jumps 

contain the information how much the shock has to be displaced. The technical 

means allowing these jumps are contained in the definition (37d) of the 

nonlinear discrete mass-flux vector at shocks and in the corresponding 

first-variation discrete mass-flux vectot (61d) to be presented below. 

When the potential jumps are O(h) at most, it is not possible and 
m 

not necessary to update shock positions by extrapolation, because in this 

case the shock displacements are about one mesh length at most, and such 

displacements can be accounted for by linearizations of the shock fluxes 

(37d). 

It is possible that in FAS multigrid algorithms and in approximate­

factorisation algorithms similar measures will improve convergence 

rates. In FAS algorithms, the inconsistences discussed above, should also 

be eliminated. 

A second deviation of the present study from common practice in 

literature concerns the iteration on the circulation. Usually the circulation 

ls iterated upon during the multigrid relaxation. Here, the iteration on the 

circulation is brought outside the multigrid relaxation. In fact, the 

multigrid process has to deal with a Dirichlet boundary condition containing 

the circulation as an unknown parameter. Standard multigrid processes deal 

with known boundary conditions, however. So a Newton iteration process for 

the circulation was designed, with in each Newton iteration step a fixed 
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Dirichlet boundary condition that can be efficiently dealt with by standard 

multigrid processes. 

The Newton/multigrid iteration process may be considered to consist of 

three nested loops: 

1. outer loop: quasi-Newton iteration on the circulation using the Kutta 

condition, 

2. second loop: Newton iteration on nonlinear flow equations at fixed 

circulation values. 

3. third loop: in each Newton iteration step, solution of a linear first­

variation equation system for a correction potential, using multigrid 

iteration, 

1. The outer loop is a quasi-Newton iteration loop to determine the unknown 

circulation r in the far-field approximations (14-17), (47) of the flow. 

The nonlinear difference equations are rearranged in the form 

{<j,s(r)}te 0: discrete Kutta condition, 
(50) 

L{<j,(r)} 0: discrete flow equations and 
boundary conditions. 

If r is a given approximate circulation, a correction dr may be determined 

by replacing r by r + dr, linearizing the discrete Kutta condition in dr, 

and solving for dr the equation system 

o, 

(52) L { <j,(r) } o. 

Equation (51)is used to updater. The derivative in (51) is computed with a 

finite-difference approximation having the form 

(53) 
{<Ji er ) } -{<Ji <r ) } 

a{<j, (r)} /ar ~ s 2 te s I te 
s te r -r 

2 1 

In order to keep the quasi-Newton iteration stable, it is necessary to 

calculate {<j,~(r.)} in (53) accurately, So the update is only done when 
s i te 

{<j,s(r)}te has been computed to suficient precision using (52). Moreover, 

(53) is only applied for lr 2-r 1 I exceeding a lower limit. In practice, the 

Newton iteration on r converges in two-four steps, starting from an initial 
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guess precomputed on a coarser grid. 

2, The second loop is a Newton iteration to determine, for a fixed given 

circulation r, the solution of the nonlinear equation (52). This iteration 

process computes ¢(r) and thus the derivative {¢~(r)} needed in (51) to 
s te 

update the circulation r. 

The linear equation system to be solved in each Newton iteration step is 

derived by replacing¢ by (¢+d¢), where¢ is a known solution estimate, 

and d¢ is a solution correction to be computed, and linearizing L{¢(r)+d¢}=0 

ind¢. The result is formally (the dependence on r is not shown): 

(54) C(¢)d¢ - 1(¢). 

The right-hand side is the residue of¢ in the nonlinear discrete 

conservation equations and boundary conditions, and the left-hand side 

represents a linear equation system for the correction potential d¢. The 

system may be written out as follows: 

discrete first-variation mass-flux equations: 

(55) -1.h.s. of (30), 

discrete first-variation potential gradients: 

(56) 

discrete first-variation mass-flux vector: 

(57) C 
dF½O P½O(v'd¢)!O' 

(58) a 
dF!O = c! 0 (Vd¢)!O' 

(59) P!O 
* * T 2 [ + (p q /q)h(G-UU /q )]!O' 

(60) * * T 2 2 T 2 
C!O [((pq-p q )/q)h(G-UU /q) + ph(I-M )UU /q J1 0 ; 

2 

I 
when U!O > 0 (test (36), upstream direction-~): 



subsonic cell face: M½O < I and M-!O < I: 

(61a) 

sonic cell face: 

(61b) 

supersonic cell face: M½O ~ I and M_10 ~ I: 

(6 lc) (NB upstream bias) 

shock cell face: 

(61d) 

discrete first-variation boundary conditions: 

at airfoil: 

(62) - 1.h.s. of (45) o, 

(63) c2 a2 
dFi,J-½ + dFi,J-½ = - 1.h.s. of (46), 

at numerical far-field boundary: 

(64) 

It may be observed that all tests selecting the upstream direction 
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and determining the vectors dFd are the same as those for the nonlinear 

equation system at the current solution estimate t. The coefficient matrices 

P and Care evaluated at cell-face midpoints, with p, q, U evaluated from 

t as in the nonlinear case, c.f. (32,33). It may be verified that the 

d . f" . • fl dFc d a d d 1" " " iscrete 1rst-var1at1on uxes , F, F are exact 1near1zat1ons 

of the corresponding nonlinear discrete fluxes Fe, Fa, Fd. As a consequence, 

the entire discrete first-variation equation sytem is an exact linearization 

of the corresponding nonlinear discrete equation system. 

The fact that the first-variation difference-equation system is an exact 
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linearization of the nonlinear discrete system has several pleasant conse­

quences: 

a. The Newton iteration has the quadratic termination property. 

b. The equation system is fully-conservative, just as the nonlinear system. 

c. The equation system is the one needed to verify necessary conditions 

for stability of the nonlinear difference equation system. 

d. The design of relaxation techniques may start from the linear first­

variation equations. In particular, at shocks and sonic lines, simplified 

but still accurate enough relaxation difference molecules may be readily 

derived from the first-variation conservation equations. 

An important technical aid in such detailed studies is the fact 

that the coefficient matrices P and C used in the first-variation mass­

conservation equations (see (55,59,60)) allow the eigenvalue-eigenvector 

decompositions 

(65) p 

(66) C 

and these show, that (P+C) is positive definite in subsonic flow and that 

P and-Care positive definite in supersonic flow. For the construction of 

relaxation schemes, it is useful to know that these matrices are positive 

definite, because the diagonal elements are then positive and this may be 

used to construct diagonally dominant iteration matrices for line relaxation. 

e. It may be easily verified from (65) and (61d) that the first-variation 

mass-flux vector dFc is insensitive to large jumps in correction potentials 

d¢ over shocks. The first-variation mass-flux vectorsdFa at shocks, that 

are rejected in the test of (61d), are not used in the first-variation 

equation system for the correction potential; jumps in these correction 

potentials are possible at the corresponding cell faces. 

The Newton iteration is terminated as soon as the trailing-edge 

derivative {¢c(r)} , needed in the circulation-update formula (SI), is 
s te 

accurate enough. Moreover, the residues in the discrete nonlinear mass-

conservation equations and boundary conditions are also reduced to the 

order of the truncation errors, when the circulation r has become sufficiently 

accurate. 
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The Newton iteration is usually terminated in 2-5 steps starting from 

a solution precomputed on a coarser mesh. Hence, the linear equation system 

C(¢)d¢ = -L(¢) has to be solved usually only 2-5 times. 

It is possible to intermix the Newton iterations on rand on¢ and this 

was actually done; this speeds up convergence. See figure 3 for a scheme of 

the resulting algorithm. 

STARTING (fJ ( PRECOMPUTED ON COARSER GRID} 

FAST NEWTON 
ITERATION 

NONLINEAR EO.S ACCURATE ENOUGH 1 

LINEARIZE EQ.S - C, L ( (fJ I 
PUT d(/J=0 

SOLVE C dlP=- L (rpl 
BY CS V - CYCLE MUL TIGRID SWEEPS 

(f):=(fJ+drp 

IMPROVE RAPIDLY SHOCK POSITIONS 
( ELIMINATE POTENTIAL JUMPS I 

Fig. 3 Newton iteration including shock-position 
updating using linear extrapolations to 
eliminate potential jumps 

Shock positions are updated by linear extrapolations after completion 

of each Newton iteration step and before linearizing again. Observe that 

this procedure prevents premature breakdown of iteration processes because 

of "negative densities" at shocks. 

3. The third iteration loop is the linear CS multigrid relaxation to solve 

a first-variation equation system C(¢)d¢ = -L(¢). This multigrid relaxation 

involves the three well-known main operations of relaxation smoothing, 

restriction and prolongation, The general form of the CS algorithm used 

here follows standard issues of the multigrid literature [12, 14, 17] and is 

not repeated here. A few important details should be mentioned, however. 

The restriction process does not only involve residuals. It is rather 

considered to be a process of defining linear fully-conservative coarse-grid 

difference equations from given linearized fully-conservative fine-grid 

difference equations. For stability reasons, in supersonic zones, the 
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coarse-grid equations are required to have the same kind of implicit 

artificial viscosity as the linearized fine-grid equations have due to the 

upstream bias generated by equations (6Jc,d). Consequently, the restriction 

process involves restriction of residuals and of 2*2 coefficient matrices 

P and C in the linearized equation system C(~)d~ -L(~), see (54-64). It is 

then natural to introduce staggered grids, so that four cells of a fine grid 

coincide with one cell of a coarse grid, see figure 4, This permits simple 

restriction rules for both residuals and coefficients. 

4 SMALL CELLS= 1 LARGE CELL 
2 SMALL FACES = 1 LARGE FACE 

• 

• • 

POINT (l,.i.l 

• 

• 

• 
POINT ( i ,j) 

FINE GRID 
• COARSE GRID 

Fig. 4 Staggered grids for simple restriction 
rules 

The restriction rules are, typically (for the relation between (_!_,j_) 

and (i,j), see figure 4; h: fine grid; H: next-coarser grid) 

residues of mass-conservation equations in (55) at cell centres (i_,j_): 

(6 7) dR~. 
2:1.. 

l{ h h h h 
4 dR .. +dR. I . + dR. . I + dR. I , I}, 1J 1+ J 1J+ 1+ J+ 

residues of boundary conditions in (63) 

at airfoil point (i_,~-½): 

(68) dr~ 
1 

coefficients in mass-flux vectors (57-68) 

at cell-face midpoints (i_+½,j_): 
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(69) 

where c is an element of the coefficient matrices P and C, of the fluxes pq 

sign(U1), or M (needed in the tests in (61) for the first variations dFd 

of the discrete mass-flux vectors Fd). The finite-difference equations for 

correction potentials on the coarser grids are subsequently constructed in 

the same way as those for the linear first-variation equation system on 

the finest grid, following (55~64); this construction includes the 

upstream-bias rules in supersonic zones of equations (61c,d) creating a 

desired implicit artificial viscosity. 

The prolongation of coarse-grid correction potentials ford¢ is based 

on bilinear interpolation of correction potentials, as usual. 
The relaxation is downstream line relaxation, without under- or 

overrelaxation and with lines along the grid lines of the 0-type grid that 

are roughly normal to the airfoil. Each line relaxation is just a step 

in block-Gauss-Seidel relaxation of the full (restricted) linear first­

variation equations; however, in the coefficient matrix of each line 

relaxation equation, the off-diagonal elements in P and C have been zeroed; 

this eliminates the cross-derivatives from the relaxation equations. It is 

possible that this zeroing is not necessary. It was found that the relaxation 

equations derived in this way give better convergence, at shocks in 

particular, than those that are derived in the usual fashion by a pseudo­

time dependent analogy with the wave of heat equation. 

The line-relaxation equations may be shown to have diagonally 

dominant coefficient matrices, because of the definiteness properties of 

the coefficient matrices P and C discussed after equations (65,66). 

The ~ultigrid relaxation is based on a fixed V-cycle strategy [12]: 

starting on a fine grid with a smooth residual distribution, the residuals 

and coefficients of the first-variation equations are first restricted 

until the coarsest grid of a grid sequence has been reached. Next, the 

coarsest-grid equations are solved for a correction solution (in calculations, 

4 relaxation sweeps over this grid) and this correction solution is 

successively prolonged and relaxed (on each grid, by one sweep) until the 

finest grid has been swept. 

The total number of V-cycles needed to solve the linear first-variation 

equations is of the order of 2 to 6. The iteration is terminated as soon as 

the maximum norm of the residuals of the linearized equations has been 
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reduced to the squared maximum norm of the nonlinear equations (use of 

quadratic termination property). In practice, the quadratic termination 

property holds only at the end of the calculation, because the algebraic 

nonlinear equation system changes its form until shocks and sonic lines do 

not move any more on the finest grid. Due to this effect, it is better to 

damp the Newton iteration and to terminate V-cycling when the maximum norm 

of the residuals has been reduced by an order of magnitude (in practice: 

a factor 20)o 

5. NUMERICAL EXPERIMENTS 

The results of the numerical experiments presented here illustrate 

the main issues of this paper: 

-the fast calculation of transonic potential flows by the Newton/CS-multigrid 

fast solver, 

-the effpct of mass-flux-vector splitting on the numerical shock structure, 

-the fast calculation of the circulation, 

-the fast update of shock positions by linear extrapolations, 

Only typical examples of numerical experiments are shown. For a large user­

oriented presentation of numerical tests (5 airfoils, among which 3 shock­

free NLR airfoils; 14 flow conditions), see Boerstoel-Kassies, [18]. 

A typical calculation result is the well-known test case NACA0012, M=.75, 

a=2°, figures 5 and 6, 

The corresponding 130*42 grid used here is presented in figures 7-10; these 

figures allow an appreciation of the location of the numerical boundary 

and of the resolution at the leading and trailing edges. 

-1 

* GRID 34 11 12'. 

+1 
······· CRITICAL CP 
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0 

Fig. 5 Pressure distributions on coarse, medium 
and fine grid on NACA00l2 airfoil, 
M=0.75, a=2° 
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Fig. 6 Enhanced resolution around Mach=1 in M-line 
isobars plot (NACA0012, M=0.75, a=2°) 

133 

Figure 5 allows an appreciation of the convergence of the pressure 

distribution with mesh size reduction: the pressure distributions precomputed 

on a coarse 34*12 grid and on a medium 66*22 grid are also shown. Convergence 

with mesh size is excellent at the lower subsonic side and ahead of the 

shock at the upper side, 
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Fig. 7 Far-field part of 130 * 42 grid 
around NACA0012 

Fig. 8 130 * 42 grid around NACA0012 



Convergence at the downstream side of the shock is probably influenced by 

the well-known Zierep singularity at the downstream foot of the shock, 
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Figure 5 shows also that, on each grid, there is only one point in the 

·shock and that there are no upstream smearing or wiggle effects due to 

numerical viscosity or dispersion. Comparison of the shock in the Mach­

isobars plots of figure 6 (line density ~M I0-2 between M=.9 and M=l.1) 

with the sizes of the grid cells in figure 8 shows that the numerical 

shock thickness is one mesh over quite a distance into the flow field. 

Fig. 9 130 * 42 grid near l.e. of NACA0012 
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Fig. 10 130 * 42 grid near t.e. of NACA0012 

A hard test from the point of view of accuracy was found to be the 

calculation of sonic lines of the shock-free NLR airfoils in the design 

condition: the slight kink in the sonic line of the supersonic zone in 

figure 12 should be absent, Vast numerical experimentation has revealed 

that this kink is probably due to errors in the velocity field of the order 

of ±0.003 caused by long-wavelength errors. 

A global impression of the amount of computation, required to compute 

a flow to engineering accuracy, may be obtained from table I. We first define 

the various computational-work measures in this table, 
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-Thetableis based on the calculation of the 14 flow conditions of [18]. The 

flow conditions have been divided into three classes: 4 flows without shocks 

and lift (including one supercritical shock-free NLR airfoil); 5 flows 

without shocks but with lift (including two supercritical shock-free NLR 

airfoils) and 5 flows with (moderate to) strong shocks. 

-CB in table 1 is the average amount of GP-seconds on the NLR Gyber 170-855 

computer required to complete a calculation for the type of flow mentioned. 

This machine is about two times slower as a GDG7600 computer, Acceptable 

engineering accuracy is achieved by reducing maximum norms of residuals 

by a factor of about 103• Variations around the average computational-effort 

values quoted may be up to 30% of the average values. 

-WU is the total effort that is needed to complete a calculation in terms 

of number of work units. Here, one work unit is the amount of work required 

to perform a nonlinear over-relaxation sweep over the finest 130*42 grid, 

The amount of GP-time required for such a sweep may be estimated by summing 

up GP-times for two operations (note that actually nonlinear over-relaxation 

sweeps are not performed) and is 1,95 CP-sec: 

-1.15 GP-sec for one linearization of the non-linear flow equations on the 

finest grid, This linearization provides the nonlinear residuals and the 

elements of the relaxation matrix. 

-0,8 GP-sec for one line relaxation sweep over the finest grid, 

This work unit is comparable to that employed by researchers using nonlinear 

relaxation. 

FLOW CP - SEC 

NLR 
CONDITION n CYBER CDC WU 

170-855 7600 

NO SHOCKS, NO LIFT 4 15,5 ~ 8 8 

NO SHOCKS , WITH LIFT 5 24,9 ~ 12½ 13 

WITH SHOCKS, NO/ WITH LIFT 5 46,1 ~ 23 24 

Table 1, Average calculation efforts required to compute 
flows to engineering accuracy (max. norm of 
resfduals red~ced by factor 103) 
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Table I leads to various conclusions. Flows without lift and without 

shocks require only 8 WU. The calculation of lift requires some 50% addi­

tional calculation effort; this is quite acceptable. Strong shocks further 

increase the required amount of computational work to an average of 24 WU. 

Because in such flows, about 30% of the calculation effort goes into 

fine-tuning of the shocks, there is room for improvement; this requires 

redesign of the algorithm near shocks, however. 

Comparison of the WU figures with those published in literature shows, 

that TRAFS outperforms at this moment many other algorithms, compare table I 

to, for example, Raj 1, figs. IO, 12; McCarthy-Reyhner 2, table 2; 

Pelz-Steinhoff 3, figs. 8, 10, 12; Deconinck-Hirsch 4, figs. 5, 6; 

Smilovich-Caughey 5, fig. Sa; Jameson 8, figs. If, 2b. TRAFS is about 2 to 

3 times faster [ 18] as Jameson I s FL06 (based on the use of a fast Poisson 

solver). Comparison of Holst's very efficient TAIR code (based on an AF 

fast solver) with TRAFS gives the impression that, in terms of WU, the TRAFS 

multigrid algorithm is about five times faster as the AF algorithms, compare 

table I with figure 4: for a reduction of the maximum residuals by a 

factor 103, TAIR requires about 33, 70, 83 and 133 iterations= WU, about 

5 times more as TRAFS, However, in CP seconds, a TRAFS-WU costs about 10 

times more than a TAIR-WU, so that TAIR is about twice as fast in CP 

seconds. This large difference in CP costs per WU is due to large 

differences in numerical techniques, and to different coding policies: 

TAIR is an in-core code, optimized in CP-speed for the CDC-7600 computer 

by very careful FORTRAN coding. TRAFS is a highly modularizd small-core 

code, coded for good readiblity and changeability, and it makes vast use of 

disk storage in inner loops so that central memory cannot limit grid sizes, 

and thus desired accuracy levels. 

In order to give an idea of the convergence speed of the Newton 

iteration for the circulation r by eq.s (51-52), the iteration on r of the 

standard flow of figure 5 and 6 has been listed in table 2: the calculation 

r involves thus very few steps. We found precalculation of r on coarser 

grids necesary for a good efficiency. 
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GRID 

LEVEL 

COARSE 

MEDIUM 

FINE 

I'=½~ 

0,1369 
0,1789 
0,2443 
0,2231 
0,2322 

0,2322 
0,2457 
0.2623 
0.2749 

0,2749 
0,2879 

Table 2. Convergence history 

of circulation for 

NACAOOl2, M=0.75, 

a=2° 

The effect of removing potential jumps at frozen shocks in a Newton 

iteration step is illustrated in figures 13-20. These figures show C -plots 
p 

on the airfoil and Mach-isobars plots, at the end of two Newton iteration 

steps during the calculation of the flow around NACAOOl2, M=0.85, a=O; 

the fine grid is that of figures 7-10, Figures 13 and 14 show the approximate 

solution at the end of a Newton iteration step on the medium (66*22) grid, 

just before shock displacement: the peak Mach number in the velocity 

overshoot generated by the potential jump exceeds M=l,8 (the desired value 

is about 1,4), The corresponding figures 15 and 16 show the effect of the 

subsequent removal of the potential jump by linear extrapolation of super­

sonic potential values along the grid lines in downstream direction according 

to the conception of figure I: the overshoot has disappeared along the 

entire shock in the flow field. A second fine-grid (130*42) example is shown 

in figures 17-20, In both cases, the residuals were found to be significant 

only near the shocks; the rest of the flow field is practically converged. 
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6. CONCLUSIONS, FUTURE RESEARCH 

The major conclusion from the study is that Newton iteration and CS 

(correction scheme) multi-grid relaxation may be combined to a robust fast 

solver for transonic potential flows around lifting airfoils, and that this 

solver is competitive to alternative fast-solver algorithms (sect. 5, table 

1). However, to achieve this, new numerical concepts are required. 

The calculation of the circulation in the asymptotic far-field solution was 

brought outside the multigrid process; the circulation is computed by 

Newton iteration applied to the Kutta condition (sect. 4, I, (51-52)). This 

is a very fast procedure (sect. 5, table 2). 

Because the nonlinear equations have to be solved in as few iteration steps 

as possible, much better nonlinear stability properties of difference 

schemes are required as when standard nonlinear over-relaxation is applied. 

In particular, expansion shocks should be rigorously excluded, This was 

achieved by applying mass-flux-vector splitting (sect. 3, (38b), point b). 

The fast-solver calculation of shocks requires several new ideas. 

-Stiffness of the nonlinear and linearized discrete equation schemes with 

a length scale of O(shock thickmess- 1) was avoided by making mass-flux 

vectors as independent of erroneous numerical potential gradients in shocks 

as possible (sect. 3, (37d), points e,f; sect. 4, (61d)). 

-Fast solvers give rise to potential jumps at shocks during linear stages 

(here: Newton iteration steps) of iteration processes (sect. 5, figures 

13-20; sect. 4, fig. 1). These jumps are due to large long-wavelength 

solution corrections, which show up as velocity overshoots (fig. 13-20). 

The potential jumps are a direct measure of shock-position errors (sect. 4, 

fig. 1). 

-At the end of each linear stage of the overall iteration process, the 

potential jumps are translated into corresponding shock-position corrections 

by a linear, cheap extrapolation technique (sect. 4, points .'.:•E.• fig. 1 

stage 2). 

-The stiffness just mentioned has to be avoided in order to properly model 

the potential jumps (sect. 3, points f,d; sect, 4, point e) and the 

corresponding shock-position corrections. 

-Numerical shocks have a thickness of one mesh size (sect, 5, fig. 5-6,8; 

sect. 3, (37d), points e,f). Numerical viscosity at shocks is deliberate­

ly avoided as this would introduce also shock smearing (sect. 3, point f). 
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Newton iteration was used in this study as a fruitful approach to the 

design of numerical approximations. The reasons are presented in the first 

paragraphs of section 4. 

The algorithm presented can still be improved in speed. The following 

posibilities could be explored" 

Fine-tuning of moderate to strong shocks requires still too much 

calculation time (sect. 5, table I). In order to remedy this, various 

modifications of the algorithm may be necessary. 

a. Replacement of the linear extrapolation technique to remove potential 

jumps by a quadratic or cubic extrapolation technique. 

b. The stencil size of V~ in (32) and the corresponding V~ in (56) may be 

reduced in order to allow complete elimination of erroneous differences at 

shocks from the discrete equation system, c.f. the discussion in section 3, 

point f, after (44). 

c. The V-cycle convergence-rate should be improved when potential jumps are 

strong. Possible ways to be investigated: point b just mentioned, improvement 

of the restriction rules (69) near shocks (at shocks, the averagings (69) 

may happen to occur in disontinuous functions), and improvement of the 

prolongation operation near shocks (now, bilinear interpolation in 

correction potentials; this causes potential-jump smearing). 

When performing line relaxation sweeps, TRAFS does not use the fact 

that, within each Newton iteration step, the coefficient matrix of the 

linear equation system is fixed, so that the tridiagonal coefficient 

matrices of the line relaxation sweeps need to be decomposed only once per 

Newton step. A further reduction in computation effort is possible by 

applying on the coarsest 16*7 grid Gaussian elimination instead of (four) 

line-relaxation sweeps. 

Another improvement would be the replacement of the line-relaxation 

process by the LU factorization technique of Van der Weese.a. [24], 

It is estimated that these improvements (or a suitable combination 

of some of them) may reduce the calculation-effort figure of 24 WU 

quoted in table I for flows with strong shocks to about 15 WU. This expecta­

tion has to be confirmed by numerical experiments, however, 
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MODELLING OF A TRANSPORT PROBLEM IN PLASMA PHYSICS 

B.J. BRAAMS 

A two-dimensional, two-fluid model for transport processes in the edge plasma in 

a tokamak device is presented, and the numerical methods employed for its solu­

tion are described. Emphasis is given to those aspects of the numerical treatment 

which are generally relevant to the solution of coupled systems of convection­

conduction equations. 

INTRODUCTION 

An important problem in plasma physics for nuclear fusion is how to ex­
tract from the magnetic confinement device the large amounts of energy and 
alpha particles which are produced in the inner plasma. In the interior of 
the toroidal confinement region the main transport process is diffusion across 
magnetic surfaces, while near the edge it is flow along those field lines that 
intersect a material boundary [1]. Untill recently these two processes were 
only modelled separately, with sophisticated codes for the one-dimensional 
radial transport problem, and fairly crude models for the one-dimensional 
flow along the field lines. 

The subject of this presentation is the two-dimensional two-fluid modelling 
of the edge plasma region [2], [3], where both the radial diffusion of particles 
and energy and the convection and conduction along field lines are impor­
tant processes. A two-fluid model is employed because the electrons and the 
ions have separate (but coupled) energy balances. The code that has been 
developed for these studies is based on a finite-volume discretization of the 
conservation equations on a topologically rectangular mesh, using methods 
of D.B. Spalding's school [4]. The discretization is fully implicit in time with 
the aid of an elliptic pressure correction procedure. The discrete coefficients 
are a continuous function of the local cell Peclet number, with central dif­
ferencing and pure convective upwind differencing as the appropriate limits. 
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The equations are solved by a method based on incomplete L*U decomposi­
tion. 

The paper is organized as follows. Chapter 1 presents a simplified version of 
the governing differential equations of our model. The simplified set exhibits 
all the essential features which are relevant to the choice of the numerical 
methods employed for the solution of the full set, while omitting most of the 
details. The full set of equations is given in appendix A. In chapter 2 the 
numerical methods are presented. We review the semi-implicit procedure 
of Patankar and Spalding, in which the continuity equation is replaced by 
an elliptic pressure correction equation, and their hybrid (central-upwind) 
discretization scheme for convection-conduction equations. Also discussed 
is our approach to the special problem of the coupling between the electron 
and the ion energy equations. In chapter 3 some calculations are shown. 

The need for numerical solutions to coupled systems of convection­
conduction equations arises in many branches of physics and engineering. 
The present paper is meant to be self-contained for an audience with an in­
terest in computational fluid dynamics, but not neccesarily interested in the 
plasma physics context of our work. The governing equations are presented 
with a minimum of physical justification, and the generally relevant aspects 
of the numerical treatment are emphasized. Those who have a specific inter­
est in the edge plasma modelling may consider this paper as a companion to 
[2] and [3]. 

1. A TWO-DIMENSIONAL MODEL OF THE EDGE PLASMA 

Physical description. In a magnetized plasma the charged particles are 
constrained, in lowest approximation, to follow helical orbits 'tied' to a mag­
netic field line. Parallel and perpendicular1 transport processes therefore 
differ in character. Parallel transport of particles is governed by a momen­
tum balance equation, and perpendicular transport by a diffusion equation. 
Energy transport is described by a convection-conduction equation in both 
directions, but the parallel conductivities are much larger than the perpen­
dicular ones. In a magnetic confinement configuration of the tokamak type 
each magnetic field line is generally constrained to lie on a toroidal 'flux' 

surface, and it may be assumed that the density, the electron temperature 
and the ion temperature are each constant over a flux surface. The transport 
equations may then be reduced to a one-dimensional (perpendicular to the 
flux surfaces) set. 

1The adjective 'parallel' refers to a component along the magnetic field, and 'perpendicu• 
lar' refers to a component which is transverse to the toroidal flux surfaces. 



The assumption of uniformity along field lines breaks down in the edge 
region of the plasma, where the field lines intersect material boundaries. In 
an axisymmetric toroidal device the transport in this region requires a two­
dimensional description. 

Simplified mathematical model. An appropriate set of equations is made 
up of a continuity equation for the ion density ni, a momentum balance 
equation governing the parallel velocity u, a diffusion equation for the per­
pendicular velocity 11, and convection-conduction equations for the electron­
and ion temperatures, Te and Ti (expressed in energy units). The full set 
as solved in our code is given in Appendix A. Below, a simplified version is 
given, which will serve in the next chapter as a basis for the discussion of 
the numerical methods. Auxiliary physical quantities appearing in the equa­
tions are the electron density, ne = Zini, the mass density, p = mini, and 
the pressure, p = neTe + niTi. The coordinates z and y correspond to the 
parallel and perpendicular directions respectively. The simplified equations 
are: 

(1) 

(2) 

(3} 

(4) 

(5) 

8 ( 5 1 2 • 8Ti ) · + By 2ni11Ti + 2pvu - ic~ay =SE+ Kei (Te -Ti) 

Sn, Smu, Sf and S}; are volume sources of ions, momentum, electron and 

ion energy. 'I~ and 'It are the parallel and perpendicular ion viscosities, 

x:;,i and ic;,i are thermal conductivities, D is the diffusivity, and Ke; is the 

energy equipartition coefficient. The source terms are complicated non-local 
functions of the sought solution, involving models for particle ionization and 
recombination, and for radiation energy loss. The transport coefficients are 
nonlinear local functions of the solution. 
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In this simplified set of equations the distinction between the parallel di­
rection and the poloidal direction has been ignored, the equations have been 
written in a cartesian coordinate system instead of in a curvilinear orthogonal 
system, and some contributions have been left out of the energy equations. 
These aspects do not influence the numerical procedure in a significant way. 

Boundary conditions. Counting derivatives, one sees that a total of 
seven conditions is required on the boundaries perpendicular to the x­

coordinate; eight conditions are required on boundaries perpendicular to the 
y-coordinate. On each segment of the boundary there will be two conditions 
related to the energy equations, (4) and (5), specifying either an energy flux, 
or a temperature, or more generally specifying the energy fluxes in terms 
of the temperatures and density. For the parallel momentum equation we 
usually have a sonic flow specification on one face-;a.nd zero flow or zero shear 
elsewhere. For the continuity equation and the diffusion equation together, 
on one face perpendicular to the x-direction and on both faces perpendicular 
to they-direction either the density, or the particle flux, or some combination 
of the two may be specified. 

2. NUMERICAL TREATMENT 

Outline. Following [4.J it was decided to employ a finite-volume spatial dis­
cretization on a staggered mesh, and a fully implicit discretization in time. 
Interest is in fact restricted to steady state solutions. The continuity equation 
is treated by the Patankar-Spalding implicit method [6], through which it is 
replaced by a pressure correction equation of standard convection-conduction 
form. The discrete coefficients for each of the convection-conduction equa­
tions are computed using the power law scheme of Patankar [4]; this is for­
mally second-order accurate, and is stable at all values of the cell Peclet 
(or Reynolds) number. The resulting five-point equations are relaxed sepa­
rately in a cyclic order; the Strongly Implicit Procedure (SIP) of Stone [6] 

is employed. The strong coupling between the two energy equations is elim­
inated by relaxing in turn the total energy and the ion energy balance. The 
following subsections present more details on the numerical methods. 



Pressure correction procedure. The need for a special treatment of the 
continuity equation may be seen most clearly by consideration of incompress­
ible flow. If one would consider the momentum equation (or, in our case, one 
component of the momentum equation, supplemented by a diffusion equa­
tion) to govern the velocity field, and the energy equation(s) to govern the 
temperature(s), then the continuity equation would have to govern the pres­
sure. But the pressure does not even appear in that equation. 

For compressible flow, the pressure is a derived quantity, and the density 
is one of the primary variables. The continuity equation as it stands then ap­
pears suitable for relaxation of the density field, but severe problems appear 
with low Mach number flows, when the fluid is effectively incompressible. 
The traditional prescription (e.g. [7]), is to employ an explicit discretization 
in time for the continuity equation, regardless of the treatment of the other 
equations in the system, with a time step governed by the CFL condition 
based on the velocity of sound. 

Patankar and Spalding's method is to satisfy the continuity equation 
through simultaneous changes to the density, pressure, and velocity fields. 
We present the method here with reference to a steady-state equation of the 
form o(nu)/ox + o(nv)/oy = Sn, noting that it is equally well applicable 
to an implicit treatment of a time-dependent equation. At each iteration on 
the continuity equation the following coupled adjustments are made: 

(6) 

P == p+ e 
n:= n + tee 

oe 
U := U - C:i, OX 

oe 
'V := 'V - Cy oy 

Plugging these changes into the continuity equation, and neglecting terms 
quadratic in e, one sees that e is to be obtained as solution to a standard 

convection-conduction equation: 

(7) o oe o oe 
ox (,cue - ncx ox) + oy (,eve - ncy oy) = r 

where r is the current residual, r = Sn - div (nu). 
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The coefficients x:, C:z:, and Cy are choosen so as to minimize the damage 

that Eq. (6) does to the equation of state and to the equations governing 
the velocities. Obviously x: := (8n/8p)r is appropriate. The choice of the 

coefficients C:z: and Cy is more difficult, and requires consideration of the 
discretized momentum equations. The discrete equation for the x-velocity u 
has the form 

(8) 
ap 

A•u=Smu- -
ox 

We assume that A is a diagonally dominant operator of five-point form, and 
that everyting which does not fit into A has been moved into the right hand 

side. The prescription of Patankar and Spalding for the coefficient C:z: is 
now to set C:z: := I/a. at each point, where a. is the diagonal coefficient in 
the matrix A. In this way the adjustment u := u_,- c:coef ox approximately 
cancels the effect of p := p+e in the x-component of the momentum equation. 
With the usual fluid flow problems the prescription for Cy is similar, but in 
the system (1)-(5) they-velocity is governed by a diffusion equation, leading 

immediately to the assignment Cy:= x:D/n. 
This implicit pressure correction procedure is also discussed by Brandt, 

e.g. [8], in a more general setting. There the method is referred to as 'dis­
tributive relaxation', and is recommended generally as a relaxation proce­
dure for systems of equations which are not separately elliptic: the Cauchy­
Riemann system, compressible and incompressible Navier-Stokes, and the 
Euler equations. 

Spatial discretization. This section deals with the discretization scheme 
for a convection-conduction equation in conservation form: 

(9) ,Cip = div (pnip - r · grad <ft)= S 

The differential operator is expanded on coordinates, and it is assumed that 
r is then diagonal, so that 

Let us deal with the three-dimensional case. The region is divided into rect­
angular cells (control volumes), with <ft discretized at cell centers. Consider 
an interior mesh point P, and integrate the differential equation over the 
control volume surrounding P. Denote the neighbours of P by E, W, N, 
S, T, B (east, west, north, south, top, bottom), and the corresponding cell 
faces by subscripts e, w, n, s, t, b. The volume integral is expressed as a sum 
of six surface integrals, e.g. for the 'east' face: 



(11) 

This expression will be approximated by 

(12) 

where the coefficients a and /3 depend on the strength of flow Fe and the 
conductance De: 

(13) 
Fe=. II pu1h2h3 dz2dz3 

De= d: I I '11h2h3 dz2dz3 

where de is the distance between points P and E. 
In the context of a discretization scheme one requires only approximate 

values of de, Fe, and De. So let Ae denote an approximate area of the cell 
face, and let h1, pu1, and -y1 stand for some local average of the corresponding 
continuous quantity, then de !:::! hi(z1 (E) - Z1 (P)), Fe !:::! P'-'1 Ae, and De !:::! 

'11Ae/de• 
Two often used discretization schemes are the central difference scheme, 

which employs 

(14) 

and the upwind scheme, for which 

(15) a= -De - max(Fe,O), {J =-De+ min(Fe,O) 

The central difference scheme is second-order accurate, but unstable at high 
cell Peclet number, Pe =Fe/De, whereas the upwind scheme is always stable, 
but only first-order accurate. 

Through consideration of the exact solution to the one-dimensional 
convection-conduction equation with constant coefficients, Patankar [4] is 
led to define two intermediate schemes, both of which approximate central 
differencing at low cell Peclet number, and upwind differencing with zero 
diffusion at high cell P. These are the piecewise linear scheme, 
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(16) a = { o_ De - Fe/2 } if 

-Fe 

{ 
Fe/2 $ -De } 

IFe/21 < De 

Fe/2 ~ De 

and th,~ power law scheme, 

(17) a= { 
0
- D~ - max(Fe,O)} if 

-Fe 

{ 
Fe/10 $ -De } 

IFe/lOj < De 

Fe/10 ~ De 

where D~ = De (1 - IPel/10)5 • For all schemes, /3 =a+ Fe and /3(De, Fe) = 
a(De,-Fe) 

The power law scheme is employed in our code, although the piecewise 
linear scheme would serve just as well. 

Relaxation procedure. In order to obtain a steady solution to the system 
of equations (1)-(5), a procedure is employed in which each equation is re­
laxed in turn, in a cyclic order until convergence is achieved. (For reasons to 
be discussed later, instead of (5) we employ the total energy equation, (4) + 
(5).) Time-stepping is employed, but only to obtain some under-relaxationj 
the discretization is fully implicit, and within any single timestep the equa­
tions are not relaxed to convergence. Each cycle consists of the following 
actions: 
(a) The source terms Sn, Smu, and S;/ are computed. 

(b) The momentum balance equation (2) is relaxed by changes to the field 
u. Also the coefficient Cz is computed for each point in the mesh. 

( c) v is adjusted to satisfy the diffusion equation (3), and the coefficients c11 

are computed. 
(d) The continuity equation (1) is relaxed and the equation of state is sat­

isfied through simultaneous changes to n;, u, v, and p. 

(e) The ion energy equation (5) is relaxed by changes to the field T;; the 
pressure is adjusted accordingly. 

(f) The total energy equation, (4) + (5), is relaxed by changes to the field 
Tei the pressure is adjusted accordingly. 

Each of the five-point equations is relaxed by means of one or two iterations 
of the Strongly Implicit Procedure of Stone [6], as implemented in the NAG 
library code D03UAF [9]. The residuals of all equations are monitored in 
order to decide whether a converged solution has been achieved. 



A special complication in the system (1)-(5) is the presence of two energy 
equations, which, due to the term Kei (Te - Ti), may be strongly coupled, 
at least over part of the domain. To relax these equations separately would 
lead to very slow convergence. (Analogous problems occur in the modelling 
of chemically reacting flow). Our treatment, employing the sum equation 
and the ion-energy equation, eliminates this problem. An alternative is to 
employ the sum equation and the difference, but that is less satisfactory in 
the common case where the electron energy transport is dominant; then the 
sum and difference equations become strongly coupled. 

3. AN EXAMPLE CALCULATION 

Some early calculations with the code were presented in [3]. More recently 
the code was used, in collaboration with C.E. Singer, to provide predictions 
for the edge plasma in the proposed TFCX experiment at Princeton. Those 
studies are summarized in [10]. Shown here are the results of one particular 
calculation; the 'baseline case' of [10]. The present discussion refers to the 
equations as given in the appendix. 

Geometry and boundary conditions. Fig. 1 shows a poloidal cross­
section of the TFCX design, with the domain of the calculation indicated. 
This region is mapped to the rectangular mesh as shown in Fig. 2. The size 
of this region is 4.0 m x 0.2 m, divided into 20 x 16 cells. It is to be noted 
that, although the parallel length scale is much larger than the perpendicular 
scale, also parallel transport coefficients are much larger than perpendicular 

ones, so the problem really is two-dimensional. The metric coefficients ,Jg, 

hx and hy are constants in this calculation; B0 /B = 0.2. 
The boundary conditions are the following: 

- On the 'south' edge (the interface with the bulk plasma), the ion density 

and the parallel flow velocity were prescribed, ni = 1020 /m3 and u11 = O. 

The conditions for the energy equations were Te = Ti = Tbulk, but Tbulk 
was to be found as part of the overall solution process in order to obtain a 
prescribed average energy flux into the boundary plasma of 135 kW /m2 • 

- On the 'north' edge (the outer wall), we prescribed zero transverse par­
ticle flux, zero shear, and low values (2 eV) for Te and T,. (Note: in [10] 
actually, instead of zero particle flux, a fixed low value for the density was 
specified. Either condition is arbitrary to some extent). 

- On the 'west' edge (the midplane), symmetry conditions were specified: 
zero parallel flow and zero parallel gradients of n;, Te and T;. 
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- On the 'southern' half of the 'east' edge, again symmetry conditions were 
specified (but the density gradient was not fixed; we are only allowed three 
conditions here). 

- On the 'northern' half of the 'east' edge (the limiter), sonic flow is re­

quired: u 11 = VPfp. Furthermore the energy fluxes are specified in the 
following form: 

(18) 1 2 
Qi= Cin;uTi + piuu 11 

with Ce = 4.0 and 6; = 2.5; essentially this condition specifies the ratio 
between conducted and convected energy transport. 

Model for atomic processes. The physical picture here [1] is that plasma 
striking the limiter is almost all released as neutral particles and re-ionized 
somewhere in the plasma volume, mainly very close to the limiter. (There is 
therefore almost no net plasma flow into the boundary region). An energy 
loss is associated with this re-ionization. 

A proper treatment of these processes is beyond the scope of the present 

code; a Monte Carlo neutrals routine would be required. Instead we employ 
a crude but reasonable model for the recycling process, which conserves par­
ticles and approximates the proper energy loss terms. It is not neccessary to 
present the details here. 

Transport coefficients. The coefficients 11fi, 1tjj, ,cfi and Kei are assumed 

classical. The radial transport coefficients were assigned anomalous values: 

D = 2.5m2 /s, 11;/p = 0.2m2 /s, ,c;/ne = 5m2/s and 1t;/n; = 0.2m2/s. 

Results. The outcome of this calculation is displayed in the contour plots, 
figs. 3-5. 

Fig. 3 shows the density field n;. In the narrow recycling zone in front of 
the limiter the density rises by a factor of six over the prescribed value at 
the interface with the bulk plasma, to a value 6 x 1020 /m3 • 

Fig. 4 shows the electron temperature Te. Outside the recycling zone the 
strong parallel conductivity causes the temperature to be nearly constant 
along the fieldlines, but in front of the limiter Te falls off rapidly. The ex­
pected temperature near material surfaces is a major engineering concern for 
the design of this type of experiment. 

In fig. 5 the mach number of the parallel flow velocity is displayed. The 
direction of flow is to the left, away from the limiter, in the lower part of 
the domain, and towards the limiter in the upper part. The interest of this 
result is to bring out that the very localized recycling process does have a 
global influence on the flow field. 



- Midplan-; 

E 

Bulk Plasma 

Limiter 

Fig, I. 

Poloidal cross-section of the proposed TFCX experiment, 

Points A-E show the boundary of the computational region. 
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The computational mesh. 
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Contour plot of the ion density. The increment between the 

dotted contours is I.I0 19 /m3 ; between the solid contours 

it is 5.Io 19 ;m3 . 
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Contour plot of the electron temperature. The increments 

are 2 eV between the dotted contours and 10 eV between the 

solid contours. 
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Fig. 5, 

Contour plot of the mach numbers, The increments are 0.01 

between the dottet contours and 0.05 between the solid contours. 
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APPENDIX A. THE COMPLETE SET OF EQUATIONS 

We employ a system of equations governing the ion density n;, the par­
allel flow velocity u11 , the radial diffusion velocity v, and electron- and ion 
temperatures Te and T;. Auxiliary physical quantities are the electron den­

sity, ne = Z;n;, the mass density, p = m;n;, the total and partial pressures, 

p = Pe + p; = neTe + n;T;, and the poloidal flow velocity, u = (Bo/ B)u11 • 

The coordinates :z; and y correspond to the poloidal and radial directions 
respectively. ~' h,,, and h11 are metric coefficients; the coordinate system 
may be curvilinear, although it must be orthogonal. The equations are: 

(A.1) 

(A.2) 

(A.3) 

(A.4) 

(A.5) 

Sn, Smu 11 , Sj; and S/i; are volume sources of ions, momentum, electron and 



ion energy. 'I~ and 'It are the poloidal and radial ion viscosity coefficients; 

,c;!/ and ,c;;,i are thermal conductivities. The poloidal coefficients are related 

to classical parallel coefficients according to 'I~ = (Bl/ B2) 'lfi, and similarly 

for ,c;~,i. The radial coefficients, including D, are anomalous. Kei (Te - Ti) is 
the electron-ion energy equilibration term, and the u · grad Pe term on the 
right hand side of the energy equations represents work done by the electric 
field. 
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The nwneriaal metJiod, developed in this paper, has been applied suaaes­

fully to analyse three-dimensional, aylind.riaally symmetria flow and heat 

transfer in a heat exahanger. To desaribe the aomplex transport phenomena 

in the flow around the .tubes, use has been made of the weU known "Ziquid­

struature aontinuwn" approaah, with continuously distributed flow resistanae 

and heat transfer meahanism. The analysis leads to several sets of first 

order partial differential equations. These are solved numeriaally with a 

least squares programming paakage. 

I • INTRODUCTION 

Least squares numerical methods have been proposed by several authors, 

as a generalization of the so-called penalty methods, well known in finite 

element (F.E.) theory. Most serious applications of finite elements in the 

field of heat and mass transfer, however, seem still to be based on tech­

niques of the Bubnov-Galerkin kind. One can establish objectively that, up 

to now, least squares finite element methods (L.S.FEM) never became that 

popular. As it becomes clear now howL.S.FEMhastobepractised, whendealing 

with heat exchanger problems, this lack of popularity seems to be justified, 

indeed, by a number of misunderstandings. 

Firstly, strictly speaking, L.S.FEM is not a finite element method at 

all. There is no classical variational principle; one has to find an 
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approximation for the differential equations as they stand. For this reason, 

the technique would be conceived probably much better as a kind of finite 

difference ('F. D.) method. 

Taking this view, it will be understandable, for example, that 

procedures of so-called "reduced integration" are merely standard for least 

squares finite elements. As this turns out to be the same as saying that 

there corresponds only one approximation to each equivalent finite difference 

cluster. Furthermore, F.D. techniques like "upwind differencing", which is 

the same as moving the integration point along a streamline, can be used 

to assure stability of least squares elements. 

When dealing with a great number of different kinds of F .E. clusters in 

one,mesh, as is the case with heat exchanger temperature calculations, 

another difficulty arises. In the classical finite element approach, 

each approximation, after squaring, is integrated over the element. 

Each approximation is thus weighted with the area of the element on which 

it is taken. This, as a rule, results in a very bad conditioning of the 

global "stiffness" matrix. By discarding for a moment the finite element 

character of L.S.FEM, this phenomenon can be cured, however, easily and 

effectively: namely by weighting each approximation with its "length" in 

vector space. 

On the other hand, least squares methods become rather clumsy, 

if not completely unworkable, if one is not allowed to make use of some 

achievements of finite element theory. The useful "matrix method", for 

example,is, in fact, nothing more than a modification of the classical 

"shape function method", a technique which is standard in current 

F.E. applications. 

After first squaring the approximations, and then differentiating with 

respect to the unknowns, one obtains positive symmetric systems of equations. 

These in turn can be handled and solved by standard finite element (e.g. 

wave front) procedures. 

We conclude that, apparently, it seems to be essential for the succes 

of the least squares numerical method that finite differences and 

finite elements are treated at a uniform base. 
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2. FINITE DIFFERENCE ELEMENTS 

As has been stated before (§1), the least squares finite element method 

is not a finite element method in the proper sense of the word. On the contrary 

there is much resemblance to classical finite differences. Therefore, it 

appears to be essential for the success of L.S.FEM that finite elements 

and finite differences be treated at a uniform mathematical basis. 

2.1. Finite cluster spaces 

Although finite differences and finite elements are distinct in origin, 

theory, and practice, they do have something in common. Both methods use 

small clusters of nodal points, as their units for discretization. Within 

such a finite cluster - called finite difference star or finite element 

respectively - function behaviour is approximated by polynominal expansion, 

whereby the function values are interpolated at the nodes. 

As an example, let us take the four-node computational molecule of figure (I), 

defined by: 

(I) 
(I) 

(3) 

(-1,-1) 

(-I ,+I) 

(2) 

(4) 

(+I ,-1) 

(+l,+I). 

A vectorspace of dimension 4, spanned by a set of 4 independent polynomials, 

is associated with this molecule. 

By definition, the Finite Difference (F.D.) base of the four-node cluster 

is given by: 

l. 
1 

i 1, ••• ,4. 

An arbitrary approximation~ is defined upon this base as: 

( 2) l.a .. 
1 1 

The well-known summation convention is employed throughout this paper. The 

polynomial approximation (2) is fully equivalent to a Taylor series 

expansion around some origin 0: 
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a3 = ~(O) an 

By definition, the Finite Element (F.E.) base of the four node cluster is 

given by the set of shape functions: 

N. 
]_ 

{¼ ( I ±0 (I ±n)} i 1, ... ,4. 

An arbitrary approximation$ is defined upon this base as: 

The transition matrix, transforming the F.D.-base into the F.E.-base, is 

defined by [c .. ], where: 
l_J 

(4) N. ,Le.. and a. 
]_ ]_ l_J ]_ 

c .. $ •• 
l_J J 

For many current molecule-forms, such as the cluster (I), the transition 

matrix proves to have properties of orthogonality. 

In our case: 

f 
I I 

i l · [c .. J 
I -I 

l_J 4 -I -I I 
I -I -I 

So that: 

[c .. JT -I He .. J . 
l_J 1-J 

i-1,j+I i+l ,j+l 3 4 

F F 

D equivalent with: * E 
i,j 

M M 

i-1,j-1 i+I ,j-1 2 

Figure I. Four-node cluster. 
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Let us once more consider the finite difference star, depicted in figure I. 

Associated with this star are the following F.D. schemes: 

= -½-<'P·+1 "+l+qi._l ·-1-'P·+1 ·-1-'P•_1 "+I) + O(hz) 
4h 1 , J 1 , J 1 , J 1 , J 

and, last but not least: 

I 2 
'Pl- . = -4(<jl. I . !+qi. I . !+qi. I . !+qi. I ·+1) + O(h ). 1,J 1- ,J- 1- ,J+ 1+ ,J- 1+ ,J 

The associated quadrilateral element, with reduced integration, is depicted 

also in figure I. 

Identify: 

x/h = ~. y/h = n, (i,j) +-+ (*) 

(i-l ,j-1) +-+ (I), (i-1,j+l) +-+ (3) 

(i+I ,j-1) +-+ (2), (i+l ,j+I) +-+ (4). 

The element is second order O(h2) accurate; which is obvious now. 

Transition matrix between the element and the difference star is the orthogonal 

matrix (4). 

2.2. N-dimensional cube. 

Generalization of the results above seems to be possible, and, in fact, 

proves to be appropriate. 

In N-dimensional space, a unit cube has 2N nodal points. Accordingly, 
N there are 2 elementary polynomials in its F.D. base. Let the k-th coordinate 

in N-space be named ~(k). 

The F.D. base of the unit cube can then be conceived as a direct product: 

N 
{l.} N 

1 i= I , 2 
ED { I , ~ (k) } • 

k=I 

The coefficients a. in the Taylor-series expansion (2) are, accordingly: 
1 
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{a.} N 
1. i=l ,2 

N 
~ {1,a/a~(k)}¢(O). 

k=l 

The finite element (F.E.) base of the unit cube is given by the set of shape 

functions: 

{N.} N 
1. i=l ,2 

N 
$ 

k=l 

The transition-matrix, transforming the F.D. into the F.E. base, is 

orthogonal for all members of the N-cube family. 

To be more specific, let n be the index of then-th coordinate of the 

nodal point named (i). The coordinates themselves are then defined locally 

by the FORTRAN inline-function [14]: 

where i 

kube (i,n) = 2"'1nod((i-l)/2**(n-l),2)-1 

N 1, ••• ,2 and n = 1, ••• ,N; mod(k,l) is the remainder of k divided 

by l. The value of the i-th shape-function at an arbitrary point, with 

(local) coordinates p(n), is then calculated by the following algorithm: 

shp = 1./2**N 

DO I n = I ,N 

shp = shp*(l.+kube(i,n)*p(n)). 

At last, the value of the approximation ¢ 

taking the inner product of (shp)i=l,N and 

It is clear that the bilinear element 

case of the N-dimensional cube, for N = 2. 

= Ni¢i at p can be calculated, 

(¢.). I N' 
l. 1.=' 

(I) can be considered as a special 

In two-dimensional transient heat transfer analysis, the 3-cube can be 

used as an element for approximation. The third dimension is then 

interpreted as a time coordinate. 

Other numbers of the N-cube family, of course, include the one-dimensional 

linear element, used in both space and time. And, last but not least, the 

zero-dimensional element; that is a single point in space-time, used to 

describe known function values at the boundary. 

A uniform treatment like the one given above can be seen to be 

advantageous now, since all those elements needed can be coded at once; 

thus saving a lot of FORTRAN writing, and ••• errors. 
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3. NORMED APPROXIMATIONS 

At this stage, the four node cluster could be completed with four so­

called integration points, the coordinates of which, in general, are: 

where k = 1, ••• ,4 and p = q = 1//3 (:Gauss). In this way, the finite cluster 

is turned into a conventional, numerically integrated, finite element. See 

e.g. Zienkiewicz [1]. 

This case is worked out further in the paper of De Bruijn/Zijl [2]. 

Applying the least squares method, however, elements with only one integra­

tion point (reduced), as a rule, turn out to be far more appropriate. And 

the "matrix,method" presented in [2,3] can be simplified accordingly, 

without loss of generality. 

3. 1. Isoparametrics 

The four-node cluster (1) is conceived as a parent-element for the 

general quadrilateral, which is derived from it by isoparametric mapping, 

see [1] chapter 8: 

(5) 

The mapping is characterized by a Jacobian determinant: 

_ clx cly clx cly 
J-~ari-ari~ 

which must be nonzero everywhere "inside" the element. 

Applying a piece of standard finite element [1] theory we find: 

(6) aN. 
__ l. = 
ay 

It should be observed that the functions 3(x,y)/cl(~,n) and J are all linear 

in ~.n. Using the "shape function method", as described in [I] pg. 708-709 

and §9.2., the expressions (6) must be evaluated at an integration point (*). 

By doing this, we construct, in fact, the following matrices: 
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DDX. 
J 

aN. 
__J_( *). 
ax ' DDY. 

J 

Now [DDX.] and [DDY.] can be interpreted as matrix equivalents corresponding 
J J 

to the differentiations a/ax and a/ay. They are called "differentiation-

matrices", according to Csendes [4,S], or "derivation matrices", according 

to Boisserie [6]. 

This set of elementary approximations is completed by adding the case 

of differentiation to the zero'th coordinate, previously [2,3] called 

the projection matrix: 

Projection matrix (7) and differentiation matrices (6) may also be called 

the fundamental or universal matrices of the element. Nothing more 

8eems to be needed, for consistent and effective application of finite 

element and finite difference methods. 

For the family of N-cube elements, the fundamental approximations can be 

coded in a short-hand way, leaving free the number of dimensions actually 

implemented. This topic, however, will not be pursued further at the 

moment. 

The so-called "matrix-method", which is associated in a natural way 

with the use of [DDXl.. J, [DDY. J and [P. J was demonstrated in e~rlier 
l. l. 

publications like [3]. In the sequel, it will be referred to simply as the 

"approximation method". 

3,2. An example: ideal flow 

Given an appropriate set of elementary approximations, it is very 

easy to write down the approximations for the partial differential equations, 

governing the problem at hand. This will be demonstrated now for the problem 

~f shell-side flow in the SNR-300 heat exchanger (described in chapter 7). 

It was proven in [13] that this flow field can be assumed to be 

approxii.mately irrotational. Furthermore, it is assumed that the problem is, 

as a whole, cylindrically symmetric. The differential equations for in­

compressible flow, then, simplify to: 



where r, z = radial/axial coordinate; v, u = radial/axial velocity. 

To apply now the approximation method conveniently, these equations 

must first be presented in so-called operator-form, that is: 

(8) [a/ar.r 

c -a /a z 

r.a/azJ 

-a/arJ [:] 0. 
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As a unit for discretization of the equations (8) the reduced quadrilateral 

(see figure 1) proves to perform well. Triangles do not! If the flow domain 

is assumed to be rectangular, built up from elements with sizes 6r and 6z, 

the elementary approximations can be constructed easily: 

[p. J H 1 , 1 ' 1 , 1 J 
l. 

[DDR.] H-1, 1 , -1' 1]/6r 
l. 

[DDZ.] H-1, 
l. 

-1' 1 ' 1]/6z. 

The numerical equivalents of (8) are then FORTRAN - coded [14] according 

to the following algorithms: 

DO 1 I 1 ,4 

A(Z*I-1) = DDR(I)*R(I) 

A(2*I) = R(I)*DDZ(I) 

DO 2 I= 1,4 

A(Z*I-1) = -DDZ(I) 

2 A(2*I) = DDR(I). 

Where the radial velocities are associated with uneven, and the axial 

velocities with even indices, which is simply a matter of bookkeeping. 

R(I), I = 1, ••• ,4 are the radial positions of the nodes of the element. 

Note that this kind of making approximations is, so to speak, structure 

preserving: one can "read back" the original form of the P.D.E's from the 

FORTRAN text. This facilitates things like·documentation, updating 

and debugging of the computer program a great deal. In general, 

given an appropriate set of universal matrices, it proves to be very easy 

to write down approximations for the partial differential equations, or 

variational principle, governing the problem. The matrix method allways 

results in expressions of the form: 
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where r = residual of the equations,~= vector of unknowns, A= so-called 

approximation matrix [2,3] of the problem, specified for the element under 

consideration. 

3.3. Scaling problem 

After constructing the cluster approximation matrices, some method 

must be devised to obtain a system of equations which is representative 

for the problem as a whole. So far, nothing has been said about the 

numerical method to be employed for that purpose. Assembling of the local 

approximations, like (8), could be accomplished, in a finite element way, 

by replacing all local indices I by global numbers, associated with the 

mesh as a whole. After that, simply swroning up all the approximations, 

together with the boundary conditions, will result in a global set of 

F.D. equations. 

Dealing with a great number of elements, of different sizes and kinds, 

this global system, however, could hardly be expected to behave like a 

well conditioned one. In the worst case, some element contributions will 

be far too pronounced, while others, so to speak, will be almost invisible 

to the computer. Therefore, a kind of weighing procedure has to be 

devised, to assure that all element approximations contribute with the same 

order of magnitude to the global scheme. 

In so far as ::he problem itself is not ill-conditioned, conditioning 

of the global matrix can be assured simply and effectively by the following 

procedure. Divide each approximation by its length in vector space. In 

other words: use normed approximations. 

Let [A.] be a given approximation-matrix. The norm of [A.] is given 
l. l. 

by its length in vector space: 

( 10) 
N 

Sp(A) = ✓( l 
i=I 

2 
A.). 

l. 

Divide each approximation by its norm: 

A. = A. /Sp (A). 
l. l. 

After that, Sp(A) = I for all approximations A. 
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In the sequel, all approximations will be assumed to be normed. 

4. THE L.S.FEM PACKAGE 

The residual rE of the approximating. equations, specified for a finite 

cluster E, is given by (9): 

( 11) E 
rE = Aiqii 

where [AE.J is the normed approximation at E. 
l. 

4.1. Least squares method 

We shall consider, once again [2,3], the general form of discretized 

equations, resulting from the least squares finite element principle of 

approximation; see [1] pg. 87-89. Applying the least squares criterion, 

the (weighted) sum of the squares of the residuals of the differential 

equations at all the integration points in the mesh should be a minimum: 

( 12) \' E E 
l A.qi .• A.qi. 
E l. l. J J 

= min. 

Here it is implicitly assumed that an element with several integration 

points can always be conceived as a superposition of reduced.elements. 

By analogy with the conventional finite element method [1], we can see 

that the following definition makes sense: 

(I 3) 

[E .. ] is called element matrix or "local stiffness matrix". The algorithm 
l.J 

(13) can be coded once and for all. 

The least squares procedure of assembly (12) is completed by adding the 

element-matrices [E .. ] to the global or system matrix [S .. ] in the usual 
l.J l.J 

finite element way: 

(14) s .. = l E •.• 
l.J E l.J 

Boundary conditions need not to be handled separately; they can be conceived 

as elements(= nodes) of zero dimension, which is quite as simple. 

By differentiating to the unknowns qi , the minimum problem (12) is 
n 

transformed into a system of linear equations: 
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(15) S .<ji. = B • 
nJ J n 

where the Zoa.d. vector Bis constructed from known contributions. Note that 

fhe S-matrix is symmetric, positive definite and, in many cases, banded. 

The global system of equations can be solved by straightforward Gaussian 

elimination, using the wave front method. 

By application of Schwartz-inequality at (13) and (14) it can be shown 

that the following relations hold: 

E ..• E .. ~ E7. and S ... s .. ~ S7. 
l.l. JJ l.J l.l. J J l.J 

The local and global matrices are diagonally dominant, in a mean square 

sense. Thus, for example, pivoting procedures will not be needed. Furthermore, 

due to norming of the approximations Ai, the following relationships hold: 

'E .. L. l.l. 
i 

4.2. Discussion 

1 ! and ~ s .. 
l. l.l. 

total number of elements. 

It was pointed out already that least squares finite element methods 

are strongly related to conventional finite differences. 

Let us make now this statement more precise. Let A~<P. = 0 with i - 1 N l. l. - , ••• , 

and E = 1, ••• ,N be a finite difference system of equations. Obviously, 

a series of real numbers will be zero if and only if the sum of the squares 

of all those numbers is zero: 

, E E 
l <ji.A.A.<ji. 
E l. l. J J 

minimum o. 

It is clear now that chis is nothing more than a special case of the least 

squares procedure (12). 

For the minimum to be exactly zero, it is required that the number of 

independent F.D. equations (M) equals the number of unknowns (N), so that M=N. 

A "finite difference element" must therefore be chosen in such a way that 

the resulting number of discretized equations (=elements) exactly equals 

the number of unknowns(= nodes) in the grid. 

This sounds trivial from a finite difference point of view. In our opinion, 

it is, instead, a substantial problem, inherent to the F.D. method as such. 



Using a conventional finite element procedure, on the contrary, no such 

problem arises. This is because the rE are here, in fact, residuals of 

improper "equations", the square of which namely constitute the integrand 

of the variational principle. And these residuals, of course, don't have 

to be zero. 
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In fact, the number of integration points(= reduced elements) is always 

greater than the number of unknowns: M > N. So that most F.E. methods give 

rise to overdetermined systems of F.D. equations, which are solved in a 

least squares sense. 

In this respect, L.S.FEM shows some resemblance to conventional finite 

element methods, Indeed, for the least squares numerical method to work, 

it is not demanded that its residuals are exactly zero. It must be assured, 

however, that they do converge to zero. Otherwise, no realistic solution 

can be expected. This enlarges somewhat the possibilities of least squares 

with respect to conventional finite differences. 

At the same time, it is not clear at first sight why one should square 

working finite difference schemes, differentiate to the unknowns, and 

manipulate them as if they were finite elements, What should be the 

advantage of spending more computation time and computer memory? 

The answer probably lies in the fact that, once the F.D. schemes are 

squared, they can be handled as if they were conventional finite elements. 

No further research is needed, therefore, to put the method at work. 

Moreover, F.E. modular concepts like "connectivity" and "isoparametrics" 

help to avoid the overhead, still common to all F.D. programs [IS], when 

attempting to get rid of inhomogeneous parts of the problem domain. 

On the other hand, some of the more robust F.D. concepts, such as "uncon­

ditional stability", have been entered for good in L.S.FEM. 

4.3. Programming structure [14] 

The core of the package consists of a library of subroutines, 

invisible to the user. This library is "opened" by writing a user-defined 

MAIN program. MAIN has the following global structure: 
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PROGRAM MAIN 

Bookkeeping (TAPES, DIMENSION, COMMON) 

Prepare data (using the LSFEM-library) 

CALL SOLVER( ... , FIELD, ••• ) 

Evaluation of results (also using the library) 

STOP & END 

In fact, the MAIN program is built completely around the function SOLVER, 

with FIELD as an external in its parameter list. SOLVER is a library 

routine which solves a large set of positive definite symmetric equations, 

using mass storage. FIELD is a user supplied procedure, with input parameter 

IG, being the nodal number for which a row of matrix-coefficients ROW (NB!) 

is asked, as output, by SOLVER. FIELD is called somewhere in the body 

of SOLVER accoring to: CALL FIELD (IG, ROW, NBI); NBI =bandwidth+ I. 

Subroutine FIELD has the following global structure: 

SUBROUTINE FIELD (IG, ROW, NBI) 

Bookkeeping, DIMENSION MENU (max (loops),3) 

DATA MENU / •.• ; ••. ; •.. / 

CALL LOGIKA (IG,LABEL,LOOPS) 

DO 10 L = l,LOOPS 

CALL TOPOL (IG,MENU(LABEL(L),I)) 

CALL PHYSIK (MENU (LABEL(L),2)) 

CALL PDE (MENU(LABEL(L),3)) 

CALL NORMAL$ CALL LSFEM 

IO CALL INTEL 

CALL UITEL (IG, ROW) 

RETURN$ END 

FIELD thus mainly consists of a number of calls to other modules. 

Let us start with subroutine LOGIKA. The problem area is subdivided 

in a number of subsets, each of which is characterized by a logical 

predicate: 

CASE (K) = true or false, as a function of IG. 

Before returning to FIELD the indices (K) for which CASE (K) = .true. are 

stored into the array LABEL (LOOPS); so defining all the subsets of the 

mesh to which a current node IG belongs. 
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Each subset is characterized by the fact that it possesses a different 

topology, dilfferent physical properties and/or a different kind of "element" 

with respect to other subsets; Thus LOGIKA is a, user-made, classification 

procedure for TOPOL, PHYSIK and PDE. 

The subroutines TOPOL, PHYSIK and PDE are also, in principle, user­

supplied. They define respectively: connectivity, "material constants" 

and the kind of discretization scheme to be employed. These procedures 

are coded independently of each other and with no reference to the subsets 

of LOGIKA. They possess the following general structure: 

SUBROUTINE PHYSIK (LABEL), for example. 

Bookkeeping 

GOTO (I, 2, 3, 4, ••• ), LABEL 

CONTINUE 

calculation of constants type I 

RETURN 

2 CONTINUE 

calculation of constants type 2 

RETURN 

END 

The interconnection between the LABELs in LOGIKA and the LABELs in TOPOL/ 

PHYSIK and PDE is accomplished by a, so-called, MENU interface, consisting 

of three entries, to assure the modularity of this part of the coding. 

It is remarked further that, contrary to the conventional F.E.M. 

packages, generating the connectivity and material properties can be kept 

completely in-core. 

A few words should be said .about the routine we called PDE. Although 

it is not impossible for the user to code such a routine himself, it is 

much more advantageous to supply the package with a number of preprogrammed 

modules, containing working discretization schemes for a number of commonly 

encountered partial differential equations. Reading through the following 

paragraphs, the reason for this will be still clearer. The ·task of 

routines like PDE is: to construct the approximation-matrix, according to 

the theory developed in §§2 and 3. Part of this task, again, will be 

accomplished elsewhere, by delegating the forming of elementary approximations 
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and isoparametrics to specialized routines from the library. 

After constructing the approximation, governing the problem 

corresponding to LABEL (L), the A. 's are normed according to (JO) with a 
1 

call to NORMAL, and squared according to (13) with a call to LSFEM. They 

are subsequently counted into the system matrix (14) by a call to INTEL; 

this routine uses the frontal method[!]; it overwrites equations when 

they are no longer in use. Looping is performed through all the elements, 

needed to construct the complete matrix-row for the nodal point IG in 

question. Finally, ROW itself is delivered by UITEL, thereby leaving 

FIELD and returning control to the SOLVER-program. 

5. STEADY STATE THERMAL HYDRAULICS 

The numerical method has been worked out for three-dimensional, 

cylindrically symmetric flow and heat transfer in a heat exchanger [2,3]. 

To describe the complex transport phenomena in the flow around the tubes, 

use has been made of the "liquid-structure continuum" approach with con­

tinuously distributed flow resistance and heat transfer mechanism, described 

in [9,I0,11,12,13]. This analysis leads to several different sets of partial 

differential equations. They are all solved with the same Least Squares 

programming package, and with the same kind of finite elements. 

5,1. Governing equations 

The shell-side flow field was treated as an example in §3. The equations 

once again, are: 

(8) 
[a/ar.r 

c -a /a z 

r.8/8z] 

8/8r] 
0. 

Proper boundary conditions for this elliptic problem are: impermeability 

u = o or v =oat the solid boundaries, and prescribed (mutually consistent) 

velocity-profiles at the inflow and outflow openings. (Ntimmerically, 

one point of the boundary can be left free.) As it has been pointed out, 

the flow field can be modeled with a mesh, consisting of quadrilaterals 

with total reduction. In thiscase, the least squares method is fully 

equivalent with a volume method (finite differences), as indicated in §4. 

It was shown how the equations (8) are coded in FORTRAN, by using the matrix 

method: see §3. 



The flow field, thus described, has to be calculated only once. Under 

transient conditions, multiplying it by a time-dependent scaling factor 

proves to be a sufficient approximation: see [13]. 
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After solving the equations (8) for the velocities (v,u), which is a first 

order linear problem, the streamlines at shell-side can be found, being 

the contour map of the stream function ~(r,z): 

(16) r.u -r.v. 

One zero point value for~ must be prescribed. Also the pressure distribution 

p(r,z) can be calculated, using the equations: 

-1/p ~ = av av ½lrz u2+K v 
2' 

v-+ u-+ .v 
(17) ar ar az z r 

-1/p ~ = au u au+ I Ii 2 2' v-+ 2 Ku +KV .u llz ar az z r 

where it has been assumed that the flow is steady. Also, one zero-point 

for the pressure must be given as a "boundary condition". A mesh of simple 

linear triangles can be used, to descretize the streamline and pressure 

equations (16-17) properly. The least squares procedure, in this case, 

has no finite difference equivalent. Undoubtedly, it is much more 

straightforward than designing marching schemes to any point.in the 

pressure field; or solving a (second order) Poisson equation with conditions 

for the pressure gradient at the boundary, often difficult to find. Setting 

up the least squares "variational principle" for streamlines: 

(18) f f (~ - ) 2 ( a~ + ) 2 rdrdz JJ ar r.u + 3z r.v minimum 

we notice that the minimum will be zero only approximately. 

The Euler equations, derived from (18), are: 

a a a 2~ a 2 a 2 ar r ar + r az2 = ar (r u) - az (r v). 

So that: v2~ 2u. 

This is a Poisson equation for~. with non-zero right hand side due 

to cylindrical symmetry. So (18) establishes a link between least squares 

and conventional finite elements, for these kinds of "marching" problems. 

As has been shown before, in [13], using the continuum-approach, also 

the laws of energy conservation and heat transfer turn out to be, again, 
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first order partial differential equations, of the hyperbolic type. 

Assuming cylindrical synnnetry and steady state operating conditions, these 

equations simplify to: 

aT aT 
(19) PRM(~ + uazp) + COEFP(Tp-Ts) = O, 

aT 
(20) SEK2 + COEF (T -T) = O. az s s p 

Where r/z = cylindrical coordinates, T temperature of p/s shell-side/ 

tube-side sodium respectively. 

As has been stated, the flow field (v,u) is calculated once. It is scaled 

up by: PRM/SEK = (time dependent) velocity scaling factors; COEF = 
coefficients of heat transfer anti -capacity, depending upon the constructive 

. details of the apparatus. Boundary conditions for the shell- and tube-side 

temperatures should be prt;!scribed only at the respective inflow openings. 

5.2. Stability 

The rest of this chapter is devoted to the qu~stion which element 

should be adopted for appropriate discretization of the temperature 

equations. It turns out that, if it is required that the numerical scheme 

be stable under all operating conditions, no compromise, as suggested in 

[2,3], can be made. 

The ~uadrilateral with reduced integration is adopted as an element, 

to discretize the shell-side equation (19), at a rectangular mesh: 

(21) [PRM(v.a/ar+u.a/az) + COEF ].T -1.COEF .T = O. 
p p p s 

The fundamental approximations are then given by: 

a/ar ![-(1-n) +(t-n) -(l+n) +(t+n)J/6r 

a/az ![-(t-,) -(1+,) +(t-,) +(1+,)J/6z 

(t+O (1-n) 

(t-,) (t+n) (l+,) (l+n) J, 

where the position of the integration point c,,n) has to be chosen properly. 

Let us define certain dunensi'onless n:wribers H, ·K, as follows: 



(22) H PRM.v 
= ½t-.r.COEF' 

p 

K = 1 PRM.u 
2llz.COEF 

p 

Working out now the approximation scheme (21) yields: 

[-H(l-n)-K(l-s)+(l-s)(l-n)]TP+ 
I 

+[+H(l-n)-K(l+s)+(l+s)(l-n)JT~+ 

(23) +[-H(t+n)+K(t-s)+(l-s) (t+n) ]T~+ 

+[+H(l+n)+K(l+s)+(l+s)(l+n)JT~-

s -(1.:!:_s)(l.:!:_n)T = 0. 

Let us assume, for siraplicity, that: 

H > O, K > 0 and H > K. 
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Interpreting (H,K) as a dimensioneless velocity ve~tor, this situation can 

be depicted as in figure 2. 
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Figure 2. Reduced upwind integration. 

H 

A more serious restriction can be imposed by demanding that, in case of 

H + 0 or K + 0, the two-dimensional description automatically simplifies 

to one-dimensional theory. 

This is accomplished most easily by positioning the integration point at 
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the characteristic going through a nodal point. In such a way, however, 

that the coordinates (s,n) lie within the element. In the situation sketched, 

only the characteristics through (I) and (4) can be chosen. 

Now in the very special case that H = K = O, which corresponds to a total 

blockage of the shell-side flow, the differential equation (21) reduces 

to an algebraic one, namely: 

T - T O. 
p s 

Such an equation is discretized best at a zero dimensional element. This 

must be one of the nodal points (I) or (4), if going continuously from 

H, K > 0 to the situation of zero velocity. However, at the nodal point (1), 

since it is situated in the upstream direction, a boundary condition could 

already be imposed. So, for reasons of consistency, an integration point 

can be placed only at the characteristic through (4). To be more precise, 

the coordinates (s,n) must obey the relationship: 

(24) H(l-n) = K(l-s). 

To proceed further, let us interprete (23) as a finite difference equation 

to calculate the shell-side temperature Tp at nodal point (4). Suppose 

we have a complete system of such equations, say: 

(25) A .. T. = 0 for i,j = 1, •.• ,N. 
iJ J 

Now a unique solution of the system (25) can be proven to exist, if it 

can be shown that the following conditions hold: 

(26) 

(I) A .. > 0 
ii 

N 

A .. ~ 0 for all j f i; 
iJ 

(2) A .. ~ l IA .. I with strict inequality for some i; 
ii j=l,jfi iJ 

(3) A is irreducible. 

For a proof of the above theorem, see Ames [7] page IOI. 

It is more or less implicitly stated in this proof that a solution of 

(25-26) will also be unconditionally stable; which is even of greater 

importance, from a practical point of view. 

Recalling the equations (23) we obtain the following set of inequality 

condittons: 



A41 -H(l-n)-K(l-s)+(l-s)(I-n) :,; 0 

A42 +H(I-n)-K(l+s)+(I+s)(l-n) :,; 0 

(27) A43 -H(l+n)+K(l-s)+(l-s)(I+n) :,; 0 

A44 +H(I+n)+K(l+s)+(l+s)(I+n) > 0 

Because of -I:,; s,n:,; +I and H,K > 0, it is clear that the condition 

A44 > 0 is fulfilled without question. 

The same thing can be asserted for: A4j:,; O, j = 5, ••• ,8. 

Looking at figure 2, it is seen that the nodal characteristic is 

embedded in a "domain of influence", which is thought to be bounded by 

the lines (3)-(4) and (1)-(4). Therefore it is suggested that, physically 

speaking, (4) obtains temperature information from (I) and (3), but is 
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not to be influenced by (2), which is outside the domain. For this reason, 

it would probably be a good idea to set the corresponding matrix coefficient 

to zero: A42 = 0 in (27). Combining this with the characteristic equation 

(24) we obtain for s: 

-2Hs + 1 - s 2 = o. 

(Here it is tacitly assumed that K # O.) 

The solution of which must be written as: 

The reasoning is completed by asserting that, with this value for s: 

(note that: s > - H). 

Once the sign of the matrix coefficients has been established, it is 

a simple matter to show that the remainder of the conditions (26) are 

fulfilled almost automatically. So we have proved that, with (24) and (28) 

determining the position of the integration points, the shell-side tem­

perature problem as stated in (21) has a unique solution. It can also be 

asserted that this solution is unaonditionaZZy stable. 
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6. TEMPERATURE TRANSIENTS 

The equations which describe temperature transients in the bundle of 

a shell-and-tube heat exchanger are given by [13]. Assuming cylindrical 

symmetry, they simplify to the following: 

;)T ;)T ;)T 
(29) _.E. + PRM(v ___..l2_ + u ---12.) + COEF (T -T) 

;)t ;)r ;)z p p w 
0 

;)T ;)T 

(30) _s + SEK • ~ + COEF (T -T ) 
<Jt • oZ S S W 

0 

(3 I) 

Where: r/ z/ t = space-time coordinates; T = temperatures of p/ s/ w = 
shell-side/tube-side sodium and tube-walls; (v,u) = irrotational flow field, 

calculated once; PRM/SEK = time depending velocity scaling factors; 

COEF/a = coefficients of heat transfer and -capacity. 

6.1. Space-time cube 

Problems in space and time, such as temperature transients in a heat 

exchanger, will conveniently be described by space-time elements. In our 

opinion there is no reason why space coordinates and the time coordinate 

should not be handled at an equal footing [9]. 

Let us consider for example the space-time cube, depicted in figure 3, 

The F.D.-base of this finite cluster is given by: 

l. = { I , I;, n, z; , z:n, I; z;, n z;, l;n z;} ; i = I , ... , 8 . 
]. 

which expresses an arbitrary approximation in a Taylor-series expansion 

around the origin (O,O,O). 

The F.E.-base of the cluster is given by the shape-functions: 

i = 1, ... ,8. 

The eight node cluster is conceived as a parent element for the general 

cubic, which is derived from it by an isoparametric mapping (S). We can 

construct then differentiation-matrices like (6): 

aN. 
DDR. = _J 

J ar 
,lN. 

DDZ. = __ J 
J az 

aN, 
DDT. = ---1., 

J at 
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For reasons of stability, elements with reduced upwind integration will be 

used for the temperature problem. 

The eight-node cluster can be turned into a more conventional finite element, 

if we supply it with 8 integration points. This case is worked out in 

De Bruijn [2], and will not be considered further. 

7 8 

FUTURE: 
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3,,._________________ 4 
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Figure 3. Space-time element. 

2 

Let us consider now in more detail the differential equation for calculating 

the shell-side temperature field T, that is equation (29): 
p 

[3/3t + PRM(v.3/3r + u.3/3z) + COEF ].T -COEF .T = 0. p p p w 

In analogy with (22), let us define the dimensionless numbers H, K, L, 

according to: 

H PRM.v 
= !6r.COEF' 

p 

K = PRM.u 
!6z.COEF' 

p 
L - I 

- !6t.COEF 
p 

The integration point (~,n,s) must be chosen in such a way that the resulting 

F.D. scheme is unconditionally stable. Reasoning along the same lines as 

in §5, the following recipe has been found: 

(~,n,s) = sign(H,K,1).1 - \.(H,K,1)/P, 

(32) where P = max (\H\,\K\,\1\) 
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In the case of L = 0, this reduces, indeed, to the stability criterion 

of §5. 

Applying the matrix-method (§3) results in an approximation for each 

space-time element, of the form (JI): 

And the least squares principle (12) could, in principle, be applied. 

A discrepancy with previous theory occurs, however, due to the fact 

that variables in a space-time element, when they belong to the past, 

are no longer unknown. Only those of the future are. The approximation 

matrix can thus be split up in two parts, see figure 3: 

~ , 

A. 
A. l ['1•·····1 J 

5,~,7,8 1,2,3,4 j ¢5,····8. 

By differentiating only to the future variables ¢5 , .•• , 8 , most of the 

procedures can be maintained. Element-matrix and -vector are now constructed, 

moving known values to the right-hand side, as follows: 

(33) E .• 
l.J 

A.A. 
1 J 

b. = -A.A.¢. 
1 1 J J 

where 5 ~ i,j ~ 8; 5 ~ i ~ 8, I~ j ~ 4; respectively. 

These element-contributions are counted into the global matrix and load 

vector (S .. ,B.), a system which, in principle, must be solved at each 
l.J 1 

time-step. The resulting time-stepping scheme is thus an implicit one. 

6.2. Substructuring 

To discretize the tube-wall equations (31), which are of second order 

in space, no use can be made of cubic elements, since the second derivative 

would then disappear. A proper element for discretization of the tube-walls 

is depicted in figure 4. 

Its F.D.-base is given by: 



4 5 6 : t l : f n 

2 3 TP Tw Ts 

• lllllllfeMIIIIII • 
~ I... ¥ 

,, 
c; wall 

Fi~ure 4. tube wall element 

And its F.E.-base turns out to be: 

The finite difference character of this element becomes still more clear 

if one looks at the way it is interconnected with other schemes: see 

figure 4. The integration point is chosen at (O,n), where n is determined 

again by conditions of stability. 

It can be justified that the tube walls can be discretized with 

sufficient accuracy by adopting just~ element over the wall thickness, 
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as depicted. The approximations for the equations (31), after time-stepping, 

then turn out to be of the following form: 

(34) Tw _(Aw_ Aw TP Aw Ts)/Aw 
- 4 1· - 3• 2· 

After discretization and time-stepping, also an approximation is found 

for the tube-side equations (30): 

Ts 
1 

(35) (A~ As As A:) Tw s 
2 3 l AS. 

Ts 
2 

Tw 
2 
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Substitution of the expression (34) in (35) eliminates the tube-wall 

temperatures Tw, resulting in: 
Ts 

I 

[A~ - As Aw/Aw - As w w 
Al /A2 ; Tp 2 3 2 2 

I 

s - As Aw/Aw - As Aw/Aw) 
Ts 

;A3 2 
4 3 w 4 I 2 

Tp 
2 

In exactly the same way, the tube wall temperatures Tw can be eliminated 

from the shell-side approximations. 

Thus,the resulting global matrix needs only to be solved for the primary 

and secondary temperatures (T ,T ). This means a considerable computer 
p s 

memory and computation time saving. After solving for the temperatures 

of the fluid, the solid temperatures can be found using (34). 

The technique used here is known in finite element theory as substructuriYl{J 

or making superelements. Analogous procedures can be used to construct 

much more efficient (one-dimensional) temperature elements for the 

parallel flow region in a heat exchanger with straig~t tubes. See 

Peters [8]; 

7. MODELLING AND RESULTS 

The SNR is a sodium cooled nuclear power plant, with a rated 

electrical output of 300 MW, situated at Kalkar in West Germany. 

The heat exchanging system is looptype and consists of: 

- the reactor 

- the primary pumps 

- the intermediate heat exchangers 

- the secondary sodium circuit with steam generators and secondary pumps 

- the tertiary circuit, a water/steam circuit, with turbines, condensors 

and feedwater pumps. 

The primary objective of a simulation of the thermal-hydraulic behaviour 

of an intermediate heat exchanger in a sodium-called fast breeder reactor 

is to predict the temperature field under steady-state and transient condi­

tions. Very often, the transient conditions arise from postulated hypothetical 

accidents, and the predicted temperature fields serve as a basis for stress 

analyses, to prove the integrity of the component. 



Figure 5. Intermediate 
Heat exchanger. 

· 7 • I • Hardware 

A picture of the Intermediate 

Heat Exchanger (I.H.X.) is shown in 

figure 5. 
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At the shell-side hot primary sodium 

flows through a nozzle into the 

apparatus, and via an inlet perforation 

into the bundle. In this tube-bundle, 

heat exchange takes place with secondary 

sodium. The cooled primary sodium then 

flows through an outlet perforation and 

streams out. 

At the tube-side, cold secondary sodium 

flows down through a central tube. At 

the bottom of the apparatus, its direc­

tion is reversed, and via the lower 

tube-sheet it enters the bundle. In 

the tube-bundle it warms up by exchang- , .. 

ing heat with the primary sodium. Then, 

the heated sodium flows through the upper 

tube-sheet and, finally, streams out. 

Geometrical data of the prototype are presented in the following table: 

outer diameter of inner shell 0.460 m 

inner diameter of outer shell 0.960 m 

length of tube bank 7. 154 m 

height of inflow and 

outflow openings 0.370 m 

outer tube diameter 0.0210 m 

inner tube diameter 0.0182 m 

pitch (triangular) 0.0270 m 

number of tubes 846 



192 

Process data are: shell-side mass flow rate 360 kg/s, tube-side mass flow 

rate 256 kg/s, shell-side inflow temperature 490°C, and tube-side inflow 

temperature 349°c. 

Our heat exchanging components were tested at full scale, with true 

liquid sodium in it, at high temperatures. The experiments were 

carried out by TNO and Neratoom at the 50 MW Test facilities in Hengelo, 

the Netherlands. 

In the following short discussion, numerical results will be compared to 

experimental data. 

These data have been obtained from the test model with the dimensions 

described in the above-presented table. Calculated and measured shell-side 

temperature profiles are shown in figure 6. 

The calculated temperature profiles, in axial direction, are almost straight 

lines. The measurements are plotted as separate points. The agreement perhaps 

seems to be rather bad at first sight, but this is readily explained. 

One always has to complete the picture with the radial temperature profiles, 

also shown. It is seen that a large scatter in the measurements correponds, 

very precisely, to steep gradients in the calculated lines. 

7.2. Software 

Least squares finite difference elements were used to model numerically 

the tube-bundle region of the I.H.X. The final mesh consists of 20 lines 

in radial direction, and 89 lines in axial direction, which gives us a 

total of 1780 unknown temperatures and a bandwidth of 23. 

As has been explained in §4, a program MAIN must be written by the 

user, mainly to define the sequence in which the calculations must be 

performed. In our case, first the flow field must be calculated, followed 

by a calculation of steady state temperatures. Both serve as an input for 

the transient calculations: 

PROGRAM MAIN 

Bookkeeping 

CALL RASTER(: generating the grid) 

CALL SOLVER (,,., FLOW, ••• ) 

Evaluate flow field/prepare other data 

CALL SOLVER( .•• , STEADY, ••• ) 

Evaluate steady state temperature field 
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DO 10 IT= 1, number of time-steps 

Define transient operatiDg conditions 

CALL SOLVER( ••• , TRANSIENT, ••• ) 

Evaluate transient temperature field 

10 CONTINUE 

STOP & END 

The routines FLOW, STEADY and TRANSIENT are provided with a structure 

analoguous to FIELD, as has been explained in §4. Assuming for a moment 

that a suitable library of approximation schemes PDE exists, then each 

of the routines FLOW, STEADY and TRANSIENT must still be equipped with a 

classification LOGIKA, a connectivity TOPOL, physical properties PHYSIK 

and a software interface defined by MENU data. The detailed structure of 

these subroutines is highly problem dependent. 

To model the steady state temperature field of a SNR-300 heat exchanger, 

27 distinct domains, were distinguished. The MENU card connected 15 different 

topologies, 15 kinds of physical properties and 8 discretization schemes. 

Details of this modelling include boundary effects near the central tube 

and at the other region of the bundle. These details, being one-dimensional, 

are visualized as broken lines: see figure 6. 

8. SUMMARY 

The numerical method, developed in this paper could be characterized 

by the following features: 

1. the construction of elements in space and time, most of them being 

members of the isoparametric quadrilateral family with reduced integration; 

2. partially upwind integration of the elements describing convection, thus 

assuring numerical stability; 

3. a matrix representation for the differential operators, which enables 

a very efficient coding of the differential equations governing the 

problem; 

4. an automatic scaling procedure, which ensures that the global equations 

of the problem will be optimally conditioned; 

5. a least squares finite element procedure, resulting in a global matrix 

which is positive definite and symmetric; 



6. techniques of substructuring. 

The numerical method has been successfully applied to analyse three­

dimensional, cylindrically symmetric flow and heat transfer in a heat 

exchanger. 
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SOME SOFTWARE FOR GRAPH THEORETICAL PROBLEMS 

R. de BRUIN 

0. INTRODUCTION 

Problems related to graph theory are numerous. Algorithms solving a 

great number of problems are widespread but yet often not available in 

general program libraries. Program libraries as NAG[9], IMSL[6], CALG0[3] 

or CERN[4] offer little, if any, comfort to the user with some graph 

theoretical problem. Locally, but not very general, some software is 

available, e.g. NET, CREW, QUEUS of ACCU (Academisch Computer Centrum 

Utrecht) and of course numerous specialized micro-computer software (e.g. 

network planning techniques). A basic difficulty seems to standarise the 

representation of a graph which can be very extensive. As a good example 

of a program library which has overcome this diffulty GRADAP[S] may serve, 

originating from social sciences and developed at the universities of 

Amsterdam, Groningen and Nijmegen. GRADAP consists of an organised set of 

programs with a standard input file. It has an user-oriented, SPSS-like, 

language structure and a direct transfer to SPSS. Moreover it has facilities 

to generate new graphs (subgraphs, partial graphs, condensed graphs, etc.) 

from the original grahp and facilities to analyse graphs. The GRADAP 

subprograms that analyse graphs are: 

ADJACENCY 

DISTANCE 

REDUCE 

RUSH 

SUBGRAPHS 

computes the adjacency matrix (neighbours) 

computes the distance matrix of directed or undirected graphs 

reduces graphs stepwise to the nill graph according to 

a criterion specified by the user 

computes the rush of points based on a model where each 

point sends a unit of flow to each of its contacts. The 

rush refers to the proportion of flow that passes that point 

detects several types of subgraphs such as blocks, trees 

N-cliques, NM-clans and N-clubs 
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CENTRALITY both CENTRALITY and RUSH are aids to analyse problems 

related to the following 

(on point level) 

* adjacency 

* betweenness 

* distance 

* status (number of points to which it is indirectly 

connected within a certain path length) 

(on graph level) 

* integrated graphs 

* unipolarity 

* centralization 

Hence one can state that simple analysis can be performed on graphs using 

GRADAP. However often the analysis of graphs is more complex in at least 

two ways: the problem is less simple than those enumerated above or the 

user wishes more complex output. For both cases an example is given. In 

section 2 an acyclic subgraph problem is examined while section 3 discusses 

some general network analysis techniques. 

I. ACYCLIC SUBGRAPH PROBLEM 

The acyclic subgraph problem is introduced by the following example 

(LENSTRA[7]): 

A certain number of persons has to rank n alternatives according to 

desirability. To this end each of the persons determines the ranking 

he prefers. Let a .. be the number of persons putting alternative i 
1J 

before alternative j, for I$ i, j $ n. This asks for a ranking which 

minimizes the number of neglected preferences. 

In this example all possible alternatives come to turn. More general, some 

preferences, or even many, are not known. 

DEFINITION. A graph (I,R) consists of 

* a finite set I= {x1,x2 , .•• ,xn}, whose elements are called 

vertices, 

** a subset R of the Cartesian product Ix I, the elements 

of which are called edges. 
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Furthermore we assume that the graph is anti-reflexive, i.e. 

and anti-symmetric, i.e. 

if (x.,x.) ER then (x.,x.) i R. 
l. J J l. 

We can state the acyclic subgraph problem more precisely as follows: 

(I.I) Let (I,R) be a graph and a: R + lR~a weight function. Determine 

an acyclic subgraph (I,S) such that 

(I.I) I 
(i,j)ER\S 

a .. 
l.J 

is minimal. 

DEFINITION. Let i. EI, Is j s n and (i.,i. 1) ER, Is j s n-1, n > I. 
J J J+ 

A graph (I,R) is called acyclic if there does not exist a path, say 

((i 1,i2),(i2,i3), ••• ,(in-Z'in-l),(in-l'in)), such that i 1 = in, i.e. 

(I,R) is a graph without cycli. 

For our purpose it is more convenient to rewrite problem (I.I) as follows: 

(1. 2) 

(I. 2a) 

( I. 2b) 

Let (I,R) be a graph and a: R + JR; a weight function. 

Minimize 

l aijxij, 
(i,j)ER 

subject to the constraints 

for all cycli, say ((i,j),(j,k), .•• ,(p,q),(q,i)), 

x .. E {0,1} for all (i,j) ER, where 
l.J 

x.. 0 denotes (i,j) E Sand 
l.J 

x .. = I denotes (i,j) E R\S. 
l.J 

In words this means: remove from all cycli in (I,R) at least one edge in 

such a way that the total weight of the subgraph (I, S) is maximal. In this 

manner we find a ordering on I. Hence, even more informal, one can say: 
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determine a ordering which "resembles" Ras closely as possible. 

EXAMPLE. Figures (I.la) and (I.lb) show, somewhat schematic, the graph 

(I,R) respectively the maximal acyclic subgraph (I,S) as described above. 

B 6 

2 

3 8 

2 

Fig. (I.la). The graph (I,R) 

Replacing constraints (1.2b) by 

0 cs; x .. cs; I, (i,j) E R, 
l.J 

B 6 

3 8 

2 

Fig. (I.lb). The maximal acyclic 
subgraph (I, S) 

yields a Linear Programming problem. In the sequel we shall refer to this 

problem as the LP-problem. Unfortunately an optimal solution to the LP­

problem need not be a solution to the discrete linear programming 

problem (1.2). As an example to this phenomenon consider the following 

(LENSTRA[ 7J) : 

EXAMPLE. Let the graph (I,R) be a tournament (i.e. I is finite, Rn R-l =0 

and for all i EI: for all j EI: if j => (i,j) ER u R- 1). It can be 

shown that tournaments (I,R), I= {1,2, ••• ,n}, exist for which, for 

sufficiently large n, 

for all orderings*· This implies that at least 1/3(~) edges are to be 

removed to achieve ordering. So for every feasible solution, with e.g. 

a .. = I, (i,j)ER, this yields 
l.J 

max I 
(i,j)E:R 

a .. x .. 
l.J l.J 
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Letting x .. = 2/3 for all (i,j)ER, we find a non-discrete optimal solution 
l.J 

to this example problem. 

Although the solution to the LP-problem may not be the discrete 

solution we are searching for, it can be used to determine this discrete 

solution to problem (1.2). 

ALGORITHM TO THE ACYCLIC SUBGRAPH 

The proposed algorithm to findan acyclic subgraph of maximal weight 

consists basically of three parts: 

* Search for strongly connected components 

** Search for a heuristic solution 

*** Search for an optimal solution 

These subdivisions are treated in the sequel: 

* Search for strongly connnected components 

DEFINITION. Let (I,R) be a finite graph. Suppose (J,C) is a maximal subgraph 

of (I,R) such that for all i,j E J there exist paths in (J,C) from i to j 

and from j to i, then (J,C) is called a strongly connected component. 

So, if (I,R) contains a cycle than this cycle is conta:ined in one 

strongly connected component, if (I,R) contains no cycli the strongly 

connected components will consist of one vertex only. The problem (1.2) is 

now solved for the strongly connected components separately. Strongly 

connected components consisting of but one vertex are disregarded. The 

following depth first algorithm from AHO, HOPCROFT and ULLMAN[!] is used 

to detect the connected components: 

proc DFS (vertex v) void: 

(vertex w; mark[v] := I; 

for each vertex w being a neighbour of v 

do if mark[w] 0 

then DFS(w) 

fi 

ad 

number[v] := count; 

count :=count+ I); 
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First perform a depth first search (DFS) on the graph (I,R) and number the 

vertices in order of their completion of the recursive calls. After that 

perform a DFS on (I,R- 1), the reversed directed graph, starting from the 

highest numbered vertex. If DFS does not reach all vertices then start the 

next DFS from the highest numbered remaining vertex, i.e. detect a new 

tree. Each such tree in the resulting spanning forest is a strongly connected 

component. 

EXAMPLE. Fig. (1.2a) shows, schematically, the original graph. Problem 

(1.2) is solved for the strongly connected components as depicted in 

Figures (1.2b) and (1.2c) and hence for the problem (1.2) on the original 

graph. Fig. (1.2d) shows the remainder which is a trivial case. 

11 

12 

Fig. (1.2a). The original graph. 
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11 

12 

28 

27 

Fig. (1.2b). A strongly connected component. 

1 2 3 4 5 6 1 9 10 
'4-- '4-- '4-- '4-- '4-- '4--

30 

'4--12 

28'4-- '4--13 

27'4-- 14 

'4--15 

'4-- '4-- '4-- '4--
25 21 19 18 17 16 

Fig. (1.2c). A strongly connected component. 
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1 2 3 4 5 Ii 7 8 9 111 
~ .. ~ ~ ~ ~ ~ ~ ~ ~ 

30~ ~ 11 

29 ~ 12 
\ 

\ 
28~ \ 13 

\ 
\ 

2h \ 
-'f 14 \ 

' 
I 

\ t 
2h \ 415 

\ 
\ 

~ ~ ~ \t..-. ...,_ ->I- ~ ~ ~ ~ 

25 24 23 22 21 20 19 18 17 Hi 

Fig. (1.2d). The remaining, trivial, strongly connected components. 

** Search for heuristic solution ----------------------------
As an initial solution for the recursive algorithm in*** we use the 

following heuristic solution: let 

s I 
(i,j)ER\S 

a ..• 
l.J 

Initially set S = O. 

Start in an arbitrary vertex if there is one, otherwise stop - remember 

strongly connected components consisting of one vertex are disregarded. 

Now locate a cycle by starting in this vertex - there certainly exists such 

a cycle. Remove the edge of this cycle with minimal weight, say (v,w). 

Let S = S + a . If the remaining edges of v or ware only incoming or 
vw 

outgoing then remove these edges as well. And so on. Remove remaining 

"loose" vertices. In this manner the remaining subgraph remains strongly 

connected. Return to the above: Start in an arbitrary vertex, .•. etc. 

EXAMPLE. Consider the graph in Fig. (1.3a). Suppose vertex 1 is a starting 

point and (1,3,5,2,1) a found cycle. Remove the cheapest edge, i.e. 

(5,2) and hence ((2,3) and (2,1)) and (1,3). Remove the vertices I and 2. 
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The remaining subgraph is depicted in Fig. (1.3b). 

15 4 15 4 

20 10 20 10 

2 10 5 

Fig. (-I .3a). A strongly connected graph Fig. (J.3b). A strongly connected 
subgraph of Fig. (I .3a) 

Consider the cycli found in the heuristic Rolution as constraints like 

formulated in (1.2a). We are now able to solve the LP-problem. Make a 

copy of the graph and delete all edges (i,j) for which the solution vector 

to the LP-problem contains x •. ~ O. If the remaining subgraph contains cycli 
1J 

then create extra constraints like described in**· 

If the solution vector of the LP-problem contains only integer values then 

the problem is solved else a branch-and-bound technique is 'used in the 

following sense: 

Branch-rule: Let x .. and a .. be single indexed for simplicity reasons. 
1J 1J 

Consider the constraints due to the cycli Bx~ !,where bkl E {0,1},k=l, .•• ,m, 

1 = 1, ••• ,n are the elements of matrix B. Let Tc {1,2, ••• ,n} be such 

that for all t ET 

m m 
l bkt = max l bk1 . 

k=I k k=I 

Let t * E T be such that a* ~ a for t E T. Consider two subproblems where x*= I or 
* t t t 

xt = 0. One of the values may violate the constraints. If so, then set 

* * . xt to the other value and expand further. If xt = I according to the 
branch-rule then restrictions, due to the cycli including t* are superfluous. 
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Bound-rule. A branch is bounded if the solution is an integer solution 

and hence no better solution in that branch is to be expected. Moreover 

a branch is not expanded further if the non-integer solution in the 

present point is worse then the best integer solution found so far. As a 

third bound-rule we state that a non-integer solution is not expanded 

any further if it differs only a certain small value from the best found 

integer solution. 

DISCUSSION 

The problem is NP-complete. However for moderate numbers of edges 

in the strongly connected compone~ts the chance of running across a 

non-integer solution is unusual. Since in the LP-problem the objective 

function is linear (as the constraints are) an optimal non-integer solution 

should have at least as much independent constraints - due to the cycli -

as it has edges to be a better solution than an integer solution. This 

means a graph with m edges should contain at least m independent cycli. 

As the tournament example has shown, this is quite possible but for our 

object-graphs (number of vertices about 40, number of edges about 100) 

not very likely to occur. It is for this reason that we did not bother 

to use sharper and more complicated bounding rules as can be found in 

LENSTRA[ 7J . 

2. TWO GENERAL NETWORK ANALYSIS TECHNIQUES 

This section discusses briefly the following two basic variants of network 

planning techniques out of many: CPS (Critical Path Scheduling - based on 

deterministic duration of time) and PERT (Program Evaluation and Review 

Techniques - based on stochastic duration of time). CPS and PERT are 

intended to accompany a project for which a network planning is present 

(not for the planning itself, although it can be used to check the 

network). Basically the programs are divided into three items: 

* check of the network and computation of the critical path 

which defines the duration of the total project, 

** continuation check, 

*** various representations of the network or parts of it, 

e.g. Gantt-charts, divisions according to earliest start, 

slack time, account, etc •• 
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The continuation check covers a smaller period of time than the project 

as a whole, moreover only specific subgraphs (subnetworks) can be regarded. 

During this period of time the continuation check gives information about 

e.g. which activities should be completed, can be completed, should be 

started or can be started. Various continuation checks can be executed 

without recomputing the network. The presentations of items** and*** 

depend highly on the programmers taste and the costumers demand. This, 

laborious though straightforward, part will not be discussed here 

though some examples are give_n at the end of this section (Figure (2.4)). 

At the Rijksuniversiteit of Groningen the program PERT of CERN [4] is 

favourite whenever the activities have stochastic duration of time. 

For the case that activities have deterministic periods of time a CPS­

program called NETWERK has been developed (based on BOSMAN & WEZEMAN [2]). 

The latter is more easy to use and faster then the former which has more 

facilities. 

CRITICAL PATH SCHEDULING 

Consider a network, that is a finite set of points, I= {i0 ,i 1, ••• ,in}, 

and a ordering relation on I. This yields that a network has no cycli. 

Usual the ordering relation is something like: activity ik, I ~ k ~ n-1, 

is preceded by one or more activities and followed by one or more activities. 

The network has a logical starting point: i 0 (which is not preceded by any 

activity) and a final point~ (and hence not followed by any activity). 

In most cases a first and last logical activity should be present in the 

network. Between two points there exists at most one activity. This 

restriction can be bypassed by the use of dummy activities; these are 

activities with zero duration (see Figures (2.la) and (2.lb)). 

A 

<=> B 

Fig. (2. la) duplicity of 

activities; 

Fig. (2.lb) Use of dummy 

activity to avoid duplicity. 
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Dummy activities are also used as depicted in Figures (2.2a) and (2.2b). 

They describe two distinct cases: Fig. (2.2a) shows the case where 

activities Band D can start whenever activities A and Care completed, 

while Fig. (2.2b) shows the case where activity B can start after comple­

tion of A and C, as above, but D may start whenever activity C is completed. 

A B A 

I 
... 
I 

B 

D 

Fig. (2,2a) starting points A 

and B depend on completion of 

A and C. 

Fig. (2.2b) Starting point of B depends 

on completion of Aand C whilst starting 

point on D depends on completion of C 

only. 

A path from the starting point to the final point of a network with the 

longest duration of time is called critical and defines the duration of the 

whole project. A summary of the most important items of a network planning 

and their definitions are given below. T .. denotes the duration of time 
J.J 

for the activity (i,j) ER. 

* earliest possible starting moment: T: 
]. 

T: max(T: + T .. ) , j f 0, (i,j) E R 
J ]. l.J 

Te= 0 
0 

* last acceptable moment of completion: T~ 
J 

. ( 1 ) min T. - T .. , 
J J]. 

j f n, (j,i) E R 

A (total duration of the project) 

e * earliest possible moment of completion: T(. ') 
J.,J 

e 
T (. • ) J.,J 

T: + T .. , ( i , j) E R 
]. l.J 



e * last acceptable starting moment: T( .. ) 1,J 

1 
T(. . ) 1,J 

1 T.-T .. , (i,j)eR. 
J 1] 
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It is clear that on a critical path the earliest possible starting moment 

and the last acceptable starting moment coincide. Any delay of the critical 

activities results in a delay of the total project. Activities not on the 

critical path do have some margin or slack as when to start this activity. 

The various slack times are defined as follows: 

* total slack time: t s<. . ) 1,J 

t 
s (. . ) 1,J 

r: - r: - T.. (i ,j) E R 
J 1 1J 

* free slack time: 
f 

s (. . ) 1,J 

s:i,j) = r; - r: - rij (i,j) e R 

* dependent slack time: S~ 
J 

d 1 e 
S.=T.-T., 

J J J 

i * independent slack time: S( •. ) 
1,J 

i 
s (. . ) 1,J 

r:-r:-r .. , (i,j)eR 
J 1 1J 

EXAMPLE. Fig. (2.3) depicts a simple network with dummy activities. Table 

(2.1) gives some corresponding caracteristics. Clearly the critical path 

is ((0,3), (3,4)). 

0 

Fig. (2.3) An example network. 
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0 Tl 
0 0 

Tl 
I 

2 

0 Tl 
2 

2 

5 Tl 
3 

2 

5 Tl 
4 5 

t 
S (O, I) 

t 
sco,2) 2 

t 
sco,3) 0 

t 
S(l,3) 

t 
sC2,3) 2 

t 
s(3,4) = o 

f 
S (0, I) 

f 
S (0, I) 

f 
sC0,3) 

f 
S ( I ,3) 

f 
sC2,3) 

0 

0 

0 

2 

f 
sC3,4) = o 

Table (2.1). Some caracteristics of the network 

as depicted in Fig. (2.3). 

All the network characteristics depend on T: and T~. Here an example 
l. l. 

algorithm is given to compute these values. Starting from the final point 

the entire network is passed through. The earliest possible starting moment 

of the starting point, T~, is set to zero. A reverse algorithm finds the 
1 1 

last acceptable starting moments, Ti, where Tn = A. 

The duration of the activities are represented by t[i], i = 1, ..• ,n, as 

begin[i] and end[i] stand for the begin and end point of activity i. These 

points can be enumerated in arbitrary order. Initially te[ ] is set to -1. 

EXAMPLE algorithm: 

proc EST= (int j) int: 

(int start, rh, r; 

start := begin[j]; r := 0; 

for i to n 

do if start end[i] 

then rh := if te[i] = -1 ..,..__ 

then EST(i) + 

else te[i] + 

fi; 

if rh > r then r := 

fi 

od; 

te [j J : = r; r) ; 

t[i] 

t[i] 

rh fi 
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The main difference between PERT and CPS is, as stated, the deterministic 

duration of time of activities in a CPS-procedure; they are estimated and 

given by the user. 

PROGRAM EVALUATION AND REVIEW TECHNIQUES 

A PERT program considers the duration of an activity as a stochastic 

variable. The user supplies the duration of every activity, as in a CPS­

program, say m .. , but also an optimistic and a pessimistic estimation 
1.J 

(a .. respectively b .. ). PERT then assumes the duration of an activity can 
1.J 1.J -

be approximated by a beta-distribution based on the three parameters a .. , 
1.J 

b •. and m ..• The standard deviation and the expectation are approximated 
1.J 1.J 

by 

cr = (b •. -a .. )/6, 
1.J 1.J 

E(T .. ) = (a .. +4m .• +b .. )/6. 
1.J 1.J 1.J 1.J 

Next the earliest possible starting moment and the last acceptable starting 

moment can be computed in the same way as in the CPS-program but based 

on the stochastic values E(T •. ), (i,j) e R. 
1.J 

If we assume that 

* the network contains a great number of activities 

** the durations of the activities are independent 

then the variation in the various moments can be regarded as normal-distri­

buted. In case of a great number of activities this seems reliable for the 

total duration of time of the project - not for the duration of the 

separate activities. Exceeding the duration of time of an activity does not 

necessarily imply the exceeding of the duration of the total project like 

in a CPS-program. 

t EXAMPLE. The probability that some target date, Ti' is made has a normal 

distribution: 

T~-T: 
P (X s ..2-__2:_) 

cr(T:) 
1. 

The total slack per activity is normal distributed: 
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T;-T~-T .. 
p ( X $; --=:;;::=;:=::::J:::;;:=1.==1.::::J:::;;::==) 

la2 (T ! ) +a2 (T~) +a2 (T .. ) 
J 1. 1.J 

Consider again the PERT assumptions. Errors introduced by these assumptions 

are analysed by MacCCRIMMON & RYAVEC [8]. Roughly this amounts to: 

* The beta-distribution should not be too oblique, i.e. if 

(a .. +b .. )/2-m .. < (b .. -a .. )/6 then the error in E is smaller 
1.J 1.J 1.J 1.J 1.J 

than 0.05 (b .. -a .. ). 
1.J 1.J 

* If the errors in the estimations a .. , b .. and m .. are less 
1.J 1.J 1.J 

then 10% then the error in Eis smaller than 0.02 (b .. -a .. ) 
1.J 1.J 

and the error made in the standard deviation is less than 

0.05 (b .. -a .. ). 
1.J 1.J 2 

* Assuming cr=(b .. -a .. )/6 yields a maximal error in E and a 
1.J 1.J 

of about 0. 12 (b .. -a .. ). 
1.J 1.J 

Furthermore it is implicitly assumed that: 

* The critical path is that much longer than the other paths 

that the probability that one of the others will turn critical 

can be neglected. One considers the probability anactivity is 

on the critical path (similar to slack times in CPS) by 

computing the network with various values of E(T .. ). This can 
1.J 

be done by recomputing the network a given number of times 

(laborious), or by using a Monte Carlo simulation, but more 

often an even rougher method is applied since the error, 

whenever the structure of the network is unfavourable, can 

be 15% and hence an accurate method seems superfluous. 

* On the critical path there are enough activities to assume 

that the variations in the various moments are normally 

distributed. 

Some examples of representations: 

ACTIV!TEIT DUUR 

1 2 3 4 5 6 7 8 9 10 ..... 

ACTIV!TEIT 1 * ACTIV!TEIT 2 ** ACTIV!TEIT 3 ** * ACTIV!TEIT 4 ***00 
ACTIVITEIT 5 ***000 
ACTIVITEIT 6 ****** ACTIVJTEIT 7 * * 



ACTIVITEIT 1 
DUUR 1 
BEDRAG llO 

ACTIVITEIT 2 
Ail:::-----1 DUUR 2 1----1--~ 

BEDRAG 120 

ACTIVITEIT 4 
DUUR 3 
BEDRAG 140 

ACTIVITEIT 5 ACTIVITEIT 7 
.,._ _________ ---IDUUR 3 1----------,....--1 DUUR 2 

BEDRAG 150 BEDRAG 170 

PROJECT: 123456 
NETWERK - VOORBEELDJE 

ACTIVITEIT 6 
DUUR 6 
BEDRAG 160 

ALS UJTGANGSPUNT JS GEKOZEN: WEEK NR 4 
DE KOMENDE PERIODE HEEFT 4 WEKWEKEN 

HIERIN MOET AAN DE VOLGENDE ONDERDELEN GEWERKT WORDEN: 

031006 ACTIVITEIT 6 
021004 ACTIVITEIT 4 
021003 ACTIVITEIT 3 
031007 ACTIVITEIT 7 

VS LS VV LV 

1 
2 
4 
7 

1 
4 
4 
7 

6 
4 
6 
8 

6 
6 
6 
8 

HIERIN KAN NOG OF AL AAN DE VOLGENDE ONDERDELEN GEWERKT WORDEN: 
VS LS VV LV 

031005 ACTIVITEIT 5 1 4 3 6 

HIERIN MOETEN DE VOLGENDE ONDERDELEN VOLTOOID WORDEN OF ZIJN: 
vs LS vv LV 

031005 ACTIVITEIT 5 1 4 3 6 
031006 ACTIVITEIT 6 1 1 6 6 
021004 ACTIVITEIT 4 2 4 4 6 
021003 ACTIVITEIT 3 4 4 6 6 

HIERJN KUNNEN BOVENDIEN DE VOLGENDE ONDERDELEN VOLTOOID WORDEN: 
vs LS w LV 

Fig. (2.4) Three examples of representations of networks. 
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LEAST-SQUARES B-SPLINE SURFACE RECONSTRUCTION 
IN TOMOGRAPHY 

R.H.J. GMELIG MEYLING 
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This paper presents an accurate and c2-smooth bicubic B-spline surface 

reconstruction of a closed 3-dimensional object from data given at different 

photo levels. The approximation technique is restricted to so called starlike 

objects, which can be expressed in spherical coordinates. Bounda.ry conditions 

are essential to guarantee the periodicity of the solution and a correct 

derivative behaviour at the upper and lower pole. A weighted least-squares 

method eliminates data errors caused by the digitizing of the surface contours. 

Some practical applications of the algorithm will he treated in detail, such 

as the calculation of the volume, the surface and the center of gravity and 

the determination of the outward directed normal, vector in an arbitrary point 

of the surface. 

I • INTRODUCTION 

In tomography one produces a number of parallel pictures of an organ 

in order to study its geometry. In such a photo the contour-line of the 

organ is visible as the boundary between darker and lighter areas. With 

the help of a digitizer the coordinates of a large amount of points on this 

curve are stored in the computer. From this information at different photo 

levels a complete reconstruction of the 3-dimensional object is required, 

together with some special properties of the organ, such as volume, surface 

and center of gravity. 

In this contribution we restrict the class of closed 3-dimensional 

objects to the so called starlike surfaces. This means there is a point 

; in the interior of the organ, such that any straight line through this 

point meets the surface precisely twice. Note that a starlike condition is 

weaker than imposing convexity of the object, Some organs, satisfying this 

condition, are the eye, tumors and the boundary surface of the heart. 
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For a tumor 6 contour-lines are given in fig. I.I. 

~ 
Fig. I.I. Contour-lines of a tumor. 

A starlike surface T can be represented by a spherical coordinate 

system r,~,e, with origin in; and pole direction;. Usually this vector; 

will be orthogonal to the photo planes and; will be chosen so that the 

line;:;+ A;, A€ lR passes through the interior of all photo curves. A vector 

1, orthogonal to;, is used to normalize the angle~. In fig. ·J.2 this 

coordinate system is given. 

z ' 

' -',- - - - - -
' ' ' ' 

/ 

I / / 
I / 
I / 

X ------------'i 

y 

/,, ~ 
/ . 

/ 
Fip,. 1.2. The spherical coordinate system r,$,0. 



The components (x,y,z) of a point; are the usual coordinates in the 
t ➔ -+ -+ + + 

direction of the vectors , s = n x 1 and n respectively. A point x on the 
+ + 

surface Tis represented by the length r of the vector x - m, the angle~ 
+ . • + + ➔ 

between I and the proJection p of x - m on the xy-plane and the angle 8 

between p and; - ;. We call 8 = TI/2 the upper pole and 8 = -TI/2 the lower 

pole of the coordinate transformation. 

A point; can be expressed in terms of r,~ and 8: 

( I. I) + + ( . . )T x = m + r. cos~cos8,s1n~cos8,s1n8 . 

For a point; on the surface T the length r(~,8) of i - i is a function 
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of~ and 8, defined on a rectangular domain R = [0,2TI] x [-TI/2,TI/2]. The 

contour-lines of the organ in the parallel photo planes correspond to curves 

in the (~,8)-rectangle. If Tis astarlikesurface and; is properly chosen, 

these curves do not intersect. In fig. 1.3 the (~,8)-curves, corresponding 

to the contour-lines of fig. I.I, are shown. 

Ln 0...----------------------------------, 
..,. 
0 

nl-----------------,___ 
0 
N 

0 ,----

..,. 
0 

ch 

';'--l---------,.--------.----------,---------1 
0.0 0. S 1. 0 

PHI/Pl 
l. s 

Fig. 1.3. Data curves in the (~,8)-rectangle, with the line 
rti + :>..it passing through the interior of all 6 photo 
contours. 

2. 0 

The data values of the function r on these (~,8)-curves will be approximated 

by spline functions in least-squares norm. The behaviour of the curves in 

the rectangle R is important to verify whether the origin; is properly 

chosen and to examine the data distribution, which has a direct effect on 
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the approximation quality. 

2. SURFACE REPRESENTATION 

In this section we derive conditions for the function r($,9) to guarantee 

that (I.I) represents a closed c2 - smooth surface. It is clear that the 

function r should be continuous over the domain R. We consider the function 

values of rat the boundaries of the domain. The periodicity along the 

vertical boundaries implies 

(2. I) r(O,e) = r(2n,e), e e [-n/2,n/2]. 

Closing the surface at the poles 9 = ;±n/2 gives the conditions 

(2.2) 

The constant value r 1 (resp. r 2) represents the distance from the origin 
+ 
m to the upper (resp. lower) pole. They will be used as extra parameters 

in the least-squares process to approximate the data values in an optimal 

way. 

As a consequence of the medical background of the reconstruction 

problem the surface r($,9) should be smooth. 

DEFINITION 2.1. A su:r'faae Tis of atass c1 if it has in every.point 
+ 
x e Ta tangent plane~ whiah varies aontinuousty over the su:r'faae. 

(2.3) 

The tangent plane is spanned by the two vectors 

r$($,9).(cos$cos9,sin4,cose,sine)T 

+ r($,9).(-sin$cos9,cos$cos9,0)T 

r 9 ($,9).(cos$cos9,sin$cos9,sin9)T 

+ r($,9).(-cos$sin9,-sin$sin9,cos9)T, ($,9) e R. 

In order to obtain a c1-smooth surface the first derivatives r$ and r 9 
should be continuous over R. Along the vertical boundary we impose 

(2.4) 

The periodicity of r 9 follows directly from condition (2.1). 

Because ~$($,_:!:n/2) = 0 the parameters$ and 9 are no longer admissible 
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in the poles and the vectors (2.3) are linearly dependent and therefore span 

no tangent plane. 

Let us now consider the upper pole e n/2 in detail. The tangent plane is 

spanned by the vectors 

(2. 5) ¢, € [0,2n]. 

For all values¢,€ [0,2n] the vector (2,5) should be in the same tangent 

plane, which is not necessarily the case for arbitrary functions r. 

Define two independent vec.tors in the tangent plane 

(2.6) 

+ 
The following determinant has to vanish, since the vectors {xe(O,n/2), 

;e(n/2,n/2),;e(<P,n/2)} are linearly dependent. 

(2.7) + T 0 re (O,n/2) xe(O,n/2) -rl 

+ T 
re(n/2,n/2) o, ¢, € [0,2n]. xe(n/2,n/2) 0 -rl 

+ T 
xe(<P,n/2) -r1cos¢, -r I sin¢, re (<P,n/2) 

Since we may assume. that r 1 ,fa O this leads to 

(2,8) 

The first derivative re in the upper pole is a trigonometria funation 

with period 2n depending on given values re(<P,n/2) in¢,= O,n/2. A similar 

condition holds for the lower pole. 

It is clear that the tangent plane (2.5) in the upper pole is the 

limit of the tangent planes (2.3) in neighbouring points, since the length 
+ 

of the vector x<P(<t,,e) approaches zero for e+n/2. 

Summarizing the previous considerations we can state 

THEOREM 2,1. The funation r(<t,,e) uJiZZ represent a aZosed starZike surfaae 

of aZass c1 if rand its first derivatives r<P, re are acmtinuous over R 

and if, in addition to (2.1), (2.2) and (2,4), 

(2.9) 
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From (2.9) follows immediately 

(2. IO) 

The values of r 8 (0,.!TI/2) and r 8 (TI/2,.!TI/2) determine the tangent plane 

in the poles and will be treated as extra parameters in the approximation 

procedure. 

In this paper we require that the approximating surface has also 

continuous second order derivatives. 

DEFINITION 2.2. A su:t>face Tis of class c2 if the second order derivatives 
+ 

of the vector x ET exist and are continuous in every point of the su:t>face, 

with respect to local admissible parconeters. 

For all points on the surface, with the exception of the poles, this 

simply means that ;¢¢';¢e and ; 99 must be continuous, implying r¢¢'r¢8 and 

r 88 to be continuous. 

The periodicity condition along the vertical boundaries is given by 

(2. I I) 

The periodicity of r¢ 8 and r 88 is a consequence of condition (2.4) on r¢ and 

re. 

In the upper pole e 

parameters 

TI/2 we introduce a new pair of admissible 

( 2. 12) ~ = (TI/2-8)cos¢, n = (TI/2-8)sin¢. 

+ . The second order derivative xtt in an arbitrary direction¢ with 

(2. 13) ~cos¢ + nsin¢ = TI /2 - e, 

.LS g.tveu by 

(2. 14) 

For a fixed value of¢ these derivatives with respect to 8 are defined in 
+ + + 

the pole .• We find for x~i:; ,xi:;n ,xnn, expressed by (2. 14) in terms of the 
+ 
x00-derivatives for 3 different angles¢~ 0,TI/4,TI/2, 



(2.15) 
+ 
x00 (O,rr/2) 

+ + 
The length of the vectors x¢¢ and x¢ 0 will tend to zero, due to previous 

assumptions on r(¢,0), as 0 approaches the upper pole 0 = n/2. To ensure 

the continuity of the second order derivatives for 0 = n/2, we have the 

condition 

(2.16) ¢ E [O,2TI], 

+ 
Using (2.14), (2.15) x~~ can be rewritten in tenns of derivatives with 

respect to¢ and 0: 

(2. 17) 
+ + 

cos¢(cos¢-sin¢)x00 (O,n/2)+2sin¢cos¢x00 (n/4,n/2) 

+ sin¢(sin¢-cos¢);00 (n/2,n/2). 

Differentiating ;(¢,0) twice with respect to 0 and substituting 0 n/2 

gives 

(2.18) 

for arbitrary¢ and the chosen values¢= O,n/4,n/2 respectively. 

221 

If we assume that condition (2.9) holds, a straightforward calculation 

shows that the vector equation (2.17) is satisfied in the first and second 

component. The third component of (2.17) reads 

(2.19) 

Elimination of r 1 from (2.19) leads to an additional restriction on the 

function r. 
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THEOREM 2.2. The function r(¢,8) will represent a closed starlike surface 

of class c2 if rand its partial derivatives up to the second order are 

continuaus over Rand if, in addition to (2.1), (2.2), (2.4), (2.9) and (2.11), 

(2.20) 

It follows directly from (2.20) that 

(2.21) 

The values r 88 (¢,~TI/2), ¢ = O,TI/4,TI/2 are free parameters, determining the 

second order derivatives in the poles. 

3. B-SPLINE APPROXIMATION OF THE FUNCTION R 

The function r will be approximated by a linear combinations of 

bicubic B-splines [6] 

M+I N+I 
(3. I) s(¢,8) I I 

i=-1 j=-1 
c .. B. (¢)B. (8) 

l.J l. J 

over the rectangular domain R. The functions Bk are the well-known 

I-dimensional noY'ITlalized cubic B-splines, defined on a partition 

a= u0 < u 1 < ••• < uP-I <up= b of the interval [a,b]. In order to define 

all B-splines incident on [a,b], we add knots to the left of uO 

(u_3 < u_ 2 < u_ 1 < u0) and to the right of up(~< uP+I < uP+ 2 < uP+3). 

The B-splines of order 4 have the properties 

(3. 2) limited support: B(j)(u) 
k 

normalization: 

j O,I,2, k = -1, ... ,P+ I. 

P+I 
L 

i=-1 
B.(u) = I, Vu E [a,b]. 

l. 

Every B-spline Bk is numbered corresponding to the index of the center 

knot ~ in its support. The functions {Bk; k =-I, ••• ,P+I} form a basis of 

the (P+3)-dimensional spline space [7] and have continuous derivatives up 

to the second order. The values of the B-splines will be calculated in an 

efficient way by a condensed recursion scheme [2]. 

In order to approximate r in two dimensions we use in the domain Ra 
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grid (rp.,e.), (i 
]. J 

-3, ••• ,M+3), (j = -3, ••. ,N+3), as given in fig. 3.1. 

i 
-3 0 M M+3 

N+3 

N+1 

1( /2 N 
N.-1 

81 lj 

1 

-1'/2 l=:t=:t~~~~:i::::tj::::i:::::~t::tj~t:!~j~~t~~jt~:t~tjtjtt:=t::t=j O -1 

'-"'--.L....1-'--..__._...,__,__.J_L-..l-.J.....JL.-L-.L...-'-__,__,__...J_.L...J__._-L-..l-...L..-1-3 

0 211' 

Fig. 3.1. B-spline grid in the rectangular domain R. 

The interval [O,2rr] is divided in M subintervals [rp.,rp. 1J 
J J+ 

(3.3) rp = 2rr 
M 

and the interval [-rr/2,rr/2] in N subintervals [ek,ek+l] 

(3. 4) 

Later considerations will result in some slight restrictions on these 

subdivisions. 

The dimension of the spline space is (M+3)(N+3). The basis functions are 

(3. 5) B ; . ( rp , e) = B . ( rp) B . ( 0 ) , i = -1 , ... , M+ 1 , j = -1 , ... , N+ 1 , 
l.J ]. J 

corresponding to the center knot (rp.,e.). The coefficients c .. will be 
]. J l.J 

determined in such a way that s(rjl,0) is the least-squares approximation of 

the function r, satisfying all extra conditions on r, developed in the 

previous section. These conditions on the functions will now be translated 

into equations for the B-spline coefficients. 

Conditions (2.1), (2.4), (2.11) ensure the periodicity of s,srp,srprp in 

the rp-direction. We choose the extra knots <j, • , <PM • , (j=l ,2,3) as a 
-J +J 

periodical extension of the interval [O,2rr] to both sides 
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(3.6) -2, ••• ,3. 

The periodicity of the solutions can thus be obtained by identifying the 

knots (¢j,8k) with (¢M+j'8k), j -3, ••• ,3, k = -1, ••• ,N+I. This implies 

that the following B-spline coefficients must be identical, to ensure the 

periodicity of sand its derivatives up to the second order in the ¢-direction 

(3. 7) - I , 0, I , k = - I , ... , N+ I. 

The number of unknown B-spline coefficients is therefore reduced to M(N+3). 

In order to satisfy condition (2.2) for the upper pole, we impose in 

the knots 

k+I N+I 
(3.8) l l c .. B.(¢k)B.(TT/2) = r 1, 

i=k-1 j=N-1 l.J l. J 

k = 0 , I , ••• , M-1 , 

together with the periodicity condition (3.7). 

Introducing new variables v. leads to 
l. 

(3.9) 
k+l 
l v.B. (¢k) 

i=k-1 l. l. 
v. 

l. 

N+I 
I 

j=N-1 
c .. B. (TT/2), 

l.J J 

(i=O,I, ••• ,M-1) 

The parameters vi can be considered as the B-spline coefficients in a 

I-dimensional problem to find a periodical spline function equal to the 

same value r 1 in all knots. These M equations (3.9) have precisely one 

solution [I] (namely the constant function r 1), since the B-splines are 

linearly independent. Using the normalization (3,2), we see innnediately 

(3. IO) 

THEOREM 3.1. The function s(¢,8) will satisfy (2.2) if, in addition to 

the periodicity condition (3.7), 

(3. I I) 
N+I 
l c .. B.(TT/2) =r 1, 

j=N-1 l.J J 

I 

l 
j=-1 

i O,I, .•• ,M-1. 

c .. B. (-TT/2) 
l.J J 



At the end of this section the equations (3.11) will be used to eliminate 

certain B-spline coefficients, expressed in the remaining parameters. 
2 

The conditions (2.9) and (2.20) are necessary to produce a C -smooth 
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surface. However it will be impossible to satisfy these conditions exactly 

when using spline functions. 

The derivatives s8 , s 88 are piecewise polynomial and will not be equal 

to a trigonometric function of the type 

(3. I 2) b . 2 d • • 2 a.cos¢+ .sin¢ or c,cos ¢ + .sin¢cos¢ + e,sin ¢ 

for all¢ E [0,2n]. 

Therefore we impose the conditions (2.9) and (2.20) only in the knots 

(¢k,.::_n/2) in least-squares norm. These equations for the B-spline coefficients 

will be treated simultaneously with the data equations in our algorithm. 

Formulas (2.9), (2.20), (3.11) introduce 12 new parameters for the solution 

s, namely 

(3. I 3) 

There is a weaker smoothness condition, which can be satisfied exactly 

in the poles. It is possible to guarantee that the approximating surface 

is Gateaux differentiable in the poles 

(3. I 4) 

If we consider (2.3) this simply means 

(3. I 5) 

Expanding the equations (3.15) for the upper pole in B-spline coefficients, 

gives 

M+I N+I M+I N+l 
(3. I 6) I I 

i=-1 j=N-1 
c •• B. (¢)B! (n/2) 
iJ i J I I 

i=-1 j=N-1 
c .. B. (n+¢)B!(n/2) 
iJ i J 

¢ E [O,n]. 

It is convenient to choose the grid in a special way, namely the partition 

in the 8-direction symmetrical with respect to the upper pole SN= n /2 
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(3. 17) I , 2, 3 

and similarly for the lower pole 00 = -TT/2 

(3. 18) 8. -8. I =8. -8. =h!, j = 1,2,3. 
J J- -J+I -J J 

In the ¢-direction we use the same partition for both intervals [O,TT] and 

[TT, 2TT] 

(3. 19) k l, ... ,M/2-1 

M even. 

Due to the symmetry of the partition (3.17) the function BN(8) satisfies 

(3.20) 

Formula (3.16) can now be simplified, dividing by B~+l(TT/2) 

M+I M+I 
(3.21) l (c. N+l-c. N-l)B.(¢) = - l (c. N 1-c. N l)B.(TT+¢). 

i=-1 i, i, i i=-1 i, + i, - i 

In (3.21) only a few terms are different from zero, since the B-splines have 

a limited support. If we suppose¢ E [¢k,¢k+IJ (therefore 

TT + ¢ E [¢k+M/ 2, ¢k+M/ 2+I ]) and if we use Bi(¢) =Bi+M/2(TT+¢), we find 

(3.22) 
k+2 

l (ci,N+l-ci,N-l+ci+M/2,N+l-ci+M/2,N-l)Bi(¢) 
i=k-1 

This equation shoLld hold for all¢, implying 

o. 

THEOREM 3.2. The surface represented by (3.1) is Gateaux differentiable 

in the poles if, in addition to (3.7) and (3.11), the coefficients c .. 
iJ 

satisfy 

(3. 23) 

i O,l, ••• ,M/2-1. 

The special partitions in the¢- and 8-direction are necessary for a correct 



matching of the grid, when closing the surface at the poles. 

(i,N+2) ( I (i,N+1) 
(i+M/2,N+3) + i+M 2 ,N+1 ) (i+M/2,N) _ ➔ _ 

.,,..,,. --➔---
- +,_ _ (i,N+3) 

-'I-~ ,¥" \ (i+M/2,N+2) __;;;.;....,.,..,-.-~ 
- \ c,,,) ) 

Fig. 3.2. Closing the surface at the upper pole. 

Condition (3.19) implies that ¢i and 1r+¢i are both vertical grid lines. 

Together they represent a closed curve on the surface T passing smoothly 

through both poles. The symmetry of thee-partition provides the matching 

of corresponding knots: (i,N-j) versus (i+M/2,N+j) and (i,N+j) versus 

(i+M/2,N-j), j = 1,2,3 in the overlapping partitions, as indicated in 

fig. 3.2 for the upper pole. 

The B-spline function s(¢,e) will be twice Gateaux differentiable in 

the poles, if 

(3.24) 

In the upper pole see is given by 

M+I N+I 
I I 

i=-1 j=N-1 
(3.25) c .. B. (¢)B!' (1r/2), 

l.J l. J 

The same arguments as in the proof of theorem 3.2 lead us to 
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THEOREM 3.3. The surface represented by (3.1) is twice Gateaux 

differentiable in the poles if, in addition to (3.7), (3.11) and (3.23), 

(3.26) c. N ,-2c, +c. NI= c. /2 N t-2c. M/2 N+c. M/2 NI 1., + 1. ,N 1., - 1. +M , + 1. + , 1. + , -

c. 1-2c. 0+c. I 
1., 1, 1,-

(i=0,1, ••• ,M/2-1). 

We have solved the B-spline coefficients c .. , j = -1,0,N,N+I from equations 
l.J 

(3.11), (3.23) and (3.26), expressed in the pole-distances r 1, r 2 and the 

coefficients c. 1 and c. N-I' 
1, 1, 

(3.27) 

(the index i+M/2 should be read as (i+M/2) mod M ). 

In the upper pole one uses for the derivation of (3.27) 

(3.28) 

(Similarly for the lower pole). 

There remain M(N-1)+12 parameters to fit the B-spline surface to the 

given data values, namely c .. , (i=0,1, ••• ,M-1), (j=l, ••• ,N-1) and the 12 
l.J 

parameters from (3.13). All constraints for the coefficients c .. have been 
l.J 

solved explicitly, with the exception of the trigonometric formulas (2.9) 

and (2.20). It is sufficient to impose these two conditions only in the 

knots (¢i,.:!:_rr/2), i = 0,1, .•• ,M/2-1 of the first interval [O,rr>, since 

(3.15) and (3.24) guarantee the same behaviour in the second interval 

[rr,2rr>, These 2M constraints in the poles can be considered as separate 

interpolation problems in the knots of a I-dimensional partition and are 

therefore linearly independent [7]. 

The least-squares problem, consisting of the data equations and the 

2M constraints, is in the full rank case solved by a QU factorization, 

obtained by Householder transformations. 
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A special advantage of the reconstruction method is the considerable 

data reduction. The surface s(¢,e) is determined completely by knots and 

B-spline coefficients. Only these parameters of the reconstructed organ will 

be stored in a data base, instead of all the original data points. 

4. APPLICATIONS 

In this section we give a number of applications of the B-spline surface 

reconstruction, which are interesting for medical research. 

VOLUME V OF THE ORGAN 

( 4. I) 

21r 

r rI + I r 
V = JJ dx = 3 J 

¢=0 

rr/2 

I 3 
s (¢,e)coseded¢. 

e=-rr/2 

In formula (4.1) we used the determinant of the Jacobian matrix for the 

spherical coordinate system IJ1 = s 2(¢,e)cose. 

CENTER OF GRAVITY g 

Assuming homogeneous bodies, we find for the center of gravity 

21T 

(4. 2) g =½III; d; = "iv I 
¢=0 

with;= cose (cos¢cose, sin¢cose, 

rr/2 

I 
e=-rr/2 

. )T sine • 

4 + 
s (¢,e)u(¢,e)ded¢, 

Similar formulas could be given for the moments of inertia of a 3-dimensional 

object. 

+ 
OUTWARD DIRECTED NORMAL VECTOR nT 

+ . The normal vector nT in an arbitrary point of the surface Tis used to 

produce a shaded picture of the organ. The angle between the viewpoint and 
+ • the normal nT determines the light intensity of a point on the terminal 

screen. 

The outward directed normal vector is defined by 

(4. 3) 
+ + + 

with a) 
+ + + + 

e f +rr/2 (see formula (2.3)). nT V X W, V x¢, w Xe' 
+ + + + = rr/2. b) V = xe(O,rr/2), w = xe(rr/2,rr/2), fore 

+ + + + 
e=-rr/2. c) V = xe(rr/2,-rr/2), w = xe(O,-rr/2), for 
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In the poles;¢ 0 and therefore we use the alternative representation 

(4.3)b/c for the normal vector. 
-+ -+ 

A direct evaluation of v x w may cause loss of accuracy as a result of 

the subtractions in the formula for the cross product. To avoid this problem, 

we apply a modified Gram-Schmidt procedure to{;,;} in order to determine 

; x ;, The correct orientation of;,; and; x; is found by inspecting the 

sign of det(;,;,; x ;), using a QU factorization. Numerical tests show that 

this is a stable procedure to calculate the outward directed normal vector, 

SURFACES OF THE ORGAN 

-+ -+ 
Integrating the length of the vector x¢ x x0 over the rectangular 

domain R, gives the surface S 

27T 7T/2 

(4.4) S = JJ dS = I J 11; x; II ded¢. 
¢ e 2 

¢=0 e=-rr/2 

We calculate the 2-dimensional integrals (4.1), (4.2) and (4.4) by dividing 

the domain R in subsquares R .. and applying a 2-dimensional 4-point 
iJ 

Gaussian quadrature rule to each subsquare. This quadrature formula uses 

16 function-evaluations for each element R •.• The final approximation for 
iJ 

the integral is obtained by an iterative rule: the square elements R •• are 
iJ 

di,rided into 4 smaller squares, until the error, due to the numerical 

integration, is smaller than a specified error bound. 

We note that the evaluation of the surface Sis approximately three 

times as expensive as the calculation of the volume V, because in every 

point not only s but also s¢ and se are necessary to determine the vector 
-+ -+ 
x¢ x xe. 

Calculating the lowest and highest points of the surface reconstruction 
• • -+ • in the direction f, orthogonal to the photo planes, is a useful tool to 

determine the quality of the approximation in practical situations. We 

obtain these points as solutions of the following optimization problems 

(4.5) 

with 

minimize D(¢,e) 
(¢,e)ER 

D(¢,e) 

resp. maximize D(¢,e), 
(¢,e)ER 

The intersection of a reconstructed surface 



(4 .6) 

s(¢,0) 

s(¢,0).(cos¢cos0, sin¢cos0, sin0)T 

l 
i,j 

c .. B. (¢)"B. (0) 
l.J l. J 

with an arbitrary plane corresponds, for a fixed value¢=¢ E [O,2~], 
V 
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with the problem of calculating all zeros of a I-dimensional function in 0 

(4. 7) 

In fig 4.1 an original data contour and the intersection with the 

reconstructed tumor are given in the same photo plane. 

Fig. 4.1. Data contour and intersection (dotted line) for a tumor. 

5. NUMERICAL RESULTS 

We have tested the surface approximation by B-splines, described in 

section 3,,, on a number of 3-dimensional objects: 

- constructed surfaces, such as a sphere, with random data 

errors and surfaces of revolution. 

- biological material, namely data contours of a tumor and an eye. 

The constructed surfaces were used to test the computer program and to 
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determine the accuracy of the reconstruction, since analytical expressions 

for volume, surface and outward directed normal vector are available. For 

the sphere the approximation gives the exact solution, with all B-spline 

coefficients equal to the radius. 

The PASCAL computer program calculates the optimum values of the B-spline 

coefficients and the parameters in the poles, together with some of the 

special applications from section 4 for a general starlike surface. The 

algorithm reads the necessary information, concerning the coordinate 

transformation, the B-spline grid and the data points, from different input 

files. In this way the influence of the B-spline partition and the chosen 

data set on the approximation quality could separately be investigated. 

Provided the data points are uniformly distributed over the rectangle 

Rand the surface Tis not too ill-conditioned, all numerical tests resulted 

in a c2- smooth accurate surface approximation. The method is quite flexible, 

since the mesh (M,N), the B-spline knots (~.,e.) and the individual weights 
l. J 

of the data points can be chosen to suit the local behaviour of the data 

in an optimum way. 

The quality of the surface approximation is determined mainly by the 

distribution of the data points over the (~,e)-domain. The positions of the 

different data contours in the photo direction f determines the condition 

of the approximation problem. These photos should be chosen in such a way 

that the data points are distributed as uniformly as possible over the 

rectangle R. Especially large gaps [8] in the data should be avoided and 

enough data points should be in the direct surroundings of both poles. This 

last condition will ensure the correct calculation of the values of the 

functions and the first and second derivatives in the poles. If the data 

are not uniformly distributed over the domain R, the B-spline algorithm 

may produce an unacceptable surface, 

In reconstruction problems one should choose a smaller distance between 

successive photos in the neighbourhood of the poles. For convex objects 

we found good surface approximations when the photos were placed at the 

zeros of a Chebyshev polynomial [3], defined on the interval in the photo 

direction between the lowest and highest points of the surface. 

An important question is the order of accuracy of the surface recon­

struction, in other words the rate of convergence of the spline approximation 

s to the exact solution r as the maximum mesh size approaches zero. 

Numerical experiments indicate, in the case of well-distributed data, 



the following error behaviour 

(5.1) a) normal veator of unit 'length: Dd+ II = O(h2), 
ll.r 00 

b) reaonstT'UCtion: 

c) surface: 

d) volume: 

dri.r = Ox;, s - ri.r, r O 2' II ;T, s II 2 

3 II s - rll 00 = 0 (h ) 

Iv - v I s r 

with the maxlmum inesh size h = lJla~ {¢1.•+l-¢1.•• e. 1-e.} + 0. 
1.,J J+ J 

In formula (5.1) the indices sand r indicate the B-spline approximation 

s(¢,8) arid the exact solution r(¢,8) respectively. 
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From the literature [4], [5] we would expect for bicubic interpolation 
4 and least-squares approximation of a function r € C (R) a fourth order rate 

of convergence O(h4). The experiments show that our error bound for 

s(¢,8) behaves like O(h3) and therefore that we have lost one order in the 

accuracy of the surface reconstruction. This is most likely caused by the 

special equality constraints in the poles. Some B-spline coefficients are 

eliminated to ensure periodicity and to close the surface. Other parameters 

appear in special equations to obtain a differentiable c2-smooth surface 

in the poles. There remain M(N-1)+12 parameters to fit the data values, 

which is strictly less than the dimension (M+3)(N+3) of a general bicubic 

spline space, The convergence rates for the volume V, the surface Sand the 

outward directed normal vector ri.r are consistent with (5.1) b, since we 

expect for a least-squares problem the order to increase by 2 for integration 

and to reduce by 1 for differentiation • 

• Provided enough data points are available near the poles, the error 

in aJ: (¢,+u/2) will be of the order O(h3-j). 
aeJ -

For a theoretic~lly constructed surface and different mesh sizes the 

behaviour of the errors in the normal vector of unit length, the 

reconstruction, the surface and the volume is given in fig. 5.1. 
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Fig. 5.1. Errors in the surface reconstruction: equally spaced knots 
M = 20, N = 5, ••• ,10. 

We consider now the approximation quality of se and see along the 

horizontal boundaries. As indicated in section 3 the piecewise cubic 

splines in$ approximate the trigonometric functions re($,!n/2) and 

ree($,!n/2) in the knots ($i,!n/2) in least-squares norm, Due to the 

bounded higher derivatives of (2.9), (2.20) we can always find a good 

I-dimensional spline approximation. In the numerical tests considered the 

errors were small, mainly depending on Mand the chosen partition in the 

$-direction. 

In fig. 5.2 the piecewise cubic spline functions se($,n/2) and 

see($,n/2), $ € [0,2n] are given along the upper pole e = n/2 for a 

constructed surface. The trigonometric function values, imposed at the 

knots ($i,n/2), i = 0,t, ••• ,M/2-t, are indicated by an asterisk. The 

maximum error over the interval [0,2~] is given at the top of both figures. 
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DIFF = 0.00524 

10.00 0,40 o.ao 1.20 1.so 2.00 10.00 □ ,40 o.ao 1.20 t.60 2 .oo 
PHI (X Pll PHI (X Pll 

Fig. 5.2. Behaviour of the derivatives s 0 and see in the upper pole: 
equally spaced knots, M = 20. 

The stability of the reconstruction algorithm has been investigated 

by considering the change in the approximations for small perturbations 

in the data (for example a photo removed from the data set). We found only 

minor changes in the solution, unless the new data set was not properly 

distributed over the domain R (especially for a change in the data close 

to the poles). However, even in the case of properly distributed photos, 

for an ill-conditioned 3-dimensional object (such as a surface which is 

nearly not starlike) the reconstruction will lead to numerical problems. 

Finally we note that a choice of the pole direction; with the line 
-->- ➔ 
ID+ An passing through the interior of all photo contours and the mesh 

(M,N) not too fine (with respect to the data distribution) usually gives 

the best results for the surface reconstruction. 
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WORKING WITH VECTOR COMPUTERS: 
AN INTRODUCTION 

J.P. HOLLENBERG 

Since the velocity of light has become an important factor in computer 

design, improvements in the basic hardi,Jare have been insufficient - by them­

selves - to produce the computational power that is required to solve some 

challenging problems. In order to speed up computation nevertheless, the 

designers of present day supercomputers use parallellism. We will focus on 

one form of parallellism, called pipelining. As will be shown, in that 

concept the results are manufactured Zike on an assembly-line, which is 

effective when working with vectors of numbers. 

'Two brands of highly pipelined vector machines, which are commercially 

available today (Cyber 205 and CRAY-1) will be briefly discussed. Further­

more the inpact of this type of architecture on the choice of algorithms 

and their coding will be illustrated, mainly by examples. 

I • INTRODUCTION 

Very unsophisticated, the traits of a computer can be explained by the 

equation 

technology+ demands= design. 

At the technology term of this 'sum', we see a considerable decrease 

in the price of computer components. Also there is a slowdown in the growth 

of computing power available from a single processor. This growth has a 

severe constraint in the velocity of light (approximately one feet per 

nanosecond). One can try to shorten the connections, of course, but components 

generate heat, which limits how closely they can be packed together without 

burning up. 

The demand term was recently investigated, when the Japanese supercom­

puter project, fuelled by talent and money [4], seemed to challenge the clear 

lead of the U,S.A, in that field. The work of an 'emergency' US-government 
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panel resulted in, among other things, an up-to-date inventory of the needs 

of the scientific community for computing power [23]. As areas of major 

impact.are considered: 

Aircraft design. The wings, tails, etaetera are designed individually now 

and the test pilot sees how well they work together. An aircraft that is 

designed as a whole will have superior performance at less costs. There 

is a similar situation with submarine design. 

- Geophysical exploration. Only crude simplified models of oil fields can 

be handled. More accurate simulations will improve recovery. 

- Atmospheric models. More detailed models are needed to improve short range 

predictions and allow studies of long term patterns. 

- Nuclear weapons. Drastic simplifications are made in the modelling and 

simulation of these, and yet enormous amounts of co~puter time are consumed. 

- Electronic devices. Current designs are two-dimensional, but better and 

cheaper chips can be obtained by three-dimensional concep~s. The computa­

tional requirements to design the layout and the components are formidable. 

Today already, the supercomputer is a vital tool in the development of 

supercomputers. To give an example, two Cyber 205 computers are working 

around the clock, assisting with the design of successor products. 

- Disease control. Even simple viruses are complex molecules. To test their 

reaction to various drugs, with the aim to control them, is a major 

computational task. 

In general we see that experimenting is sometimes expensive, dangerous or 

impossible, so simulation is used. When traditional analytic means are not 

helping to solve the mathematical models, one has to use numerical modelling. 

The ever-increasing demands are then generated by realistic (3D!) models. 

The design result is - sometimes - in terms of computing power an order 

of magnitude below the presently defined needs. Anyway it is clear that 

SISD (single instruction, single data) is not good enough anymore; so 

parallellism is used. Two types of parallellism can be distinguished: 

- Replication. Examples of processor arrays are DAP (ICL), ILLIAC IV 

(Burrough), MPP (Goodyear .Aerospace) and HEP (Denelcor); the last one 

is MIMD (multiple instruction, multiple data) and the others SIMD (single 

instruction, multiple data). 

Pipelining. If pipelining is applied the machine is called an array 

processor; these are all SIMD. 

Of course individual designs (CRAY X-MP) can combine these features, 

Pipelining can be used in: 
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- Peripheral devices, Examples of array processors are Floating Point 

Systems products, ST-100 (Star technologies), AP 500 (Analogic) and many 

more. 

- Mainframes, Examples of vector computers are CRAY-I (Cray Research, Inc.), 

Cyber 205 (Control Data Corp.) and SX (NEC Corp.). 

Machines of National Advanced Systems can be provided with an Integrated 

Array Processor, Other Japanese products, HITAC S-820 (Hitachi, Ltd,) and 

FACOM VP (Fujitsu, Ltd,), can be used as a peripheral and in stand-alone 

mode, A far more detailed overview can be found in [12], in fact most of 

the subjects to follow are treated in this book; as short treatments on 

this subject about the use of vector computers for scientific purposes, see 

[3=. 

2, PIPELINES 

When different (sub)operations can overlap in time, the assembly-line 

principle, like in - for example - a car factory, can be applied, This method, 

called pipelining, is effective when applied to a sequence of identical 

operations, as occurs when working with vectors. For an example we look at 

the floating-point addition, In most Control Data machines the operands must 

undergo 

sign control, exponent compare and alignment shift 

before the actual addition, and on the result 

normalize count, normalize shift and end case detection 

are applied, Having the suboperations overlapping in time, we can perform 

a sequence of identical operations in parallel, Again the example is 

addition (of two vectors of real numbers), Every partial operation is 

synchronized to last one time unit, called cycle time. We see that a result 

is generated every clock cycle, although one addition takes five clock 

cycles. 
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For additional literature on pipes see [30] or [II]. From the family of 

vector computers we will now treat - shortly - two current models. 

3. CRAY-I 

In 1972 Seymour Cray left CDC and founded Cray Research, with the aim 

of producing the fastest computer in the world. In four years.the CRAY-I 

was designed and the first model delivered. Now about sixty have been sold; 

a commercial success indeed. The physical organization of the CRAY-I provoked 

the nickname 'The world's most expensive love-seat'. Its architecture is 

reviewed in [33]. 

An additional - and speed accelerating - feature of CRAY vector hardware 

is 'chaining'. In this process the result register of a vector operation 

becomes the operand register of the succeeding instruction [16]. It is easy 

to understand, that this is only possible when the two successive instruc~ 

tions do not have common operands or operators. In fig. 2 we see an example 

of chaining: A vector (VO) is read from memory, another vector (VI) is 

added to it and the result (V2) is multiplied by a third vector (V3). 



M 
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Fig. 2 
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v, 

Vo 

Naturally, longer (series of) pipes give more Mflops (an abbrevation for 

millions of floating-point operations per second), also because the vectors 

then do not have to wait frequently for each other at the (only) access 

between memory and registers, The CRAY-I has regularly achieved - while 

working with chains - rates of 130 Mflops. 

4, CYBER 205 

The STAR 100 was developed by Control Data about 1964 as a pipelined 

computer, with a set of hardware primitives based on Iverson's APL, that 

would be able to do 100 Mflops, However, the machines that were actually 

built (only four?) were only able to outperform general-purpose computers 

in carefully doctored circumstances. Completely re-engineered the machine 

was introduced as the Cyber 203 [19] and has meanwhile been upgraded to 

the Cyber 205 [29], About twenty are installed. 

In the Cyber 205, the equivalent of a chain is called a 'linked triad', 

In a linked triad a multiplication is combined with an addition (or a 

subtraction). There is maximum of two input streams, so one of the operands 

has to be a scalar, (Note that a chain does not have that restriction.) 

The machine is very fast when operating on linked triads; in the next 

section we will see how fast. 

5. COMPARISON 

The CRAY-I performs register-to-register vector operations, as opposed 

to the Cyber 205, which does these operations from and to memory, The 
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Cyber 205 has a cycle time of 20 nanoseconds, the CRAY-I one of 12.5, The 

CRAY-I has specialized pipes and the Cyber 205 has (up to four) general­

pupose pipes, From the user/programmer's point of view, these technical 

details have the following consequences: 

- Strides, On the CRAY-I the elements of a vector can be stored with a 

constant increment, which may also be negative. For good results on the 

Cyber 205, the elements must be stored contiguously, In some applications 

(like the use of rows of 2-dimensional arrays in FORTRAN) this is considered 

a downright nuisance [35], To compensate for this, there is an efficient 

gather/scatter facility among the many fancy hardware instructions of the 

Cyber 205; a call theremf is sometimes generated by the compiler, 

- Speed, As said, the Cyber 205 performs very well when operating on linked 

triads, In that case 400 Mflops can be achieved with two pipes (and a 

wordlength of 32 bits), and even 800 Mflops with four pipes. With a chained 

operation of three vectors the CRAY-I can do 160 Mflops. Of course these 

are theoretical figures, derived only from the cycle time and only useful 

in counnercials, because in 'normal' circumstances some 50 Mflops are a 

very good result. For an example of a realistic comparison see [37], 

- FORTRAN. (This language may be not ideal from the standpoint of computer 

scientists, but the fact that important software is written in it has 

resulted in a widespread use throughout the world and viae VePsa; also with 

vector computers FORTRAN is the lingua, franaa,) A disadvant8:ge of the 

CRAY-I is that sometimes the operand vectors have to be loaded and reloaded 

from and into registers to and from memory through one single unit, 

Therefore it is virtually impossible to keep the floating-point operators 

busy all the time with compiler-generated code, So resorting to Cray 

Assembler Language (CAL) can sometimes double the performance, On the 

Cyber 205 the arithmetic is performed memory-to-memory directly and little 

is gained by using machine code, also because of the many hardware instruc­

tions available, The use of these instructions in a FORTRAN program 

naturally destroys its portability, On the CRAY-I even an optimized 

program can be of good use·on other computers. 

- Vectors, It is clear that the start-up time makes computations inefficient 

for short vectors, On different machines, however, the start-up time and 

'short' are different. 

Many questions in comparison (especially the ones connected with vectors) 

can be answered by observing the time required to perform n elemental 



operations and fitting this to the generic fonn [13]: 

where 

t 
n 

r 00 is the asymptotic perfonnance in Mflops and 
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n 1 is the half-perfonnance length, that is the length necessary 
2 

to achieve half the maximum (theoretical) peffonnance, The 

parameter is a measure of the parallelism in the hardware; 

it is zero for a serial computer, 

This two-parameter characterization of a computer enables us to plot a two­

dimensional spectrum of computerR, For the CRAY-I the half-perfonnance 

length is around 10, In contrast, for the Cyber 205 this value ranges from 

100 to 600, depending on the operations and the number of pipes. So we see 

that a vector length of 64 is good for the CRAY-I and bad for the Cyber 205 

(and 65 is bad for both, also for the CRAY-I because of the size of its 

vector registers), 

6, VECTORIZATION 

The process of tuning a program for an array processor i~ called 

vectorization, It can be considered a problem or an opportunity [18], because, 

in vector computers, the ratio of best to worst performance has greatly 

increased, So, on one hand, it can be observed that a vector computer is 

like a bicycle without learning wheels; it is important where to go, but 

also how to get there. But, on the other hand, one might say that a vector 

computer confuses the original scientific problems by difficulties due to 

the - temporary - peculiarities of the machine and the compiler. 

It should be noted that a new type of computer provides an opportunity 

to design new (better) algorithms; often this means that data structures are 

used which fit the machine better, We will see that this is also true for 

vector computers, but first we will consider vectorization as an opportunity 

to enhance the perfonnance of existing software, So we have to (re)write 

programs, with a certain computer/compiler combination in mind, to take 

advantage of the hardware, Many examples and the resulting speed-up can be 

found in [28] and [24], We will try to shed light on this matter by giving 
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three examples, pieces of FORTRAN programs. They will be changed, in order 

to gain speed (but, of course, with the same results). 

For virtually all compilers, even on a serial computer, it is worth­

while to restructure the IF-loop 

I= 1 

100 R(I) = A(I)*B(I)+l.O 

I= I+l 

IF(I+6.LE.N)GO TO 100 

into the DO-loop 

NM6 = N-6 

DO 100 I= 1, NM6 

100 R(I) = A(I)*B(I)+J.0 

and it will run-for N = 1006-ten (on the CRAY-I) to thirty (on the Cyber 

205) times faster. The better performance is caused by the fact that the 

compiler will recognize the second loop as suitable for a pipeline (this 

property is called vectorizability). 

Invariably on a serial computer, matrix multiplication (A=B*C) is 

programmed by the inner-product method: 

DO 10 I I ,N 

DO 10 J I ,N 

A(I,J) = 0.0 

DOlOK=l,N 

10 A(I,J) = A(I,J)+B(I,K)*C(K,J) 

however, if the middle-product method is used instead 

DO 10 J I ,N 

DO I 1 I 1,N 

11 A(I,J) = 0.0 

DO IOK= 1,N 

DO 10 I = 1,N 

10 A(I,J) = A(I,J)+B(I,K)*C(K,J) 
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the CRAY-I will be (for n=72) two times faster and the Cyber 205 three 

times. The reason is that the operands are fetched quicker. Note that in 

the line with label 10, the Cyber 205 can perform a linked triad (the 

element of C is a scalar in this inner loop). In general we see that matrix 

multiplication can be programmed in six different ways simply by inter­

changing the nestings of the loops. The execution speed of the six variants 

differ for a vector machine much more than on a scalar machine. 

into 

The unrolling [6] of the outer loop of 

DO 10 J·= l,N2 

DO 10 I= !,NI 

10 Y(I) = Y(I)+X(J)*M(I,J) 

I 

2 

3 

DO 10 I= !,NI 

Y(I) = ((((Y(I))+X(J-3)*M(I,J-3)) 

+X(J-2)*M(I,J-2)) 

+X(J-l)*M(I,J-1)) 

+X(J )*M(I,J ) 

10 CONTINUE 

enchances the performance of the CRAY-I from fourty to eighty Mflops. The 

brackets are placed as they are in order to force the compiler to arrange 

an optimal transport of data between memory and registers, The speed-up is 

also due to the better ratio of data handling/actual calculations. 

Not every loop is vectorizable. An easy example is a loop with recursion: 

DO 10 I= 2,N 

10 X(I) = A/X(I-1) 

Clearly, this can not be vectorized, because an element of X would be 

needed as input to a pipe before it has been produced by that pipe. Also 

branching (for example by an IF-statement) prevents a loop from being 

vectorized. This is because all operations are- possibly -not identical 

and therefore the assembly-line principle can no longer be applied. Problems 

are also countered when we use indirect addressing and I/0, When one of the 

above mentioned conditions arises, the programmer (or the compiler) can 

sometimes use very fast build-in hardware functions. 

Vectorization has not always to be done by humans. An example of a 
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program for automatic vectorization is VAST. The raison d'etre for 

automatic vectorization programs is the fact that compilers are -still -not 

perfect. Such programs are useful when thousands of lines of code have to be 

vectorized. However, the bulk of the work in a program is mostly done in 

a limited number of lines of code. On such a small scale, the natural lack 

of creativeness of such packages becomes evident and they are then easely 

beaten by a human vectorizer. Still, there is the advantage when a 

vectorizer is available for different machines - like VAST is - that it allows 

writing transportable FORTRAN and still get good results. For more on the 

subject see [2]. 

At a higher level, we see that there are, fortunately, some collections 

of standard routines which are vectorized. So an application programmer does 

not always have to keep the machine details in mind, because they are catered 

for already. One very basic collection is the Basic Linear Algebra Subprograms 

[22]. An optimized version of this BLAS should be available on every computer. 

The advantage would be that a programmer does not have to cope with problems 

that are already solved, (Note that with the BLAS some previous examples are 

artificial problems.) Moreover the use of the BLAS can be the beginning of 

writing portable software which will perform good on various machines, 

Vectorization may not always be paying off. As early as from 1967 

'Amdahls law' [1] warns us that the overall performance of a computer with a 

high-speed and a low-speed mode of operation, will be dominated by the low­

speed mode, unless the fraction of the results, generated in low-speed mode 

can be eliminated. In [38] this is discussed and illustrated, These ideas 

can be expressed somewhat more formally by a simple analytic model [17]: 

where 

1/T results generated per unit time; 

F the fraction of the results generated; 

T the time to generate a single result; 

H refers to the high-speed mode and 

L refers to the low-speed mode, 

When plotted this looks like: 
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Fig. 3 

Remark that vectorization is equivalent to moving to the right along the 

horizontal axis. Thus the paradoxical conclusion is that vectorization 

pays most when a computer has a relatively fast scalar operation mode. 

7. ALGORITHMS 
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Many techniques that are used with good results on a serial computer 

are sequential algorithms and are· therefore seldom suitable. for use on 

vector computers. So for vector computers it is usually not enough to 

concentrate on such aspects as minimising the number of arithmetic 

operations, but we must pay close attention to the details of the coding, 

or perhaps even re-consider our choise of algorithm. In this section we 

will try to show that graceful use of new hardware can lead, by re­

investigating from scratch, to new forms of 'old' algorithms. As a first 

example -rather simple and of no practical value - we will look at the 

calculations of factorials. A tridiagonal linear system of equations will 

serve as a second example; to make it stable, we suppose the system to be 

diagonally dominant. Such ·systems often occur as finite-difference approx­

imations to the solution of differential equations with second derivatives. 

(A consequence of previous statements is that one should investigate 

the solution and/or discretisation method- as is done in [8] - but we 

follow the mainstream here.) 

When writing a program for the calculation of some factorials one 

tends to use the recurrence relation for n factorial, n! = n*(n-1)!, as 
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the underlying algorithm. As already shown, this cannot go through the 

pipes of a vector computer. But a vector of contiguous factorials can be 

calculated by multiplying the result vector again and again by another 

vector, every time from a 'lower' starting point: 

( I) ( I) ( I) 

(. 2) . (I) ( 2) ( 2) 

( 3) (2) ( 6) (I) ( 6) 

{ 4) * (3) + ( 12) * (2) + ( 24) * (I) ➔ ••• 

l 5) (4) ( 20) (3) ( 60) (2) 

l 6) (5) ( 30) (4) ( 120) (3) 

( ) (.) ( ) (.) ( ) (.) 

( ) (.) ( (.) ( ) (.) 

( ) (.) ( (.) ( ) (.) 

We see, that by 'thinking in vectors' we have constructed a vectorizable 

algorithm. 

In linear algebra we frequently try to solve then by n system 

Ax = b 

by transforming A (and b with it) 

to a form - exampZi gPatis upper triangular - that can be solved directly. 

This can be found in [9], or any other book that contains an introduction 

to linear algebra. No doubt there can also be found a classical transforming 

method, the Gaussian elimination. We recall that the tridiagonal system 

is only an example to show the 'remake•· of algorithms; we do not 

treat other solution methods - for example iterative ones - for linear 

systems here. 

Another basic, but not so well known, concept is the notation of a 

matrix in terms of diagonals [26], We then write the (in this example 

tridiagonal) matrix as a sum of matrices with only one diagonal of 

non-zero entries: 

This sum-of-diagonal notation makes matrix multiplication transparent, 

because 



Of course it is convenient to store only the diagonals as vectors of 

contiguous data. 

We now apply the Gaussian elimination. In this case this means the 

elimination of the lower subdiagonal by adding a row multiplied by a 

suitable scalar to the next row, as follows: 
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The previous element must be known before the present one is computed; so 

this form of the algorithm is recursive and as already pointed out, it will 

perform poorly on a vector computer. On top of that there is a - also 

recursive - back substitution to follow. In order to construct a vector­

izable variant we observe that the recurrence relation for the elements 

of the main diagonal of U defines a continued fraction. As is well known 

[14], continued fractions are closely related to linear three-term recur­

rence relations. The calculation of the recurrence terms involves calcula­

tions of products, as in the factorial example. This can be parallellized 

by the recursive doubling technique [34], the final result is that we 

can transform A (and b) as follows: 

A(2) = (I-A A- 1)A = -A A-IA A A A-IA A, =A(2) A(2) +A(2) 
-1 0 -1 0 -1 + 0 - -1 0 I + I -2 + 0 I • 

If we treat the upper subdiagonal in the same way, we can keep on doubling 

the distance between the main diagonal and the subdiagonals until we have 

pushed the latters over the cliff. Comparisons have been done on a STAR JOO 

[21]. The stability of this algorithm is analyzed in [7]. 

For another algorithm, we suppose that we apply the permutation matrix, 

P, which numbers the odd rows first, to a tridiagonal matrix, of even order 

Now we qan use a well known result in the theory of partitional matrices 

and get 
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-1 -1 
with Y = (T-VS U) • 

y 

Unattractive as this may look, we have halved the order of the problem 

and all the matrix products can be conceived as vector products. Of course, 

one does not calculate the inverse matrices but performs decompositions 

and back substitutions. This gives good results on a vector computer [21]. 

More general methods are treated in [27] and [31]. A combination of this 

method and the previous one can be found in [IO]. More elaborate reports 

on the influence of architecture on (the choice of) algorithms are [32] 

and [36]. 

8. EPILOGUE 

Numerical analysts often display a tendency to proclaim themselves 

independent of 'the' computer. This may be a good approach when dealing 

(first?) with a problem at 'high' level. An aim of this talk however, 

was to show that - at 'low' level - this attitude does not always yield 

good performance (and that is what both mathematicians and supercomputers 

are built for). 

Another motivating issue is that parallel processors are here to 

stay in scientific computers; vector computers are not a passing fad and 

the scientist should learn how to utilize them. 
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MC SYLLABI 
I.I F. G<lbel, J. van de Lune. Leergang bes/iskunde, dee/ I: 
wiskundige basiskennis. 1965. 
1.2 J. Hemelrijk, J. Kriens. Leergang besliskunde, dee/ 2: 
kansberekening. 1965. 
1.3 J. Hemelrijk, J. Kriens. Leergang besliskunde, dee/ 3: sta­
tistiek. 1966. 
1.4 G. de Leve, W. Molenaar. Leergang besliskunde, dee/ 4: 
Markovketens en wachllijden. 1966. 
1.5 J. Kriens, G. de Leve. Leergang besliskunde, dee/ 5: inlei­
ding tot de mathematische bes/is Kunde. l %6. 
1.6a B. Dorhout, J. Kriens. Leergang bes/iskunde, dee/ 6a: 
wiskundige programmering 1. 1968. 
l.6b B. Dorhout, J. Kriens, J.Th. van Lieshout. Leergang 
bes/iskunde, dee/ 6b: wiskundige programme ring 2. 1977. 
1.7a G. de Leve. Leergang bes/iskunde, dee/ 7a: dynamische 
programmering I. 1968. 
I.To G. de Leve, H.C. Tijms. Leergang besliskunde, dee/ 7b: 
dynamische programmering 2. 1970. 
1.7c G. de Leve, H.C. Tijms. Leergang besliskunde, dee/ 7c: 
dynamische programmering 3. 1971. 
1.8 J. Kriens, F. Gobel, W. Molenaar. Leergang besliskunde, 
dee/ 8: minimaxmethode, netwerkplanning, simulatie. 1968. 
2.1 G.J.R. F<lrch, P.J. van der Houwen, R.P. van de Riel. 
Colloquium stabilileil van differentieschema's, dee/ I. 1967. 
2.2 L. Dekker, T J. Dekker, P.J. van der Houwen, M.N. 1~~:,er. Colloquium stabiliteit van differentieschema's, dee/ 2. 

3.1 H.A. Lauwerier. Randwaardeproblemen, dee/ 1. 1967. 
3.2 H.A. Lauwerier. Randwaardeproblemen, dee/ 2. 1968. 
3.3 H.A. Lauwerier. Randwaardeproblemen, dee/ 3. I 968. 
4 H.A. Lauwerier. Representaties van groepen. 1968. 
5 J.H. van Lint, J.J. Seidel, P.C. Baayen. Colloquium discrete 
wiskunde. 1968. 
6 K.K. Koksma. Cursus ALGOL 60. I 969. 
7.1 Colloquium modeme rekenmachines, dee/ 1. 1969. 
7.2 Colloquium moderne rekenmachines, dee/ 2. 1969. 
8 H. Bavinck, J. Grasman. Relaxatietrillingen. I 969. 
9.1 T.M.T. Coolen, G.J.R. Forch, E.M. de Jager. H.G.J. Pijls. 
Colloquium elliptische differentiaalvergelijkingen, dee/ 1. 1970. 
9.2 W.P. van den Brink, T.M.T. Coolen, B. Dijkhuis, P.P.N. 
de Groen, P.J. van der Houwen, E.M. de Jager, N.M. 
Temme, R.J. de Vogelaere. Colloquium elliptische differenliaal­
verge/ijkingen, dee/ 2. 1970. 
IO J. Fabius, W.R. van Zwet. Grondbegrippen van de waar­
schijnlijkheidsrekening. 1970. 
11 H. Bart, M.A. Kaashoek. H.G.J. Pijls, W.J. de Schipper, J. t97';~es. Colloquium ha!falgebra's en positieve operatoren. 

12 T.J. Dekker. Numerieke algebra. 1971. 
13 F.E.J. Kruseman Aretz. Programmeren voor rekenautoma­
ten; de MC ALGOL 60 verta/er voor de EL X8. 1971. 
14 H. Bavinck, W. Gautschi, G.M. Willems. Colloquium 
approximatietheorie. 1971. 
15.1 T.J. Dekker, P.W. Hemker, P.J. van der Houwen. Collo­
quium stijve differentiaalvergelijkingen, dee/ 1. 1972. 
15.2 P.A. Beentjes, K. Dekker, H.C. Hemker, S.P.N. van 
Kampen, G.M. Willems. Colloquium stijve differentiaalver­
gelijkingen, dee/ 2. 1973. 
15.3 P.A. Beentjes, K. Dekker, P.W. Hemker, M. van 
Veldhuizen. Colloquium stijve differentiaalvergelijkingen, dee/ 
3. 1975. 
16.1 L. Geurts. Cursus programmeren, dee/ 1: de element en 
van het programmeren. 1973. 

!,6~;rt~~?1rosofm.~ c;3":'ammeren, dee/ 2: de program-

17.1 P.S. Stobbe. Lineaire algebra, dee/ 1. 1973. 
17.2 P.S. Stobbe. Lineaire algebra, dee/ 2. 1973. 
17.3 N .M. Temme. Lineaire algebra, dee/ 3. 1976. 
18 F. van der Blij, H. Freudenthal, J.J. de Iongh, J.J. Seidel, 
A. van Wijngaarden. Een kwart eeuw wiskunde 1946-1971, 
syllabus van de vakantiecursus 1971. 1973. 
19 A. Hordijk, R. Potharst, J.Th. Runnenburg. Optimaal 
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