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PREFACE 

During the last decades a revival of mutual interest and scientific co­

operation between mathematicians and physicists has become more manifest. 

As examples of this we mention the activities of the International Associa­

tion of Mathematical Physics and of the European Society of Mathematical 

Physics, the "Rencontres entre Mathematiciens et Physiciens" in France and 

the program in Bielefeld, Germany. 

One of the reasons of this more intensive contact between the two disciplines 

may lie in the circumstance, that on the one hand very sophisticated theo­

ries from many branches of mathematics are needed nowadays in theoretical 

physics, and on the other hand the overwhelming results in mathematical 

physics, substantiated by experiments, are a source of inspiration and mo­

tivation for many mathematicians. 

Whatever may be the cause, also in the Netherlands there is growing a mutual 

interest between mathematiciens and physicists; as a result of this a nation­

al seminar "Mathematical Structures in Field Theories" has been started in 

1981 at the llniversity of Amsterdam. 

The reader finds in this book the contents of the lectures given during the 

seminar of the academic year 1981-1982. The program of this first year 

seminar was mainly directed to differential geometry and gauge field theory; 

in order to give several participants a better understanding of theories in 

which they are not fully conversant, some of the lectures are of an intro­

ductory character. 

This text will be followed at least by the proceedings of the seminars 

1982-1983 and 1983-1984. 

The organizers appreciate the contributions of the participants of the semi­

nar, and in particular those of the lecturers, who made this text possible. 

Also the fine job made by the secretary, Y.Voorn, is greatly acknowledged 

she had to type the complicated formulae, so beloved by mathematicians and 

physicists. 

Finally, we thank the Centre for Hathematics and Computer Science for the 

publication of these proceedings. 

October, 1984. 

E.M. de Jager 
H.G.J. Pijls 
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INTRODUCTION 

The theoretical description of processes in high-energy particle phy-

sics is based on quantum theory and special relativity. The amalgamation 

of these two is quantum field theory. 

In a process like 
+ 

e 

particles may appear e.g. 

(positron) and e (electron) annihilation new 

+ 
e + e + proton + anti-proton + n-mesons 

+ 
e + e + fotons. 

To describe such a process one needs a formalism in which particles may 

be created and annihilated. The appropriate frame-work is the Feck-space 

formalism. Operator field 
+ 

~(x,t) appear quite naturally in this formalism. 

Although the emphasis of the seminar will be on the classical solutions 

of Yang-Mills theories the ultimate goal might be the quantum theory. With 

this in mind we are going to give a brief survey of quantum theory and field 

theory. 
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§ 1. QUANTUM THEORY (Schro'dinger Picture) 

The two basic notions needed to describe the behaviour of a system are 

state and observable. We will give a summary of quantum theory by means of 

a number of postulates. Later on we will discuss as an example the harmonic 

oscillator. 

P. 1 States. 

On a fixed (but arbitrary) time the quantum states of a system are re-

presented by unit vectors in a separable Hilbert space H. The vectors 

~ E H and 

COMMENT. 

ia,., 
e 'I'' a E 1R represent the same state. 

This Hilbert space description accounts for the superposition princi-

ple. If ~ and x are states then 

a~ +Sx 

[[a~+ Sx II 
a, S E a: is again a state. 

The inner product of two vectors ~ and x is denoted by < ~, X >. It sat-

isfies * <~,x>=<x,~> 

is denoted by *). 

P.2 Observables. 

a E a: (complex conjugation 

Observable quantities like the energy, the momentum etc. of a system 

are represented by hermitian operators on H. 

COMMENT. 

In classical mechanics observable quantities like the position x and 

the momentum p of a particle depend on time x = x(t), p = p(t). In the 

Schrodinger picture observables are time-independent hermitian operators. 

P.3 Measurements. 

Let n be a hermitian operator corresponding to some observable quan-

tity. 
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A measurement of the observable yields an eigenvalue of ~· We elaborate a 

bit on this point. 

Let the eigenvalue equation of ~ be given by 

( 1. 1) 0ww' 

Let the system be in a state <ji. Quantummechanics does not tell you which 

eigenvalue will be found in the measurement, it does, however, tell you the 

probability to find some specific eigenvalue w'. 

This probability is given by 

(1. 2) 

The average of many measurements on the system is given by the expectation 

value 

(1 .3) E<P(~) = l wl <<jiw,<P>l 2 = <<P,~<P>. 
w 

Here we have assumed that the eigenvectors {<fi } are a basis in H. w 

The complex number < <Pw,<P > is called the probability arrrpUtude. 

Let A be an operator on H. The complex numbers (A) I = < <P ' A <P > = w w w = w 
are called the matrixelements of ~ with respect to the basis { <P }. 

w 

P.4 Evolution. 

The operator H representing the observable "energy" is the generator 

of the evolution in time. This is expressed by the Schrodinger equation. 

( 1. 4) i1i~<ji 
dt 

h is Planck's constant and h 

( 1. 5) <P ( t) 

h/211 
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COROLLARY. 

The expectation value is in general a function of t. The time-depen-

dence is governed by the equation 

( 1 • 6) ihddt <<j>,~<j>> = <<j>, [~, ~] <j>> 

[~, !!] = ~ ~ - "\! ~ is the commutator of n and "\!· 

The observable corresponding to ~·is a constant of the motion if 

[g, gJ = 0. This stresses the importance of the Hamiltonian "\! . 

Taking n it follows that < $,x > and II <Jill are time-independent 

quantities. 

P.5 Symmetries. 

Symmetries of a quantumsystem are implemented by either unitary or anti-

unitary operators on H. 

EXAMPLE. Rotational invariance. Suppose a system is invariant under rota­

tions in space (~'=~). On H the rotation is represented by a unitary 

operator ~(R) which commutes with the hamiltonian operator ~· Consider-

ing infinitesimal rotations U(R. ) = 11 - it: ~·J + 0(£ 2) one obtains = inf = 
[H, J.] = 0 (i=1,2,3). 

= =i 
The hermitian operators 

-7 
~ are the angular momen-

tum operators. For a rotational invariant system the angular momentum aper-

ators are conserved quantities (constants of the motion). This should show 

the importance of symmetry groups. They lead to conserved quantities. 

Time reversal invariance is represented by an anti-unitary operator !· 

I has the following properties 

* 

!Ca<J>+Sx) 

(Ti,Tx) 

a*I<J> + s*!x 

* (qi' x) 

a. is the complex conjugate of a. 
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Stationary states; Perturbation theory. 

Eigenvectors ~E of the hamiltonian M are called stationary states. 

( 1. 7) ~ ~E = E ~E ' 

The observed quantization of energy (e.g. energy levels in the hydrogen atom) 

is accounted for by the discrete_ eigenvalues of M· 

a stationary state ~E is given by the phase-factor 

The time-dependence of 
-iE 

exp1it. 

In practice it is in general not possible to solve the eigenvalue equation. 

There are, however, many cases in which the Hamiltonian can be split into 

two parts 

01E lR) 

in such a way that the eigenvalue. equation for M(O) can be solved, while 

can be considered as being "small" compared to H(O). 
= In such cases 

one uses perturbation theory to obtain approximate eigenvalues of H. 
= 

We 

will not go into the details of this so-called stationary state perturbation 

theory. We give only one result, the first order correction to an eigen­

value of H(O). 
= 

Let the eigenvalue equation for be written as 

( 1 .8) 

The first order correction to E(O) is then given by 
n 

( 1 .9) 

i.e. by the expectation value of the perturbation A.H( 1) 
= 

in the state 
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§2. EQUIVALENT DESCRIPTIONS, HEISENBERG PICTURE, INTERACTION PICTURE. 

In §1 we have discussed the Schrodinger picture of quantum mechanics. 

The essential point is the time-dependence of the statevectors. Observ-

ables are represented by time-independent hermitian operators. In the 

Heisenberg picture, which we are going to discuss now, the state vectors are 

independent of time, the operators do depend on time. The Heisenberg pie-

ture is closer to classical mechani·cs. 

DEFINITION. 

Let ~(t) be a state vector obeying equation (1.4). The state vector 

in the Heisenberg picture is defined as 

(2 .1) 
iH 

(exp + .; (t-t0)) ~(t) 

The subscript H refers to Heisenberg. 

Comparing (2.1) and (1.5) one sees immediately that ~H is independent of 

t, ~H = ~(tO). 

DEFINITION. 

Let ~ be an operator in the Schrodinger picture. The operator ~H 

is defined as 

(2.2) 

The evolution of the system is now governed by the equation of motion for 

~H 

(2.3) 

If [~, ~] = 0 then ~H is independent of time. 

Equation (2.3) resembles very much the classical equation of motion. For a 

simple system with hamiltonian function H(p,x) (p momentum, x position) 

one has 
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(2 .4) 

{ f' g} x,p 

r 
{x, H} dt x,p 

dp 
{p, H} dt = x,p 

Clx ClH Clx ClH ClH 
= a-xa-p - apax = ap 

_ Clp ClH Clp ClH ClH 
- ax ap - apax - Clx 

is the Poisson bracket. 

In quantum mechanics H H(g,~) is an operator, and 

d - 1 [ l dt~ - i1f ~H' ~J. 

It is very important to take note of the fact that quantities like expecta-

tion values and probability amplitudes are independent of the picture one 

uses, i.e. 

(2.5) < <j>H' XH > = < </> 'X > 

(2.6) 

We now discuss a picture which is intermediate between the Schrodinger pie-

ture and the Heisenberg picture. It is called the interaction picture or 

the Dirac picture. The starting point here is a Hamiltonian ~ which is 

splitted into two parts 

(2. 7) H(O) + ~(1). 

DEFINITION. 

Let <j>(t) be a state vector in the Schrodinger picture, the correspond-

ing state vector <j>I(t) in the interaction picture is given by 

(2.8) i (0) 
(exp i ~ •(t-t0)) <j>(t) 

Operators ~I(t) are defined by 

(2.9) 

. (0) 

[ 
1li i r -i <o) ] ~I(t) = exp ~ (t-t0) J ~ l exp 1i ~ (t-t0) . 
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In the-interaction picture both the state vectors and the operators depend 

on time. Investigating the time dependence of ~I one finds that it is 

due to the interaction ~il). 

(2. 1 O) 
t 

u(O) (t t ) ·H( 1)u(O) (t t ) 
= ' 0 ' 0 

One might say that the evolution due to the "free" Hamiltonian H(O) is 

eliminated from ~(t). 

For the operators one obtains 

(2. 11) 

The time dependence of ~I is completely determined by the "free" Hamilto­

nian ~(O). 

I have used the words free Hamiltonian and interaction Hamiltonian to 

smooth the way to field theory. In field theory H(O) is the sum of the 

Hamiltonians for free fields, say the electronfield and the elec-

tronmagnetic field 
+ 

A (x,t). 
=µ 

contains the interaction, i.e. the 

coupling of the fields. 

The interaction picture is the basis for perturbative calculations in 

scattering processes. To explain this we introduce the so-called evolution 

operator ~I(t, t 1). The evolution of ~I (2.10) can be considered as a 

succession of unitary transformations. 

(2. 12) 

!lI(t,t) = 1 . 

From (2.10) and (2.12) one obtains 

(2. 13) 1!I(t,t) = 1 

The differential equation (2.13) and the equal-time condition can be put in 
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an integral equation for ~1 . 

(2. 14) 

This equation is the starting point for a perturbation expansion of ~r· 

Solving (2.14) by iteration one obtains 

t 
+ I f dT1 

n=1 (i1i)n 
dT 

n 
t1 t1 

H(1) (T )H(l) (T ) 
=I 1 =I 2 

H(l) (T ) 
=I n 

t t t 
(2. 15) + l n! (~"')n f dT 1 f dT2 . . • f n=1 Lll t 1 t 1 t1 

T(H(l) (T ) 
=I 1 

H(l) (T ) 
=I n 

Capital T is Dyson's time ordering prescription. 

(2. 16) • rl(T )J = n 

for \r(1) > \r(2) '' • > T11(n) 

with 11(1), 11(2) .•. , 11(n) a permutation of 1,2, ... n. 

dT • 
n 

Taking t + +00 and t 1 + -oo one obtains the scattering operator g 

(2 .17) s 1 
T exp itr f H(l) (t)dt 

=I (Dyson) 

Almost all results in quantumfield theory are obtained from this formula. 

It must be said, however, that a lot of problems, such as divergent Feyman 

integrals originate from that fact that one uses Dyson's formula for singu-

lar objects like operator field. 
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§3. THE HARMONIC OSCILLATOR 

We consider a one-dimensional harmonic oscillator to illustrate some of 

the foregoing ideas. We have chosen the oscillator not only because the 

eigenvalue problem for the Hamiltonian can be solved exactly but also be-

cause of its importance in quantumfield theory. The Hamiltonian of a free 

quantumfield theory is in fact an infinite system of free harmonic oscilla-

tars. 

(3. 1) 

The classical Hamilton function for a harmonic oscillator reads 

2 2 2 H(p,x) = .£._ + ~mw x 
2m 

Kin.energy + potential energy. 

The system is quantized by considering p and x as time-independent her-

mitian operators satisfying 

(3 .2) 

The Hamiltonian is then given by 

(3.3) 2 2 
H = Zm + !mw ~ 

The realization of (3.2) in H = L2 (x) is usually called the coordinate-

representation. The momentum operator is then given by ~ x is a 

multiplication operator ~~(x) = x~(x). Another possibility is H = L 2(p), 

this is the momentum representation. The position operator is then given by 

tl d 
x = ---
= i dp and the momentum operator g = p1, i.e. a multiplication opera-

tor. The eigenvalue problem for the Hamiltonian reads (in the coordinate-

representation) 

(3. 4) ( 112 d2 2 2) 
\- 2m dx2 + !mw x ~E(x) 

The solutions are 

(3 .5) E 
n 

(n+!)hw (n=O, 1,2, ... ) 
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(3. 6) cp (x) 
n 

The functions {Hn}:=O are Hermite polynomials, 

constants. 

N 's are normalisation n 

The functions {cpn (x) }:=O form a complete orthonormal basis in L2 (x). 

An arbitrary state Q(x) of the oscillator can be expanded in these 

basis states. The "wave function" cp(x) is the probability amplitude den-

sity for the position of the particle. The probability to find the particle 

in a region [a,b] is given by 

(3. 7) 
b 2 

Pcp(xE [a,b]) = JI cp(x) I dx. 
a 

Measuring the energy of the system in the state cp(x) yields an eigenvalue 

E of H. 
n 

(3. 8) 

The probability for obtaining 

p"' (E ) = I < cp ' cp > 1
2 

'I' n n 

E 
n 

is given by 

and the expectation value is 

(3.9) Ecpqp =I En I <cj>n' 4>> 12 
n 

< cp, ~cp >. 

The expectation value for the position operator g is given by 

(3. 10) < cp .?S4> > 

The foregoing considerations can be given also in the momentum representa-

tion. 

The wave function 1Cp) is related to cp(x) by a Fourier transforma-

tion 

(3. 11) 

ipx 

cp(x) = ~ /° 1Cp)e 11 dp 
(27r1i) -oo 

Quantities like (3.8), (3.9) and (3.10) are independent of the representa-

tion. A well-known shortcoming of the Hilbert space formalism is the fact 
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that the eigenvalue problem for the position operator and the momentum oper-

ator cannot be solved in Hilbert space. For the position operator one would 

have 

(3. 12) xcj> , (x) 
= x 

xcj> ,(x) = x'cj> ,(x) 
x x 

while the momentum operator would lead to 

(3. 13) 
1i d 
-:--cj> (x) 
i dx p 

pcj> (x). 
p 

(x' an eigenvalue) 

A solution of (3.12) is given by cj> ,(x) = co(x-x'). 
x 

while (3.13) is volved 

by cj> (x) = c exp ipx/11. 
p 

If one considers these matters in a light-hearted 

way one is on the verge of so,ne nice discoveries. The interpretation of 

cj>(x) as a probability amplitude for the position, if the system is in the 

abstract state cj>, can then be considered as a generalisation of a quanti-

ty like < cj>n' cj> > which is merely the component of cj> along the basis-

vector cj>n. cj> (x) is the component of cj> along the basisvector cj> . 
x 

In 

the same spirit ~(p) is the component of cj> along the basisvector cj> . 
p 

All this can be put on a solid base by considering instead of the Hilbert 

space the so-called Rigged-Hilbert space, which is also called Gelfand-

Triple. An example of a Rigged-Hilbert space is given by the triple of 

spaces 

(3. 14) 

where S(lR) 

* S(JR) c L2 (JR) c S (JR.) 

00 

is the Schwartz-space of C functions of fast decrease. 

Eigenvectors of ~ and g are called generalized eigenvectors. 
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§4. THE HARMONIC OSCILLATOR AGAIN 

The eigenvalue problem for the harmonic oscillator can be solved by 

purely algebraic methods. We discuss briefly how this is done. 

The Hamiltonian (3.3) is written in the form 

(4. 1) H 
2 2 

~ (g +£ )fiw 

with 

p =-p- and g E x 
v'mr1w 1i = 

(4.2) 

(4.3) [~, gJ 1 
I~· 

The Hamiltonian is essentially g2 + g2 and can be written as 

(4. 4) H 

(4.5) 

The operators a and t 
a satisfy the commutation relations 

(4.6) 

(4. 7) 

(4.8) 

The operator 

t £ + i~ t Q- i~ 
[g, g ] g = /2 '~ =---

12 

[~, gJ -1iwg 

t 
[~,a J +1i.wg 

t 

t 
a is called a creation operator, is an annihilation oper-

ator. To explain these names we consider an eigenvector ~E of H. 

Acting on ~E with 

(4.9) 

t 
a 
= 

and using (4.8) one obtains 

t 
(E+tiw) ( g ~E) • 



So gt~~ is again an eigenvector of ~· the eigenvalue is raised by the 

quantum liw. 

For a one finds 

(4. 10) 

The operator a annihilates a quantum i'!w from the state ~E and the 

state is mapped on g~E. 

15 

Starting from an eigenvector ~E one can construct an infinite chain of 

eigenvectors. This chain has a lower-bound. This is due to the fact that 

H is a non-negative operator. 

< g~ ' a~ > + ! < ~ ' ~ > 

From (4.5) one sees that a ·state ~O with 

(4.11) 

is an eigenvector of H 

( 4. 12) 

~o is the ground state of the oscillator. Excited states are obtained from 

~o by the action of t a 

Defining 

(4. 13) (n=O, 1,2, ••. ) 

one has ~~n = (n+!)nw~n 

(4.14) <~n' ~n' > = onn'. 

The states 

(4. 15) 

have important properties 

t 
g ~n ln+1 ~ 1 n+ 
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(4.16) 

The relationship between these results and the previous section is most easi-

ly obtained from (4.11). Using (4.2) one obtains 

(4. 17) 0. 

In the coordinate representation p 

(4. 18) 

(4.19) mw 2 
C • exp ( - 2h x ) • 

1i. d 
I dx 

and x x 11 ' so 

This is the wave function for the ground state (see (3.6)). 

The excited states are obtained from ~0 (x) by the application of 
t 

a 

REMARK. In the classical hamiltonfunction (3.1) one can introduce new clas­

sical variables P(t) = p(t) , Q(t) = ~ x(t). 
2 lniliw 2 2 

This gives H(p x) = L + ~mw 2x2 = \(~)tiw Despite the appearance of ' 2m 2 

h .this is still the classical Hamiltonian. 

Introducing variables a(t) = Q+iP __ Q-iP 
a*(t) one obtains 

H(p ,x) 

12 12 

H'(a,a"') = a*(t)a(t)i1w = a*a+aa hw 
2 

Expression (4.5) may now be obtained by imposing the quantisation condition 
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§5. DIRAC'S <bralket> NOTATION 

We discuss briefly a notation which was introduced by Dirac in his 

book, The Principles of Quantum Mechanics. Consider a Hilbert H and its 

dual H*; H* is the linear space of continuous linear functionals on H. 

* With each vector $EH we can associate an element F$ EH , by 

using the scalar product on H. The functional F$ is defined by 

(5 .1) $ & x EH. 

The functional associated with a$(aE~) is a*F$. 

(5.2) 

* The reverse is also true. If F is an element of H , then there exists 

a unique vector $ E H, such that 

(5 .3) F(x) < $;x > Vx EH. 

This is the content of Riesz's Representation Theorem. Let F1 and F2 

be in H* and let $1 and $2 be the vectors in H associated with these 

* functionals. One defines an inner product on H 

(5 .4) 

H* is again a Hilbert space. There is a 1 - 1 anti-linear relatationship 

between H and H* 

F1+-+$1 

F2 +-+ $2 

a1F1 + a2F2 +-+ a~$1 + a;$2 
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Dirac denotes vectors in H by the symbol > (ket-vector). So instead 

of $, x etc. we have 1$>, Ix> etc., a$ becomes al$>. 

The linear functionals corresponding to and x are denoted by 

<$I , < x I and are called bra-vectors. The inner product < $, x > of two 

vectors $ and x in H is then written (5. 1) as the action of <$I on 

Ix>, 

< $,x > . 

Dirac writes the left hand side as < $ [ x > and calles this a bra c ket 

(bracket). 

The inner product of I$> 1md Ix> is now 

(5. 5) < $ I x > < x I $ >*. 

It satisfies the following rules 

< $ [ ax > a<$ I x > 

(5. 6) 

<a$ I x > a*<$ I x > . 

The notation is further developed by introducing quantities like ~$ 

~$ is an operator on H, defined by 

(5. 7) ~$ I x > = I $ >< $ I x > • 

With II I$> II we have for 

(5.8) 

Operators on H are denoted by ~· B etc. The hermitian conjugate 

of A is defined by 

(5.9) 'v'$ & x 

I$>< $1. 
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An operator A is called Hermitian if ~ A+ Expectation values of such 

operators are real numbers. 

(5. 10) 

Consider the eigenvalue equation for a hermitian operator A 

~la> ala > 

(5. 11) 

<a I a' > o aa' 

The expansion of a vector I~> is given by 

(5. 12) 

(5.13) 

Ila><aJ~> 
a 

l la><al 
a 

The operators P := la><al =a 
are projection operators. 

The above formalism is also used for operators having generalized eigenvec-

tors. As an example we consider the momentum operator g. 

glp>=plp>; <pi~ p<pl 
(5. 14) 

<p Ip'> o(p-p') (Dirac's deltafunction) 

A state I~> is expanded in the momentum representation 

(5. 15) I~> J Ip >dp < p I ~ > 

(5. 16) < ~ I ~ > = J < ~ I P >dp < P I ~ > 
2 J I < p I ~>I dp 

2 J l~(p) I dp 

(5.17) $Cp) := < P I ~ >. 

In analogous way one has in the coordinate representation 

(5. 18) ~Ix>= xlx> 

<x Ix'> = a<x-x'). 
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(5. 19) I cj> > = f Ix > dx < x I cj> > f cj> (x) I x > dx 

(5.20) 2 < <P I <P > = f I <P (x) I dx . 

The relation between cp(x) and cj>(p) is given by the "transformation ma-

trix" U = < x I p > xp 

(5. 21) < x I <P > = I < x I P >dp < P I <P > • 

The "matrix" u xp 
= _1_ e ipx 

hn'!i 1i 
(see 3. 11) . 
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§6. FIELD QUANTISATION. RELATIVISTIC QUANTUM MECHANICS 

In this section we discuss a primitive method to define, starting from 

a classical real valued function 
0 ->- 0 

cji (x ,x) (x =et), an operator field in 

space-time. Consider the relation between energy and momentum for a free 

particle with mass m. 

(6. 1) 
2 ->-2 2 2 4 

E = p c + m c 

Replacing 
->- 1i 
P by Iv and E/c by in-3- one obtains from (6.1) a dif­

:lct 

ferential operator. 
0 ->-

Acting on a function cji(x ,x) this gives 

(6.2) 
me 

µ = 1f. 

This is the Klein-Gordon equation or relativistic Schrodinger equation. 

The Klein-Gordon equation cannot be considered as the evolution equation for 

a quantum mechanical wave function. This has to do with the second order 

time-derivative. Nevertheless the equation plays an important role in ele-

mentary particle physics. The classical field 0 ->­
cji (x ,x) must be replaced 

by an operator field which satisfies (6.2). We will explain how 

this is done. 

For the time being we consider cji as a real valued function. Equation 

(6.2) may be obtained from a Lagrangian 

(6.3) L 
v 2 2 3 3µ µv3 !(3vcji3 cji - µ cji ) ; 3 = --v; v 3x 

g v 

(6. 4) L ~ 2 2 2 T 2-;-~2. H--Vcji•Vcji-µ cji) T - v, 2 
c c 

The energy density H T + V 

(6.5) H ~ 2 2 2 !<-z+Vcji•Vcji+µ cji) ;;:, 0 
c 
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and the energy is given by 

(6.6) H 

The energy is independent of time for solutions of the equation of motion 

(6.2). Equation (6.2) has plane-wave solutions 

(6. 7) 

with 

0 0 + + Const.exp.-i(k x --k•x) 

Const.exp.-ikx 

0 0 + + Vk(x) Const.exp.-i(-k x -k•x) 

2 
+ µ 

The general real valued solution of (6.2) is given by 

(6.8) 

c/l(x) - _1_ 
- (211) 3 

00 3 . 
J d k (a(k)e -ikx + a'~(k)eikx) 

2k0 

0 0 + + kx = k x - k•x. 

Substituting (6.8) in (6.6), one finds 

(6.9) H 1 
= (211) 3 

3 ( + * + * + + J -~ a(k) a (k) +a (k) a(k)) k 0 
2ko \ 2 . 

Comparing this expression with the remark on page 10 we conclude that the 

energy H can be considered as the energy of an infinite system of harmonic 

oscillators. 

The system is quantized by replacing the classical variable 
+ 

a(k) and 

a*(k) by operators g(k) and gt(k) satisfying the following commutation 

relations 

(6. 10) + t+ 3 3++ [g(k),g (k')J =nd211) 2ko (k-k') 

(6. 11) 0 . 



The classical Hamiltonian becomes an operator H 

(6.12) 

We have omitted the infinite zero-point energy. 

The field 

(6.13) 

0 + 
<jl(x ,x) becomes an operator field 

1 J ~3k (a(k)e-ikx+at(k)eikx). 
(211) 3 2kO = = 

This operatorfield satisfies the equation 

2 
(D-µ ) (x) = 0 

(6.14) 
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is a time-dependent operator, it is the field operator in the Reisen-

berg Picture. 

The commutator of *(x) and *(y) is found to be 

(6. 15) inc LI (x-y) (Pauli-Jordan) 

with 

(6. 16) 

The distribution ll(x-y) is a Lorentz-invariant solution of the Klein-Gordon 

equation which has the important property 

(6.17) 

where 

ll(x-y) 

2 (x-y) 

0 for 
2 (x-y) < 0 

0 02 ++2 
(x -y ) - (x-y) • 

Space-time points x and y which have 2 (x-y) < 0 are said to be space-

like separated. No physical signal can be exchanged between such points be-

cause one would need a velocity exceeding the speed of light. 
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§7. INTERPRETATION OF THE QUANTIZED FIELD 

The results of §6 can be interpreted as the description of a many-par-

ticle system of identical particles with mass m and spin zero. To point 

out how one arrives at such a picture we first consider the commutation re-

(7. 1) 

(7.2) 

+ 
and g(k) with the Hamiltonian (6.12) 

t+ Ot+ +t+ 
[g' !:! (k)J = nck g (k) = 1iw (k) g (k) 

w(k) 

nw(k) 

0 + + + 
-Tick g(k) = -nw(k)g(k) 

0 j+2 2 2 2 l2 2 m2 c 4 
k c = k c +µ c = /k. c + --

112 

/+2 2 2 4 
p c +m c 

+ + 
p = nk. 

Comparing (7.1), (7.2) with (4.7) and (4.8) we conclude that gt(k) and 

g(k) are construction operators. 

From the expression (6.12) for the Hamiltonian we see that a state IO> 

with the property 

(7. 3) 0 
+ 

Vk 

is an eigenstate of H with eigenvalue zero. 

(7.4) ~10> OIO>. 

The state I 0 > is called the vacuum state. 

From the vacuum state we obtain one-particle states {lk>} 

(7.5) lk > := g t (k) I o > 

+ 
A one-particle state lk > is an eigenstate of the Hamiltonian H of 
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the momentum operators + *) P. 
= 

(7. 6) + t + + + "!,!lk> = "!!g (k)IO> =11w(k)lk> 

(7. 7) 
++ ++ -++ 
~lk> = 1ikfk> = plk>. 

Acting on IO> with we obtain a two-partiale stat~. 

(7.8) 

(7.9) 

(7. 10) 

Notice that + + 
lk2 , k1 >, the two-particle states are symmetric. 

This is due to the fact that the operators g and satisfy aommutation 

relations. 

States with N-particles are given by 

(7. 11) 

N-particle states are completely symmetric. 

Elementary particles are divided into two classes, bosons and fermions. 

Bosons are particles with integral spin, s = O, s = 1, s = 2, •••• 

Fermions have half-integral spin, s = !, 3 
s = 2• 

For identical bosons the states are symmetric, for identical fermions the 

states are completely anti-symmetric. To describe fermions one needs anti-

aommutation relations. 

*) + The momentum operators: ~ 
d3 k t + + + f 0 g (k)g(k) k follow from the 

(2ir) 32k 
classical expressions in the same way as the Hamiltonian "!! 
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The Hilbert space for the many particle system is the Fack space 

(7 .12) H °' (n) 
n::;O H • 

The vacuum state IO > is in H(O). One-particle states are in H(l) etc. 

The operator field %(x) is an operator on H. Acting on the vacuum 

state it creates a one-particle state 

(7. 13) 1(x)IO> 

The "wave function" of this state in the momentum representation reads 

(7. 11) < k I % (x) I 0 > = 1ic e ikx. 

An important quantity in the applications of field theory in scattering pro-

cesses is the Feynman propagator function, <01 T1(x)%(y)IO>. 

The symbol T is Dyson's time-ordening prescription 

(7 .15) 0 0 0 0 e(x -y )%(x)~(y) + e(y -x )~(y)~(x) 

*) The propagator is the vacuum-expectationvalue of this time-ordered product 

(7. 16) • (E)( ) -it; x-y 
F 

d4k i e -ik(x-y) 

J (21T) 4 k 2-µ 2 +iE 

The Feynman propagator is a Lorentz invariant solution of the equation. 

(7.17) 
2 . (4) 

(o-µ )G(x,y) = +io (x-y). 

*) We have omitted 1i. and c in (7.16). This can be justified by introdu-

cing a system of units in which 1i = c = 1. 
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The·propagator is sometimes interpreted as the amplitude for the creations 

of a particle at 

SUMMARY 

0 + 
(y ,y) and the subsequent annihilation at 0 + 

(x ,x). 

We have, starting from a classical i.e. non-quantized field, construe-

ted an operator field %(x). This field describes particles with mass m 

and spin zero. The many particle space is the Fock-space. 

Operator fields can be obtained in a different way. One can take as a 

starting point the unitary irreducible representation [m, sJ of the Poin-

care group 

From the Hilbert space of one particle states (the representation space) 

one constructs the Fock space and one defines creation and annihilation oper-

ators (construction operators). The operator field is then introduced as 

the Fourier-transform of the construction operators. 
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§8. THE DIRAC FIELD AND THE ELECTROMAGNETIC FIELD 

We start from the relativistically invariant wave equations for parti-

cles with mass m and spin s = !. 

(8. 1) (i1i yµ a - mc)ljJ(x) = 0 
µ 

(Dirac equation) 

0 1 2 3 y , y , y , y are 4x4 matrices satisfying 

(8.2) µv vµ 
y y + y y 

is a 4-component spinor; 1jJ are complex 1,2,3,4 

valued functions. 

The adjoint equation reads: 

(8.3) 0 

where ~(x) 

Equations (8.1) and (8.2) are the Euler-Lagrange equations for the Lagrangian 

(8. 4) L 
- µ 

mc)ljJ l)!(y in a -
)1 

The 4-vector field Jµ(x) given 

(8.5) Jl\x) ~yµljJ 

is conserved for solutions of the 

(8.6) O· , 

4 
l 

a,S=1 

by 

Dirac 

- µ 
1)! (y i'fi a -a µ 

equations. 

dQ 
dt 

0. 

me) aBljJS ' 

Second quantization of the Dirac field yields an operator field ~(x) 

(4 components) which satisfy anti-commutation relations 

(8. 7) 
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The expansion of * in creation- and annihilation operators reads 

(8. 8) 1 d3k r +~ + + -ikx ~(x) = (2n)3 f 2k0 lo!-! (u(k;o)g(k;o)e + 

+ t + ikx l + v(k;o)g (k;o)e ) J 

u(k,o) and v(k,o) are 4-component spinors satisfying 

(8.9) 

(8. 10) (/1ik +mc)v(k,o) 
µ 

0 

0 . 

The label o has to do with the spin. 
+ 

For k = 0 equation (8.9) reduces to 

(8. 11) 
0 - + 

(y -1 )u(O,o) = 0 . 

Taking the representation of the y - matrices 

Yo = ( 1 
0 

= ( ~ ~)' 
02 = ( 0 -i) ' 03 

i 0 

one finds that (8. 11) has 2-independent solutions. 

+ The operators g(k,o) and 
t + 

g (k,o) are the construction operators 
+ 

for elec-
t + tron-states. The operators g(k,o) and Q (k,o) are interpreted as the 

construction operators for positron states. (The po~itron is the anti-par-

ticle of the electron). The anti-commutation relations read 

(8. 12) f + t + } (2n) 3 2ko o(k-k')o , lg(k,o), g (k' ,o') 
00 

(8. 13) f gt(k',o')} = (2n) 3 2ko o(k-k') o , Lg(k,o), 
00 

All other anti-commutation relations of these operators are zero. 

The anti-commutation relations lead to anti-symmetric many-particle states. 
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This is in accordance with the Pauli-principle. Identical fermions can 

never be in the same state. To give an example we consider a two-electron 

state 

(8. 14) 

The state vector is zero for i.e. in the case that the 

two electrons have the same quantum numbers. The propagator for the Dirac-

field is given by 

-i SF (x-y) = (iyµa +m ) ·-ill (x-y) aS µ aS F 

d4k i(yµk +m) "k( ) µ -i x-y J ---4 2 2 . aS·e 
(21!) k -m +u: 

(8. 15) 

We now consider the electromagnetic field. The space-time behaviour is described 

by Maxwell's equations 

(8. 16) i) rot E(;,t) 
+ 

aB + 
at (x,t) 

ii) 
++ 

rot B(x,t) 
-r+ 1a++ 

µ0J(x,t) +-za-tE(x,t) 
c 

iii) div E 
1 + 

= sp(x,t) 
0 

iv) div -S 0 . 

is the electric charge density, 
++ 
j (x, t) is the current density. 

These quantities satisfy the continuity equation, 

(8. 17) ap d. 7" - + iv J at 0 

E(;,t) and B(;,t) are the field strengths. 

In the Lagrangian the charge and current density are coupled to potentials 
_,_ 

<P and A. 
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From the above equations one has 

(8. 18) iv) 
->- ->-

~ B rot A 
->-

i) 
->- 3A & iv) E -vcp - at 

Defining 

(8. 19) AJJ (P. A). c. • 
J]J ->-

(cp,j) 

(8.20) Fµv 3µAv - 3\!AJJ; a JJ a µv a 
= ax- = g -\) 

Clx 
jJ 

we have 

0 
E1 E2 E3 
c c c 

E1 
0 - B3 B2 

(8.21) Fµv = c 
E2 

B3 0 - B 1 
c 

E3 
-B2 B1 0 c 

Equations (ii) and (iii) (8.16) are obtained from 

(8.22) 

Defining the dual *Fµv of FJJV by 

(8.23) 

equations (i) and (iv) (8.16) are contained in 

(8.24) 0 . 

Expressed in the potentials AJJ equation (8.22) reads 

(8.25) (v=0, 1,2,3). 

These equations may be obtained from the Lagrangian 
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L - 1 F Fµv - .µA 
4 µv µOJ µ 

-!(a A -a A )(aµAv-avAµ) - µ jµA 
µ v v µ 0 µ 

(8.26) 

The Euler-Lagrange equations for A are given by µ 

(8.27) aL a aL 0 . a A v aaA µ v µ 

From (8.26) one has 

(8.28) 

Maxwell's theory is our first example of a so-called gauge theory. 

From (8.18) and (8.20) one.sees that the potentials Aµ are not uniquely 

determined by the psysical fields 
+ 
E 

+ + 

and 
+ 
B. Adding a gradient term Vx 

to A does not change the B - field. The E - field remains the same if 

is replaced by A + Vx and cp by a 
cp - atX. 

The freedom in the choice of the potentials is called the gauge freedom. 

+ 
A 

In the relativistic notation a gauge transformation, i.e. a transformation 

(8.29) 

is given by 

(8.30) 

The electromagnetic field tensor Fµv is invariant under this transformation 

(8.31) 

Fµv is a gauge invariant quantity. The collection of gauge transformations 
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is.a group. Performing two gauge transformations one after another we have 

Taking x = 0 we have the identity mapping. The inverse of the transforma-

tion generated by x is the transformation given by -x . 
It is clear that we have an abelian group. Electromagnetism is an abelian 

gauge theory. 

The equations of motion (8.25) for the gauge potentials are gauge invariant. 

(The physical sources 

Replacing Aµ by Aµ 

(8.33) 

where we have used 

+ 
p (x, t) and 

-t + 
J (x, t) are invariant). 

All gauge-equivalent conftgurations, i.e. the set {Aµ} of potentials which 

are mutually related by gauge transformations describe the same physical sit-

uation. One can use the freedom in the potentials to simplify equation 

(8.25). One often imposes the so-called Lorentz condition 

(8. 34) o. 

Using the gauge freedom this can always be achieved. 

Suppose taking Aµ = AµA and requiring 

(8.35) 0 

one obtains an equation for A 

(8. 36) 
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A solution of (8.36) is given by 

(8. 37) f 4 µ 
J\(x) = d yllF(x-y)<\A (y) 

with 

(8. 38) A ( ) l' f d4k 1 -ik(x-y) 
u x-y = im -- e 

F e+O k2+ie 

(8.39) 

A condition like a Aµ = 0 is called a gauge-fixing condition. Other con­
µ 

ditions are possible e.g. AO = O, or div A = O. 

From now on we consider the free Maxwell field, i.e. the equations (8.16), 

(8.22), (8.25), (8.26) with p = 0 
+ 

and j = O. 

The equations for the potentials Aµ are then given by 

(8.40) 

and the Lagrangian reads 

(8. 41) L = -!F Fµv • 
µv 

Imposing the Lorentz condition 

one obtains 

{ 
a aµAv 0 µ 

(8. 42) 
a Aµ 0 µ 

The general real-valued solution 

a Aµ = O, equation (8.40) simplifies and µ 

of these equations is given by 

(8.43) 1 d3k 3 µ + + -i'kx µ + + i'kx f \ ( () (k) e,(k)a~(k)e ) 
(211)3 2ko ;i..:o e;i.. k a;i.. e + I\ I\ 

with the subsidiary condition 
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(8 :44) 0 2 ->-2 
k -k 0. 

The real vectors E~(k) (A=0,1,2,3) are called polarization vectors. A 

convenient choice of these vectors is given by 

(8. 45) 

with 

k 
=--

fkf 
and 

With this choice we have 

(8.46) 

and 

(8.47) 

(cyclic) 

O· 
' 1. 

-7-

(0,~) 
fkf 

(surrnnation over A and A'). 

The quantization of the electromagnetic field is plagued by all kinds 

of problems. If one wants to keep the theory manifestly covariant one must 

consider the potentials Aµ(x) as operatorfields and the classical ampli­

tudes aA(k) and at(k) are to be replaced by annihilation and creation 

operators. Due to the redundancy in the 4-vector potential only two of the 

four operators (A=O, 1,2,3) can be considered as the creation-aper-

ators for photons. This can already be seen at the classical level. A 

plane wave solution of (8.12) is given by 

(8. 48) 

with 
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0 and 0 

and 

Using the polarization vectors (8.45) we obtain 

(8.49) 
.... 

-k•£1 0 

and 

(8.50) 

Calculating the field E and B belonging to (8.48) we find 

-+ 3A 0 
E = -v~ - at = - (A •c) 

.... 
dA 
()t 

-I (£~aA ikce-ikx -e~a~ ikce+ikx) - I (;AaA•-ikOce-ikx + 
;\=O ;\=0 

Using (8.45) and (8.50) we have 

.... 
k. 

' 

-+ * .ko ikx) + £A aA i ce 

and only the transverse components of Aµ(x) contribute to the field 

strength 

(8. 51) 
.... 
E(x) 

The magnetic field 
.... .... 
B=VAA is found to be 
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+ 
B 

(8.52) 

Again only the transverse polarizations contribute to the field. 

We remark that the same holds for the fields 
+ 
E and 

+ 
B obtained from the 

general solution (8.43) and (8.44). The plane-wave solution (8.51), (8.52) 

satisfies 
-+ -+ -+ -+ 
E·k = B•k = 0, this is the transversality of the electromagnetic 

waves. 

The quantization of the field potentials Aµ(x) may be achieved by imposing 

the following commutation relations on 
+ 

~;\ (k) 

(8.53) 

From (8.43) we obtain using (8.47) and (8.53) 

and 
t + 

~;\(k) 

(8.54) µv J d3k ( -ik(x-y) ik(x-y)) -g e -e . 
(2n) 32k0 

It is clear that the Lorentz condition a Aµ = 0 cannot be maintained for µ 

the operators ~µ(x). This would violate the commutation relations (8.54). 

Considering (8.53) we find that the "Fack Space" constructed by applying the 

operators 
t + 

~;\(k) (1'=0,1,2,3) contains non-physical states e.g. the states 

created by 
t 

~o(k). 

The Lorentz condition is used to determine the subspace of physical states 

by imposing 

(8.55) < 1jJ • I a Aµ (x) I~ . > physical µ = physical 0 . 

As an example we consider 

(8.56) 0. 



with · 

This gives 

+ 
lk,:\ > 

This gives the condition k £µ (k) 
µ :\ 

0 
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for physical photon states. 

Using (8.45) we see that only ;\. = 1 and ;\. = 2 satisfy this condition, 

so ;\. = 0 and ;\. = 3 give non-physical states. 

The propagator for the e.m. field is given by 

µ \) µ\I . ( <01 TA (x)A (y)IO> = +g il'IF x-y;m=O) 

d4k -igµv -ik(x-y) 
lim J e 
£+0 (211) 4 k2+i£ • 
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§9 •. GAUGE TRANSFORMATIONS AND THE ELECTROMAGNETIC INTERACTION 

In quantunnnechanics the states of a system are described by complex val-

ued wave functions. If 
+ 

ijJ(r, t) is such a wave function then 
+ 

ijJ(r, t) and 
ia. + 

e ijJ(r, t) (a.E1R) describe the same state. This means that an overall 

change of the phase of ijJ(;,t) has no observable effects. 

H. Weyl (Z.Physic ~ (1929)) and P.A.M. Dirac (Proceedings of the Royal So-

ciety of London, A, 133 (1931)) have investigated the consequences of making 

a. space-time dependent. 

The result is that a theory which describes originally a free particle is 

turned into a theory in which the particle has interactions with an external 

field determined by the function a.= a.(;,t). 

Dirac's paper is centered around the problem of the quantization of electric 

charge. Electric charge comes in integer multiples of a unit charge e.g. 

the charge of the electron. Dirac introduced the notion of non-integrable 

phase factors, i.e. functions a.(;,t) with a a a. f a a a.. 
µ v v µ 

By studying the 

change in the phase of the wave function around a closed curve, he found 

that due to the fact that the phase is determined up to multiples of 2II 

there might be singularities which could be interpreted as magnetic monopoles. 

Electric charge e and the monopole strength µ are related by 

eµ !he 

where h is Planck's constant and c is the speed of light. This is 

Dirac's quantization condition for electric charge. We will not pursue 

these historical developments. To discuss gauge transformations we start 

from the free Dirac equation 

(9 .1) 0 

and the Lagrangian 
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(9. 2) -

Both the Lagrangian and the equations of motion are invariant under the 

transformation 

(9.3) iJ! + iJ!' (x) U(a)ijJ(x) eiaiJ!(x) (aEJR) 

These unitary transformations are called (global) gauge transformations. 

iJ!'(x) describes the same state as does ijJ(x) but in a different gauge. 

In this respect there is some analogy with electromagnetism. The potentials 

A (x) and A (x) + a x(x) differ only in the gauge, they lead to the same µ µ µ 

field strength. 

From the invariance of the Lagrangian under the transformation (9.3) one 

obtains, using Noether's theorem the conservation law 

(9. 4) a Jµ(x) 
µ 

0 . 
' 

for solutions of the equation of motion. 

The gauge transformations (9.3) constitute the abelian group U(1). 

*) Local gauge transformations 

Let us now consider the case that the parameter 

of x, 0 1 2 3 x = (x ,x ,x ,x ) . 

The transformation law is then 

(9.5) ijJ(x) + iJJ' (x) U(x)iJ! eia(x) ijJ(x). 

in ia 
e is a function 

Roughly speaking we have a U(1) group at each point x. At first sight 

such an extension seems quite harmless, a quantity like 
µ - µ 

J (x) = ijJ(x)y ijJ(x) 

*)Mathematicians will call these transformations global gauge transformations. 
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is invariant under these transformations. This is, however, misleading, be-

cause has a physical meaning only for solutions of the equation of 

motion. Suppose ~(x) satisfies (9.1) then 

equation. 

(9.6) -yµ~'(x)3 a(x). 
µ 

~'(x) is found to obey the 

This is not the free Dirac equation. The field ~'(x) is coupled to the 

vectorfield 3 a(x). 
µ 

At the Lagrangian level we find 

(9. 7) L(~') 

From these considerations it is clear that a theory for electrons alone i.e. 

with no other forms of matter or radiation present is not invariant under 

local changes of the phase of the electronfield. Local phase transformations 

have far reaching consequences, they turn a free-field theory into a theory 

with interactions. 

It is clear that, if we perform a second transformation u < e,) = 
iB(x) 

e 

(9.6) and (9.7) keep the same form but they are not invariant. To construct 

a theory which allows for local gauge transformations, we must introduce an 

auxiliarly field 

Consider the Lagrangian 

(9. 8) L(~,A) 

(q is called the coupling parameter). 

If we now perform the transformation on ~ 

(9.9) iqa(x) ~ + ~· = U(a(x))~ = e ~ 

the Lagrangian L(~,A) will be invariant if we also allow for a change of 

A such that the term q~ 1 yµ~'3 a is compensated by the term arising from µ µ 



the c~ange in A • 
µ 

We must then take 

(9. 10) A f--4 A' 
µ µ 

A + a a.. 
µ µ 

The equation of motion corresponding to (9.8) is given by 

(9.11) - µ -qljiy lj!A • 
µ 
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From now on we will call gauge transformations the combined transformation 

(9.12) 

Jlji(x) !-- l/J'(x) = U(a.(x))lji(x) = eiqa.(x)lji(x) 

lA (x) 1---+ A'(x) A (x) + a a. 
µ µ µ µ 

The Lagrangian (9.8) is invariant under gauge transformations. In the 

Lagrangian (9.8) the field A 
µ 

does not play a dynamical role i.e. there 

is no equation of motion.for A 
µ 

pression with 

we obtain 

(9. 13) L 

F a A - a A 
µv µ v v µ 

- µ l/J(iy a -m) l/J 
µ 

+L 

Adding to (9.8) the gauge invariant ex-

+L. . = L 
D e.m int 

This is the Lagrangian for quantumelectrodynamics. In the applications 

Lint is treated as a perturbation term and one can make a perturbation ex­

pansion for scattering amplitudes. 

The physical content of gauge invariance can be stated as follows: 

A local change of phase of the electronfield lji(x), accompanied by the ap-

propriate change in the potential 

{lji(x), A (x)} and {eiqa.(x)lji(x), 
µ 

A (x) has no observable effects. 
µ 

A (x) + a X} describe the same state. µ µ 
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REMARKS 

1) The basic object in our considerations was the matter field *(x). Re-
quiring local gauge invariance led to the introduction of the radiation-

2) 

field A (x). 
µ 

Gauge invariance forbids a term of the form This means that 
the field A is a massless field, mediating forces of infinite range. µ 

3) The Lagrangian (9.13) can be rewritten in the form 

(9. 14) L :i:iyµD * -!F Fµv 
"' µ µv 

D = a -iq A µ µ µ 

D * is called the gauge covariant derivative of *· Performing a gauge 
µ 

transformation (9.12) we have 

(9. 16) 

i,e, 

D'*' = (a -iqA')*' = U(a(x))D w µ µ µ µ 

D * transforms in the same way as the field *· µ 

F may be defined as the "curvature" µv 

(9.17) -ig F * µv 

The field strength 
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§10. NON-ABELIAN GAUGE TRANSFORMATIONS, YANG-MILLS FIELD 

The idea of extending a global gauge symmetry to a local symmetry, 

thereby introducing interactions of the original field with gauge potentials, 

has been applied by Yang and Mills to the non-abelian group SU(2). 

In their nowadays famous paper: "Conservation of Isotopic Spin and Isotopic 

gauge invariance" (Phys.Rev.~' 191, (1954)) they argued that the global 

SU(2) invariance is not consistent with local field theory and should be 

extended to local SU(2) invariance. 

The notion of isotopic (isobaric) spin is based on the experimentally well 

established charge independence of the nunclear forces. This means that the 

strong forces between two neutrons, a neutron and a proton, or between two 

protons are the same. This leads to the picture that proton and neutron can 

be considered as two independent states of one particle called the nucleon. 

Let us denote these independent states by 

( 10. 1) (1\ 
\o} and f 1) 

\o 

The quantum states of a nucleon are then described by wave functions of the 

form 

( 10. 2) 

where ~ 1 and ~ 2 are four-component Dirac spinors. (Proton and neutron 

are particles with spin s = !). Conventionally one calles e 1 the proton 

state and the neutron state. 

The probability density of finding the nucleon in the proton state is given 

by 2 ->- 2 
l<e1'~>1 = 1~ 1 (r,t)I • 

Instead of the basis (10.1) one can of course take another basis to describe 

the internal degrees of freedom of the nucleon. 

Taking into account the normalisation condition 
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( 10.3) 

one easily finds that a change of basis must be given by a unitary transfor-

mat ion 

( 10.4) e' Ue 
a a (a=1,2). 

In matrixform U is given by 

(10.5) 

with 

(10.6) 

From (10.6) follows that the determinant of U satisfies 

ldet u I 1, i.e. detU ici 
e (a.EJR) 

Defining U' by 

we obtain a unitary matrix U' with detU' = 1, i.e. U' E SU(2). 

As the factor ia. e is merely an overall phase factor we conclude that the 

isotopic spinstates of the nucleon are completely described by the group 

SU(2). 

Lagrangian formalism, local SU(2). 

The Lagrangian for the free nucleon field which is invariant under 

SU(2) is easily written down 

2 
(10.8) l 

a=1 

Both ~ 1 and ~2 satisfy the Dirac equation 
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( 10. 9). 0 (a=1 ,2) • 

The transformation 

1jJ + ijJ' (x) UljJ (x), U E SU(2) 

is a symmetry of (10.8), i.e. LN is invariant 

(10.10) 

Let us now see what happens to this symmetry if we make the SU(2) trans-

formations space-time dependent. Suppose we have a mapping from Minkowski 

space to the group SU(2) 

( 10. 11) x 1--+ U(x). 

2 
Applying U(x) to a nucleon state ijJ(x) l 1jJ (x)e we obtain 

1 a a 

1jJ I (x) 
( 10. 12) 

2 
U(x)ijJ(x) = l 1jJ (x)U(x)e 

1 a a 
2 
L iJ! (x)e' (x). 
1 a a 

Instead of the original basis {e } which is the same for all space-time a 

point, we have now a local basis to describe the internal degrees of free-

dorn. It will be clear that ijJ'(x) does not satisfy the Dirac equation. 

At the Lagrangian level it is easily seen that LN is not invariant under 

local SU(2) transformations. From (10.8) and (10.12) one obtains 

( 1o.13) 
~' U(iyµa -rn)U- 11jJ 1 

µ 

~'(iyµa-rn)iJ!' + ~'iyµua u- 1iJ!' 
µ µ 

To construct a theory for nucleons which is invariant under local transfor-

rnations we must, just as in the abelian case, introduce new fields coupled 

to the nucleon field. In this case we need three vectorfields 
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because we have three independent isotopic spin rotations in 

tain the form of the interaction we consider the expression 

ring in (10.13). Writing U(x) in the exponential form 

( 10. 14) U(x) 
+ + exp ( ia (x) • TI z) 

SU(2). 

u a u-1 
]J 

To ob-:-

occur-

with the Pauli matrices we obtain for an infinitesimal trans-

formation 

( 10. 15) 

In general we have 

(10.16) u a u- 1 
]J 

+ + 2 -i(3 a(x))•T/z + O(a ). 
]J 

This is a Lie algebra valued function. 

To obtain an invariant Lagrangian we must introduce a Lie algebra valued 

vectorfield 

(10.17) A -µ 

and couple this field to the nucleon current. 

Consider 

( 10. 18) L ( iJ! ,A) 

where g is a coupling constant. 

L(1)!,A) is invariant under local SU(Z) transformations of the field 1jJ 

if we also transform the field ~µ' the transformation of 

that the term containing U a u- 1 is cancelled. 
]J 

This local gauge transformation is easily found. 

A 
-µ 

must be such 
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$(x) ->- $'(x) = U(x)$(x) 

(10.19) 

A (x) .... A'(x) = UA u-1 + !u a u-1 
-µ -µ -µ g µ 

For the Lagrangian (10.18) we have 

L($' ,A') 

L($,A). 

Just as in the case of the electromagnetic interaction we can introduce a 

gauge covariant derivative of $. 

(10.20) D (A)$ a ( 1Cl -igA )$(x) 
-µ µ -µ 

From (10.19) and (10.20) one obtains 

( 10.21) D (A')$'(x) = U(x)D (A)$ 
-µ -µ 

or equivalently 

(10.22) D (A')U(x) = U(x)D (A). 
-µ -µ 

The Lagrangian (10.18) can be written in the manifestly invariant form 

(10.23) L($,A) 

To obtain a model in which the fields Aa(x) are not merely auxiliary ob­
µ 

jects we must construct an expression which is invariant under the local 

transformations and which determines the dynamics of the A-fields. Taking 

the electromagnetic case as an example we define a tensorfield 

(10.24) [D , D ] $ = -igF $ • 
-µ -v -µv 

This gives 

F 
-µv 

by 
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F a A - a A - ig[A ' A lJ -µv µ-v v-µ -µ -v 
(10.25) 

3 

I 
a=1 

The fields {Aa(x)} 3 are called the gauge potentials or the Yang-Mills µ a=1 

fields, {Fa }3 
1 are the Yang-Mills field strengths. µv a= 

Using the commutation relations 

(10.26) r l _ 2 . 
IT a' Tb J - l.£ abc Tc 

one finds for the components of 

(10.27) 

F -µv 

Under the gauge transformation U(x) the field tensor transforms as follows 

(10.28) F + F' -µv -µv F (A') -µv 
-1 U(x)F (A)U (x). -µv 

One defines the Yang-Mills Lagrangian as the gauge invariant expression 

(10.29) 
3 

-! I 
a=1 

Notice that, due to the quadratic term in (10.27), the Yang-Mills Lagrangian 

contains so-called self-interactions of the potentials of the form (AAA) 

and (AAAA). These give rise to the non-linearity of the equations of mo-

tion for the gauge potentials. Adding the expression (10.29) to (10.23) we 

obtain the total Lagrangian 

(10.30) 

This Lagrangian describes interactions of the nucleon field with the Yang-

Mills potentials. 

The procedure leading to the invariant Lagrangian can easily be gener-

alized to models containing other matter fields and to other gauge groups. 
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In fact all gauge models studied nowadays are obtained along the lines de-

scribed above. We briefly describe a model in which we have apart from the 

nucleon field three scalar fields 

(10.31) L 
3 

l 
i=1 

µ 2 !<a $.a a.-m $.$.). 
µ l. l. l. l. 

Suppose the fields $1, $2 , $3 belong to the real 3-dimensional orthogonal 

representation of SU(2). 

A global SU(2) transformation of the fields is then given by 

(10.32) l 
1jl + ljl' = U(~)ljl {~.-r12 = e 

++ 
(e -ia· (i!)H $ + $' R(~)$ (ea·IH 

The matrices 1 1, 1 2 and. 13 are given by 

(
0 0 0) 

~ 0 -~ (~ -~ ~) 
0 0 0 

The Lagrangian (10.31) is invariant under the transformation (10.32). This 

global invariance can be extended to local gauge invariance by replacing 

the derivatives a 1jl and a $ by gauge covariant derivatives. For the 
µ µ 

field 1jl we have 

T 

D (A)ljl = (a -igA )ljl = (a -igAa 2a)ljl. 
-µ µ -µ µ µ 

The gauge covariant derivative of $ is given by 

(10.33) 

is a function on the 3-dimensional representation of the Lie alge-

bra. 

The total Lagrangian, invariant under local SU(2), is obtained from (10.31) 
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by tbe replacements Cl 1ji + D 1/i, µ -µ 

(10.29). 

(10.34) 

In this model the 1ji - particles and .p - particles interact via the massless 

gauge particles. At the time of the discovery of the non-abelian gauge 

fields there was no immediate application. The interactions of nucleons, 

being very short-ranged, could not be explained by the exchange of gauge 

particles. The gauge particles are massless and this leads to interactions 

of infinite range. Nevertheless, the model introduced by Yang and Mills has 

caused a major change in particle physics. 

The standard model of high enetgy physics is based on the group 

SU(3) x SU(2) x U(1). The problems of the mass of the gauge fields has been 

solved by the discovery of the Higgs-Kibble mechanism and spontaneous sym-

metry breaking. Moreover gauge theories are renormalizable field theories. 

REMARK. For a more general approach to gauge field theories one should read 

the contribution of G. Bauerle to this volume. 
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§11. RJ;:MARKS ON THE FIBRE BUNDLE FORMALISM FOR GAUGE THEORIES 

This contribution to the seminar, especially the sections on gauge theo-

ries may be rather confusing for mathematicians. It all looks quite artifi-

cial and ad hoe, moreover the notion of global and local gauge transforma-

tions does not coincide with mathematical usage. We will try to clarify 

some of these points by sketching briefly the fibre bundle formalism and by 

pointing out how sections 9 and 10 do fit in this formalism. 

a. Principle fibre bundle. 

To construct a principle fibre bundle one starts with a Lie group ac-

tion on a manifold P. 

P x G + P 

(p,g) + R p . g pg. 

For p E P one defines the orbits 

P to the orbit space M 

IT: pEP + 0 EM 
p 

0 
p 

{pg\gEG}. The projection IT from 

is assumed to be a differentiable mapping. For x EM, IT- 1(x) is called 

the fibre above x. The fibre is the orbit 0 for IT(p) = x. Each fibre 
p 

is diffeomorphic with the Lie group G. 

Let {U } be an open covering of M, then IT- 1(u) is diffeomorphic 
a a 

with Ua x G, i.e. for each Ua there is a diffeomorphism Ta, 

with 

T : IT - 1 (U ) + U x G 
a a a 

Ta: p I-+ (IT(p), 4>a(p) EG) 

Ta: pg I-+ (IT (pg)' 4> a (pg)) 

4>a(pg) = 4>a(p)g 

T is called a local trivialization of P. 
a 
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b. Local sections of P. 

A mapping s 
ex 

a local section of P. 

into with IToS 
ex is called 

Using a local section xEU I-+ s (x) EIT-1(u) one can define a local 

trivialization T by putting ex 

T (s (x)g) ex ex (x,g). 

ex ex ex 

This means that T (s (x)) = (x,e) where e is the unit ex ex 

From a local trivialization T one can construct a ex 

(x) -1 -1 s p[tj> (p)] pg[tj> (pg)] • ex ex ex 

This definition is such that 

T : s (x) + (x,tj> (p[tj> (p)J- 1) ex ex ex ex (x,e) • 

A local section s (x) 
ex 

and the corresponding local T 
ex 

element of G. 

local section s 

is called a local 

gauge for P. This nomenclature will become clear in subsection d). 

Consider now two overlapping regions 

s (x) 
ex 

-1 p[tj> (p)] 
ex 

This leads to the relation 

and 

u 
ex 

s (x) 
ex 

For 

-1 s (x)tj> (p)[tj> 0 (p)] ex ex µ 
s (x)g 0 (x) ex etµ 

with 

The mapping gas= ucx n US+G 

x I-+ gcxS (x) 

ex 

is called a local gauge transformation. It will be clear that the adjective 
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"local". means with respect to the covering {U }. In this sense the trans-
Cl 

formations in (10.14) and (10.19) should be called global because it is im-

plicitely assumed that one has a mapping from all of Minkowski space to the 

group G. 

c. Connections on a principle fibre bundle. 

A connection on a principle fibre bundle is a prescription to define 

uniquely vertical and horizontal vectorfields on P. Let T (P) 
p 

tangent space at p E P. Given a connection on P we have 

T (P) 
p 

V (P) ei H (P) • 
p p 

be the 

Vertical vectors X E V (P) are tangent vectors to the fibre through p. 
p p 

The prescription is such that H (P) is related to H by the derivative pg p 

R * of the right action R = pg, i.e. H = R *H g gp pg g p 

One can equivalently define a connection as a Lie algebra valued one-form 

w on P. The one-form w has the following properties 

w (H ) = 0, w (V ) E L(G) p p p p 

R*w = Ad(g- 1)w 
g 

where Ad is the adjoint representation of G on its Lie algebra L(G). 

d. Local gauge fields. 

Starting from a connection w, a covering {U } 
Cl 

and local sections 

{s } one can define a connection on M in the following way. On U we 
Cl Cl 

define the one-form w by using the pullback s* 
Cl Cl 

w (x) 
Cl 

s*w. 
Cl 

For x E U a n U B we have 

w (x) 
Cl 

s*w 
Cl 

and s*w 
B 

* (s og 0 ) w 
Cl (lp 
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One· can prove (see the contribution of Dr. H. Pijls to this volume) that 

and are related by 

Choosing a base in the Lie algebra, w (x) 
Cl. 

can be written as 

w (x) 
Cl. 

n 

l 
a=1 

where ea is a one-form on 
Cl. 

Choosing local coordinates 

u . 
Cl. 

1 m (x , ••• ,x ) 

m a i ea(x) = l (A.(x)) dx 
Cl. i=1 1 Cl. 

for x E U 
Cl. 

we have 

The components A~(x) 
1 

of this one-form are the gauge fields (Yang-Mills 

potentials). They are.defined locally i.e. on the regions u . 
Cl. 

From the 

relation between w 
Cl. 

and one obtains the relation between A 
Cl. 

on the overlap Ua. n u6. We give this relationship for the case that G 

is ~ unitary matrix group. Denoting the matrices of G by R and the 

basis of the Lie algebra by {T } 
a 

one obtains 

(A~(x)T ) S 
J a 

-1 a -1 R S(x)(A.T) R S(x) + R S(x)a.R 6(x). a J a a a a J a. 

This formula resembles very much formula (10.19) which gives the behaviour 

of the Yang-Mills potentials under a gauge transformation. The above formu-

la is, however, more general than (10.19). 

In (10.19) it is implicitly assumed that the principle fibre bundle has 

a global trivialization T, 

-1 
T: IT (M) + M x G • 

Using T one defines a global section S of P 

S(x) -1 
T (x,e). 
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Defining now the section S'(x) -1 S(x)g (x) (g(x) E G ) we obtain the pull­
x 

backs e = s*w and e• S'*w. 

Writing G(x) = A~(x)T 
J a 

and e'(x) one obtains 

R(g(x))A~(x)T R- 1(g(x)) + R(g(x))3. R- 1(g(x)). 
J a J 

This is apart from the factor i/g formula (10.19). It applies to trivial 

principle fibre bundles only. 

e. Gauge transformations on a P.F.B. 

A gauge transformation f on a P.F.B. is defined as a diffeomorphism 

f: P + P with the following properties: 

f(pg) 

IT(p) 

hence p and f(p) 

f(p)g 

IT(f(p)) 

are in the same fiber. Now right translations R 
g 

also have the property IT(p) = IT(R p) = IT(pg). 
g In general a right transla-

tion is not a gauge transformation. 

and (Rg,(p))g = pg'g. In general 

This can be seen from R ,(pg) = pgg' 
g 

R ,(pg) # (R ,(p))g. 
g g 

One can prove that 

given a connection w on P, the pullback w' = f*w is again a connection. 

f. Final remark. 

In physics things are mostly the other way round i.e. one starts with 

the Yang-Mills potentials on a covering of some manifold. If the potentials 

satisfy the relationship discussed in subsection d. they give rise to a 

uniquely determined connection form on a principle fibre bundle. 
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1. - INTRODUCTION 

A fundamental physical theory has to comply with the requirements of 

quantum mechanics and the theory of relativity. Quantum field theory is 

the most successful theory which satisfies these requirements. Actually, 

quantum field theory is a general scheme, which amalgamates in a natural 

way the principles of quantum mechanics and relativity [2]. The theory of 

elementary particles is almost exclusively written in the language of quan­

tum field theory. Nevertheless the present article is about a certain class 

of classical i.e. non-quantum mechanical field theories. This is, however, 

not obsolete at all, because a quantum field theory is obtained by the ap­

plication of one of the quantization methods to a classical field theory. 

A most favourable quantization method is, particularly in case of gauge 

field theories, Feynman's path integral quantization method [3]. 

Only after quantization of a classical field theory an interpretation in 

terms of particles becomes available. The latter interpretation is the ac­

tual goal in the description of physical reality, because matter appears to 

consist of particles. In the following we restrict ourselves to the first 

step: the construction of successful classical field theories. Quantiza­

tion of a classical field theory is left out of the scope of the present ar­

ticle. 

In this article we have no pretensions with regard to full mathematical ri­

gour. 
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2, CLASSICAL LAGRANGIAN FIELD THEORY 

In this section we start with some heuristic considerations and with 

a definition. Physical phenomena occur somewhere in space and happen in acer-

tain stretch of time. The four-dimensional space-time manifold is the arena 

where physical (material) systems play their role. Important general con-

cepts in the description of a physical system are: measurable quantities 

(observables) and states. 

Let us now specialize to the case of a classical field theory. Suppose 

for the sake of definiteness that space-time M is the four-dimensional 

Minkowski space-time of special relativity. Let µ 0 1 2 3 3 
(x ) = (x ,x ,x ,x ,x ) 

be a Lorentz coordinate system on M, 

velocity of light in vacuo. 

such that 0 
x et where c is the 

In a classical field.theory the state of the physical system is de-

scribed by a set of complex-valued functions on space-time, called 

field, 

(k=1, ••• ,N). 

The index k stands for all tensor and internal indices. 

The electrical field strength E(t,~) and the magnetic induction 

+ + 
B(t,x) of electrodynamics are prototypes of fields. An important example 

of a function of these fields is the energy-density 

+2 + +2 + 
£(t,x) := !(E (t,x)+B (t,x)) of the electromagnetic field. The energy-den-

sity is an example of a measurable quantity (observable). 

More generally: an observable 0 is a function of the fields {<Pk} 

and their derivatives 0 = 0(.p 1, ... ,.pN' aµ <P 1 , ••• , aµ <PN) • The function 0 

is mostly a polynomial. 

The evolution of the system, i.e. the time-dependence of the fields, is 

determined by the field equations 



62· 

(2. t) 0 (k=1, •.. ,N) 

(summation convention and a a := -) ' 
11 axil 

where is a given 
function, the so-called Lagrangian density or Lagrangian for short. The 
field equations (2.1) are called Lagrangian equations. Not every function 
is acceptable as a Lagrangian, for instance L = $ leads to a contradiction. 
Hence the field equations are partial differential equations for the fields. 
It is to be noted that the only input for a quantum field theory is the spe-
cification of the classical fields {$k} and a Lagrangian L. 

In the preceding lectures the Lagrangian of the Dirac field and the 
Maxwell field were introduced. After quantization the first describes a 
system of free electrons and positrons and the second a system of photons. 
A system of electrons, positrons and photons in interaction is described at 
the level of a classical field theory by the 

(2.2) L 

where F := a A - a A and the tensor field F is called the field-µv µ v v µ µv 
stPength tensoP. The first term on the right-hand side of (2.2) is the 
Dirac Lagrangian and { y 11 } are the 4x4 - Dirac matrices, characterized by 
the anti-commutation relations {y11 ,yv} = 2n 11 v ((n 11v) := diag(+1,-1,-1,-1)). 
The second term in (2.2) is the Lagrangian of the electromagnetic field. 
Both are discussed in the preceding article. The last term of (2.2) is re-
sponsible for the (electromagnetic) interaction of the spin-! particles 
(electrons, positrons). The original introduction of the Lagrangian (2.2) 
in physics was based on a mixture of phenomelogy and theoretical ideas. 
After quantization it gives a theory called quantum electrodynamics (Q.E.D), 
which predicts experimental results with an unprecedented accuracy. 

Putting $k = ~ resp. A 
11 

the field equations follow from (2.1) and (2.2): 
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(2.3) (Dirac) 

(2. 4) (Maxwell) 

The Lagrangian equations of notion are equivalently to the action principle 

(variational principle of Hamilton). The action S is defined as the func-

tional 

(2. 5) S: (<jik) 1-- S[<jikJ := f 
Q 

4 L(q,,a <ji)d x 
µ 

where Q is a region in space-time M. The action principle reads 

(2. 6) 
oS 

0 (k=1, ••. ,N; (xµ) E Q) 

where on the left the variational (functional) derivative occurs. Equation 

(2.6) is equivalent with (2.1) and (2.6) requires the action to be station-

ary at solutions of the field equations (2.1). 

DEFINITION. A Lagrangian field theory is a triple 

M is the space-time manifold, {<jik} is a set of fields on M and 

L = L(q,k,aµq,k) is a function, called the Lagrangian, such that the field 

equation (2.1) are a consistent set of equations. 

The field equations (2.1) are Lorentz-covariant equations if the 

Lagrangian is a Lorentz-scalar. In the following we suppose that this is 

the case. 
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3. SYMMETRY AND CONSERVATION LAWS IN LAGRANGIAN FIELD THEORY 

In this section the connection between symmetries of the Lagrangian 

and conservation laws is discussed. 

An internal symmetry transformation is a map ($k) f-->- ($k) where 

(3. 1) 

such that the Lagrangian is invariant under (3.1) i.e. 

Let ~l = Fk($ 1, ••• ,$N' a) be a differentiable one-parameter family of sym-

metry transformations, then 

(3.3) 

Equations (2.1), (3.2) and (3.3) imply with 

(3 .4) 

(summation convention for µ and k). The vector field 

(3 .5) 

is called a current. From (3.4) and (3.5) follows 

(3.6) 0 

and this is a so-called differential conservation law. A current satisfying 

(3.6) is called a conserved current. Hence the existence of a differentia-

ble family of internal symmetry transformations implies the existence of a 

conserved current. This statement is a special case of Noether's theorem. 

A special case of Klein's theorem reads: Let Jµ be a vector field on 

Minkowski space-time satisfying the differential conservation law (3.6) and 



(3. 7) 

then Q 

(3.8) 

is a scalar and time-independent (conserved) i.e. 

dQ -
dt - o. 
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Q is called a conserved charge. The above family of symmetry transforma-

tions leads to the existence of a conserved charge. In physics one observes 

the conservation laws and concludes therefrom to symmetries in Lagrangian 

field theories. More precisely, one obtains a Lie group of symmetry trans-

formations 

where (ai) are the coordinates of a Lie group element. Such a Lie group 

is called a symmetry group. 

EXAMPLE. 

The Lagrangian of the Dirac field w is given by 

(3. 9) 

where w := WtYO and c and ~ are taken to be equal to one. Note that 

the transformation w + $ where 

(3. 10) 
A µ -ia µ 
w(x ) = e w(x ) (aElR) 

is a symmetry transformation for all a E R. The symmetry group is U(1), 

the group of all unitary 1x1 - matrices. From (3. 5), (3. 9) and (3. 10) one 

finds the conserved current 

(3. 11) 

This is up to a multiplicative constant the electromagnetic current 
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(3. 12) (e charge of the electron) 

which occurs in the right-hand side of the inhomogeneous Maxwell equation 

(2.4). The conserved quantity 

(3.13) Q := f jo d3 x 
e.m. 

is the total electric charge. 
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4. QUANTUM ELECTRODYNAMICS REGAINED 

In section 3 it was noted that the Dirac Lagrangian (3.9) has a global 

U(1) - symmetry, given by (3.10). In physics the adjective "global" means 

that a in (3.10) is independent of (xµ). Now we consider the so-called 

local transformation ~ + ~ given by 

(4. 1) 

where a depends on (xµ). If a. is not constant, then L is not in-

variant under (4.1), because of the second term in the right-hand side of 

(4. 2) 

The Dirac Lagrangian becomes invariant under (4.1) if we replace the deri-

vative 3 ~ by the gauge-covariant derivative D ~. defined by 
µ µ 

(4.3) D ~ := a ~ + ieA ~ µ µ µ 
(eE:JR) 

and satisfying the additional requirement (4.4) (see below). The constant 

e is called a coupling-constant and the substitution is call-

ed minimal coupling. This substitution already shows up in elementary 

quantummechanics e.g. the Schrodinger equation of a charged particle in an 

electromagnetic field. The field A 
µ 

k 
~ A (x ) 

µ 
is called a gauge potential 

(connection) and it will become the electromagnetic four-potential. The 

additional requirement in the definition of the gauge-covariant derivative 

D ~ is that it transforms like ~ (i.e. (4.1)), hence 
µ 

(4. 4) 

The formulae (4.3) and (4.4) imply the following transformation law of the 

gauge potential 

(4.5) A +A 
µ µ 

A 
µ 

A 
µ 

+ ~a a 
e µ 
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The free Dirac Lagrangian L L(w,aµw.~) becomes after minimal coupling 

(4.6) 
r = T<w.a w.~,A ) := L<w,D w.~) µ µ µ 

~(iyµD -m)w = ~(iyµa -m)w µ µ 
- µ - ewy WA • 

µ 

The Lagrangian T is invariant under the gauge transformation (local symme-

try transformation) 

(4. 7) 

K -1 K = A (x ) + e 3 a(x ) µ µ 

i.e. 

(4.8) T<w,a w.~,A ) = T<0,a $,~,A ) . µ µ µ µ 

The Lagrangian equations of T with respect to A 
µ 

do not give an equation 

of motion for A , because they read ~YµW = 0. To cure this a "kinetic µ 

energy term" L 
y 

L (A , a A ) is added to T. In a theory with the y µ \) µ 

Lagrangian (4.6) A is considered as an external field, which has to be µ 

given, and in T + L it is a dynamical variable. We require that L 
y 

is 

Lorentz-invariant, gauge invariant and quadratic (because of the superposi-

tion principle). The gauge-invariance 

that L only depends on 
y 

(4.9) F := a A - a A • µv µ v v µ 

L (A ,a A ) = L (A ,a A ) y µ \) µ y µ \) µ implies 

The tensor F is called the field strength tensor. There are only two µv 

independent quadratic scalars of Fµv' i.e. 

The latter is a four-divergence and its Lagrange derivative is zero. Hence 

it does not contribute to the Lagrangian field equations. Hence we put 
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(4. 10) . L = -!F Fµv 
Y µv 

with a suitable normalization. It is to be noted that under a gauge trans-

formation F µv F µv i.e. F is gauge-invariant. Now there is a reason µv 

to be surprised. We started with the free Dirac Lagrangian, which has a 

global U ( 1) - invariance. We modify this into a local U ( 1) - invariance 

(minimal coupling) and finally turn the connection A 
µ 

into a dynamical 

variable by adding L to T, 
y 

and we get the Lagrangian (2.2) 

(4. 11) L T+L 
y 

It is to be noted that for the field strength tensor 

(4. 12) F µv 
-1 (ie) [D , D J 

µ v 

holds, where [ J denotes the commutator. 

Starting with the free Dirac Lagrangian the above recipe gives the Lagrangian 

(4.11) which is at the basis of quantumelectrodynamics. The free Dirac 

Lagrangian describes after quantization a system of non-interacting electrons 

and positrons. Hence by the above procedure this theory is turned into quan-

tumelectrodynamics i.e. a theory of electrons, positrons and photons inter-

acting electromagnetically. 

However, at least the following four fundamental interactions manifest them-

selves in nature 

gravitational interaction 

weak interaction 

electromagnetic interaction 

strong interaction 

(e.g. earth-moon) 

(e.g. 

(e.g. 

n -->- p+e+v ) 
e 

+ e +e -->- y+y) 

(e.g. p+n -->- p+n) 

Hence the above successful scheme calls for a generalization. In the follow-

ing section this generalization is presented. 
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5. GAUGING A LAGRANGIAN FIELD THEORY 

Physics (phenomenology and theoretical ideas) gives us the motivation 

to write down in concrete cases a specific Lagrangian L0 with fields 

(5. 1) 

which has a global r-dimensional symmetry Lie group 

(5 .2) G=G xG x ..• xG xU(1)x, •• xU(1) 
12 n ~ 

(n,m=O, 1, •.. ) 

m 

where G. (i=1, ••. ,n) is a simple and compact Lie group. This means that l. 

the fields ~ transform according to a unitary representation U of the 

group G, i.e. 

(5.3) U(g)~ 

and 

(5 .4) 

The Lagrangian L0 and the symmetry group G are the generalization of the 

free Dirac Lagrangian and the symmetry group U(1) of section 4. Now we 

discuss minimal coupling for the symmetry group G [4] [5]. Letthe (repre-

sentation of the) group G, be parametrized in a neighbourhood of e E G 

by canonical coordinates (ai) i.e. 

(5 .5) 

where 

ing 

(5. 6) 

1 2 r a U(g(a ,a , ..• ,a )) = exp(a T ) , 
a 

is a basis of the Lie algebra L(U(G)) of U(G) satisfy-
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and no:rnialized such that 

(5. 7) < Ta' Tb > = 0 ab 

where < , > denotes the Cartan-Killing inner product. If the transforma­

tions (5.3) are global transformations on M, i.e. the parameters (aa) 

are independent of (xµ), then (5.4) holds for all (aa) and G is a sym-

metry group. Under the local symmetry transformation 

the derivative transforms inhomogeneously 

(5. 9) 
a $ = u(g)a $ + <a U(g))$ 

µ µ µ 

= U(g)[a $+U-1(g)a U(g)]$. 
. µ . µ 

The analogy with (4.2) is obvious. Although L0 is invariant under the 

global symmetry transformation of G, it is in general not invariant under 

the local transformations (5.8) due to the second term in the right-hand 

side of equation (5.9). Again the Lagrangian can be made invariant under 

the local symmetry transformation (5.8) if the derivative a $ 
µ 

is replaced 

by the gauge-covariant derivative 

(5. 10) D $ := a $ + A $. 
µ µ µ 

This substitution is again called minimal coupling. The role of the term 

A $ µ 
in (5.10) is to compensate the term (a U(g) )$ 

µ 
in (5.9), which is 

responsible for the non-invariance of the Lagrangian L0 under (5.8). 

Note that U- 1(g)a U(g) lies in the Lie algebra L(G) of G, hence we 
µ 

choose A E L(G). Hence 
µ 

(5. 11) A = gAaT E L(U(G)) 
µ µ a (gEJR). 
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The-vector fields Aa (a=1, .•• ,r) are called gauge potentials. The real µ 

number g in (5.11) is called a coupling constant and for simplicity we 

have restricted in (5.11) to the case of a simple compact symmetry group G. 

In the general case where G has the form (5.2) each factor gets its own 

coupling constant. Let the basis of the Lie algebra of Gi (i=1, ••• ,n) be 
{T(i)} n 

ai i=1 

(5. 12) 

and 

(5. 13) 

then (5.11) 

(5. 14 ) 

satisfying (cf. (5.6) and (5.7)) 

<Ta. 'Tb. > = 0 a. b. 
]. ]. ]. ]. 

reads in the general case 

n (i)a. n+m 
g. A (j) A l g. A i T + l µ 

i=1 l. µ ai j=n+1 J µ 

The gauge covariant derivative has the transformation 

(5. 15) D (A)~+ D (A)i = U(g)(D (A)~). µ µ µ 

From (5.9), (5.10) and (5.15) the transformation rule 

(5. 16) A = U(g)A U(g)- 1 
µ µ 

follows. 

law 

After minimal coupling (5.10) in (5.1) the Lagrangian becomes 

(5. 17) 

Just as (4.6) r does not give a field equation for the gauge potentials 

Aa . To cure this a kinetic energy term L = L (Aa a Aa) is added to T. µ g g µ' v µ 
The system is then described by the Lagrangian 



(5. 1 8) L = L + L 
g 

and the gauge field is then a dynamical variable. Again L 
g 

is required 
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to be gauge and Lorentz invariant. The Lagrangian L 
g 

of the gauge fields 

is constructed from the field strength tensor (curvature) which is defined 

by (cf. (4.12)) 

(5. 1 9) F := [D (A),D (A)]=() A - <l A +[A ,A] E L(U(G)). µv µ v µ v v µ µ v 

The components 

(5. 2 O) F 
µ\! 

of F µv are defined by 

or the obvious generalization in case of (5.14). 

(5.21) 

Hence 

If G is non-Abelian, then contains a term quadratic in the gauge-po-

tentials. Formule (5.19) implies 

(5.22) F + F µv µv 
-1 

U(g)F U (g). µv 

For a non-Abelian group F µv is not gauge-invariant, but gauge-covariant. 

The gauge fields are made into a dynamical variable by adding their kinetic 

energy 

(5. 23) L 
g 

__ 1_ < F Fµv > = -41 \ Fa Faµv 
2 µv' l µv 

4g a 

to r L0($,Dµ$). This results in the following Lagrangian of the gauge 

field theory 

(5.24) L 

Substitution of (5.21) into (5.23) shows that the gauge fields of non-Abelian 

groups have cubic and quartic terms in the Lagrangian. The field equations 
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of non-Abelian gauge fields are not linear and consequently the superposi-

tion principle does not hold. 

Let us summarize the recipe of this section. Input is a Lagrangian field 

theory with Lagrangian L0 = L0 ($,aµ$) and a global symmetry group (5.2). 

This Lagrangian is made invariant under local symmetry transformations 

(gauge transformations) (5.8) and (5.16) by minimal coupling (5.10). 

Finally, the gauge fields are turned into dynamical variables by adding the 

Lagrangian L (5.23) of the gauge field. The end-result is the Lagrangian g 

L of (5.24). The gauge fields herein play an analogous role as the photon 

field A in quantum electrodynamics. µ 

teractions. 

The gauge fields Aa mediate the in­µ 

The standard model of high-energy physics [3], [6], [7] is a very success­

ful gauge theory.with the symmetry group 

G SU(3) x SU(2) x U(1) 

which describes the strong, electromagnetic, and weak interaction. The 

Lagrangian L0 is build up from scalar and spinor fields. The spinor fields 

describe the quarks and leptons. 

Gauge fields have a tendency to give a long range interaction in a perturba-

tion theoretical approach and this is not acceptable for the weak interac-

tion, which is short-ranged. In order that the weak interactions are short-

ranged the corresponding gauge fields are given mass by the so-called Higgs 

mechanism (spontaneous symmetry breakdown). The Higgs-mechanism is induced 

by the scalar fields in the Lagrangian L0• The gauge fields of the factors 

U(1) and SU(2) of G describe the electroweak interaction. This part of 

the theory is called Glashow-Weinberg-Salam theory. The gauge fields of 

SU(3) describe the strong (inter-quark) interactions. This part of the 

theory is called quantumchromodynamics. The strong interactions are sup-

posed to get their short range by the confinement-mechanism, which is still 
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a topic ·of current research. 

A kind of unification of the three mentioned interactions can be obtained 

by taking a simple Lie group G which contains SU(3) x SU(2) x U(1) as a 

subgroup. Candidates are SU(S), S0(10), •••• Theories of this kind are 

called grand unified theories (GUT). Interesting consequences of those 

theories are the instability of the proton, which is under current experi­

mental investigation. 
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6. EINSTEIN-CARTAN-KIBBLE-SCIAMA THEORY 

In this section we show that along similar lines one can establish 

Einstein's general theory of relativity [8], [9], [10]. Our first objective 

is the generalization of the Dirac Lagrangian (3.9) to a space-time manifold 

which is not necessarily Minkowskian. Let space-time M be a four-dimen-

sional Riemannian manifold, with a metric of signature -2. In order to de-

fine spinor fields on M we have to introduce tetrad or vierbein fields. 

A tetrad field is a set of four vector fields 3 
{ea}a=O on M such that 

they form an orthonormal basis of the tangent space T (M) 
p 

at each point 

p E M. Denoting the covariant metric tensor field by g this means 

(6. 1) (a,b=0,1,2,3) 

where (nab) := diag(1,-1,-1,-1) =: (nab) is the Minkowski metric. The 

Latin indices a, b, are called bein indices. In a coordinate basis 

equation (6.1) reads 

(6.2) 

where e 
a 

ponents of 

(6.3) 

eµa • Under a coordinate transformation (xµ) + (xµ 1
) the com­a µ 

e transform as a 

µ' µ' K1 ___ ax eµ(xK) e (x ) µ a , 
a ax 

where the Greek indices µ, µ', are called world indices. In T (M) p 
there are many orthonormal bases and anyone of them is transformed into an-

other one by a Lorentz transformation. In general these Lorentz transfor-

mations A depend on the point p E M and they are called local. Let 

(x0 ) be the coordinates of p E M then the transformation rule of the te­

trad fields under a local Lorentz transformation Aa,(x0 ) reads a 

(6. 4) 
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where ·(Aa,(x0 )) is a Lorentz transformation matrix. The dual basis {ea} 
. a 

of {e } is defined by 
a 

(6.5) 

Hence 

(6.6) 
µ a 

e e 
a v 

and this implies together with (6.2) 

(6. 7) 

From (6.7) it is evident, that the vierbein fields determine the metric. A 

Dirac spinor field is defined as a four-component complex-valued field with 

transformation rules under local Lorentz transformations and coordinate 

transformations which are now formulated. A local Lorentz transformation 

is given by 

(6.8) 

where wab = -wba 

group, defined by 

(6.9) be ,,a 
:= n "d 

(wab Ell) , 

is an infinitesimal generator of the Lorentz 

ac ,,b 
n "d 

A Dirac spinor field transforms under a local Lorentz transformation (6.8) 

as 

(6.10) 1/J(x) + $(x) S(wab (x))l/J(x), 

where 

(6.11) 

and ya (a=0,1,2,3) are the Dirac matrices, characterized by their anti-
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COIIllllUtation relations 

(6. 12) a b 
{ y 'y } 2 ab n • 

Actually we restrict ourselves to a sufficiently small neighbourhood of the 

identity, because otherwise we have to consider the covering group SL(2,~) 

of the Lorentz group. 

Under a coordinate transformation each of the four components of the Dirac 

spinor field transforms as a scalar field, i.e. 

(6. 13) 

From (6.13) it follows that the derivative a w transforms as a vector un­µ 

der coordinate transformations. Under local Lorentz transformations a W 
µ 

transforms inhomogeneously. 

(6. 14) a w + a ~ = s(w)a w + (a S(w))w, µ µ µ µ 

which follows by differentiating (6.10). Again a gauge-covariant derivative 

is defined 

(6. 15) i ab v w(x) := a W(x) + -4 cr w b(x)w(x) µ µ µa 

such that it transforms homogeneously under local Lorentz transformation 

i.e. 

(6. 16) g ~ = S(w)V W, 
µ µ 

and as a vector field under coordinate transformations. The field 

w = -w is called the spin connection. Under a coordinate transfor-µab µba 

mation it transforms as a vector field 

(6.17) 
axµ 

w , b(x') = --, w (x) µ a axµ µab 



The sp-in connection transforms under a local Lorentz transformation as 

(6. 18) ~ ( ) ab w b x a µa 
ab -1 

wab (x) So S 
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The gauge covariant derivative of ~ := ~tyO can be obtained in the follow-

ing way. Because ~~ transforms as a scalar field under local Lorentz 

transformations and coordinate transformations we have 

(6. 19) 

and by imposing as usual Leibniz's rule on gauge-covariant derivatives 

(6.20) 

follows. A vector field v has bein- and world-components 

(6.21) v 
a-

v e 
a 

The gauge covariant derivative of a bein vector 

(6.22) 

as can be seen by considering the prototype 

because 

[ a be] 
y ' a 

- a a - c 
aµ(~y ~) + w ~Y ~ 

µc 

2 . ( ab c ac b) 
i n y -n y • 

a 
v is given by 

In the covariant derivative of a quantity with world and bein indices the 

spin connection appears for each bein index and the affine connection 

for each world index. An example is given by 
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(6.23) 

Equation (6.21) implies 

(6.24) 

hence 

(6. 25) 

a µ 
v e 

a 
µ 

v ' 

µ a a 
v e v • 

µ 

By contraction the tetrad fields eµ and their duals ea transform world a µ 

indices into bein indices and the other way around. This generalizes to 

tensors e.g. 

(6.26) 

Substitution of Tv 
µ 

for all 

(6.27) 

v 
v • Hence 

0. 

V vv into (6.26) gives, using Leibniz's rule µ 

Together with (6.7) this implies the metric postulate 

(6.28) 0 

Equation (6.27) is equivalent with (cf. (6.23)) 

(6.29) 

so the affine connection is not an independent field, but determined by the 

vierbein fields and the spin connection, Now we have all the tools to mod-

ify the Dirac Lagrangian (3.9) or the corresponding action SD into a lo­

cally Lorentz invariant one. A Dirac action SD which gives the Dirac 



81 

equation in Minkowski space-time reads 

(6.30) 

The Lagrangian of (6.30) differs only a four-divergence of the Lagrangian 

(3.9) and thus both Lagrangians give the Dirac equation 

In the Riemannian space-time M the locally Lorentz invariant action of the 

Dirac field is given by 

(6.31) 

where e := det(ea) 
µ 

and yµ(x) := yaeµ(x), thus converting the bein-index­a 

ed y-matrices into world-indexed ones. The derivatives in (6.30) are re-

placed by gauge-covariant derivatives in (6.31), thus the integrand of (6.31) 
~ 

is a Lorentz scalar. The action SD is also a scalar under coordinate 

transformations. The role of e in the integrand is to compensate the Ja-

cobian which appears under a coordinate transformation. Because we started 

with (6.30), instead of the action obtained from (3.9), the resulting action 

SD is real. The vierbein fields and spin-connection become dynamical vari­

ables if the total action S is taken to be 

(6. 32) s 

where SG is the action of the vierbein fields and the spin-connection. 

The action SG is constructed from the curvature of the spin-connection, 

similar to section 5. There is, however, a difference. Here the action is 

choosen to depend linearly on the curvature instead of quadratically: 

(6.33) ( GEJR.) , 
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where R µvab is the curvature of the spin-connection 

(6.34) 

and G is a coupling constant. 

The variational principle of Hamilton gives by varying 

the field equations of 

(6.35) 

(6.36) T 
PK\! 

411Gs , 
\!pK 

(6.37) 

(6.38) 

where 

(6.39) 

is the Ricci tensor, 

(6.40) 

the curvature scalar and 

(6.41) 

and lj!: 

o, 

o, 

the energy momentum tensor of the Dirac field. 

The torsion and the modified torsion are defined respectively by 

(6.42) 

and 

(6.43) 

µ 
f[KJ..] 

and lj!, 



The spin density is defined by 

(6.44) 

where E:0123 := 1 and 

i;;: [µ p K] z '+'Y y y 1jJ 

• 0 1 2 3 
Y5 := iy y y y 
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The complete anti-symmetry of the spin density sJJPK implies the complete 

anti-symmetry of the modified torsion TJJPK 

tution thereof in 

(6.45) 

and Tµ = 0 
pµ follows. Substi-

implies that the torsion and modified torsion are equal, i.e. 

(6. 46) 

and in particular that s pKV 

Weyl equation (6.37) becomes 

(6.47) o. 

is completely anti-symmetry. 

The complete anti-symmetry of the torsion and the relation 

(6.48) 

Hence, the Dirac-

imply that the symmetric part of the affine connection equals the Christoffel 

symbol 

(6.49) fK = f K} 
( ]JK) LllA • 

Hence, affine geodesics of and metrical geodesics coincide in this 

theory. The conservation laws read 

(6.50) 25 T[Kµ] + !R Sµab 
pK]J pµab ' 

and 
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( 6. 5 i) 'V 8µab 
µ 

Let us consider the particular case where the spin density sµpK is zero. 

Then the torsion is zero and (6.35) becomes the Einstein equation of the 

theory of general relativity. This is the field equation for the metric ten-

sor field. 

We have here an alternative route to the general theory of relativity, 

which is similar to the approach of section 5. Starting point was the defi-

nition of a spinor in curved space-time, leading to vierbein fields and lo-

cal Lorentz transformations. Then the Dirac equation was made locally 

Lorentz covariant through the introduction of the gauge-covariant derivative 

(minimal coupling). Finally, the vierbein fields and the spin connection 

were made into dynamical variables. The resulting field theory is the 

Einstein-Cartan-Kibble-Sciama theory of the gravitational field, described 

by the vierbein field and the spin connection, coupled to a Dirac field. 

Instead of the Dirac field another matter field could have been taken. 
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The purpose of this chapter is to review the classical concepts of connec-

tion and covariant differentiation and to explain their general coordinate 

free description. Most of the material has been derived from literature [1,2]. 

1. THE CLASSICAL CONCEPT OF COVARIANT DIFFERENTIATION 

Let M be an n-dimensional C00 
- submanifold in 1Rm and c(t) a para-

meter representation of a C00 
- curve c on M, with a < t < b. 

DEFINITION 1 • The covariant derivative of the vector belonging to 

the vector field T(M), along the curve c in the point t = to is the 

projection of the vector d y I on the plane tangent to M through dt c(t) t=to 
DY the point co = c(to). We use the notation: dt' 

The vector field Y is called constant or parallel along the curve c, 

whenever 

DY 
dt - 0 along c. 

Introducing coordinates 1 2 n n x = (x ,x , •.• ,x) E 1R and 
1 2 m m y = (y ,y , •.• ,y) E 1R and representing then-dimensional submanifold M 

by 

1 1 2 n m 1 2 n {y (x ,x , •.• ,x ), ••• y (x ,x , ••. ,x )} (n<m) 

and the curve c on M by 

a < t < b, 
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we nave for the covariant derivative of the 
ay. a . 

vector field Y(t) along c: 

Y(t) = bi(t)X.(t) with 
]. 

X.(t) =_:i-
i " i ay. ' 

the expression 
oX J 

DY • i i DXi 
dt = b (t)Xi(t) + b (t) ~ . 

(the dot denotes differentiation with respect to 

I d d ' DY d 1 1 n or er to etermine dt one nee s to ea cu ate 

According to our definition 1 we.have 

t). 
DX. 

]. 

~ 

( 1.1) 

with II(~) := a:(x)XJl (x) 
ayJ J 

being the projection of on the plane 

tangent to M. 

Putting 

we get 

and DY 
dt 

The functions k r .. (x) 
l.J 

Jl 
r ki (x) 

are known as the symbols of Christoffel. In the 

particular case that the curve c has the parameter representation 

c(xj) = y(O,O, ••. ,O,xj,O, ••• ) we obtain from (1.3) 

Finally we define the vector field 

x .. 
l.J 

axi !l 
:= ---..- = r .. XR. + h •• (x)N, 

axJ l.J l.J 

with N normal to the plane tangent to M. 

( 1. 2) 

( 1.3) 

(1 .4) 

(1 .5) 



Suppose the first fundamental form on M reads 

g (x)dxi © dxj . . ' l.J 

then we have for the scalar products <X.,X.> 
l. J 

and 

<X.,X.> 
l. J 

g .. 
l.J 

and <x ~> = ri .. g .·= .., "k l.J l.J ,,, r ijk. 

and so due to r .. k 
l.J rjik: 

<X.k,X. > + <X.,X.k> 
l. J l. J 

r .. k = Hg.k · +gk. ·-g .. k} 
l.J J 'l. l. 'J l.J ' 

<X .. ,2l>: l.J --k 

It follows that 

r.k. + r.k. 
l. J J l. 

From this simple consideration we may draw the conclusion that the 
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( 1. 6) 

Christoffel symbols and hence also the covariant derivative and the paral-

lel displacement of a vector field on M along a curve on M are uniquely 

defined by the metric on M, induced by the metric in JR.m • 

REMARK. The Christoffel symbol 
k r .. (x) does not define a tensor fiel; trans­
l.J 

formation to other coordinates x' = (x 11 ,x• 2 , ... ,x'n) yields: 

r'Y (x') 
a(3 

( 1. 7) 

It follows from (1.4) that the covariant derivative of a given vector field 

Y in a point p of a given manifold M (with a metric induced by that 

in JR.m) depends only on the vector x(t0) with x(t0) 

being the coordinates of p E M. 

Denoting the vector by x ' p 
the covariant derivative of the given 

vector field Y gives the map: 

T (M) + T (M) 
p p 

with X +DY 
p dt 

Henceforth we use the more suggestive notation: 

DY 
dt ( 1. 8) 
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Fot the particular case of Y X. and X ]_ p 
X.(p) we have according to 

J 
( 1. 5) 

( 1. 9) 

The '\/-operator, also called the "del" operator, satisfies the following 

theorem. 

THEOREM 1. In any point p E M (n-dimensional C00 
- submanifold) and for 

any C00 
- vector field Y E X(M) there exists a map T (M) -+ T (M) 

p p 
with 

x .... vx Y 
p p 

1 • Wehenever 

which satisfies the foUowing properties: 

X and Y are C00 
- vector fields and then 

C 00 
- vector field. 

2. The map T (M) x X(M) -+ T (M) with (X ,Y) -+ vx Y is JR - linear as p . p 

well in X as in Y. 
p 

3. 'V(fX) Y f(p)'VX Y, Vf: M -+JR. 
p p 

p p 

4. VX (fY) (X f)Y + f(p)'VX Y, Vf: M-+ JR, (f differentiable) p p p p 
S. [X, Y] = 'VXY - 'VYX' VX,Y E X(M) 

6. x <Y1,Y2> = <'Vx Y1,Y2 >+<Y1 ,'Vx Y2>, vx, Y1, y2 E X(M) 
p p p p p 

PROOF. The theorem follows rather easily from the definitions; see lit.1, 

Boothby, pp. 311-312. 
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2. THE RIEMANN CONNECTION 

Let M be a C00 
- manifold of dimension n. 

DEFINITION 2. A Koszul connection on M is a map '\/: X(M) x X(M) ->- X(M); 

notation (X, Y) ->- VXY which is JR. - linear in X and Y. Besides this 

property, the Koszul connection satisfies for all f,g E C00 (M) and for all 

X, X', Y, Y' E X(M) the rules: 

(2 .1) 

ii) Vx(fY+gY') = f'VXY + g'VxY' + (Xf)Y + (Xg)Y'' (2.2) 

In case M is a Riemannian-manifold of dimension n, we have the defini-

tion: 

DEFINITION 3. A Riemann connection is a Koszul conncetion with the extra 

properties: 

iii) (2.3) 

iv) X<Y,Y' > (2. 4) 

In Theorem 1 it has been indicated that a Riemann connection exists for a 

C00 
- submanifold M, embedded in Euclidean space 1Rm. However the follow-

ing fundamental intrinsic (i.e. without embedding) theorem is valid. 

THEOREM 2. If M is a Riemannian C00 -manifold, then there exists on M 

a uniquely determined Riemann connection. 

PROOF. Let 1 2 n x = (x , x , ... , x ) be the local coordi~ates in a chart of 

U c M and let 

and <X.,X.> 
l. J p 

g .. (p) ' 
l.J 

p EU 
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Let us suppose that a Riemann connection exists on M· 
' 

we prove first that 

under this assumption the connection is uniquely determined. 

We define the functions 
k r .. (x) 
l.J 

k 
vx x. = r .. (x)Xk, 

i J l.J 

and it follows from (2.3) 

r~. r~. 
l.J J l. 

From (2.4) we get: 

by 

(2.5) 

<Vx x.,X. > + <X.,V X.> 
kl.J l.XkJ 

or gij , k = r ikj + r kj i 

It follows now from (2.5)-(2.6) and (1.2)-(1.6) that the function 

(2.6) 

k r .. (x) 
l.J 

are the Christoffel symbols and hence uniquely determined by the Riemann-

metric on M. According to (2.1) and (2.2) we have for arbitrary vector 

fields i 
X = a (x)Xi and Y i 

b (x)Xi: 

a ibj rJl x iabj x 
ij Jl + a axi j 

j i j Jl (Xb )X. +a b r .. XJl (2.7) 
J l.J 

Because the Christoffel symbols are determined uniquely by the metric on M 

the connection VXY is defined unambiguously, however under the assumption 

that it exists. Moreover, the equations(1.4) and (2.7) yield that (VXY)p 

is the covariant derivative 

Conversely, defining 
k r .. (x) 
l.J 

VX Y. 
p 

by (2.5) and (2.6) and by (2. 7), we ob-

tain on M a Riemann connection, which we know to be unique. a 

For more details see lit[1], pp. 313-318. 

Formula (2.7) gives an intrinsic definition of the covariant derivative, 

without recourse to an embedding in lRn. 
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3. RIEMANN CONNECTION AND CONNECTION FORMS 

Let (U,$) be a chart of the Riemannian-manifold M with coordinates 

1 2 n 
(x ,x , ... ,x ), let p € u and a base in T (M) with 

p 

The dual base in T*(M) 
p 

is denoted by 1 2 n {w , w , ••• , w } with 

with 

Hence 

and 

or 

The Riemann connection on i M gives for X =a (x)X.: 
l. 

i k k VXX. =a (x)r .. (x)x_ := w.(x)x_ J l.J -I< J --k 

k w. (X) 
J 

the map v 

k 
w. (X.) 

J l. 

k w. (X) 
J 

k 
w. 

J 

i k 
a (x) r .. (x) 

l.J 

determines 

k r .. (x) 
l.J 

k i . 
= w. (w (X)X.) 

J l. 

k i r .. (x)w • 
l.J 

2 one-forms n 

i k 
w (X)r .. (x) 

l.J 

k with wj' 

(3 .1) 

(3.2) 

(3.3) 

(3 .4) 

Using the relation i dw (X,Y) i i i Xw (Y) -Yw (X) -w ([X,Y]) and the property 

(2.3), we obtain after a little calculation: 

On the other hand, the property (2.4) yields 

or 

dg .. (X) = X(g .. ) = X<X.,X. > = <VXX.,X. > + <X1.,VXXJ. >, 
l.J l.J l. J l. J 

dg .. 
l.J 

k k = <w.(x)x_ ,X. > + <X.,w.(x)x_ > l. --k J l. J -I< 

k k 
gk.w. + g.kw. J l. l. J 

(3.5) 

(3.6) 

Summarizing we have the result that the Riemann connection on M determines 

2 . ~ k n aonneat~on Jorms w., 
J 

defined by (3.1) and satisfying the relations 

(3.5) and (3.6). Also we have conversely: 1-forms w~ can be defined on 
J 
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M by the relations (3.5) and (3.6) and· with the aid of these 1-forms an 

operator V may be defined as: 

i i k (Xb (x))X. + b (x)w. (X)X , ]. ]. --k (3. 7) 

where i Y = b (x)Xi. 

It is not difficult to show that (3.2) follows from (3.6) and so the opera-

tor V, defined by (3. 7), is the same as the one defined by (2. 7), and 

hence it satisfies the requirements (2.1)-(2.4) of the uniquely determined 

Riemann connection. Once again in summary, we have obtained: 

THEOREM 3. The Riemann connection defined on a Riemannian manifold M can 
be defined in two equivakent ways: 

1e. As an operator V: X(M) xX(M) + X(M), satisfy1:ng the relations (2.1), 

(2.2), (2.3) and (2.4). 

2e. As a system of 1-forms satisfying the relations (3.5) and (3.6). 
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4. THE-CARTAN CONNECTION 

be a basis in T (M) 
p 

with M a Riemannian 

manifold and p E M. We assume that E may depend on the point p and so 

we have for varying p a so-called "moving frame" or "repere mobile". 

The Riemann connection determines 
2 

n one-forms 

We consider now a transformation to another base 

E' 

where a(x) is the matrix with 

X'. 
J 

Q, 
a.(x)X 0 J . ,, 

(!l row index, j column index.) 

We have again 

and it follows 

i w'.(•)X'. 
J ]. v(·)Xj = v(·)a~(x)X!l 

Q, Q, 
daj ( • )X!l + aj (x)V (. )X!l 

Q, Q, i 
da.(•)X 0 + a.(x)w 0 (·)X. 

J ,, J ,, ]. 

i 
w. with 

J 

or in matrix notation i 
w = (w.), with i row index and 

J 

E 'w' E da + E wa. 

Using (4.2) we get the simple transformation formula 

E aw' Eda+ Ewa, or 

(4.1) 

(4. 2) 

(4.3) 

(4. 1 *) 

j column index 



w' 
-1 -1 a da +a wa (4.4) 

This rule leads to the following definition, applicable to any C00 manifold, 

not necessarily Riemannian: 

DEFINITION 4. The Cartan connection is a map from a "moving frame" E(x) 

to a matrix valued 1-form w(x) such that the transformation rule (4.4) 

holds, i.e. 

-1 -1 E + w ,. Ea + a da + a wa (4 .5) 
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5. THE EHRESMANN CONNECTION IN FIBRE BUNDLES. 

5. 1 Principal fibre bundles. Let M be a C00 
- manifold of dimension n 

and G a Lie group with e as unity. 

DEFINITION 5. A C00 
- principal fibre bundle above M with structure 

group G is a triple (P,IT,•) with the following properties: 

co 
1. p is a c manifold 

co 
2. IT is a c projection map from p onto M 

M is called the base space of P. 
co 

3. There exists a c right action of the group 

P x G + p with (p,g) + p•g := R p, 
g 

p E P, 

This action satisfies the following conditions 

(i) p• (gh) 

(ii) IT(p•g) 

(p•g)•h, Vp E P, Vg,h E G 

IT(p) Vp E P, Vg E G 

with IT(P) 

G: 

g E G 

M· 
' 

(iii) For any x E M, there exists a neighbourhood U of x and a 

diffeomorphism 
-1 

<j>: IT (U) + U x G such that <j>(p) = (IT(p),w(p)) 

with w(p•g) = w(p)g. Any fibre IT- 1(x) is diffeomorph with 

G, but there does not exist a canonical diffeomorphism. 

The last requirement (iii) means that a principal fibre bundle is local-

ly a trivial bundle U x G. A local section s: U + uxG defines a 

local trivialisation (local gauge) <j>: IT- 1(u) + UxG. We have the fol-

lowing commuting diagram 

Any fibre IT- 1(x) is diffeomorph with the Lie group G and moreover 
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{p•g I gEG} 
-1 

II (II(p)). 

This follows from 

II(p•g) 3~ii II(p) + -1 {p•g I gEG} c II (II(p)) and 

from the inclusion II- 1(II(p)) c {p•g I gEG}. 

The latter inclusion is obtained from 3.iii and 3.ii: 

q E II-l(II(p)) + II(q) = II(p) 3.iii 3hEG with 

i)!(q) = i)!(p)h = i)!(p•h) and II(q) = II(p) 3~ii II(p•h); 

hence according to 3.iii: q p•h with h E G. 

Furthermore we get from p•g = p for some g E G that i)!(p•g) = i)!(p) 

= i)!(p)g and so g e; therefore G acts 

When i denotes the embedding: 
-1 

II (x) + P 

without a fix point. 

-1 then Vx = i*T(II (x)) 
is a vertical subspace of the tangent space T(P); whenever a tangent 

vector Y E T(P) 

conversely. 

belongs to v 
x 

for some x E M, and 

We finish this subsection by giving the important example of the so-

called frame bundle. 

Let M be again a C00 
- manifold of dimension n and T (M) 

x 
gent space through the point x E M. Further, let 

be some base for T (M). 
x 

the tan-

(coordi-
nate frame). We denote by F(M) the set of all possible frames u(x) 

for all tangent spaces T (M), x where x varies arbitrarily in M. 

F(M) is called the frame bundle and takes the role of the space P. 

The projection II is now the map F(M) + M with II(u(x)) = x, with 

u(x) some base for T (M). x 
Let (x,V) be a chart of M with x E V; denoting the coordinates 



5.2 

of x by 

in the form 

a 
u. = x .. (u) -~-1 , 

J l.J oxi II(u) 

any frame u 

j 

for T (M) 
x 

1 ,2, ... , n 
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may be written 

with x .. (u) a non-singular matrix (i row-, j column index); also 
l.J 

conversely, any non-singular matrix (x .. ) def~nes a frame. The map 
l.J 

n 
(x,u) + ((x1 ,x2 , ••• ,x ) , (x .. )) E lR x G!!.(n,lR) is a 1-1 map from 

n l.J . 
-1 00 

II (V) + V x GR.(n,lR) and so F(M) is a C manifold. 

Besides this we have still at our disposal the map F(M) x G!!.(n,lR) + 

+ F(M) defined as 

(x,u; A) + (x,uA) with (uA). = u.A ... 
J l. l.J 

F(M) is an example of a principal fibre bundle with structure group 

Gl!.(n,lR) . For more details on fibre bundles the reader is referred to 

the chapter by H.G.J. Pijls. 

Fundamental Vectorfields. Let p be a principal fibre bundle with 

Lie group G and with g the Lie algebra of G. Any x E g gener-

ates a curve c ( t)' t + exp tX, in G and for any p E p a curve 

c (t) is defined in p with c (t) = p•exp(tX) := R exp(tX)p. p p 
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The vector tangent to 

so 

c (t) 
p 

(\ddt c ) = o(X) (p) 
P t=O 

at t 0 is denoted by o(X)(p) and 

and a is a map g + X(P) (X(P) is the set of vector fields on P). 

When we denote the map G + P with g + p•g with p fixed by 

a (g) = p•g, then we have p 

o(X)(p) 

The map Ad(g) from g + g is defined as 

Ad(g) = (LgR _ 1)* = (R _1Lg)* 
g g 

(L , R are respectively left an right multiplication with g) g g 

(5. 1) 

(5.2) 

EXAHPLE. G = GR.(n,JR) and g = M(n,JR) with M(n,JR) the set of all 

n x n matrices with real entries. 

-1 Ad(A)M = (LAR l) M = LAMR l = AMA 
A- * A-

A useful relation is the following: 

-1 (Rg)*o(X) = o(Ad(g )X), 'v'X E g, Vg E G 

PROOF. Applying R to the curve c (t) -- g p 
tX -1 tX -1 p•e g = p•g(g e g) = p•gexp (tAd (g )X). 

Hence according to (5.1) 

(R )*a (X) 
g p* 

-1 a (Ad(g )X) 
p•g* 

or 

tX p•e 

(5.3) 

we get the curve 
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Because G acts without "fix points", is the map X+ a(X)(p) = 

= a (X)' with p fixed, an isomorphism, and whenever x traverses 
p* 

the Lie algebra g, then the set {a(X)(p)}XEg is the set of all ver-

tical tangent vectors in p. The vector fields a(X) on P are call-

ed the fundamental veator fields on P. 

5.3 The Cartan and the Ehresmann Connection. We consider again the frame 

"' bundle P = F(M) with M a C manifold of dimension n. A seation 

"' s of this bundle above an open set V c M is a C map s: V + F(M) 

with II s the identity map. A section s is a moving frame above V. 

This section is in general not global. We reformulate now definition 4 

"' of a Cartan connection for a C manifold, which needs not to be a 

Riemannian manifold. 

DEFINITION 6. A Cartan connection is a map from local sections 

(V+F(M)) to nxn matrix valued one forms 

"' that for any c function g: V + Gt(n,lR) 

with 

It is 

F(M), 

-1 -1 
w g dg+g wsg s•g 

s•g the section (s•g) (x) = s(x)•g(x) 

not difficult to define a nxn matrix 

such that for any local section s 

w 
s 

s*(w) 

i on M: w (w . ) ' s SJ 

the relation holds: 

and x E M. 

valued 1-form w 

This 1-form w is defined for any Y E T (F(M)) 
p p 

as 

w(Y ) = w (X ) with Y 
p s x p 

The transformation rule (5.4) reads now 

* (s•g) (w) 
-1 -1 g dg+g s*(w)g 

x. 

s 

such 

(5. 4) 

on 

(5.5) 

(S.4*) 
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The V operator ("del" operator) connected with the Cartan connection 

above M, with M a coo n-dimensional manifold (not necessarily 

Riemannian) is defined as follows 

DEFINITION 7. Given a moving frame x = (Xl ,x2, ... ,Xn) ~ defined by 

a section s above V c M, and given the adjoint conne.ction 
i 

is a map from X(M) x X(M) + X(M) with forms (w • ) ' the operator v 
SJ 

i i X(b (x))X. + b (x)VXX., 
l. l. 

(5.6) 

where y w ~(X)X.; x = (x 1,x2 , ••• ,xn) E V. 
Sl. J (5,7) 

From this definition it follows that 

VX X. = w ~(X.)X .• k l. Sl. --k J (5.8) 

Moreover V defines a Koszul connection according to definition 2. 

If we specialize the Cartan connection by taking for M a Riemannian 

manifold, while i 
Ul • 

SJ 
are restricted by the relations (3.5) and (3.6) 

we obtain the Riemann connection, dealt with in section 3. So the 

operator V, defined by (5.6)-(5.7), is a natural generalization of 

the covariant derivative on a Riemannian manifold. 

The Cartan connection has been defined for the frame bundle P F(M) 

by means of formula (5.4*). This formula contains a section 

s(V+F(M)) and is not completely coordinate free. However, the fol-

lowing theorem gives a useful intrinsic definition of the Cartan con-

nection w on the frame bundle F(M). 

THEOREM 4. A matrix valued 1-form on F(M) satisfies the relation 

(5.4*), if and only if 

w(cr(X)(p)) X, VXE g M(n,lR), Vp E F(M), (5.9) 

and 



-1 
w(R *Y) = Ad(g )w(Y), VY E X(P), Vg E G 

g 

For the proof we need the following le!lllila. 
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( 5. 10) 

LEMMA. Let s be a section of F(M), above some open set V c M, 

00 

and let g: V -+ GJl(n,lR) be a C map. 

Then for any tangent vector x 
x 

at a point x E V we have 

R ( ) s*(X) + o(L 1 X (g)) (s(x) •g(x)) 
g x * • x g- (x)* x 

COMMENT. L -1 x (g) is a nxn matrix and so it may be 
g (x) ,~ x 

upon as an element of g and therefore o(L _1 Xx(g)) 
g (x) '~ 

for fixed g a vertical vector field on F(M). 

(5. 11) 

looked 

is 

PROOF of the le!lllila. We consider the map m: F(M) x GJl(n,lR) + F(M) 

with m(p,g) = p•g (pEF(M), gEGJl(n,lR)). 

The tangent space of F(M) x GJl(n,lR) at (p,g) is the direct sum 

T (F(M)) @ T (GJl(n,lR)) and so any element of this tangent space is a 
p g 

pair and 

Suppose c(t) is the integral curve for X with c(O) = x, then 

we have due to s•g = m(s,g) 

[ddt s(c(t)) ·g(x)] lt=O + [ ~t s(x) •g(c(t))] lt=O (5. 12) 

The first term of the right-hand side is easily seen to be reduced to 

d~[s(c(t))•g(x)JI 
t=O 

The second term yields 

R ( ) s* (X ) 
g x * x 

(5.13) 
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r d i d -1 l-d s(x)·g(c(t))JI = d[s(x)·g(x) {g (x)g(c(t))}JI 
t - t=O t t=O 

(5,;,1) (d -1 ( \1 
crs(x) •g(x)* \<lt g (x)g(c t)) Jit=O 

dd(g- 1(x)g(c(t)))I isanelementoftheLiealgebra g of G,Q,(n,lR) 
t t=O 

and it equals L _ 1 Xx(g) · 
g (x)* 

Hence, again according to (5.1) 

rlddt s(x)·g(c(t))Jlr 
f t=O 

= er (L X (g)) s(x)•g(x)* -1 x 
g (x) '" 

= cr(L _ 1 Xx(g))(s(x)•g(x)) (5.14) 
g (x)* 

Combining (5.12), (5.13) and (5.14) gives the proof of the lemma. ~ 

PROOF of THEOREM 4. In order to comply with (5.4~') we have to look for 

Lie algebra valued one forms satisfying 

-1 -1 w((s•g)*X ) = g (x)X (g) + g (x)w(s*X )g(x), VX E T (M). x x x x x 

Using the lemma, this is equivalent to 

w{R ( )•s*(X )} + w{cr(L _ 1 X (g))(s(x)·g(x))} 
g x " x g (x)* x 

VX E T (M) (5. 15) x x 

Specializing now to the particular maps g: V + Gi(n,lR) 

with i) g(x) I and g(y) ~ I in V (I identity) 

and ii) g(y) - constant = g, 'v'y E V 

we get respectively: 

i) w(s*(X) + w{cr(X (g))(s(x))} = X (g) + w(s*(Xx)) or ' x x x 

w(cr(X (g)))(s(x)) = X (g) for g(x) =I x x (5. 16) 

(5. 17) 
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valid for all sections s of F(M). 

Also conversely we have that (5.16) and (5.17) imply (5.15) and so 

(5.15) is equivalent to (5.16) and (5.17). 

In (5.16) we may take for x (g) 
x 

any n x n matrix, because the only 

restriction on g is that g = I in the particular point x under 

consideration, and so we obtain the first condition of Theorem 4: 

w(o(A)(p)) A, for all A E g and all p E F(M) (5. 18) 

By choosing s(x) properly, any non vertical vector in p = s(x) may 

be written as with X ET (M). So it follows from (5.17) that 
x x 

we have for non vertical vectors Y: 

w(R_ Y) 
g* 

-1 
Ad(g )w(Y) 

In case Y is a vertical vector, we remember that we may write 

(5. 19) 

Y = o(B) for some B E g inserting this into the left-hand side of 

(5.19) and using (5.3) and (5.18) we get: 

w(R_ Y) 
g* 

w(R_ o(B)) 
g* 

-1 
w{o(Ad(g )B)} 

-1 
Ad(g )w(o(B)) 

-1 
Ad(g )w(Y). 

Therefore formula (5.19) is valid for all YET (F(M)) and all 
p 

p E F(M) and so also the second condition of the theorem has been 

proved. II 

Theorem 4 provides now the following definition of a so-called 

Ehresmann connection on an arbitrary principal fibre bundle. 

DEFINITION 7. An Ehresmann connection on an arbitrary principal fibre 

00 

bundle IT: P + M above a C manifold M with structure group G 

is a C00 Lie algebra valued one form w, such that 
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1e 

2e 

w (er ( X)) 

w(R Y) 
g* 

x, VX E g (5.20) 

Ad(g- 1)w(Y), VY E X(P) and Vg E G (5.21) 

Consequences: From (5.20) it follows that w: T (P) + g 
p 

is 11onto11 

and so ker w(p) := H 
p 

is a subspace of T (P) 
p 

with the same dimen-

sion as M. 

This space H 
p 

is called the horizontal subspace of the tangent space 

T (P). 
p 

Every Ehresmann connection gives rise to a horizontal distribution H 

on P. We have 

i) T (P) 
p 

V eH , 
p p 

with V 
p 

the subspace of vertical vectors 
(5.22) 

ii) H 
p·g 

As to (5.23) we remark that 

(5.23) 

-1 w(R H ) = Ad(g )w(H ) = 0 g* p p 
and so 

R H c H · since left and right-hand side have the same dimension g* p p•g' 

namely the dimension of M, the equation (5.23) is valid. 

The projection IT*: H + TIT(p) (M) is an isomorphism for all P E P p 

and hence for any vector field x on M there exists a unique 

* * field x on p such that x is everywhere horizontal and 

Vp E P 

"' The vector field X is called the lift of the vector field X. 

Let s be a section M + P; 
"I< 

a useful formula for the lift X 
p 

of the vector X E T (M) is given by the formula x x 

j ~ 
w ( s ~X) er (X. ) 

~ J 

vector 

(5.24) 

(5.25) 

with (X 1 ,x2 , ... ,\) a basis for the Lie algebra g and with wj 



defined as 

w(.) 

* 

k 

l 
j=1 

The field X is clearly horizontal, because according to (5.20) 
s 

* w(X ) = 0 and further 
s 

We have the following theorem at our disposal: 

THEOREM 5. 

* * * 
1. (X+Y) x +Y ' VX,Y E X(M) 

* * 2. (fX) (f oII)X , Vf:M+JR, VX E X(M) 

* 
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* * 
3. [X,Y] h([X ,Y ]), VX,Y E X(M), with h(.) denoting the ho-

4. 

5. 

rizontal componen[. 

* * R (X ) = X 
g* 

VX E X(M), 

Whenever Y E X(P) with R (Y) 
g* 

with X uniquely determined on M. 

* 

Vg E G. 

Y, Vg E G, then Y * x 

PROOF. As to 3 we remark that X and X are II-related and so 

The proof of the other items is left to the reader. 

5.4 Parallel transport of vectors in a frame bundle; the covariant deriva-

tive. 

Let P be an arbitrary principal bundle II: P + M with structure 

group G. 

DEFINITION 8. A curve y: [0,1] + p is called horizontal, when-

ever all tangent vectors y'(t) are horizontal. A lift of the c1 

curve c.: [O, 1] + M is a horizontal curve c*: [O, 1J + P with 

II (c *) c. It follows that whenever c* is a lift of c, then also 

R (c*) is a lift of c (see (5.23)). 
g 

We have the following theorem 
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THEOREM 6. Let c: 0 ~ t ~ 1 + M be a (piecewise) C 1 auY'Ve and 

p0 E P with IT(p0) c(O). Then theY'e exists a unique lift c* of 

c with c*(O) = p0 . 

PROOF. On account of the local triviality of the principal bundle 

there exists a curve y: O~t~1+P with y(O) = Po and Iloy = C, 

Any lift c* with c*(O) = Po must now be of the form 

c*(t) y(t)•g(t), for some g: O~t~1+G and with g(O) e. 

Hence, using (5.11) we get 

dc*(t) R d (t) d * ~ = g(t)*dt ( + o(L -1 dt g)(c (t)) 
g(t)* 

and so: 

-1 d w(c*' (t) = Ad(g(t) )w(y' (t)) + L _1 dt g 
g(th 

It follows that c*(t) is horizontal, if and only if the right-hand 

side is zero. Using the definition (5.2), this results into 

L -1ddtg=-L -1R(t)*w(y'(t)) 
g(t)* g(t)* g 

or into the differential equation of the first order: 

where w(y' (t)) is now a given curve in g • 

This equation has for g(O) = e a unique solution in a right neigh-

bourhood of t = 0 and so there exists a unique lift c*(t) defined 

in a right neighbourhood of t 0 with c*(O) = p0 . 

In the same way one shows that there exists always a unique lift c*· 
' 

defined irt a neighbourhood of any t € (0,1), while c*(t) = p with 

p an arbitrary point of -1 -IT (c(t)). There is left to prove that the 
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lift. c* can be defined uniquely on all of [0,1]. We know already 

that a unique lift c* exists on [O, t 0) , with some positive 

number between zero and one, and we have to prove that this lift can 

be extended past t 0 . We pick the lift c*(t) defined in a full neigh-

bourhood of t 0 with an initial condition, which is fixed by the con­

dition c*(t ) = c*(t ) 
1 1 

for some t1 < to and t1 close enough to to 

such that ';;'*(t 1) and c*(t 1) .are defined. Due to the uniqueness on 

[O, t 0) we have c*(t) 

c*(t) past t 0 . I 

= c * ( t) on [t1' to) and hence ';;'*( t) extends 

By means of the last theorem we define now the so-called paPallel tPans-

poPt of fibPes of the principal bundle IT: P + M along any curve 

c: [0,1] + M. 

For any 
-1 

p E IT (c(O)) we require 
-1 

't(p) En (c(t)), such that 

coincides with the horizontal lift c*(t) through p. 

In this way we get a map 

which is a diffeomorphism between fibres above c(t). 

This map is the parallel transport of fibres along the curve c. 
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We consider now the special case of the frame bundle F(M) and the 

C 1 - curve c(t) CM with c(O) = x and x is some vector belonging x 
to T (M). Let u = (u1,u2, ... ,un) be some frame above x, then x 

there exists a unique vector 

x 
x 

->-s E JRn such that 

DEFINITION 9. The paraUe-Z translation of the vector 

y = c(t) is defined as 

with X 
x 

* i := ci (t)l; 

x 
x 

along 

(5.26) 

(5.27) 

This definition means that the components of the vector Xc(t) ex­

pressed in the base along a lift of c(t), do not change with the 

transport along c(t). However, the definition has only a well-defined 

meaning whenever the parallel transport of x 
c(t) 

is independent of 

the choice of the lift of c(t). That this is indeed the case is clear 

from the following reasoning: Suppose -* * c =1\i(c) is another lift 

of y = c(t); we have 

Tt is an isomorphism between the tangent spaces Tc(O)(M) and 

Tc(t) (M). 

Finally, we are ready for the coordinate free definition of the covar-

iant derivative of the vector Yx in the point x E M along the 

curve y = c(t) with x = c(O). 
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DEFINITION 10. The covariant derivative of the vector field Y € X(M) 

along the curve y = c(t) in the point x = c(O) is 

7x Y lim .l -1 := 
h+O h 

(Th yc(h)-Yx) 
x 

(5.28) 

with x = dc(O) 
x dt . 

A vector field y is parallel along y c(t), 0 ( t < 1, when for 

all t with 0 ( t < 

vx y 0 with xc(t) 
= de ( t) 

c(t) dt (5.29) 

Finally, we want to shoF that the covariant derivative, defined above 
co 

for arbitrary C manifolds, is the same as the derivative connected 

with the Cartan connection and which has been defined in formula (5.6). 

In order to prove this we still need one lemma. 

Suppose we have the vector field YE X(M), Y € T (M) with x = IT(v) 

and v € F(M). According to (5.26) 

y 
x 

i v.n 
l. 

v (~) 
x 

We introduce now the map Ay: F(M) + lRn 

with \ (v) 
x 

+ 
n. 

x x 

(5.30) 

So Ay assigns to the frame 
x 

v the coordinates of Y with respect x x 
to the frame v • 

x 

The map \ may be written as 

where 
-1 

v is the inverse of the map 

have the following very useful lemma. 

(5.31) 

v, as defined in (5.30). We 
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LEMMA. Let X and Y be vector fields on M and X ,Y ET (M). x x x 
For any frame u E F(M) with x = n(u) we have 

VX Y = u(X:(Ay)) 
x 

where x* ET (F(M)) is the unique horizontal vector with u u 

* n*(X ) = X . ' u x 

(5. 32) 

COMMENT. According to the notation (5.30) and the definition of Ay 

the right-hand side of (5.32) equals 

n 

l 
i=l 

with Y 

* i u.X n 
:Lu 

PROOF. Let y = c(t) be a curve in M with c(O) 

c'(O) = X • further, let x' 

c*(O) = u and so we have 

c*(t) be the lift of y 

{ ..!. c*) (O) = x* \ dt u 

We now choose the vector t E lR.n with 

+ * -1 or ~ = {c (h)} (Yc(h)). 

According to parallel transport we have: 

-1 + + Th (Yc(h)) = c*(O)(~) = u(~) 

and consequently 

So we have 

x and 

c(t) with 
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1 * -1 -1 
u(~!~ h [{c (h)} (Yc(h» - {c*(O)} (Yc(o»]) 

Our final theorem reads 

THEOREM 7. The operator VX, defined in definition 10 by means of 

parallel transport, is the same as the operator VX, defined in defi­

nition 7 by means of the Cartan aonneation forms; in formula 

VX,Y E X(M) (S.33) 

PROOF. In order to prove this theorem we first show that VXY defines 

a Koszul connection (see Definition 2), i.e. for all vector fields 

Xi,Y E X(M) we have: 

1. VX +X y = VXY+VXY 
1 2 1 2 

2. vaxy aVXY, Va E lR 

3. vx<Y1+Y2) =VXY1+VXY2 

4. vx(fY) fVXY + X(f)Y, Vf: M-+ lR' f differentiable. 

00 

Before proving 1-4, we show that if X and Y are C vector fields 

on M, then also x -+ V Y is a vector field on M, x x 
follows readily from the lennna, because we can choose a 

(xEM). This 
co 

C - section 

x -+ u(x) in a neighbourhood of any x E M. Also condition 1 follows 

from the leDlllla, due to the fact that (X1 +X2) * = X~ + X~ (Theorem S). 

The conditions 2, 3 and 4 follow easily from Definition 10 and the 

proof is left to the reader. 

We now compare the Koszul connection V with the Koszul connection V, 

defined in Definition 7 by means of an Ehresmann connection w on the 

frame bundle F(M). 



114 

We write the matrix valued one form w 

j column index, as 

i j 
w = w.E., 

J ]_ 

i (w.), i row index and 
J 

with E~ a matrix with all entries zero, except the one in the ]_ 

d h .th 1 row an t e J co umn, which equals 1. 

.th 
]_ 

Suppose ( x, U) is a chart on M and let s: U ->- F (M) be the "nat-

ural section": 

s (q) = (-;.I ·····~I ) ; dX q dX q 
q EU. 

The Cartan connection, corresponding with w, assigns ( s*w ~) 
J 

to this 

frame and according to (5.6), (5.7) and (5.8) the operator V is deter-

mined on U by 

(5.34) 

Due to the fact that as well V as V are Koszul connections, the 

proof of the theorem is completed, when we show 

or according to (5.34) and the last lemma: 

k ( * ( a \ \ a ( ( a \* (A a )) 
w. \ s \ i)J k I = s(p) \\i) \ ---. J dX dX dX ( ) dXJ p s p 

Remembering s(p)(t) = ~k ~I and writing 
dX p 



A a (o)={A1 a (•), .•• ,An a(•)} 

we have to show: 

w~( s*(~ \I \ = (~)* A\ 
J axi J J axi s(p) -. 

p axJ 

By definition of the function ~ we have for ~ frames 

u = (u1,u2 , ••• ,un) E F(M): 

a 
(u)u = -. 

k axJ 

and so in particular Ak (s(q)) a 
axj 

a~ 
J 
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(5. 35) 

(5.36) 

(5. 37) 

Taking for u the frame s(p)•exp(tM) with M any arbitrary matrix 

(MEg) and differentiating (5.36) with respect to t, we get after 

putting t = 0: 

dt {A a (s(p)•exp(tM))} d k I 
axj t=O 

_a I + 
axk 

p 

+ A\ (s(p)) ddt{s(p)•exp(tM)}kl = 0 
- t=O 
axj 

and hence 

Taking for M the matrix Ev 
µ 

k -o. (s(p) •M)k = -(s(p) •M) .. 
J ' J 

the latter result becomes 
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a I \) a = - - (E ) . 
axa µ J 

p 

and so 

The lift at points s(p) 

the aid of formula (5.25) 

(5.38) 

of ~8- can be calculated with 
axi 

Inserting finally this result into the right-hand side of (5.35) and 

using (5.37) and (5.38) we obtain: 

k a 
w.(s* -· 1 ) , 

J axl_ 
p 

and so the validity of (5.35) is demonstrated, which finishes the proof 

of our theorem. m 

In case the Cartan connection is defined on a Riemannian manifold and 

satisfies the conditions (3.5) and (3.6) then according to Theorems 1, 

2, 3 and 7 the covariant derivation V is the same as the covariant 

derivation V as defined in Definition 1. This proves that the Defi-



nition 10 gives a generalization on arbitrary C00 manifolds of the 

covariant derivation on Riemannian manifolds. 

LITERATURE 

[1] BOOTHBY, W., An Introduction to Differentiable Manifolds and 
Riemannian Geometry, Ac.Press, 1975. 

117 

[2] SPIVAK, M., Differential Geometry, Vol II, Publish or Perish Inc., 
Boston, 1970. 





CONTENTS 

0. .INTRODUCTION 

THE YANG-MILLS EQUATIONS 

by 

H.G.J. Pijls 
Department of Mathematics 
University of Amsterdam 

1. PRINCIPAL FIBRE BUNDLES, ASSOCIATED VECTOR BUNDLES, CONNECTIONS, 

COVARIANT DERIVATIVE, CURVATURE 

2. YANG-MILLS EQUATIONS AND INSTANTONS 

3. COMPLEX VECTOR BUNDLES, CHERN CLASSES 

0. INTRODUCTION 

I 19 

Imagine a structured particle, that is a particle which has a location at a 

point x of M = :JR.4 and an internal structure, or set of states, labelled 

by elements g of a Lie group G. We then consider the total space P of 

all states of such a particle: P = M x G. 

In the absence of any external field, however, we consider that all fibres 

G = {x} x G c P can be identified to each other. 
x 

Now we imagine an external field imposed which has the effect of distorting 

the relative alignment of the fibres so that no coherent identification is 

possible between the G x 
at different points. However, we assume that G 

x 

and G can still be identified if we choose a definite path in :JR.4 from 
y 

x to y. In more physical terms we imagine the particle moving from x 

to y and carrying its internal space with it. This identification of fi-

bres along paths is called parallel transport. If we now imagine two dif-

ferent paths joining x to y then there is no reason for the two differ-
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ent-parallel transports to agree and they are assumed to differ by multipli­

cation with a group element, which could be viewed as a generalized "phase 

shift". This phase shift is interpreted as produced by an external field. 

In geometric terms it is viewed as the total "curvature" of the fibre bundle 

over the region enclosed by the two paths. 

If we now infinitesimalize this picture we get the infinitesimal parallel 

transport at a point x in a giyen direction. This will be an infinitesi-

mal shift A of the fibre G 
x 

into the nearby fibre and is called a connec-

tion. The infinitesimal curvature 

takes values in the Lie algebra of 

F 

G 
x 

depends on two directions at x and 

The curvature F can be thought 

of as the distortion product by an external field, or it can be identified 

with the field. The field F is called a gauge field and A is called a 

gauge potential. 
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1. CONNECTIONS, COVARIANT DERIVATIVE, CURVATURE 

Let M be a C00 
- manifold of dimension n and let G be a Lie group with 

unit element e. 

(1.1) DEFINITION. A principal fibre bundle P with structural group G 

00 

(principal G - bundle) is defined by a C - map 

11: P ->- M 

00 

and a C right action 

such that 

(i) 
-1 

11 (x) 

PxG--->-P 

(u,g) I-+ ug := Ru 
g 

is an orbit for all x E M 

(ii) for all x E M there is a neighbourhood U of x and a diffeomor-

phism 

-1 
~ : 11 (U) ->- U x G 

(local trivialization or local gauge map) such that 

(a) the diagram 11 -l (U) __f_,_ U x G commutes 

11\ I 
u 

(b) ~ commutes with the group action (~ is equivariant) i.e. 

~(ug) = ~(u)g (uEP, gEG). 

From the definition it follows that every fibre 
-1 

11 (x) is dif f eomorphic 

to G but there is no canonical diffeomorphism (the fibre has no natural 

unit element). 

A local section 
-1 

s: U ->- 11 (U) defines a local trivialization 
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-1 
<P: 11 (U) + U x G 

by 

<f>(s(x)) := (x,e). 

Then 

<f>(s(x)g) (x,g). 

Conversely, if <P is a local trivialization, then -1 s: x I-+ <P (x,e) is 

the corresponding local section, also called local gauge map. 

Note that the bundle P is trivial iff there exists a global gauge map 

s: M + P. 

Now consider an open cover {U } 
a 

of M together with trivializations 

and corresponding sections 

For x € Ua n US there is a unique element gaS(x) € G such that 

s(x)gs(x). a a 

Then 

is given by 

(x,a) I-+ (x,gSa(x)a). 

The map gas: U a n US + G is called a gauge transfoY'!71ation. The set {gas} 

satisfies the cocycle condition 
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(*) 

f gyS(x)gSa(x) = gya(x) 

1 g (x) = e. aa 

Conversely, if we start off with an open cover {U } 
a 

together with a set 

{gas} where gas= Ua nuS + G satisfy the cocycle condition, then one can 

reconstruct the principal G- bundle. 

Consider the space U(U xG) (disjoint union) and identify (x,a) € U x G 
a a a 

with (x,b) E US x G 

cipal bundle P. 

if b = gSa(x)a. The quotient space is then the prin-

We consider a G- bundle 7T: P + M. Let F or and let p be a 

representation of G on F, i.e. there is a left action 

(g,f;) 1-- gf; := p(g)f;. 

The group G acts from the right on the space P x F by 

(u ,E;) g 
-1 

:= (ug, g f;) • 

(1.2) DEFINITION. The associated vector bundle P x F is defined as the 
p 

orbit space under this action. 

We can describe the associated vector bundle in terms of gauge transforma-

tions. Consider an open cover {U } with sections 
a 

{s } 

transformations In the disjoint union 

equivalence relation 

UaxF 3 (x,E;) ~ (x,n) E USxF if n 

U(U xF) 
a a 

a 
and local gauge 

we introduce the 
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U x F s 

p 

Let TIE: E + M be the natural projection. An element U E P (TI(u) = x E M) 

determines a basis (frame) in the fibre 

-1 
u: F -->- TIE (x) 

I; I->- ul; := orbit of (u,I;) 

as follows. 

-1 
{(ug, g I;)} 

The map 

is an isomorphism; the image of the standard basis of F is a frame 

in 
-1 

TIE (x). It is easily checked that the frame f corre-

sponding to the element ug is given by 

f (~1 , •••• ~r) with 

e. 
J 

r 

l eigiJ'. 
j =1 

We write f = fg. 

(1.3) EXAMPLES. 

1. The frame bundle F(M) is a principal fibre bundle with group 

G = Gi(n,lR). The associated vector bundle is the tangent bundle T(M). 

2. The group G = 7l2 = {+1, -1} acts on by: 

{ 
+1 

-1 

identity 

antipodal map. 

This defines a principal fibre bundle. Let the representation p of G 

on lR be defined by 

p (±1) ± identity. 
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The associated vector bundle is then the Mobius strip. 

3. The group c*=a:".{O} acts on by 

This defines a principal fibre bundle over p (a:) 
n 

(n-dimensional complex 

projective space). We define the representation p of a:* on a: by 

p (a) z : = az. 

The associated vector bundle is called the canonical line bundle over P (a:). 
n 

It can be described as follows. Let [z 1 : •.• : zn+l] be homogeneous coor-

dinates on P (a:). 
n 

On the open set U. := {z. #0} we define the section 
I. I. 

s.: U. + a:n+l by 
I. I. 

s.[z1: ... : z 1] = (~, ... ,1, .•• ,zn) 
I. n+ z. z. 

I. I. 

The local gauge transformations g .. : u. nu.+ a:* are then given by 
l.J I. J 

z. 
g .. [z1 ... :z 1] 

I.J n+ 
I. 

z. 
J 

REMARK. One can also consider the action of U(1) on the sphere 

s2n+1 c a:n+1. This defines a U ( 1) - bundle on p (a:) • 
n 

For n = 1 one ob-

tains the U( 1) - bundle s3 over P 1 (a:) = s 2 ; this bundle is nontrivial 

since s 3 is not s 2 x s 1. 

REMARK. The action of ?Z2 on gives a ?Z 2 - bundle over 

Pn(JR). For n = 1 this is again Example 2. 

( 1. 4) Let 11: P + M be a principal G - bundle and let g be the Lie alge-

bra of G. For a fixed element u E P the map 

G --+ p 

g i--.. ug 
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(orbit of u under G) 

of u. The induced map 

a : g ->- T (P) 
u u 

is an isomorphism of g 

at u. 

DEFINITION. If A E g, 

is a dif feomorphism of 

onto the subspace v 
u 

then the vector field 

fundamental vector field corresponding to A. 

Notation: o(A) or A* 

Note that a /A) = ddt (u exp ( t A)) I t=O • 

G onto the fibre 
-1 

1T (x) 

of vertical tangent vectors 

u f-+ a (A) 
u 

is called the 

Furthermore, if A is seen as a left invariant vector field on G, then 
the derivative of the map 

G->- p 

g f-+ ug 

maps the vector field A into o(A) . 

What happens to o(A) if one applies a right translation R : P ->- P a 
(a E G fixed)? 

The answer is as follows: the map Ra maps the curve 

to the curve t f-+ uexp (tA)a = uaexp (tAd(a- 1)A); 

a (Ad (a - l ) A) . ua 

t f-+ u exp ( t A) 

so R *(a (A)) = a u 

in-

(1.5) Vector-valued differential forms. The space of all k-forms on M 
with values in a finite dimensional vector space v is denoted by k A (M,V). 
If is a basis for v, then k w E A (M, V) can be written as 

We define 

w = l w.v .• 
l_ l_ 



dw : = l ( dw . ) v .• 
l. l. 
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This definition is independent of the choice of the basis and it defines a 

map 

k k+1 d: A (M,V) +A (M,V). 

Let <l>: V x W + F be a bilinear map (V, W and F are finite dimensional 

vector spaces). Let {w1, ••• ,wp} ·be a basis for W. 

For w = l w.v. E Ak(M,V) and n = l n.w. E Ai(M,W) we define the wedge 
l. l. J J 

product with respect to <l> w A<l> n E Ak+£(M,V) by 

The intrinsic definition reads 

<l>(v.,w.). 
l. J 

(w A<l> n) (X1' ... '~H) = 

l Eo<l>(w(Xo(1)''"''Xo(k)), n(Xo(k+1)'''''xo(k+£))), 

where the sum is taken over all permutations a with o(1) < ••• < o(k) 

and o(k+1) < ••• < o(k+£). 

Take e.g. V = W = M(r,a:) ((rxr) -matrices). For matrix-valued forms 
i 

w = (w.) 
J 

and i 
n = (n.) 

J 
one may take the wedge product W A n with respect 

to matrix multiplication and the wedge product [w A nJ with respect to the 

Lie product. We have 

a) if then e~ 
J 

b) if w is a k-form and n is an £-form, then 

PROOF of b) for the case k = £ = 1: 

[w A nJ(x, Y) [w(X), n(Y)J - [w(Y), n(X)J 

w(X)n(Y) - n(Y)w(X) - w(Y)n(X) + n(X)w(Y) 

(WM + nAW) (X, Y) • I 
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In particular, for a matrix-valued 1-form w we have [w /\ wJ 2w /\ w. 

(1.6) After these preparations we come to our subject: the theory of con-

nections. Let n: P + M be a principal G- bundle, we now give two equi-

valent definitions of a connection. 

DEFINITION 1. A connection on P is a distribution {H} (u E P and 
u 

H c T (P)) satisfying: u u 

(i) H Gl V 
u u 

(ii) R *(H ) a u 

T (P), 
u 

H (u E P, a E G). ua 

DEFINITION 2. A connection on p is a g - valued 1-form 

satisfying: 

(a) wu o au = id, 

(b) * -1 R w = Ad(a )w a (aE:G) • 

The relation between the two definitions is given by 

Def.1 ~ Def.2. {
w (H ) = 0, 

Define wu by u u -1 w = a on V . u u u 

H 
u 

Then w satisfies (a) (trivial) and (b): 

Def.2 ~ Def.1. Define 

(R*)(a (A)) = w((R *)a (A)) a u a u 

H 
u 

by 

-1 Ad(a )w(a (A)). 
u 

H = ker w • 
u u 

1 w EA (P,g) 

ker w • 
u 

Then {H} satisfies (i) (trivial) and (b): u 

w(H ) = 0 ~ w(R *(H )) = Ad(a- 1)w(H ) 0, u a u u 
so R *(H ) c ker w = H a u ua ua 

( 1. 7) Consider an open cover {U } 
a 

of M with local gauge maps 

sot: Uot + n- 1(Uot) and local gauge transformations gotB: Uot n US+ G. As we 

have seen, the principal G - bundle P and the associated bundle E can be 

reconstructed from the {gaB}. 



Furthermore, consider a connection w on P. For each a we define the 

g-valued 1-form wa on Ua by 

Then 

THEOREM. 

w 
a 

w 
a 

:= s*w. 
a 

are coordinates on U . 
a 

00 

REMARK. If g: U + G is a G - map, then the composition 

T (M)----+ T ( )(G) g 
x g* g x Lg(x)-1* 

T (G) 
e 

is briefly denoted by g(x)- 1dg(x). 

If G is a linear group and g(x) (g .. (x)), then this map is indeed 
1] 

equal tn the matrix 
-1 

g(x) dg(x). 

The formula can also be written as 

As -1 a -1( ) g Ag +gsags. µ aS µ aS a µ a 

PROOF. Consider the map 

---+ P x G ____ m ______ _,_ P 

x (s (x) ,g s(x)) !---+ s (x) g s(x) = ss(x). a a a a 
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Instead of sa and gaS we write s and g respectively. 

we have sS (X) = m* (s*(X), g*(X)). Now m* at the point 
* 

For X E T (M) 
x 

(s(x), g(x)) E P x G is given by 
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where 

and 

m1 = Rg(x) 

m2 = 1 s(x) 

P-P 

G-7P 

a 1-- s(x)a. 

Now m2 maps the left invariant vector field A E g into cr(A). Hence 

where Y is the fundamental vector field corresponding to the left invari-

ant vector field that at g(x) coincides with g*(X). Applying w we get 

the described result. I 

THEOREM. Conversely, if for a given aover {U } 
Of. 

and a given set of seations 

{s } and gauge transformations 
Of. 

there is given a set of 1-forms 

wa E A1Jua,g) satisfying the above mentioned transformation rules, then 

there exists a unique aonneation 1 
w E A (P,g) 

PROOF. At a point u = s (x) 
Of. 

u u u 

we define: 

{

w = a -l on V 

w (s (X)) w (X). I 
u OI.* Of. 

suah that w 
Of. 

s*w. 
Of. 

(1.8) Now consider a connection {H} or w on P. In general, the dis­u 

tribution {H } is not involutive and hence (Frobenius) not integrable. u 

If H 
u 

is integrable, then there exist local horizontal sections and con-

versely. 

A section -1 s: U + u (U) c P is called horizontal if w = 0 on s(U), 

equivalently if s*w = O. An integrable connection is called flat. 

REMARK. then * -1 (sg) w = g dg ("pure gauge"). 

or 
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The distTibution {H } is integrable if and only if [X,Y] is horizontal u 

for horizontal vector fields X and Y, or equivalently: w([X,Y] = 0 if 

w(X) = w(Y) = 0. 

Since dw(X,Y) = Xw(Y) - Yw(X) - w([X,Y]), we have: 

where h : T u 

DEFINITION. 

{H } completely integrable u 

<=> dw(X,Y) = 0 if 

<=> dw(hX,hY) = o, 

(P) = v <llH + H is u u u u 

The g - valued 2-form 

S"l(X,Y) := dw(hX,hY) 

w([hX,hY]) 

w(X) 

the 

S1 

is called the curvature form of w. 

w(Y) 0 

projection onto H u 

2 E A (P,g) defined by 

with kernel 

So a connection is completely integrable iff its curvature form vanishes. 

( 1. 9) THEOREM. S1 dw + Hw A wJ (Cartan' s structural equation), 

dS"l [Q A wJ (Bianchi's identity). 

v u 

REMARK. If G is a linear group, then w and S1 are matrix-valued forms 

and these equations can be written as 

S1 dw + w AW 

dS"l S1 A W - W A S1 , 

PROOF of Cartan's structural equation. 

1. If X and Y are horizontal vector fields (so X hX, w(X) 0 etc.), 

then S"l(X,Y) = dw(X,Y) as follows from 

(dw+![w A wJ) (X, Y) = dw(X, Y) + [w(X), w(Y) J = dw(X, Y). 

2. If X and Y are both vertical vector fields, then S"l(X,Y) 0. We 
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prove that also (dw+~ [w /\ wJ) (X , Y ) = 0 for any u E P. u u 

that X = a(A) and y = a(B) with A,B E g (otherwise 

fundamental vector field x and y with x = x u 
w (Y) = B for all u E P and hence Xw(Y) = 0, u 

and u 

We may assume 

we consider 

y = y ). Then u u 

Similarly Yw(X) = O. Then we have (dw+Hw /\ wJ) (X,Y) = Xw(Y) - Yw(X)-

- w([X,Y]) + [w(X), w(Y)J = 0 since [a(A), a(B)J = a([A,BJ). 

3. Finally the case that X is· a horizontal and Y is vertical vector 

field. Then again Q(X,Y) = 0. We may assume that Y = a(B) (BEg). 

Then (dw+!(w/\w])(X,Y) = Xw(Y) - Yw(X) - w([X,Y]) + [w(X), w(Y)J 

= -w([X,Y]), This vanishes since we have the following lemma: 

LEMMA. If X is a horizontal vector field, then [X, a(B)J is also ho-

rizontal. 

PROOF. Let bt = exp(t B). Then [a(B), xJ = lim l(x - (R_ ) X). t->-0 t -bt .,, 

Now (~ ) * X is horizontal since X is. 
t 

tal. I 

PROOF of Bianchi's identity. 

drl d (dw+Hw /\ wJ) 

Hdw /\ w] - !Cw/\ dw] 

[dw /\ wJ. 

On the other hand 

[Q /\ w] [w /\ w] + ![[w /\ wJ /\ w]. 

So [a(B), X] is horizon-

Now [[w /\ wJ /\ w] o, for if we put e [w /\ w] then 

[8/\w] (X,Y,Z) = [8(X,Y), w(Z)] 

- [e(X,Z), w(Y)] + [e(Y,Z), w(X)] 0 
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because-of Jacobi's identity. I 

DEFINITION. The exterior covariant differential (with respect to a connec-

tion w) of a p-form e on P is the form De defined by 

So we have Q = Dw. Also DQ = D2w = 0 since 

DQ(X,Y,Z) dQ(hX,hY,hZ) CQAw] (hX,hY,hZ) 0. 

(1.10) Again consider an open cover {U } with sections {s } and gauge 
a a 

transformations {gas}. We define g - valued 2-forms Q E: A2 (u ,g) by 
a a 

THEOREM. 

* : = s (Q) 
a l 

µ<v 

are coordinates on U 
a 

REMARK. For a linear group G we have 

PROOF. It is easily verified that Instead of 

gaS we write s and g respectively. If X E T (M) 
x 

So 

Q(ss 1,X,sS*Y) = Q(Rg(x)*s*(X), Rg(x)*s*(Y)) 

-1 
= Ad(g(x) )Q(s*(X),s*(Y)). I 

then 

s 
a 

and 
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THEOREM. F a A - a A + [A , A J (here the index a is µv µ \) µ µ µ \) 

* l Aa dxµ * l Fa dxµ A dxv . PROOF. s (w) and s (n) a µ a µ<v µv µ 
So 

* * * * s!1 d(sw)+!(swAswJ a a a a 

µ' \) 

l {a A -a A ) + [A , A J}dxµ " dx v . I µ<v µ v v µ µ v 

The horizontal lift of the vector field is denoted by 

a 
w(s * --) 

a axµ 
* a a (s w) (-) =A 
a axµ µ ' 

it follows that at the point s (x) 
a we have 

D 
µ 

omitted). 

D . 
µ 

Since 

THEOREM. F = -[D D J • Precisely: the value of -[D , D J µv µ' v µ v at the point 

u = s (x) 
a 

PROOF. Fa 
µv 

equals a (Fa (x). u µv 

n(s _a_ s _a_) 
a* axµ' a* axv 

!1(D ,D ) 
µ \) 

-w ([D , D ]) !II u µ \) 

Note that the vector field [D , D J is vertical. µ \) 

(1.11) Let Tf: P+M be a principal G - bundle and let p be a represen-

tat ion of G on the vector space F (F = JR.r or ah. Let rr E: E+M 

be the associated vector bundle. For a given connection w on p we will 

define the parallel transport of fibres of E along a path in M. 

Let t f-+ x(t) be a curve in M with x(O) and let t f-+ u(t) be 

the horizontal lift of this curve through u(O) = u0 (rr(u0) 
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-1 
Th: nE (xo) 

-1 
---+ nE (x(h)) 

u(O) F; --~ u(h)F; 

is called parallel transport along the curve t I-+ x(t). 

Let cp: M + E be a c"" - section. The covariant derivative vxcp of cp in 

XO in the direction x = x(O) is by definition 

This result only depends on X = x(O) and not on the curve. If now X is 

"" a vector field on M, then Vxcf> is again a C - section. 

(1.12) Let cj>: U + E be a section. Corresponding to cp we define a func­

~ -1 
tion et>: 7r (U) + F as follows. If u E P with n(u) = x and cp(x) = uF;, 

then we define 

i(u) := i;. 

From this definition it follows that 
~ ~ -1 
cf>(ug) = p(g )F;. 

THEOREM. Let X ET (P) be the horizontal lift of X ET (M), then 
u x 

PROOF. Let x(t) be a curve with x(O) = X and let u(t) be the horizon-

tal lift of this curve through u(O) = u. 

Then 

1~ ~ 
lim h{cf>(u(h)) - cf>(u(O))}. 
u+O 

We put cp(x(h)) = u(h)F;(h). So 1Cu(h)) F;(h) and 

~~ 1 
X cp = Hm h{F;(h) - F;(O)}. 

h+O 

Now -1 -1 
u(O)F;(h) =Th u(h)F;(h) =Th (x(h)), so the theorem follows. I 
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Let· (xµ) be coordinates on U and let us choose a section (gauge map) 

s: U + P. We put 

* \' µ sw=lAdx. 
µ µ 

This section defines a trivialization 

-1 
TI (U) ---->- u x G 

s (x) g I-+ (x, g) 

As we have seen the derivative of this map sends D µ 

into a 
at the point (x, e). The section (-,-A) s 

()xµ µ 

vialization 

-1 
TIE (U) --+ U x F 

s (x) t; I---+- (x, 0 

Hence the section s determines in each fibre 
-1 

TIE (x) 

If cp: U + E is a section, then we can write 

cp(x) s(x)t;(x). 

at the point s (x) 

also defines a tri-

(xEU) a frame 

The coordinates of t;(x) with respect to the standard basis of F are the 

same as the coordinates of cp(x) with respect to the frame f. We write 

cp(x) or t; cp( f) • 

Note that c/i(s): U +F. It is easy to see that 

cp (sg) 
-1 

p(g )cp(s). 

For the corresponding map 
~ -1 
cp: TI (U) + F we have 
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'$(s(x)g) 
-1 

P (g ) I',; (x). 

Now we will use the notation 

We want to compute ('i/ <j>)(s). 
µ 

Hence we have to compute D <I> 
µ 

at the point 

s (x): 

(D ';) at s(x) = (-a-. , -A ) (p(g- 1)1',;(x)) at (x,e) 
µ axµ µ 

where g(t) = exp(-tA) 
µ 

-2-1 p(g(t)- 1)i=,:(x(t)), 
- dt t=O 

and x(O) = x and x(O) = ~8-
axµ 

Now using the fact that dd I p(g(t)-1) = p* dd I (exp(tA )) = 
t t=O t t=O µ 

we conclude that 

So the following theorem has been proved. 

THEOREM. ('i/X<j>)(s) = X<j>(s) + e(s)(X)<j>(s), where 

a matrix-valued 1-foPm called the connection matrix with respect to the 

gauge map s and the representation p. 

The formula can also be written as 

If e(s) 

('i/<j>) (s) d(<j>(s)) + e(s)<j>(s). 

i 
( e . ( s)) ' then 

J 

\ i 'i/e.=l6.(s)e. 
J i J J 

where (e 1, •.• ,er) is the frame corresponding to s. 

REMARK. If we take P = F(M) (frame bundle) and E TM (tangent bundle) 
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with frame 

f (--1-... ··~;\ 
dX dX 

then 

i l i µ 8. (s) r. dx • 
J µ 

]µ 

i = r~ So (p~A ) . 
' µ J Jµ 

(1.13) Let Ap(M,E) denote the space of p-forms on M with coefficients 

in r(M,E) (the space of section on M with values in E). The covariant 

derivative can be considered as a map 

0 1 V: A (M,E) +A (M,E). 

It has the following property 

df·<P + fV<P, 

where <P E AO(M,E) and f is a C00 
- function on M. 

It is possible to extend V to a map 

called exterior covariant differentiation. With respect to a local section 

s: U + P the definition reads 

(Vcp) (s) := d(cp(s)) + 8(s) /\ <P(s), <P E AP(U,E). 

One has to verify that this defines indeed an element of Ap+l(U,E); this 

means one has to verify that 

-1 (Vcp) (sg) = p (g ) (Vcp) (s). 

This verification depends on the following property: 
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e (sg) 
-1 -1 p ( g ) e ( s) p ( g) + p < g ) d ( P ( g) ) . 

The exterior covariant differentiation enjoys the following property 

where qi E AO(M,E) and w is a k-form on M. 

(1.14) The curvature matrix of the connection with respect to the local 

section s: U + P and the representation p is defined by 

It is a matrix-valued 2-form. From Cartan's structural equation it follows 

that 

0(s) d8(s) + 8(s) A 8(s), 

It is also easily verified that 

e (sg) 
-1 

p(g )0(s)p(g) 

which implies that e can be viewed as an element of 2 A (M, Hom(E,E)). 

There is a relation between e and the map 2 0 2 v: A (M,E) +A (M,E). 

THEOREM. 2 (V qi) (s) = e(sH(s). 

PROOF. Omitting the letter s we have the following: 

REMARK. 

(d+e) (d+e) qi d2qi + 8 A dqi + d(8qi) + (8A8)qi 

8 A dqi + (de) qi - e A dqi + (eAe)<jl 

(d8+8A8)qi 

eqi. E! 

Another way to compute V2qi 

(Vqi) (s) l (V qi) (s)dxµ 
µ 

µ 

is the following. From 
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it follows that 

'i72<P l 
µ,v 

l 
µ<v 

From this relation we 

THEOREM. 

'i7 'i7 <P dx\l A dx v 
\l v 

['i7 , 'i7 ]<ji dx\l /\ dx v • 
\l v 

conclude 

['i7 ' 'i7 ] • 
\l v 

that 

PROOF. The proof is a straightforward computationi 

0(X,Y)<P (d9+9 A 9) (X, Y)<P 

(X(S(Y)))cp - (Y(S(X)))<ji 

-S([X,YJ)cp + [S(X), 9(Y)J<ji, 

'i7x'i7y<P = 'i7x(Y+e(Y))<P 

= XY</l + X(S(Y))<P + 9(X)Y</l + 9(X)9(Y)cp. 

In the same way the other terms are computed. I 

REMARK. From this theorem it follows again that 

P (F ) = e (-a- _a_\} = [17 'i7 J • * JlV µ' V µ' V ax ax 

Finally, the Bianchi identity in this context reads as follows: 

THEOREM. d0(s) = 0(s) A 9(s) - 9(s) A 0(s). 

( 1. 15) We return to Bianchi's identity. For a principal fibre bundle 

this identity can be written as drl = en/\ wJ • 

If we take a section s: U + P and if we put 

* w := s w s 



and 

then 

or 

n := s*n 
s 

d!'l [f;l AW ] 
s s s 

So Bianchi's identity can also be formulated as 

D, F + D F , + D F, = 0, 
I\ µV µ VA V /\µ 

where D, F : = Cl, F · + [A, , F ] 
I\ µv I\ µv I\ µv 

and F -F µv vµ 

Now we examine the relation with the covariant derivative. We proved 

LEMMA. [V,, [V , V ]]lj>(s) 
I\ µ v 

PROOF. We know 

(VA.$) (s) 

So 

[VA., [Vµ, V)Jqi(s) = VA.p*(Fµ)Hs) - p*(Fµ)VA.$(s) 

= ClA.(p*(Fµv)lj>(s)) + p*(AA.)p*(Fµv)lj>(s) 

-p*(Fµv)ClA.lj>(s) - p*(Fµv)p(AA.)lj>(s) 

= p*(a, F + [A,' F J)lj>(s). I 
I\ µv I\ µv 

141 
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Hence still another formulation of Bianchi's identity is 

[<;\ ' [17 ' 17 ] ] + [17 ' [17 ' 17']] + [17 ' [17' ' 17 ]] 0. A µ V µ V A V A µ 

(1.16) Next we discuss the covariant derivative in the principal bundle. 

Let 7f: P + M be a principal G - bundle and let w be a connection on P. 

The definition of the covariant exterior derivative Da of a k-form a has 

already been given. 

DEFINITION. A k-form a on P is called horizontal if a(X 1 , ••• ,Xk) 0 

whenever one of the vectors X. is vertical. 
l 

Let p be a representation or G on F. 

DEFINITION. A k-form a E Ak(P,F) is of type p if 

(gEG). 

2 Note that the curvature form n E A (P,g) is horizontal and of type Ad. 

Furthermore, if a is horizontal and of type p, then Da is also hori-

zontal and of type p. 

Let 7fE: E + M be the vector bundle associated with the representation p. 

Then there is a one-one correspondence between the set of k-forms 

and the set of k-forms k a E A (P,F) that are horizontal and of 

type p. 

For k = 0 we have already seen this. For general k E N the definition 

is as follows. 

DEFINITION. The form a E Ak(P,F) corresponding to $ E Ak(M,E) is defined 

as follows: Let u E P and 7r(u) 

define 



1) a.}x1, ... ,xk) := s 
(here X. ET (P) is the horizontal lift of X. ET (M)), 

i u i x 

2) Y. 
i 

is vertical. 

It is easily seen that this k-form a. is horizontal and of type p. 

Conversely, if k a. E A (P,F) is horizontal and of type p and 

143 

s then the form ~ E Ak(M,E) can be recovered by putting 

Now we have the following formula for the exterior covariant derivative. 

THEOREM. If a. E Ak(P,F) is horizontaZ and of type p, then 

where 

PROOF. We have to prove that 

da.(hX1•···•~+1) da.(X1•···•~+1) + 

k+1 

We consider three cases. 

+ l p*(w(Xi))a.(X1, ••• ,xi, ... ,~+1). 
i=1 

1) All X. 's are horizontal. Then X. O. So the for-
i i 

mula holds. 

2) At least two vectors are vertical. Suppose x1 and x2 are vertical. 

Then Da.(X 1, .•• ,~+l) = 0, 

\' j+1 A l(-1) X.a.(X1, .•• ,X., .•. ,Xk 1) + 
j J J + 

+ 
\' i+j 
l ( -1) a. ( [X . , X.] , ••• ) 

i<j i J 
0. 
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3) 

Also (p*w /\a) (X1, ... '~+l) = 0 (since a is horizontal). 

At least one vector is vertical. Suppose x1 is vertical without loss 

of generality we may assume now that xz, ... ' ~ are horizontal. 

Furthermore, we may assume that x 1 = o(A) (AEg) and that x2 , ... ,~+l 

are G- invariant, i.e. 

R *X. g J 
x. 

J 
(j =2' .•. 'k) . 

Then we have : 

(note that [X 1 , X.] = 0 
J . 

{Rexp(t A)}) ' 

since X. is invariant under the flow 
J 

Now consider tye function f E AO(P,F) defined by 

Since the X. 's are G - invariant, the func­
J 

tion f is of type p. The proof will be completed when we show 

We put at := exp(t A). Then 

(o(A)f) (u) 
= :tlt=O 

= ddt I t=O 
-1 

p(at )f(u) 

The relation with the covariant derivative in the associated vector bundle 

is given in the next theorem. 
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THEOREM. If a E Ak(P,F) is horizontal and of type p and corresponds to 

k 
~EA (M,E), then Da corresponds to~~. 

PROOF. Let s: U + P be a local gauge map. We have to prove that 

(da+p*w A a) s(x) (X1 , ••• '~+l). 

One has to write out both members remembering that 

1) Hs) (X1, ... ,Xk) = a s(x) <x1,. ... ~) 

2) e (s) (X.) 
1. 

= p*w(s*Xi) 

3) da + p*w A a is horizontal. II 

(1.17) We consider the case that F = g and p =Ad. The curvature form 

n E A2 (P,g) is horizontal and of type Ad. So the covariant derivative 

nn is given by 

Now 

p*w(X1)n(x2,x3) + cycl. permut. 

[w(X 1), n(x2 ,x3)J + cycl. permut. 

(remember that the derivative p*: g + L(g) of p = Ad is given by 

[A, BJ). 

So [w" nJ • 

Hence nn dn + [w" nJ • 

Let E be the vector bundle associated with the representation Ad. The 

form corresponding to is denoted by 
2 R E A (M,E). 
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Sin~e Dn = 0 (Bianchi) we have 

VR = 0. 

For VR we have the formula 

(VR)(s} = dR(s) + e(s) A R(s) 

with e(s) = p*(s*w). 

Now e (s) A R(s) = p* (s*w) A R(s) = [s*w A R(s)]. 

So (VR)(s) = dR(s) + [s*wAR(s)J = O. 
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CONNECTION, CURVATURE 

principal fibre bundle associated vector bundle 

w E A1(P,g) w := s*w connection forms e(s) := p*(s*w) connection 
Cl matrix 

w (x) = 
Cl 

e(sg) = 
-1 -1 -1 -1 

Adg(x) w (x)+g(x) dg(x) p(g )S(s)p(g)+p(g )dp(g) 
Cl 

w = l A dxµ 
Cl µ µ 

gauge potential e(s) = lP*(A )dxµ = (9~) 
µ µ J 

a -1 a -1 e~ = l r~ dxµ A = g A g+g a g µ µ µ J µ J\J 

2 
:= s*n curvature form 0(s) := p*(s*n) curvature Q : = Dw EA (P ,g) Q 

Cl matrix -1 -1 
na(x) = Adg(x) Q (x) 0(sg) = p(g )0(s)p(g) 

Cl 

Q = l F dxµ A dx" gauge 0(s) = l p*(F )dxµ Adx" = (0~ 
a µ<v µv 

field 
µ<v µv J 

) 

FS -1 Cl 0~ = l R~ dxµ A dx" = g F µvg µv J µ<V J\JV 

Q = dw + ![wAw] Q = dw + ![w Aw ] 0(s) = d9(s) + e(s) A e(s) 
Cl Cl Cl Cl 

(Cartan) 

F = a A - a A - [A ,A ] relation between r's and R's µv µ \) \) µ µ \) 

Dr! = dw + [wAQ] = 0 drl = [Q AW ] d0(s) = 0(s) A 9(s) -9(s) A0(s 
Cl Cl Cl 

(Bianchi) 

L(<l:>..F +[A:>.. ,F J) µv µv = 0 relation between r's and R's 

(cyclic sum, F = -F ) , 
µv vµ 

(~) equations 
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COVARIANT DERIVATIVE 

principal fibre bundle P associated vector bundle E 

Da(X1, ••• ,~+l) := da(hX1, ••• ,~+l) V defined by parallel transport 

<-. --~;:. (V<f>) (s) = d<f>(s) + 9(s) A <f>{s) 

(V2<f>){s) = 8(s)<f>(s) 

L.f N c A°CP,F) f h ~ ~ o type p, t en <f> E AO(M,E) 

at s(x) 

[D ,D ]a = p*(F )a µ v µv [V ,V ]<f>{s) = p*{F )<f>(s) µ v µv 

[V,, [V ,V ]]<f>{s) = 
I\ µ v 

p*(a,F +[A, ,F J)<f>(s) " µv " µv 

[V" [V ,V ]] +cycl. permut. = 0 
I\ µ v 

(Bianchi) 

F=g and p=Ad 

<-------;:. R E A2 (M,E) 

on = dn + EwAnJ (VR) (s) = dR(s) + [s*wAR(s)] 

on = 0 (Bianchi) VR = 0 (Bianchi) 
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2. THE.YANG-MILLS EQUATIONS 

(2.1) Let P be a principal fibre bundle over M with structural group 

G = U(n) or G = SU(n). 

DEFINITION. A gauge transfoY'111<Xtion f: P + P is an equivariant bundle iso-

morphism that induces the identity on the base space M, i.e. 

f(ua) f(u) a (aEG, uEP). 

If f is a gauge transformation, then f(u) can be written as f(u) uy(u) 

where the map y: P + G satisfies 

-1 
y(ua) = a y(u)a. 

Let w be a connection on P and let f be a gauge transformation, then 

the connection f (w) is defined by 

If s: U + P is a local section, then the relation between s*w and 

s*(f(w)) is given by the following lemma. 

LEMMA. Let g(x) := y(s(x)). Then s*(fw) 

PROOF. f(s(x)) s(x)y(s(x)) 

s(x)g(x). 

(sg) *w. 

Hence s*(f(w)) s*f*w (fs) *w (sg)*w. I 

(2.2) Let M be a 4-dimensional (pseudo)-Riemannian manifold with an 

orientation. 

For a differential form a E Ap(M) the form * a E A4-p(M) is defined by 

13 /\ *a (13,a)o, 
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where a =volume form corresponding to (pseudo)-rnetric and orientation 
and (S,a) = (pseudo)-inner product of S and a defined by the (pseudo)-
metric. 

In the case that M = JR4 with Euclidean metric the * - operator maps 

*(dx1 /\ dx2) 

>~(dx 1 /\ dx3) 

*(dx2 /\ dx3) 

and 

dx3 /\ dx4 

-dx2 /\ dx4 

dx 1 /\ dx4 . 

Furthermore *2 = identity and * has eigenvalues ±1 

A2 has as a base + 

( dx1 /\ dx2 + dx3 /\ dx4 ldx 1 /\ dx3 - dx2 /\ dx4 

dx2 " dx3 + dx 1 /\ dx4 

Furthermore, if and 

On 1-forrns and 3-forrn is *2 = -identity. 

then a/\ S 

with eigenspace 

o. 

The * - operator depends only on the conformal structure of M (and the 
orientation). We say that two pseudo-metrics g and g' determine the 
same conformal structure on M when g' = hg for some strictly positive 
c"' - function h on M. 

The stereographic projection JR4 + s4 is a conformal mapping and it corn-
mutes with the * - operator. This means that if we project the coordinates 

of onto s4 
' 

then the formulas for the * - operator on 
are the same. 

The * - operator can be extended to differential forms that take values in 
a vector bundle. 
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Let 11 :· P + M be a principal G - bundle and let E be the vector bundle 

associated with the Ad - representation on its Lie algebra g. When w 

is a connection on P, then the curvature n can be viewed as an element 

of A2(M,E) (we called it R in (1.17)). Now we consider connections w 

for which the Yang-Mills funational (Lagrangean) 

L(w) := - f tr(n A *n) 
M 

is finite. If there exists a global section s: M + P (so P is trivial), 

then 

L(w) = - f tr((s*n) A *(s*n)). 
M 

Since (A,B) I-+- - tr(AB) is an Ad - invariant inner product on the Lie alge-

bra of U(n), the result does not depend on the section s. Indeed, 

* * -1 -1 tr((sg) n A *(sg) n) = tr(Ad(g )n A *Ad(g )n) tr(n A *n). 

As a consequence we see that L is gauge invariant, i.e. L(w) = L(fw) 

when f is a gauge transformation. 

Let C(P) be the space of all connection forms w with L(w) < = and let 

G(P) denote the group of all gauge transformations, then the Yang-Mills 

functional is well-defined on the orbit space M(P) := C(P)/G(p)· We are 

now interested in the critical points of L: M(P) + JR. 

REMARK. In the Euclidean case we define for n1, n2 E Ap(M,E) the inner 

product 

and the corresponding norm 



152 

Then: L(w) = II rl f ~ 0 · 

Writing 
JJ<\! 

we obtain 

I! ri !12 

(2.3) THEOREM. If w E C(P), then: 

w is a critical point of L *=> D(*rl) = 0 (Yang-Mills equation). 

REMARK. If s: u->- p is a local section and s*w = l A dx\J 
JJ JJ ' 

s*w = l F dxµ A dx v , then the Yang-Mills equation is 
JJ<\! jJ\! 

d(*(s*rJ)) + [(s*w) A *(s*ri)J O. 

If we write out this equation for the Euclidean case we obtain a set of 4 

equations: 

l a F + [A , F ] JJ \J\! JJ µ\! 
µ 

0 (with F 
µv 

-F ) • 
\!\J 

This is a system of second order nonlinear partial differential equations 

for the potentials (A ) • 
µ 

PROOF of the theorem for the Euclidean case. For the base space M we take 

s4 in order to insure the convergence of the integrals. 

The space 

then wt 

We compute 

C(P) is an affine space, i.e. 

(1-t)w0 + tw 1 E C(P). 

ddtl L(w ) . 
t=O t 

Writing wt = w0 + tn' we obtain 

if and are in C(P), 



nt d(w0+tn) + ![(w0+tn) A (w0+tn)J 

n0 + t(dn+ [w0 A nJ) + !t2[n A nJ 

n0 +tDn+OCt2) 

(note that n is horizontal and of type Ad). 
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We consider these forms as elements of A2(M,E) (in fact we have to use the 

notation Vn instead of Dn). 

1) 

2) 

Hence 

<dn,n0 > - f tr(dnA*n0) 

- f tr(nAd*n0) = -<n,*d*n0 > 

tr([w0 A nJ A *n0) = tr(n 11[w0 11 *n0J). 

This means that 1 is stationary at w0 iff D * n0 o. Ill 

Since Dn = 0 (Bianchi's identity), the Yang-Mills equation is satisfied 

when *n = ±n. 

The equation 

is called the self-dual Yang-Mills equation and 

the anti-self-dual Yang-Mills equation. In the Euclidean case the self-dual 

Yang-Mills equations are 

F34' F13 
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Theae form a system of first order nonlinear partial differential equations 

for the potential (A ) • 
µ 

(2.4) In physics one is interested in the Euclidean Yang-Mills equation on 

JR.4 . For P one takes the trivial bundle with group G = SU(2). Let w 

be a connection on P and let s: M + P be a global section. Again we 

write 

* l A dxµ s w 
µ µ 

and s*n l F dxµ /\ dxv 
µ<v 

µv 

We consider potentials for wh~~h the action L is finite, so that the in-

tegral over JR.4 converges. 

decays sufficiently fast as 

To achieve this we assume that the field F 
µv 

lxl + For the potential (A ) 
µ 

this means 

that, for large lxl, we can find a gauge transformation g(x) so that 

A (x) 
µ 

g(x)-13 g(x) as lxl + 
µ 

where implies asymptotic behaviour including first derivatives. The im-

portant point is that the gauge transformation g(x) need only be defined 

for large lxl. In fact it may be impossible to extend the definition of 

g(x) continuously to the whole space JR.4 . To see this consider the re-

striction of g(x) to a sphere lxl = R of large radius. Then g gives 

a continuous map 

g: s3 + SU(2). R 

Now the function g can be extended continuously to lxl ~ R if and only 

if the degree k of the map 

phic to s3). 

g: s3 + SU(2) 
R 

is zero (SU(2) is diff eomor-

In order to describe the asymptotic behaviour of the potential we consider 

the compactification s4 of JR.4 . 
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This i~ a conformal compactification. Since the Yang-Mills equation is con­

fonr.ally invariant, the transformed Yang-Mills equation on s4 has the same 

form. 

We only consider potentials that can be extended to s4 . If the degree k 

is non-zero, then we cannot describe our potential using a single gauge. We 

need one gauge in a neighbourhood u 1 of {x I lxl < R} and another gauge 

in a neighbourhood u2 of {x I lxl ) R, x = 00}, the two gauges being re­

lated on u 1 n u2 by the gauge transformation g(x). Now we have the in­

gredients to construct a principal G - bundle over s4 • The connection w 

can be extended to this bundle. 

Now it turns out, that the fibre bundles that appear in this way,are precise-

ly classified by the same integer k (the bundle being trivial iff k = 0). 

The connection w in our·fibre bundle now has a well-defined curvature n 

on the whole of s4 . Note that F (x) + 0 as lxl + 00 , but the curvature 
µv 

n of w need not be zero on s4 at the point (the coordinates 

x 1, ••• , x4 are singular at 

Since s4 is compact, L(w) < 00 (because of the conformal invariance the 

Yang-Mills functional takes the same value whether computed on or 

(2.5) Again we consider M = s4 and G = SU(2). Let w be a connection 

on the principal fibre bundle P with curvature form n E A2 (s4 ,E). One 

can prove that 

k -1 I tr (nAn) • 
= 8'JT2 M 

We decompose with 2 4 n = n + n n = ±*n± E A±(S ,E). + ± 

Since n /\ n 
+ = 0' it follows that 

Hence L(w) - f tr(n A *n) = II nJ2 + II n_11 2 . 
M 
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Also - 811 2k = - J tr(QMl) =II nJ 2 - II n_f. 

So L(w) ~ 8112 1kl 

L(w) n+ (Q self-dual) 

L(w) n (n anti-self-dual). 

This proves the following theorem. 

THEOREM. For fixed k (fixed bundle P) the (anti)-self-dual solutions 

of the Yang-Mills equation correspond to the absolute minimum of the Yang-

Mills functional. 

DEFINITION. An (anti)-self-d~al solution of the Yang-Mills equation is call-

ed an instanton. 

The degree k of the map 3 
g: SR-+ SU(2) is called the instanton number. 

REMARK. The number k determines the bundle P and hence the vector bun-

dle E associated with the standard representation of SU(2) on 

It turns out that k is equal to the second Chern number c2 (E) of the 

vector bundle E. This interpretation of k can be used when G is another 

group than SU(2). 

For the proof of the next theorem we need the following. 

Consider the algebra R = {x = x 1 +x2 i + x3 j + x4k J xi E JR} of the quater­

nions (i2=j 2=k2=-1 and ij=-ji=k, jk=-kj=i, ki=-ik=j). 

If then is called the real part and 

the imaginary part; x := x 1 -x2i-x3j-x4k is called the conjugate of x. 

One has 

2 
lxl := xx 

-1 
x 

x 

= lxl 2 

xx and 

The algebra R is isomorphic with a subalgebra of the 2x2 complex matrices 



in which i, j, k are the matrices 

(Qi 0 \ 
_) ' 

( 0 1) 
\_1 0 ' 

157 

In particular SU (2) is isomorphic to the unit sphere { x E R I Ix I = 1} . 

The Lie algebra of SU(2) is isomorphic to the subspace of the pure imagi-

nary quaternions with natural basis i, j, k. 

THEOREM. k = - 1 f tr (nAn) . 
sn2 s4 

PROOF. We take a local section s: :JR4 + P and use the notation: w s*w 

and n 
s 

Write w 
s 

Now 

Since 

s*n. 

and w w1i+w2j +w3k. Then 
s 

n A n (dw +w Aw ) A (dw +w Aw ) 
s s s s s s s s 

dw A dw + 2dw A w A w + w A w A w A w . 
s s s s s s s s s 

w A w 2iw2 Aw3 +2jw3 Aw 1 +2kw 1 Aw2, 
s s 

w A w A w -6w 1 A w2 A w3 and 
s s 

w A w A w s s 

d(w Adw ) 
s s 

s 

A w = 0. 
s s 

dw A dw and d(2/3w Aw Aw ) 
s s s s s 2dw s A w s A w s, 

it follows that 

n A n d(w Adw +2/3w AW AW ) 
s s s s s s s 

Let BR {x lxl,.;; R} and SR {x I lxl R} . 

f tr(n Arl ) f 2 
Then - - tr (w Adw + 3w Aw Aw ) 

BR 
s s 

SR 
s s s s s 

s 

Now assume that ws is flat outside BR (R large), i.e. assume that there 

exists a neighbourhood U of and a gauge transformation g: U + SU(2) 

such that 
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Then 

hence 

Now w 
s 

-1 
ws g dg on U. 

dw 
s 

-1 
d(g )/\dg 

-w /\ w 
s s 

-1 -1 
-g dg g /\ dg 

- J tr(w Aw /\W ). 
3 s s s s 

R 

g*(n) on U, where n is the Maurer-Cartan form on SU(2). 

Since tr(nAnAn) = -12(volume form), it follows that 

J tr(w /\w /\w ) 
s s s 

SR 
-12 J g*(vol) 

SR 

-12 deg (g) J vol 
SU(2) 

(2. 6) It is our aim to describe the instanton on JR.4 with k 

(cf. [2]). 

We identify JR.4 with H and an SU(2) - potential will be given by 

w = l A dxµ 
µ µ 

with A (x) E Im(R) . Furthermore, we shall consider the forms µ 

d d 1 d 2. d 3. d 4k x := x + x ]_ + x J + x and 

dx := dx 1 -dx2i-dx3j-dx4k. 

If f: H + lH, then the expression 

w = Im(f(x)dx) Hf(x)dx- di f(x)} 

will represent an SU(2) - potential (f(x)dx is computed formally). Then 

n dw + w /\ w 

Im(df/\dx + fdx/\fdx) . 
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We compute dx A dx: 

dx A dx 
1 2 2 4 . -2{ (dx Adx + dx Adx ) i 

1 3 4 2 . ( dx Adx + dx Adx ) J 

1 4 2 3 (dx Adx + dx Adx )k} , 

and see that dx A dx is self-dual. Similarly dx A dx is anti-self-dual. 

We shall now exhibit the basic instanton with k = +1 by choosing f(x) 

x 
---2· 
l+lxl 

Then and A1 (x) 
-x i-x j-x k 

2 3 4 
2 

l+lxl 

Im { dxAdx + ~d ( 1 +x~) -1 A dx + xdx+xdx } 
1+lxl 2 (1+lxl 2) 2 

etc. 

Hence n = -*n (anti-self-dual) and 
-1 -1 

w ~ Im(x dx) = g(x) dg(x) as 

lxl + 00 where g(x) = l~I • So w is asymptotically the gauge transform 

of 0 by the gauge transformation g(x), or equivalently if we apply the 

· f · g(x)-l inverse gauge trans ormation to w we get O asymptotically. 

On the unit sphere lxl = 1 in H we have 
-1 

g(x) = x and the map 

x I-+~ of s3 to itself has degree -1. 

In order to see that the instanton can be extended to s4 one applies the 

gauge transformation 
-1 

lxlx 
-1 

and then substitutes 
-1 g(x) = y = x 

REMARK. If we replace x by x we will obtain an instanton with k 1. 
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3. COMPLEX VECTOR BUNDLES, CHERN CLASSES 

(3.1) Let M be an n-dimensional complex manifold. This means that M 

can be covered by charts (Ua'~a), 

are biholomorphic. 

A function f: M +a is called . "' c 

~ : u +an, such that the maps a a 

if all functions 

are c"'. Holomorphic functions are defined in an analogous way. 

Examples of complex manifolds are: P (a), 
n 

Riemann surfaces. 

Let x EM and let (z 1, ••• ,~n) be holomorphic coordinates on a neighbour­

hood U of x. 

We put zk = ~ + iyk (k=1,. • .,n). 

Definition. The real tangent space 

space over lR with basis 

a 
ax-· 1 

a ... , ax-· 
n 

a 
ay1' ... ' 

The complexification of this space 

Tc (M) : = T (M) ID i T (M) x x x 

T (M) is the 2n-dimensional vector x 

is called the complex tangent space at x (it has dimension 2n over a). 

REMARK. Let denote the ring of germs of all real "' C - functions at 

x; similarly Fc(x) is the ring of germs of all complex c"' - functions at 

x. Then 

and 

T (M) coincides with the set of all lR - linear derivations x 

X: Fr (x) + lR 



Tc(M) is the same as the set of all et - linear derivations 
x 

Y: Fc(x) + et. 

An element X E T (M) can be extended to a et - linear derivation 
x 

by setting 

X(f+ig) := X(f) + iX(g). 

So T (M) c Tc(M) 
x x 

T (M) ED iT (M) 
x x 

and (X,O) • 
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REMARK. Let O(x) be the ring of germs of all holomorphic functions at x. 

If 

x \' _a_+ b _a_ E T (M) 
L ~ a~ k ayk x 

(ak,bkEJR) and f E O(x), then 

" af a " af X(f) = L a -+ b - = 1,(ak+ibk) -
k axk k ayk axk 

since (Cauchy-Riemann equations). 

This implies that T (M) 
x 

can be identified with the space of all et - linear 

derivations on O(x). This makes T (M) into a n-dimensional vector space 
x 

over et with basis a!, ... ,a!, the complex multiplication being de-
. a a 1 n 

fined by i -- = --
a~ ayk 

REMARK. Let V be a 2n-dimensional vector space over JR. • A complex struc­

ture on V is a map J: V + V with J 2 = -identity. If one has a complex 

structure J, then V can be made into an n-dimensional vector space over 

et by setting 

(o.+iS)v := o.v + JSv (o.,SfJR,vEV). 
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In the case V T (M) we have 
x 

J(-a-) a 
axk = ayk. 

00 Let N be a real 2n-dimensional C - manifold. Suppose that for each x E N 

there is given complex structure J : T (N) + T (N) x x x which depends on x 
00 

in a C way, then N is called an almost conplex manifold. So a complex 

manifold has an almost complex structure. 

We use the following notation: 

a H_a __ i-a-) E Tc(M) 
azk 

:= 
a~ ayk x 

a H-a-+ i-a-) E Tc(M) 
azk 

:= 
axk ayk x 

I a a l. The n-dimensional vector space over a spanned by l.az 1' ···•az-J 
ed the holomorphic tangent space, which is denoted by r;l,O)(M). 

ly, the anti-holomorphic tangent space T(O,l)(M) has basis f 3 
x t.az 1 ' 

So 

T( l ,O) (M) 4l T(O' 1) (M) • 
x x 

The following facts are easily verified: 

X E T(l ,O) (M) => X(f) 0 Vf E O(x) x 

X E T(O, 1) (M) => X(f) 0 Vf E O(x). x 

is call-

Similar-

a l. ... , az f 
n 

This immediately implies that the definition of holomorphic tangent space 

is independent of the choice of the holomorphic coordinates (z 1, •.. ,zn). 

Now we will consider complex-valued differential forms on M. Let w be a 

complex-valued 1-form i.e. for each x E M is 

map. One can extend wx to a a - linear map 

w : T (M) + a an lR - linear 

w 
x 

x x 

If we define 
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then w can be written as 

where ~ and bk are complex-valued C00 
- functions. 

If w = l ~ dzk, then w is called of type (1,0) and if w = l bk dzk, 

then is called of type (0,1). It follows that 

w is of type (1,0) iff w vanishes on holomorphic vector fields and 

w is of type (0,1) iff w vanishes on anti-holomorphic vector fields. 

This implies that t.he definitions of type (1,0)- and (0, 1)-forms are co-

ordinate independent. 

REMARK. Another characterization is the following: 

w is of type 

where T (M) 
x 

(1,0) .- w : T (M) + a: is a:- linear, x x 

is considered as an n-dimensional vector space over 

basis {a!1, ••• , a!J with . a a ].-- = --
a~ ayk • 

Similarly: 

w is of type (0, 1) .- w : T (M) + a: is a:- antilinear. 
x x 

a: with 

DEFINITION. A complex valued differential form w on M is called of type 

(p,q) if with respect to local holomorphic coordinates w can be written 

as 

with dzI := dz. A ••• A dz. 
i 1 l.p 

dz3 := dz. A ••• A dz. 
J 1 Jq 
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and·. aIJ complex c"' - functions. 

This definition is again independent of the coordinates. 

REMARK. At each point x € M the map 

w : T (M) x • • • x T (M) + a: x x x 

is an lR-multilinear alternating map. Now w of type (p,q) iff 

where c € a:, Jl = p + q and x1, ••• , XJl € T/M). 

a: - vector space with i-a- = _a_) a21c ayk • 

(T (M) considered as x 

The space of complex-valued differential forms of type (p,q) is denoted 
by A(p,q)(M). 

The space of complex-valued k-forms can be decomposed as 

If f € AO(M) (f is a complex-valued c"' - function on M), then 

If we define 

then 

df 

()f := l ~ dz en af := ()zk k 

df df+ ()f. 

Note that f is holomorphic if ()f = 0. 

If w = l aIJ dzI A dz J is a form of type (p ,q), then dw can be written 

as 



with 

So 

dw dW + dW 

Clw is of type (p+1, q) 

Cl: A(p,q) + A(p+1, q) and 

and Clw of type (p, '!+1) 

a: A(p,q) + A(p, q+ 1). 
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Since 0 2 - - -2 a w + (aa+aa)w +a w and all these forms are of different 

type, we have 

o, aa+aa 0 ~2 
' a 0. 

(3.2) DEFINITION. A hoZomo,phic vector bundle E of rank r is given by 

rr: E + M, where E and M are complex manifolds and rr is a holomorphic 

surjective map such that 

(i) the fibre -1 
E : = rr (x) x is a a: - vector space of dimension r (xEM), 

(ii) for each x E M there is open neighbourhood U of x and a biholo-

morphic map 

If {U } 
Cl. 

cp: rr - 1 (U) + U x a:r that maps the fibre 

(cp is called a holomorphic gauge map). 

E onto 
y 

is an open cover of M and if <P : rr - 1 (U ) + U x a:r 
Cl. Cl. Cl. 

phic gauge maps, then the maps 

-1 r r <Pso<Pa : cuanus) x a: -+ cuanus) x a: 

(x,s) I-+ (x, n) 

are holomor-

induce maps ga.S: (UanuS) + Gt(r,a:) (holomorphic gauge transformations) 

defined by s = gas (x) n • 

The bundle rr: E + M is completely determined by the set {ga.S}. 
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An exainple of a holomorphic vector bundle is the holomorphic tangent bundle 

(3.3) Let us consider a holomorphic line bundle TI: E + M (rankr = 1) 

that is given by a set {ga.l3} of holomorphic gauge transformations. Then 

ga.l3: ua.nu 13 + Gi(1,0:) = O:'-{O}. Now suppose that there exist holomorphic 

is trivial. Indeed, the gauge maps 

cp : TI - 1 (U ) -+ u x a: a. a. 

can be replaced by new gauge maps 

-1 . . 
TI (U ) -+ U x 0: a. a. 

-1 p f--+ (x, h (x) \jJ (p)). a. a. 

These new gauge maps define in fact one global map, since 

so -1 
h (x) \jJ (p) a. a. 

(3.4) Another example of a holomorphic line bundle is the so-called canoni-

cal line bundle E + P1 (a:) which we define as follows. Let 

On u0 we take the coordinate and on u 1 we take w 

(so 

The gauge transformation 
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is given by 

The corresponding bundle is determined by (u0xa) U (u 1xa) where 

is identified with -1 
~1 = go1 (p) ~o 

In the same way the bundle E(k) + P 1 (a) is defined by the gauge transfor-

mat ion 

(kEZ'.:) • 

More general holomorphic line bundles on P1(a) 

by considering the cover {u0 , u1} , 

a u {oo} can be constructed 

uo = {z I lzl <R}, u1 {z I lzl >r} U {oo} (r<1<R), 

and a gauge transformation g10 (z) = g(z) 
h0 (z) 

If g(z) = ~ with h0 

which is holomorphic and # 0 

holomorphic on u0 and h 1 holo-

morphic on u1, then the corresponding vector bundle is trivial. This oc­

curs if 

J g'(z) dz 
g(z) 0 . 

lz I =1 

Indeed, in that case there exists a holomorphic branch of log g(z) on 

u0 n u1 with Laurent series 

-1 
log g(z) - l a zn 

n -oo 

so that 

g 
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In general g(z) can be written as 

g(z) 
k ho ( z) 

z ~) with h. h 1 \ZJ l. 

k f g'(z) dz 
= 2rri lzl=1 g(z) 

holomorphic on u. 
l. 

and 

The corresponding bundle is then holomorphically equivalent with E(k). 

This argument can be generalized in order to prove that every holomorphic 

line bundle on P1(a:) is holomoi:phically equivalent to some E(k). 

We determine the space of holomorphic sections f: P 1 (CC) + E(k). On 

the section f can be represented by a function fo 

on u 1, f is represented bv f1 analytic in w: 

f 0 (z) l n 
and f 1 (w) l b wn a z 

0 n 
0 n 

with f 1 (w) = k z f 0 (w). 

So l b k l n z a z n n n 0 z 0 

This implies that 

1:o~g;naou• polynomial' 
~on a: of degree -k 

analytic in 

k > 0 

k 0 

k < 0 

(3.5) Connections on complex vector bundles with hermitian metric. 

Let rr: E + M be a complex C00 
- vector bundle. 

z 

uo 

and 

DEFINITION. rr: E + M is called a vector bundle with hermitian metric if on 

each fibre Ex is given an inner product < • , • > x so that for all C00 
-

sections 0 ~ 1 , ~ 2 EA (U,E) (U open in M) the functions 

x I-+< ~1 '~2 >(x) ·= < ~1 (x) '~2(x) >x 

00 

are C . 
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If f .Ce1, ... ,er) isa C00 -frameover u, then define the matrix-valued 
00 

C - map h(f) by 

h(f) .. := <e. ,e.>. 
J l. l. J 

The frame f is called unitary (orthonormal) if h(f) is the identity at 

each point x E M. 

If g: U + Gi(r,a), then the frame fg 

';. = l g .. e. 
l. j J l. J 

One easily verifies that t-h (f g) = gh(f)g. 

The metric can be extended to differential forms that take values in the 

vector bundle E as follows. If 

i 
w2 EA (M), 

then and 

and we define 

This defines the wedge product. 

k i k+i A (M,E) x A (M,E) +A (M,E). 

Let V be a connection on the complex vector bundle E, i.e. V is a a-

linear map 

0 1 V: A (M,E) +A (M,E) 

which satisfies 

V(gcp) 
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for and 0 
g EA (M). 

The connection matrix 8(f) with respect to a frame f 

defined by 

Ve. L 8(f) .. e .. 
J i l.J l. 

Then the following formula holds 

(V<j>) (f) d(<P(f)) + e(fH(f). 

DEFINITION. The connection V is called compatible with the metric when 

d< t;, n > < Vt;, ll > + < t;, Vn > 0 (t;,n EA (M,E)). 

This means that the inner product is preserved under parallel transport. 

Indeed, if Vxt; = "xn = O, then 

If V is compatible with the metric, then (writing h(f) = h and 8(f) 8) 

dh.. d<e.,e. > = <Ve.,e. >+<e.,Ve. > J l. l. J l. J l. J 

< L ek. ek, e. > + < e. , l e . e > l. J l. ID] ID 

l ek. h. k + l e . h . l. J ID] ml. 

So 

This condition is also dufficient for V to be compatible with the metric. 
If the frame f is unitary the condition reduces to 

e(f) + te(f) = o. 



(3.6) Connections on holomorphic vector bundles with hermitian metric. 

Let TI: E + M be a holomorphic vector bundle with hermitian metric. 

Let A (p,q) (M,E) be the space of c"' - differential forms of type (p,q) 

with values in E. 

Since A1(M,E) A(.l,O)(M,E) 'il A(O,l)(M,E), 'iJ can be decomposed as 

with 

'Vc1,o): Ao(M,E) + Ac1,o)(M,E) 

'Vco,l): A0 cM,E) + A(O,l)CM,E). 
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DEFINITION. The connection 'iJ is called corrrpatible with the holomorphic 

structure when 

0 for each holomorphic section <I> E O(U,E) 

(U open in M). 

It means that the connection matrix 8(f) with respect to a holomorphic 

frame f is a matrix-valued 1-form of type (1,0). Indeed, 

('iJ<j>) ( f) (d+8 (f)) </>(f) 

ca+8c 1,o) Cf)HCf) + ca+8co, l) (f))<1>CO. 

So, if <I> is a holomorphic section and f is a holomorphic frame, then 

('iJ(l,O)<j>)(f) 

('iJ(O, 1) </>) (f) 

(3+8(l,O)(f))<j>(f) 

ca+8co, l) CO)<P(f) 8(0, l) (f)<j>(f). 

THEOREM. Let TI: E + M be a holomorphic vector bundle with hermitian met­

ric. Then there exists a unique connection 'iJ which is corrrpatible with the 
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metric and the holomorphic structure. 

If f is a holomorphic frame and e(f) and 8(f) are the connection and 

curvature matrix respectively of 'i/ with respect to f , then 

e(f) is of type (1,0), 

8(f) = ae (f) is of type (1,1). 

PROOF. Suppose 'i/ is a connection compatible with metric and holotnorphic 

structure. Let f be a holomorphic frame and let e be the conne'ction ma-

trix with respect to f, then 

is of type ( 1, O) 

= he+ teh . 

Since he is of type (1,0) and tSh is of type (0,1), it follows that 

ah he and 

So e 

This formula serves now as a definition for e. It has to be verified that 

e (fg) 
-1 -1 g e(f)g+g dg 

so that e defines a connection. 

Since ah-l it follows that 

ae 

-e " e. 

Hence e de + e " e as. !l 
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(3.7) Invariant polynomials. 

Definition. An invariant polynomial on M(r,a) (complex rxr matrices) 

is a map 

\!>: M(r,<i:) +a 

that can be written as a complex polynomial in the matrix entries satisfying 

for every nonsingular matrix T. 

EXAMPLE. If A€ M(r,a), tr.en 

A rA 

det(I+tA) = 1 +t4> 1(A) + ••. +t \l>r(A), 

where ~k(A) is a polynomial in the matrix entries of A homogeneous of 

degree k, that is invariant (in fact ~k (A) is the k - th elementary 

symmetric function in the eigenvalues of A). 

Thus 

~1 (A) tr(A) = l a .. 
i 

].]. 

a .. ajk 
$2(A) l 

JJ 

j<k 
~j akk 

etc. 

and $ (A) 
r 

det(A). 

Let G be a matrix Lie group. If ~ is an invariant polynomial on the Lie 

algebra g of G homogeneous of degree k. One can associate with it a map 

\l>:gx •.• xg-+a .___,_....., 
k times 
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such that ~(A) ~(A, •. .,A) and 

(i) <I> is k- linear 

(ii) <I> is symmetric 

(iii) <I> is invariant in the sense that 

<l>(Ad(g)A1, ..• , Ad(g)~) = <l>(A1, .•. ,~) (gEG). 

This process is called polarization. For k 2 one has the formula 

EXAMPLE. Take G = SU(2) so that g is the set of anti-hermitian 2x2 

matrices of trace O. 

If 

A ( 
ia 

-b+ic 

We know that (A,B) f-r -tr(AB) is an invariant inner product on g. For the 
corresponding norm holds 2 -tr(A ) = 2 det(A) . 

Thus 

-! tr (AB) • 

(3.8) The Chern-Weil map. 

Let rr: P + M be a principal fibre bundle with group G c Gi(r,~). Let w 
be a connection on 2 P with curvature form 0 EA (P,g). Let be an in-
variant polynomial on g homogeneous of degree k with corresponding k-
linear map <I>. 

Now we consider the k - fold wedge product of 0 taken with respect to the 
k - linear map <I>. This form is denoted by <I> (Ok) and be longs to A Zk (P, ~) • 



Now we have 

(i) ~(Qk) is horizontal (since Q is) 

(ii) ~(Qk) is invariant under G, i.e. 

(gEG) 

(since Q is of type Ad and ~ is Ad-invariant). 
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As a consequence ~(Qk) is the lift of a 2k-form on M which is also de­

noted by ~(nk) E A2k(M,a). 

THEOREM. 

a) ~(Qk) E A2k(M,a) is closed, 

b) its cohomology class does not depend on the connection (it only depends 

on the bundle P and on the invariant polynomial ~). 

The map that associates to ~ the cohomology class of ~(Qk) is called the 

Chern-Weil map. 

Sketch of the proof. a) Since ~ is symmetric and Q is a 2-form, we have 

k-1 
k<l>( CQJ\wJ J\ Q ) • 

Since ~ is invariant, it follows that 

where 

Differentiation of this identity at t = 0 gives 

k 

l <l>(Y 1 ' ' ' ' '[y 0' y i] ' . ' 'y k) = 
i=1 

From this identity it follows that 
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b) For the proof part b) we need the following lemma the proof of which is 

omitted. 

LEMMA. Let h: Ak(Mx [O, 1]) + Ak-l(M) be the map that maps 

n ds A a+ S 

(a and S do not contain ds) to 

s=1 
h(n) := J a 

s=O 

(integration of the coefficir .ts of a). 

Then 

where 

dh(n) + h(dn) 

iO: M + M x [0, 1], 

i 1 : M+Mx[0,1], 

(x,O) 

(x, 1) • 

Suppose now that and are connections with curvature and 

respectively. Consider on the bundle P x [0, 1 J + M x [O, 1 J the connection 

1 w = (1-s)w0 + sw 1 EA (P x [O, 1J, g) 

with curvature Q. 

Now and In view of the lemma we have 

and hence 



So ~(~~) an ~(n~) are in the same cohomology class. I 

REMARK. The form ~(nk) E A2k(M,a) can also be defined in terms of the 

vector bundle E associated with the standard representation of G on 

Let 2 8 EA (M, Hom(E,E)) be the curvature form. If we take a frame f 

over an open set Uc M, then G(f) is a matrix-valued 2-form on U. 

The form 

is independent of the choice of the frame f since 

G(fg) 
-1 

g G(f)g 

and ~ is Ad - invariant. In this manner one defines a 2k-form on M 

which is of course the same as ~(nk). 

(3.9) The Chern class of a vector bundle. 
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Let $k (k=0,1, ... ,r) be the invariant polynomials on M(r,a) defined by 

det(I+tA) 

Let E + M be a complex vector bundle of rank r . 

Definition. The k - th Chern class of E is by definition the cohomology 

class ck(E) of the 2k-form 

1 k 
~ ((--. 8) ) 
k 2rri 

where 8 is the curvature of some connection on E. 

So ck(E) E H2k(M,a). Note that c0 (E) = 1. 

r * k I ck(E) EH (M,a) := © H (M,a) 
k=O k 

c (E) : = Furthermore, 

is called the total Chern class of E. 
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REMARK. * H (M,a:) has the structure of a ring (de Rham coho-

mology ring): 

if c, c' * E H (M,G:) and c = [nJ, c' [n' J ' 

then c • c' : = [ nAn ' J . 

THEOREM. a) Let E + M be a complex vector bundle and let \j!: N + M be 

C00 -map. Let l/J*E + N be the pull-back of E under ljJ (this means: if 

f = (e1' ••. ,er) is a frame for E over Uc M, then f * - ( * *) - e1 ' ..• ,er 

with * = ei o\jJ is by definition a frame for l)J*E over e. 
1. l)J- 1(U)). Then we 

have the relation 

c (l/J*E) l/J*c(E). 

b) If E' + M is another complex vector bundle then 

"'c (E Ell E ') c(E) •c(E'), 

where the product is taken in the de Rham cohomology ring. 

PROOF. See [4], Ch.III. I 

THEOREM. Let E + M be a complex vector bundle of rank r . 

a) If E is trivial (E ""M x a:r), then 

0 for k 1,2, ... ,r. 

So c(E) = 1. 

b) If E "" E' Ell E", where E" is a trivial bundle of rank s, then 

ck (E) = 0 for k = r - s + 1 , ••. , r. 

PROOF. a) Take the trivial connection (curvature zero). 



b) c(E) c(E' ai E") 

c(E') •c(E") 

c(E') •1 

1+c1(E')+ ..• +c (E'). Ill r-s 
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(3.10) EXAMPLES. In order to compute the Chern class of a complex vector 

bundle one starts with a connection on this vector bundle. For holomorphic 

vector bundles one tries a hermitian metric and one takes the unique connec-

tion which is compatible with the metric and the holomorphic structure. 

1. The canonical line bundle on p1 (a:). 

u1 := {z 1 f.0} ordinate and on 

On u0 := {z0 f. 0} we take the co­
zO 

we take the coordinate w = ~ . 
z1 

Then the canonical line bundle can be represented as E ~ (u0 xa:) U (U ,xa:) I~ 

where (z,i;) ~ (w,n) iff 
1 

w = and n = zt;. z 

For the metric we take 

h(z,t;) 2 2 (1+lzl )Jt;I, 

h(w,n) 2 2 (1+lwl )lnl. 

The metric is well-defined since h(z,t;) = h(w,n) if (z,t;) ~ (w,n). 

This metric can be viewed as the metric of a:2 when the canonical line bun­

dle is identified with the one-dimensional subspaces of a: 2 . As a holomor-

phic frame over uo we take the frame t; = 1. With respect to this frame 

h(z) 2 
connection compatible with metric and holomorphic struc-= 1 + lzl • The 

tu re has matrix e=h-1ah and has curvature 

8 a(h- 1ah) = aa log(1+zz) 

The Chern form is then given by 
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1 ---2 . aa log(1+zz) 11 }_ 

It is not exact since 

211 00 

f f 
0 0 

1 dxdy 
-;;:(1+r2)2· 

-1 . 

Thus the canonical line bundle is nontrivial. 

2. The holomorphic tangent bundle of P1(a:). The tangent bundle is given 

E = (u0xa) U (U 1 xa:) / ~ where (z,0 ~ (w,n) iff w and by 
z 

(if 1 
w = z' then ~ = __!_ ~ • so az 2 aw ' 

a a .f 1 ) t;-=n- i n=--2 c;. dZ dW 
z z a 

As holomorphic frame we take az. The metric is defined by 
h(~ ~) = __ 1 __ 
\az'az (l+lzl2)2· 

It is easily verified that 

8 

Hence f c 1(E) 2. 
p 1 (a:) 

h(~ ~ \ - __ 1 __ 
\aw' aw) - (1+1wl2)2 

-23a log(1+zz) 

Then 8 

n 

(3. 11) Let p be a principal fibre bundle on 4 . M = S with group 

G c Gt(r,a:) and let w be a connection on P. Furthermore, let E be the 

complex vector bundle of rankr associated with the standard representation 

of G on Let f 4 4 be a frame on U = S "{co} = lR and let 

be the curvature matrix with respect to f. 

The form that represents the first Chern class is 

c 1 (E) = --1-. <!> (8) 2111- 1 
1 --. tr(8) 2111- -- l 0~ 211i . 1 J 

J= 

The second Chern class is represented by 

--1- 0 A 8. 
411 2 <!> 2 

8 = (8~) 
J 
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Now e :, l e~ E~ 
i,j J J 

where E~ is the matrix whose entries are zero except 
J 

the one on the place (i,j) which is 1. So 

We have used that 

REMARK. 

tegral 

i1 i2 {- i1 i2 - i1 - i2 } <P 2 (E. ,E. ) ! <P 2(E. +E.) - <P2(E. ) - <Pz(E . ) 
J1 J2 J1 J2 J 1 Jz 

-E 
if i1 = j and i2 = j2 1 

if i1 = j and i2 = j 1 2 

in the other cases. 

If G = SU(2), then c (E) = --1- e A 0 = - 1- tr(0A0). 
z 41Tz <Pz 81T2 

f c2 (E) is called the Chern nwnber of the bundle. 
s4 

The in-

REMARK. For the Chern classes of complex line bundles see [4] (eh.III, 

Sec.4). 
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§1. MINKOWSKI SPACE, LORENTZ GROUP, SL(2,a). 
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The real Minkowski space M is the real affine 4-dimensional space, provid-

ed with a metric II with signature (+,-,-,-). This metric divides the 

space according to causality: 

2 
llx-y!I >O 

If II x - Yll 2 is positive, zero or negative then x and y are said to be 

timelike, null and spacelike separated respectively. 

If x and y are null separated then they can be joined by a light ray. 

If we choose an origin for M, then we can find coordinates such that the 

metric takes the form 

( 1. 1) 2 0 2 1 2 2 2 3 2 II x II = (x ) - (x ) - (x ) - (x ) 

The Lorentz group L (with respect to the chosen origin) is the group of 

isometries of M preserving the origin. 

If (l\.x) µ = !\.µxv then 1\. E L if and only if 
\) 

1 

( 1.2) !\.µ !\.\) with (gµ) 
0 

gµ\i p 0 gpo 
0 

0 

0 0 0 

-1 0 0 

0 -1 0 

0 0 -1 
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Taktng determinants at both sides of (1.2) we get 

( 1 .3) detA = ±1, VA E L. 

Taking p =a in (1.2) we obtain 

(1. 4) VA EL. 

Elements A E L with det A = 1 and form a subgroup of L, which 

is called the restricted Lorentz group the subgroup which preserves 

space-time orientation (the connected component containing the identity of 

L ~ 0(1,3). 

The group SL(2,a:) is the i:;roup consisting of all complex (2x2) -matrices 

with determinant +1. t This group is closely related to L+ as we shall see. 

Let H(2) be the set of all complex Hermitian (2x2) - matrices and let 

a (µ=0,1,2,3) be the elements of H(2) defined by µ 

1(1 ao = .ff. o :) 1 (0 
cr1 = .ff. 1 ~) 

(1.5) 

a2 (0 -i) 
= ~ i 0 1 c 0) a3 = .ff. 0 -1 

For any x E M we define A E H(2) by 

( 1. 6) A x 

x 

This defines a linear bijective mapping from M onto H(2). It is easy to 

see that 

( 1. 7) 

Let B E SL(2,0:) 

2 det A . x 

and A E H(2). 
x 

* * Then BAB E H(2), where B 
x 
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* the Hermitian conjugate of B. So there exists a x' EM with BAB =A'. x x 

So B defines a linear mapping A(B): M + M by x f->- x' = A(B)x. This map-

ping is a Lorentz transformation; this follows immediately from (1.7). 

Furthermore it is easy to see that 

( 1. 8) A(B)•A(B') A(BB') 

and 

( 1. 9) 

where 11 and 1 are the identities of SL(2,tt) and L respectively. 

Moreover it is easy to check that 

( 1. 10) A(B) A(B') <=:> B ±B'. 

It can be proved that the image of SL(2,tt) under A equals the restricted 

Lorentz group Lt 
+ 

(see Halpern [6]). So the mapping B f-;- A(B) is a homo-

morphism from SL(2,tt) onto Lt 
+ 

with kernel {d} and describes a 2 - 1 

covering of L by SL(Z,tt). 

Suppose as before that we have chosen an origin and coordinates 

0 1 2 3 (x ,x ,x ,x ) such that the metric takes the form 

0 2 1 2 2 2 3 2 
(x ) - (x ) - (x ) - (x ) • 

We embed :JR4 in tt4 in the usual way and extend the Minkowski metric to 

a holomorphic metric 

(1.11) 
2 0 2 1 2 2 2 3 2 

II z II = (z ) - (z ) - (z ) - (z ) 

Observe that the metric does not possess a well-defined signature any longer. 

The resulting space is called the conrplexified Minkowski space Ma. 

The bijective linear mapping from M onto H(Z) defined by x f-;- A 
x 

may 
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. 
be e_xtended to a bijective mapping from MO: onto the space of all complex 

(2x2) - matrices defined by 

( 1. 12) A 
z 

1 . 2) z -1z 

0 3 z - z 

We see that II z II 2 2 det A and that z is real if and only if A is z z 
Hermitian. 
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§2. COMPLEX STRUCTURES, SPINORS 

Let V be a real vector space and suppose that J: V ->- V is a lR- linear 

mapping with J 2 =-I (I identity in V). J is called a complex struc-

ture on V. Then we can equip V with the structure of a complex vector 

space in the following manner: define 

(a+iS)v av + SJv, a,BElR. 

It is easy to check that V indeed becomes a complex vector space. Con-

versely, if V is a complex vector space, then V can be considered as a 

real vector space and then multiplication by i is a lR - linear mapping 

J from V onto V with JL = -I. 

Furthermore, if {v1 • .. .,vn} is a basis for v over et then 

{v1,Jv1, ... ,vn,Jvn} is a basis for v over lR . 

EXAMPLE. V = lR2n . We can consider lR2n as ctn if we put 

Multiplication by i corresponds to the mapping J: JR2n ->- JR2n with 

J 2 = -I defined by 

This is the standard complex structure of JR2n. It is clear that A- 1JA 

is again a complex structure on JR2n. Moreover, each complex structure on 

JR2n is of this form. Indeed, let J' be a second complex structure, then 

we can find a basis (e 1,J 1 e 1, ... ,en,J'en) such that J' is described on 

this basis by J· 
' 

i.e. 

J = AJ'A- 1 with transformation A of the basis. Thus 

J' = A- 1JA. 
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Finally, A- 1JA holds precisely when A commutes with J, the standard 

complex structure. So the corresponding mapping in a:n is a: - linear. The 

complex structures on lRZn are therefore described by the coset space 

GL(2n,lR)/GL(n,a:)" If in addition we fix an orientation and a metric on lR.2n, 

then the complex structures on lRZn preserving both orientation and metric 

are described by S0(2n, lR) fb(n). Then in lRZn the complex structure is 

completely determined. 

Now let V again be a real vector space with complex structure J and let 

Va: = V '9 i V the comp lexification of V. 

The lR- linear mapping J is extended a: - linearly by defining 

Moreover J 2 = -I remains in force, and the eigenvalues of J are ±i. 

Let v1•0 be the eigenspace corresponding to the eigenvalue +i and 

v0 • 1 the eigenspace corresponding to -i. Then we have 

I = HI-iJ) + HI+iJ) = p+ + p­

(P±)Z = !(I+J) 2 = !(I+J) = P± 

+ - - + p p = p p = 0 

J(w+iJw) = ±i(w+iJw) 

Furthermore, it is easy to see that v1•0 and v0 • 1 are respectively a:-

linear and conjugate a: - linear isomorphic with the complex vector space 

v3 , obtained by considering V as a complex vector space with respect to 

the complex structure J. 

We apply the foregoing to the vector space S lR.4 equipped with the stan-

dard complex structure J. It follows that 
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(2.2) Sa: 

where S l ,O and s0 • 1 are respectively 0: - linear and conjugate 0: - linear 

isomorphic with S, considered as a complex vector space with respect to 

the standard complex structure J. 

Consider the basis f 1 = (1,0,0,0), f 2 = (0,0,1,0) in S as a complex vec­

tor space. The corresponding basis in s 1•0 equals: e 1 = !(1,-i,O,O), 

e 2 = !(0,0,1,-i) and in s0 • 1: e 1 = !(1,i,O,O), e 2 = !(0,0,0,i). 

Now 

1 
e 

-1 e 

is the dual basis 

* _1 
s1 0 and by e 

' 
It is clear that 

(1,i,O,O), 
2 

e 

(1,-i,O,O), e2 

* 

(0,0, 1,i) 

(O,O, 1,-i) 

in SO:. The space spanned by 

-2 * and e so 1 • 
' 

* * * SO: s1 oaiso 1· 
' ' 

1 2 
e and e is denoted by 

Next we consider the tensor product S l ,O ® s 0 • 1• An element f,; of this ten-

sor product can be written in the form 

(2.3) 

here we have applied summation convention with respect to the indices A 

and A. Now the mapping (1.12) may be interpreted as a 0: - linear isomor­

phism from the complexified Minkowski space to S 1 ,O ®SO' 1, given by 

(2. 4) 
1 . '2) z -iz 

0 3 
z - z 

SL(2,0:) acts on S as a complex vector space in a natural way. Now we con­

sider the action induced on s 1•0 ®s0 • 1• The matrix on the basis f 1, f 2 

in S of an element T E SL(2,0:) is the same as the matrix of T on the 
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basis e 1, e2 in 

~1. i2 in so,1_ 

s 1•0 and the conjugate matrix on the corresponding basis 

This is a consequence of S and s 1•0 being isomorphic. 

The transformation induced in s 1•0 and s 0 • 1 becomes 

T~ 

which corresponds with the SL (2, a:) - action of (2x2) - matrices, induced by 

Lorentz transformations. 

For the tangent space identified with 

--0 ' --1 ' --2 ' --3 the corresponding basis in s 1,0 
x dX dX dX dX 

in s 1,0: ( a . a \ a !( a . a \ a 
!\ax0 - i ax 1J =0· 3x2 - L dX3 } =-1 x 

aw aw 

and in so, 1: !(-a + i-a) a !(-a + i-a ) = _a x 3xQ 3x 1 = -0' 
ax2 ax3 aw1 aw 

and with basis: 

becomes: 

the usual notation in complex analysis. The dual basis in the complexified 

cotangent space becomes 

* dxo + idx 1 0 dx2 + idx3 1 
s1 0 dw , dw 

' x 
* dx0 - idx1 d_o dx2 - idx3 d_1 so 1 : w ' w. 

' x 

A spinor is a member of a tensor product 

s1,0®S1,0® ... !il!S0,1 ® ... !il!S~'.o® ..• ®S~,1 ® ... 

just as a tensor is a member of 

REMARK ON NOTATION. Penrose and his disciples write AA' 
z instead of AA z 
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since this is easier on the typesetter. Moreover, they denote the spaces 

81,0 80,1, * * a:A A' 
• 81,0• 80,1 by ' a: ' a:A, a:A' respectively. 

In most physical literature AA z is used. We shall use the notation of 

Penrose in the following. Finally, it is easy to check that, 

(2.5) 

2 AA' 
for: llzll = 2det(z ). 
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§3 •. TWISTOR GEOMETRY 

In the preceding sections we have seen that the Minkowski space, after the 

choice of an origin, may be considered as a subspace of complex (2x2) - ma­
AA' trices a The complexified Minkowski space may be considered as the 

space of all complex (2x2) - matrices. We can interprete such a matrix as 

a linear mapping 

----+aA 

(the factor i is convention) and a linear transformation is completely de-

termined by its graph in A aA, ® a . 

This 4-dimensional complex vector space is called the t;wistor spaae T. A 

point AA' 
z in the complexified Minkowski space Ma generates a plane 

(a 2-dimensional complex subspace), defined by 

A . AA' 
w = l.Z 11A'}. 

Almost all planes in T arise in this manner. More precise, if Ma is the 

Grassmannian of all 2-planes in T, then Ma is an open dense subset of 
-Thus Ma is a compactification of Ma• for the Grassmannian of all 

2-planes in r is compact. Usually one constructs a projective space PI' 

out of '.II', which for convenience we will denote by lP • It is easy to see 

that two points 

the planes 

AA' z and AA' 
w 

and 

in Ma are null separated if and only if 
A • AA' {w = iw 11A,} intersect according to a 

line in r. Indeed two planes intersect nontrivially if and only if the 

equation 

AA' AA' 
i(z -w )11A' 0 
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admits ·a nontrivial solution. Hence if and only if AA' AA' det (z -w ) = 0 

or equivalently II z - wll = 0 • In terms of lP , two points z and w are 

null separated if and only if the corresponding lines 

sect. This is known as twistor aorrespondenae 

{points in Ma:} {lines in lP} 

z +----------+ L z 

z and w are null separated +----+ L n L ¥- () • z w 

L 
z 

and L 
w 

inter-

If we take a point Z in lP and if we consider the set of all lines 

through Z then we get a P2(a:) embedded in Ma: and such that each pair 

of points are null separated. Such a subspace, considered in Ma:, is call­

ed an Cl - plane. So we have the correspondence 

fo - planes in Ma:} +---+ {points in lP} 

z +----------+- z 

Note that an Cl - plane is a maximal isotropic subspace of Ma:, since the 

metric in Ma: is nondegenerated. If we fix a plane W in lP (a linear­

ly embedded P2(<t)) then there corresponds a 6-pZane in Ma: with the set 

of all lines in that plane 

{6- planes in Ma:} +---+ {planes in lP} 

A 

w +-------------+- w 

6-plane 

Twistor correspondence 
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Now we will determine the lines in lP corresponding to points is the real 

Minkowski space. To this end we introduce a complex conjugation: 

a:A .+--->- a: 
A' 

a: A +-->- a: A ' 

(3 .1) [,A~ -A' 
[, [,A I->- ~A' 

~A +-f r,A' ~A +-f [,A 

Note that this is in agreement with the preceding section. Conjugation is 

extended to the whole spinor algebra in a natural way. 

Moreover, we introduce a Hermitian form qi on T. Let Z 

we set 

(3.2) <!>( Z) 

The form qi divides the twistor space into three parts 

(3.3) + 
T {Z I ~(z) > O}, r 0 {Z I HZ) 0}' li' {Z I qi (Z) < 0} 

and the projective twistor space in corresponding three parts 

(3 .4) ~F:: 11 O(Z) 
> 0 

lPo qi(z) 0 
} qi(z) < 0 

A 
be a point on i.e. A . AA' [w ;rrA,J Lz' w = iz 1T A" then we Now let Z 

have 

qi(z) 

Thus "'(Z) -- 0 i"f (zAA 1
) • H . . . . ~ is a ermitian matrix, i.e. if Lz corresponds 

with a point of the real Minkowski space M. Conversely, qi(z) = 0 for all 
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(3.5) z E M <==> L c lPO • 
z 
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Now it is easy to see that most lines in lPO arise in this way, i.e. are 

of the form: L with z E M. The collection of lines which are missing 
z 

are formed by the special line L00 with equation: TIA' = O, together with 

all lines intersecting this special line. This can be easily seen as follows. 

Let L be the line through the points and 

that is to say L is described in homogeneous coordinates by 

L intersects L00 precisely when the equation: ATIA' + µTIA' = 0 admits a 

nontrivial solution, i.e.· det (TIA''rrA,) = O. It is easy to see that this 

is precisely the condition on L (in homogeneous coordinates) not to cor-

respond to the graph of a linear mapping 

with matrix (zAA') is represented by 

A' 
a:A' + a: 

00' 10' 01' 11' A(iz ,iz , 1,0) + µ(iz ,iz ,O, 1). 

Now let M be the space of all lines in i.e. 

for the linear mapping 

1>(Z) = 0 for all 

Z E L, then the lines {L I z EM} which correspond with points of the 
z 

real Minkowski space form an open dense subset of the compact space M. So 

M is a compactification of the real Minkowski space, obtained by adding to 

M a point = L00 together with its light-cone = set of lines intersecting 

L • 
00 

It can be proved that M is diffeomorphic with s3 x S 1 and that lPO is 

diffeomorphic with s3 x s2 • lP+ and 1P turn out not to be Stein manifolds. 

From the twister theoretical point of view now it would be an appropriate 

moment to discuss the zero-rest-mass fields (e.g. Maxwell equations) andthe 
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related Penrose transformation. To this the equations have to be translated, 

by using spinors, into a twistor theoretically more suitable form. 

The Penrose transformation is described using cohomology theory with some 

sheaves O(n), related to the canonical line bundle over P3 (~). See Wells 

[9] over Eastwood [S]. 
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As a complex vector space we can identify the quaternions H with a: 2 as 

follows 

(4. 1) 

which induces a corresponding isomorphism a:4 _g_,. H 

(4.2) 

As a: c H this last isomorphism induces a mapping 

(4.3) 

between projective spaces and in fact yields a vector bundle with P3 (a:) 

as total space and with P1(a:) ~ s2 (see 4.6) as typical fibre. In homo­

geneous coordinates the fibre through [z 1,z2 ,z3 ,z4J consists of all points 

(4.4) 

as left multiplication by j in H2 induces an anti-linear mapping a 

with 
2 

(J = id.' in homogeneous coordinates given by 

(4.5) 

The mapping a defines a reaZ structure on P3 (a:), which is different from 

the usual structure, given by conjugating all coordinates. 

Note that a does not possess real points (cr[z] = [z]) as for any z E a: 4 

with z # 0 we know that z and jz are independent and so [z] and 

cr[z] are distinct points in P3 (a:). a does possess real lines, for given 

[z] the line through [z] and cr[z] is a real line. So the real lines 

are precisely the fibres of the bundle n: P3 (a:) -->- P1(H) . Hence a pre-
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serves the fibration. It will turn out that a acts as an anti-podal mapping 

in each fibre. 

Using stereographic projection from the north pole (0,1) we obtain the map-

ping 

(4.6) P 1(a:)\[O,1J ---r a: - :IR.2 ---r s2\{ (0, 1)} 

which can be extended to a dif feomorphism 

mapping 

corresponds to the mapping 

a 1--+ -a 

P (a:) ~ s2 
1 and so that the 

(O, 1) 

4 Moreover we have P 1 (H) ~ S • Again using stereographic projection from 

the north pole (0,1) we obtain an explicit diffeomorphism 

(4.7) P 1(H)\[0,1J - JH""' s2 - s4\{(0,1)} 

given by 

(z1+z2j)(z3+z4j) 

I z 1 1 2 +I z2 I 2 
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which can. be extended to a diffeomorphism P1(R) ~ s4. So the fibration 

(4.3) may be considered as a fibration 

In the literature it is well-known that the lines in P3 (a) can be parame­

trized by so-called Plucker coordinates, also known as the Klein representa-

tion of lines in P3(a). Let [z1,z2,z3 ,z4J and [w1,w2 ,w3 ,w4J be dis­

tinct point in P3 (a). The point [p] € P5 (a) with homogeneous coordinates 

(4.8) i < j 

is uniquely defined by the line zw and satisfies the quadratic equation 

(4.9) 

Conversely any point [p] satisfying this equation determines a line in 

By zw 1~ [p] we obtain the Plucker embedding of the Grassmannian 

Gr 1(P3(a)) consisting of all lines in P3 (a) into P5(a), and so can be 

identified in this way with the non-singular quadric Q c P5 (a) given by 

equation (4.9). 

A real structure on P3(a) induces a real structure on Q. For the stan­

dard real structure on P3 (a) the real structure on Q is given by conju-

gation of the coordinates p .• 
1] 

and so equation (4.9) turns out to be a real 

equation for Q with respect to this standard real structure. This is a 

quadratic form of type (3,3) that means 3 plus and 3 minus signs in diag-

onal form. 

For the real structure on P3 (a) given by cr we obtain another real form 

of Q, a quadratic .form of type (5,1). This we can see as follows. Note 

that cr has the following action on Plucker coordinates. 



200 

(4:10) 

So the real lines are the lines for which the following quantities are real 

in the usual sense 

(4. 11) 

With respect to this coor~inates the equation for Q becomes 

(4. 12) 0. 

Defining 

(4. 13) y1 = X1 - X2, y2 

yields the equation for Q 

(4. 14) 

So the real points of Q are given in affine coordinates by the equation 

(4. 15) 
1 ' 

and represents s4 for Y1 ~ 0 when Y E Q. 

Finally it is worth to compare the Klein representation with the splitting 

(3.4) of the projective twistor space lP 

Putting Z 

from (3.2) into the form 

(4. 16) <P(z) 

into the three parts + 0 -lP,lP,lP. 

here p .. (z) are the Plucker coordinates of the line z, oz. So choosing 1-J 



201 

y6 as north pole we have 

+ -1 
(northern hemisphere) lP 71 

lPo -1 
(equator) 71 

lP 
-1 

(southern hemisphere). 71 
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§5 .. TWISTOR INTERPRETATION OF INSTA.T\/TONS, THEOREM OF ATIYAH-WARD 

In this section we shall translate the selfdual Yang-Mills equations into 

complex analytic data on the space P3 (a). 

To this end we have to describe the equation *a 

JR4 with respect to complex coordinates. 

±a for 2-f orms a on 

If we identify JR4 with a2 by some complex structure J then we can 

write for 2-forms on JR4 

here A+ and A are selfC:ual and anti-selfdual forms on JR4 respective-

ly. On the other hand 

where are forms of type (2,0)' (1, 1) and (0 ,2). 

If x = (x 1,x2 ,x3 ,x4) are the coordinates with respect to the basis 

oriented and orthonormally chosen, then and are 

spanned respectively by 

r . dx 1 f, dx2 + dx3 A dx4 
( dx 1 A dx2 - dx3 A dx4 

A2 a1 ~ Ja4 

dx 1 A dx3 - dx2 A dx4 A2 i a 5 
dx 1 A dx3 + dx2 A dx4 + 2 

a = dx2 A dx3 + dx 1 A dx4 La6 dx2 A dx3 - dx 1 A dx4 3 

A2 and 
+ 

A2 are both 3-dimensional. On the other hand A (2,0) is spanned 

by dz 1 A dz2 , A(0, 2) 

dz 1 "dz2 , dz 2 "dz1, 

mensional and A(l,l) 

It is easy to see that 

by dz 1 A dz2 and 

dz2 A dz2 . so both 

is 4-dimensional. 

A (1, 1)' by 

A (2,0) and 

dz 1 " dz 1, 

A(0,2) are 1-di-
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-2ia E A2 
1 + 

rAd:2 E A2 

E A2 dz 2 A dz 1 

ldz 1 "dz1 - dz 2 "dz2 E A2 

From this we may conclude that: So is contain-

ed in the intersection V n A(l,l) consisting of 2-forms of type (1,1) 
J J ' 

with respect to any complex structure (compatible with metric and orienta-

tion). Now V is invariant under the action of S0(4), contains 

but is smaller than any fixed A(l,l) 
J 

transformed into -2· rl A(l,l) by a ia3 rr.. 

v n A(1,1) 
J • 

J 

Thus we have the following result. 

because e.g. f3 = -2ia 
3 1 

can be 

S0(4) - transformation. We conclude 

LEMMA 1. A 2-fo!'m a on lR4 is anti-dual if and only if a is of type 

(1,1) with respect to each complex structure. 

We will study once more the fibration ~: P3 (a) + s4 from the Penrose's 

point of view. For simplicity we shall work on :JR4 c s4 and so we have 

removed a point (the point at infinity) from s4 and at the same time the 

projective line in P3(a) above this point at infinity. In this way we ob-

tain a fibration P3 (a)\P00 + :JR4 , where P denotes the fibre above 
"' 

Intersecting projective planes in P3(a) which intersect according to the 

line P00 now become parallel in P3(a)\P00 • We obtain the following picture 

of our fibration 
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u 

x 

Above the given point x E JR.4 we can imagine the fibre p ~ s2 to be pa-
x 

rametrized by u. The plane through p and a point u E p can be con-00 x 

sidered to be a copy a:2 of a:2 and is identified by the projection with u 

JR.4 In this way JR.4 is provided with a complex structure depending on 

u. As the identification of JR.4 varies with u, the complex structure 

which is induced on by the identification with the corresponding a:2 
u 

is changed. 

We use this point of view of the fibration TI: P3 (a:) + s 4 to describe a 

2-form which we have obtained by lifting of an anti-selfdual form on s 4 . 

Let Q be an anti-selfdual 2-form on s 4 • The lifted form n = TI'''Q of the 

form Q then is a 2-form on P3 (a:). Now we consider n in a fixed point 

u above x # is pure horizontal, that means, 0 when Q 
u 

is 

applied to two tangent vectors in u of which at least one is tangent to 

the fibre P . 
x 

Next we have a look at n transversal to the fibre in 

studying Q on a:2 
u 

the form Q is the lift of a form 

u, for instance by 

which is of 



205 

type (1, 1) with respect to any complex structure on :JR.4 • Therefore also 

with respect to the complex structures which are induced on :JR.4 by identi-

fying :JR.4 with a:2 . 
u 

Hence ?2 is on a: 2 of type 
u ( 1 ' 1) too. As Q 

vanishes along the fibre it follows that Q is completely of type (1,1) 

in u. 

Conversely, it can be proved by some topological arguments that all complex 

structures are passed through and are parametrized by 

u E P ~ s2 ~ S0(4)/U(2), see Atiyah [1], eh.III, §3. Now we have the fol­x 

lowing result 

~ 

LEMMA 2. A form Q on is anti-selfdual if and only if its lift Q 

to P3 (a:) is of type (1,1). 

Now we consider a complex vector bundle 4 
p: E + S provided with a Hermi-

tian structure <, > and a compatible connection V. If we lift the bundle 

E over s4 by TI: P3 (a:) + s4 then we obtain a bundle E = TI*E over 

P3 (a:). The Hermitian structure, the connection and the corresponding cur­

vature 8 can be lifted also. We will describe this in somewhat more de-

tails. We have E E Z TIZ 

E E If f = (e1, ... ,er) is a frame for E 

lp !· 
over U, then f= foTI (e 1 oTI, ..• ,eroTI) 

is a frame for 'E over TI - 1 (U) and the 
s4 TI 

p 3 (a:) frames f cover p3 (a:). 

~ 

If g is a gauge transformation in E over U then g = goTI is a gauge 

transformation in E over 
-1 

TI (U) • 

The Hermitian structure in E is defined by 

< ' > TIZ e.g. hcf) h(f) oTI . 

If 8(f) is the connection matrix of V with respect to the frame 
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f ="(e 1', ••• ,e ), e.g. Ve.= e .. (f)e., then we set . r i Ji J 

e<f> = 7T*e<f>, e.g. v -;. =e .. a>;. 
l. J l. J 

Moreover it is easy to see that 

,...., ,...., ,...,, --1,....,,....,,...,, ,...,,-1,...., 
e(f g) = g e(f)g + g dg. 

So e transforms by gauge trans~ormations such that e defines a global 

connection V on E. For the curvature matrix e(f) we have 

e(f) = dB(f) + e(f) A B(f) = d7T*e(f) + 7T*e(f) A 7T*e(f) 

7T*(de(f) " e(f) A e(f)) = 7T*e(f). 

Furthermore, the connection V is compatible with the Hermitian structure 
~ 

on E. Indeed, 

dh(f) = dh(f)o7T = 7T*dh(f) = 7T*(h(f)e(f) + ta(f)h(f)) 

= 'h<'f>e<'f> + tj<'f'>'h<'f>. 

To study the bundle p: E + P3 (a) in more detail we need the following theo-

rem. 

THEOREM 1. Let E be a C00 complex vector bundle with Hermitian structure 

over a complex manifold X. Suppose that on E is given a connection, which 

is compatible with the Hermitian structure and with the curvature e of 

type (1,1). Then there is a natural unique holomorphic structure on E 

such that V is compatible with this holomorphic structure. 

The proof is based on the Newlander-Nirenberg theorem concerning the inte-

grability of almost complex structures and is described in Atiyah-Hitchin-

Singer [2], theorem 5.1. 

Now suppose that the curvature of the connection V in the bundle 4 p: E + S 
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is anti~selfdual, then it follows from lemma 2 that the lift e = n*e of 

this curvature is of type (1,1). 8 is the curvature of the connection V 
~ 

in the bundle E which is compatible with the Hermitian structure. In corn-

bination with theorem this implies the following important result. 

THEOREM 2. If the connection V in the bundle 4 p: E -r S is anti-selfdual, 

then the bundle p: E -r P3 (a) is holomorphic. 

From the construction of E it follows that the restriction EIP of E 
x 

to each fibre Px, a real line, of the bundle P3 (a) -r s4 is trivial. 

Moreover, it is clear that EIP has Hermitian trivial structure too. 
x 

Liouville's theorem from complex analysis implies that 

trivial also. Note that P ~ s2 , the Riemann-sphere. 
x 

is holomorphic 

Conversely, it can be shown that if E -r P3 (a) is a holomorphic vector bun-

dle which is trivial when restricted to the fibres of then 

the bundle can be reconstructed by taking for E x 
the space of all holomor-

phic sections I (P -r El P ) ~ «r. Given a Hermitian structure on E which x x 

is trivial at the fibres we can reconstruct the Hermitian structure on E 

as well. 

Now a holomorphic vector bundle provided with a Hermitian structure possess 

a unique connection V which is compatible with both the metric as well as 

the holomorphic structure. The curvature of the connection V is of type 

(1,1). 

It can be shown by techniques from complex analysis that this connection 

comes from a connection V in E with anti-selfdual curvature. 

Now we suppose that the bundle E -r s4 is of rank 2 and is provided with 

a SU(2) - structure, e.g. we suppose that gauge transformations are SU(2) -

valued. Furthermore, we suppose that frames are unitary (orthonormal) and 

the connection a SU(2) -connection. These additional structure of the bun-
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dle· E.+ s4 we have to translate too. The SU(2) - structure on the bundle 

E + s4 enables us to define invariantly an anti-linear mapping a: E + E 

by taking for a the mapping a0 : a2 +a~ a0 (w1,w2) = (-w2,w1) in some 

0 gauge. Note that a g E GL(2,a) commutes with a precisely when 

g E SU(2). There holds: <as ,at> = < s, t >, a2 = -1. Conversely, given 

the mapping a: E + E we can recover the SU(2) - structure on E as fol-

lows. 

A gauge cj> corresponds to the SU(2) - structure precisely when a equals 
0 -1 0 a in the gauge cj>, e,g, cj>a = a So given the mapping a: E + E we 

recover the SU(2) - structure in the form of all gauges cj> with the proper-

ty that equals 
0 a a in lne gauge cj>. 

Now we can lift the mapping a to a mapping a: 'E+'E such that the fol-

lowing diagram commutes 

..... 
'E---a---'E 

l l 
a 

..... 

E 
x 

j 
'E 

z 

j 
z 

a 
x 

cr x 

E x 

j 
'E x = 1TZ z 

j 
az 

Note that a is anti-linear but depends in a holomorphic way on z E P3 (a). 

By putting (u,v) = <u,-ov> we define a (holomorphic) non-degenerated 

skew-symmetric Hermitian form on E with ( cr u, cr v) = (u, v). 

Furthermore the Hermitian form <u,v> = <u,ov> is positive definite • 
..... 

Conversely, suppose that E, such a form , )E and an anti-linear mapping 

is given. Then these induce a form on E = r (P + EjP ) ~ a2 
x x x 

and an anti-linear mapping a with the same properties. 
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We take on E the Hermitian structure defined by <s,t> = (s,crt)E. 

A gauge 4> corresponds to the SU(2) - structure we are looking for precise-

ly when a equals 0 a in this gauge, e.g. -1 0 
4>a4> = a • 

A gauge transformation with respect to two of these gauges is SU(2) - valued. 

It is easy to see that the domains of these cover s4• Indeed, without re-

striction we may assume that E is a U(2) - bundle. For gauges can be 

changed in such a way that frames become unitary and consequently gauge 

transformations become U(2) - valued. 

Next change the gauges by unitary transformations such that a obtains the 

canonical form 0 a 

For instance this can be achieved by the transformation e 1 I-+ e 1, 

e2 I-+ cre1, f = (e 1 ,e2). As 

and 

this indeed yields a unitary transformation. 

SUMMARIZING: An anti-selfdual SU(2) - connection on s4 corresponds with 

a holomorphic vector bundle E + P3 (a) of rank 2 with 

i) EIP is trivial for each x E s4 
x 

E possess a holomorphic anti-linear mapping ii) 
~ ~ 

a: E + E lifting 

a: P3(a) + P3 (a) and with '02 = -1. 

iii) A holomorphic non-degenerate skew-symmetric form ( , ) with 

(ou,ov) = (u,v) and such that the Hermitian form <u,v> = (u,ov) 

is positive definite. 

It can be shown that the Chern-class c 1(E) = O. From this it can be 

derived that the non-degenerated skew form exists and is uniquely determined 

up to a constant factor. Moreover, it can be shown that the bundle does not 
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poss.ess any other holomorphic automorphisms than scalars. This implies that 

the anti-linear mapping cr: E + E is unique. Indeed, if 01' and 02 are 
~ two such mappings then is a holomorphic automorphism of E. Thus 

cr 2 = ccr 1 , for some c. 

The condition cr2 -1 now yields cc = 1 and finally the condition that 

the Hermitian form <u,v> = (u,crv) is positive determines 
~ 

cr uniquely 

(with chosen (, )). 

So we have given a sketch of the proof of the following theorem. 

THEOREM 3. (Atiyah-Ward). There exists a bijective correspondence between 

I) anti-selfdual SU(2) - Yrng-MiUs fields on s4 

II) holomorphic vector bundles E of rank 2 over P3 (a) with 

i) EIPx is trivial for each real line Px' x E s4 

ii) E possess a holomorphic anti-linear mapping cr: E + E lifting 

cr: P3 (a) + P3 (a) and with cr2- = -1. 

REMARKS. 1) There are similar theorems for other types of Yang-Mills fields. 

For instance SU(n) or Sp(n). Part IIii of the formulation, reflecting 

the translation of the field type is different. The statement in IIi that 

E is holomorphic is not changed. 

2) In the literature the mapping cr in theorem 3, IIii is some-

times called a symplectic or a real structure on E. 
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§6. HOLOMORPHIC VECTOR BUNDLES OVER P3 (a:) 

The problem to identify the rank 2 vector bundles has attracted many peo­

ple. We mention Horrocks, Barth, Maruyama, Hartshorne. 

There are two invariants, the Chern-classes c1 and c2 which can take any 

integer under the restriction that the product c1c2 is even. For fixed 

c1' c2 there are infinitely many families, depending on parameter spaces 

(moduli) with increasing complexity. In particular, they exhibit a compli­

cated topological behaviour. For instance they can be not separated. In 

order to get improvement Mumford introduced the notion "stable vector bundle". 

Given the numbers c 1, c2 the stable bundles are parametrized by varieties 

which are called moduli spaces. 

It turns out that the bundles emerging in instanton problems are all stable 

and so have nice moduli spaces. Anyhow, the structure of these moduli spaces 

remains rather complicated. 

An important method to study bundles over P3(a:) is the method using monads. 

The word monad was introduced by Horrocks(1964) to denote a sequence 

( 1) 0 -->- F 1 ~ F ~ F" -->- 0 

of vector bundles and bundle morphisms with Sa = O, a is injective and 

B is surjective. The bundle Ker B/ Im a is called the cohomofogy of the 

monad. 

Horrocks proved: Each vector bundle over P3 (a:) can be obtained as the co­

homofogy of a monad, where each bundle F', F, F" is a direct sum of Line 

bundles. 

So a monad is some kind of a "two-sided development" of the bundle E. Al­

though a monad is more complicated than a simple bundle E, it can be ex­

plicitly described more easier because the individual bundles F', F, F" 

are rather simple and because the mappings a, B can be represented by ma-
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trices. So in principle the use of monads reduce the study of vector bun-

dles to linear algebra. 

Barth proved: Stable bundles E of rank 2 over P3 (a) with c 1 = 0 

and c2 = k under the extra asswrrption H1(P3 (a), E(-2)) = 0 can be de­

scribed by monads of the following special type 

(2) 

Here O(n) 

o ---+ o<-1)k ~ 02k+2 ~ 0<1)k ---+ o. 

is the line bundle with cocycle g .. [z] 
l.J 

E(n) = E ® O(n). 

(~f. 
l. 

A bundle morphism k 1 O(n) + O(m) can be identified with a 

sisting of homogeneous polynomials of degree m- n. 

and 

kx 1 - matrix con-

So to describe s.uch a monad we only have to specify the mappings a and S, 

(2k+2) x k and k x (2k+2) matrices of linear forms in the homogeneous co-

ordinates (z 1,z2 ,z3 ,z4) of P3(a). The matrices a and S have to sat­

isfy the conditions: rank a = rank S in each point z f. 0 and Sa = 0. 

Barth proved furthermore that this monad is selfdual in the sense that S 

equals the transpose of a with respect to the alternating bilinear from 

J on 02k+2. 

Finally the condition H1(P3 (a), E(-2)) 

Drinfeld-Manin [3]. They proved, 

0 is explained by Atiyah-Hitchin-

1 ~ 
H (P 3 (a), E(m)) = 0 (m ~ 2) for all bundles E which appear in instan-

ton problems (described in the preceding section). 

The proof is based on the fact that the linear differential equation 

(~+~)u = 0 can have no global nontrivial solution on s4 . R > 0 is the 

scalar curvature of s4 and ~ ) 0. 

Conclusion: Every (anti)-instanton bundle can be described by a monad of 

type (2). 
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Drinfeld. and Manin [4] showed that for vector bundles of rank 2 the condi­

tion H1(P3(a), E(-2)) is equivalent with the possibility to describe E 

by special monads of the form 

0--* A®0(-1) ~ B®O ~ C®0(1)--* 0, 

where A, B and C are complex vector spaces. 

As we have seen a SU(2) - bundle E ·+ P 3 (a) is provided with the extra real 

structure cr, which has to be translated in terms of the monad. 

RESULT: Every SU(2)-(anti)-instanton bundle with instanton number k cor-

responds to a stable vector bundle over P3(a) of rank 2, which can be 

represented by a monad of type (2). This monad is selfdual and the struc-
~ 

ture cr can be carried over to the monad. 

To describe the monad we only have to specify the mapping a and the condi-

tions the monad has to satisfy. 

The mapping a is given by a (2k+2) x k - matrix A(z) of linear forms in 

the homogeneous coordinates (z 1 ,z2 ,z3 ,z4) = z and has to satisfy the con­

ditions 

(4. i) 
t A(z)J A(z) = O, 

(4. ii) rank A(z) = k, 

(4.iii) J A[Z) = A(crz), 

here J is the (2k+2) x (2k+2) 

Vz 

Vz 1' 0 

skew-symmetric matrix (. 0 I I\ ::rro; and 

Condition (4.i) reflects the relation Ba = 0, where B equals the trans-

pose of a with respect to the selfduality of the monad. 

(4.ii) is the condition about the rank which implies that a is injective 

and B surjective 

(4.iii) is the translation of the real structure cr. 
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The bundle t 
Ker AJ/ImA + P3 (a:) satisfies the hypothesis of the theorem of 

Atiyah-Ward if (4.i-4.iii) are satisfied. 

There is some arbitrariness in choosing a basis for the bundles left, right 

and in the middle of the monad. So two matrices A(z) and A'(z) deter-

mine the same (anti)-instanton if and only if 

A'(z) = S•A(z)•T 

with S E Sp(k+1) and T E GL(k,lR) • 

So the moduli spaces of (anti)-instantonen can be obtained as the space of 

all possible matrices A(z) up to the action of the group 

Sp(k+1) x GL(k,lR). 

Explicit calculations of moduli spaces have been carried out in the litera-

ture. Despite the fact that the matrix formulation is said to provide "the 

complete solution" there remain stil many questions to be answered. 

Finally to elucidate the last we give the Horrocks' construction as described 

by Atiyah-Hitchin-Drinfeld-Manin [3]. The construction starts with a corn-

plex linear mapping A(z): W + V with dim W = k, dim V = 2k+2, 

4 
A(z) i~J Aizi' Ai: W + V constant linear mappings. 

We suppose that V is provided with a non-degenerated skew-synnnetric form 

( ' ) . 
For any subspace UcV the annihilator of u is denoted by uo 

' 
e.g. 

u0 consists of all elements v E V which satisfy: (u,v) = 0 for all 

u EU. We suppose that A(z) satisfies the following condition. 

(5) For all z ~ 0 the space Uz := A(z)W has dimension k and 

is isotropic, e.g. U c u0 . z z 
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As dimU 
z 

dimE = 2. 
z 

(5) is satisfied we 

k, dim U + dimUO 
z z 
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define E = UO/ 
z z u z 

2k + 2 we know that dimUO k+2 and 
z 

Furthermore E inherits a non-degenerated skew-synnnetric form and there 

holds E 
z EAZ for all A # 0. 

So the family E 
z 

defines a complex vector bundle over with struc-

ture group 81(2,a). 

Note that when k = 1, u 
z 

is 1-dimensional and so automatically isotropic 

For k > 1 the condition on U to be isotropic is described in matrix from 

by 

(6) tA(z)J A(z) 0 ' 

where tA(z) is the transpose of A(z) and J the matrix of the skew-sym-

metric form ( , ). (6) represents a quadratic equation in the coefficients 

of the four matrices A1, A2 , A3 , A4 • 

We have 

with B( = tAJ) equals the transpose of A with respect to the form ( , ) 

and N = ImB. Moreover Ker B = u0 
z 

and so 
0 

KerB(z)/ImA(z) = Uz/U 
z 

E • 
z 

To obtain a bundle corresponding with a SU(2)-(anti)-instanton we have to 

introduce a real structure. 

We fix an anti-linear mapping a on W with 

and the well-known a on defined by 

2 
a 1 ' on V with 

2 
a -1 

On V we assume that a is compatible with the skew-symmetric form, e.g. 

(av 1,av2) = (v 1,v2). In this way on V a Hermitian structure is defined by 
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<v1·,v2 > = (v 1,-crv2), which we assume to be positive definite. 

The reality condition on A(z) is the compatibility with cr, e.g. 

(7) cr[A(z)wJ A(crz) crw. 

The definition of the Hermitian form implies that for the orthogonal comple­
.L 

ment U of U c V we have: 

(8) 

and from (7) it follows that 

(9) crU 
z 

u 
CJZ 

So UO 
z 

U.L and hence by the positivity of the Hermitian form we know CJZ 

UO n.u = 0. So we have the decomposition z oz 

( 10) V=U QlR QlU 
Z X CJZ 

where R = UO n U depends only on the point z z crz x E s4 
' 

parametrizing the 

line z, crz in P3 (a). From this it follows that E inherits a real struc­

ture with the properties described in the theorem of Atiyah-Ward. 
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