


P!Unte.d at :the. Mathema:ti.c.al Ce.ntlie., 49, 2e BoeJLhaa.vVi:tM.at, Am.c.:teJr.dam. 

The. Mathema:ti.c.al Ce.ntlie., 6oUYJ.de.d :the. 11-:th 06 Fe.b~ua.tty 1946, -i...o a non­
pJtafi-i.:t -<.n.c.:t-<.:tu.Uon a.A..rrU.ng at :the. p~omoUon 06 pu!Le mathema:ti.cJ.i and U-6 
appUc.a:ti.on.c.. It -i...o .c.pon.&Me.d by :the. Ne:theJc.1.a.nd.6 GoveJLnme.nt :tMough :the. 
Ne:theJc.1.a.nd.6 O~an-<.za:ti.on 60~ :the. Advanc.eme.nt 06 PuJLe RVie.aJLc.h (Z.W.O). 



MATHEMATICAL CENTRE TRACTS 52 

P.C. BAAYEN (ed.} 

TOPOLOGICAL STRUCTURES 

Proceedings of a Symposium, organized by the 

Wiskundig Genootschap of the Netherlands 

on November 7, 1973, in honour of J. de Groot (1914-1972) 

SECOND PRINTING 

MATHEMATISCH CENTRUM AMSTERDAM 1976 



AMS (MOS) subject classification scheme (1970): OOAIO, OIA70, 54AOO, 54H99, 

54CIO, 54A05, OSCIO, 18A20, 57A20 

ISBN: 90 6196 096 7 
First printing 1974 
Second printing 1976 



Prof. dr. J. de GROOT 

born May 7, 1914 

died September 11, 1972 





vii 

CONTENTS 

Preface 

Topological Structures 

P.C. BMYEN 

J. DE GROOT 

The topological -works of J. de Groot 

List of publications of J. de Groot 

Doctoral thesis prepared under Supervision 

of J. de Groot 

(Notes prepared by W.J. Blok & J. Bruijning) 

17 

26 

Graph representations of topological spaces 29 

APPENDIX 38 

J. BRUIJNING 

J.M. MRTS 

E. MICHAEL 

HORST HERRLICH 

G. E. STRECKEL 

R.D. ANDERSON & 

NELLY KROONENBERG 

Characterization of I 0 and 100 using the graph 

theoretical representation of J. de Groot 

The product of Baire spaces 

Some classes of quotient maps 

Topological structures 

Contents 

Component properties and factorizations 

Open problems in infinite-dimensional topology 

38 

48 

55 

59 

59 

125 

141 





PREFACE 

When the Board of the ''WISKUNDIG GENOOTSCHAP" decided to select Gener­

al Topology as the theme of the 1973 Fall Symposium, it did so to honor the 

memory of J. DE GROOT, member of the "Genootschap" from 1937 till his sudden 

and untimely death on Sep~ember II,_ 1972. 

The Board feels it was fortunate in finding M.A. MAURICE of the Vrije 

Universiteit in Amsterdam willing to organize the symposium, which was held 

in Amsterdam on November 7, 1973. 

Apart from a memorial lecture on the topological work of DE GROOT, 

lectures were given by J.M. AARTS (Delft), H. HERRLICH (Bremen) and 

E.A. MICHAEL (Seattle, Wash.; temporarily Zurich). In addition a few close 

associates and friends of DE GROOT, who had helped in providing material 

for the memorial lecture, were invited to contribute a paper by title. Of 

those invited, R.D. ANDERSON and miss N.S. KROONENBERG (B.aton Roug~,, 

Lafayette) and G. STRECKER (Manhattan, Kansas) responded positively. 

In addition, these Proceedings contain notes of a lecture given by 

DE GROOT (in a Summer course of the Mathematical Centre) a few weeks before 

he died. In this lecture he described a new idea for using graphs in topol­

ogy, and it is clear from notes left by him, and from some of his last con­

versations, that he intended to prepare a paper on the subject that was to 

contain much more that what we can reconstruct now. Two of his students, 

W.J. BLOK and J. BRUIJNING, using the notes left by DE GROOT, reconstructed 

his lecture, worked out the proofs and added some examples. Also, BRUIJNING 

used these ideas to obtain a new and simple proof of DE GROOT's internal 

characterization of the cubes In and 100
• We are grateful that BLOK and 

BRUIJNING permitted us to add their reports to these Proceedings. 

On behalf of the Board of the "WISKUNDIG GENOOTSCHAP" I sincerely 

thank Prof, MAURICE for organizing this symposium, and the lecturers for 

their indispensable and vital assistance in making the symposium a success. 

Also, I want to express my gratitude both to the lecturers and to those who 

otherwise contributed papers to these Proceedings for their congenial coop-, 

eration. 

Thanks are due also to the Dutch Government, which financially supported 

the Symposium, and to the Mathematical Centre, which made it possible to 

publish these Proceedings. 

P,C. Baayen, 
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THE TOPOLOGICAL WORKS OF J. DE GROOT 

P.C. BAAYEN 

I. The decease of JOHANNES DE GROOT on September II, 1972 put an end to 

an active and productive life. At this symposium, organized in part to hon­

or the memory of DE GROOT, I may ask your attention for a survey of his work 

as a topologist. The interesting contributions of DE GROOT outside the do­

main of topology (such as his papers on algebra or analysis) will not be 

touched upon in this lecture; neither will DE GROOT's papers dealing with 

subjects of a philosophical nature be discussed. A more comprehensive treat­

ment of the complete scientific work of DE GROOT is to be found in.the pa­

per In memoriam J. de Groot, 1914-1972 in: Nieuw Archief voor Wiskunde (3), 

~ (1973) 1-36 (in Dutch), or in the obituary paper Johannes de Groot 1914-

1972 in: General Topology and its Applications, .2_ (1973) 3-32. These papers 

were used extensively in the preparation of the present lecture. 

A restriction to the activities of DE GROOT in the field of topology 

does not imply, however, a reduction to a discussion of those sixty-odd a­

mong his papers dealing with topological themes: the importance of DE GROOT 

as a topologist derives at least as much from his influence as teacher, as 

colleague and as friend on the scientific activities of the mathematicians 

around him. That influence has been large; for an explanation, one should 

take into account not only the qualities of the mathematician DE GROOT, but 

also those of the teacher and of the man. 

*) Free University at· Amsterdam & Mathematical Centre, Amsterdam 
The Netherlands 
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Professor DE GROOT was an inspiring teacher. His lectures always were 

prepared carefully, and they were of great suggestiveness. But most of all 

his regularly conducted "discussions of progress" with assistants, co-work­

ers and others interested in his kind of mathematics, have been of great im­

portance to those who participated. DE GROOT always was full of ideas and 

suggestions which others could put to use or might elaborate upon. A col­

league in the USA wrote to me about such meetings: "Han would sit there 

with ideas and suggestions shooting from him like sparks! Indeed, so many 

good ideas would come out of these sessions that it was a little frustra­

ting that one could hope to follow through on only a few of them until the 

next meeting." 

DE GROOT knew how to put his students to work, and he got them to tell 

him and 1ach other regularly about their approach, their results and frus­

trations. His criticism then was without exception both to the point and 

kind. The stimulating interest of DE GROOT in the work of his students and 

his continuous encouragement resulted in several publications (some of them 

jointly with him). Under his supervision twelve doctoral theses were com­

pleted*) (eleven of these deal with topological subjects). 

Please permit me to add a few remarks about the man HAN DE GROOT, as 

I have known him. DE GROOT was a man of great sensitivity, hiding his vul­

nerability behind a behavior of great charm and courteousness, at the same 

time remaining somewhat detached. He worked hard, and took scientific en­

deavour -especially mathematics- very seriously; he asked much of his co­

workers, but required most of himself. DE GROOT had a strict sense of jus­

tice; when confronted with unfairness in his direct environment, he could 

not remain inactive. He was not easily persuaded to accept a compromise. 

As a consequence of this combination of traits his life -especially 

during his last years- was not always easy. Again and again, however, the 

work with his students afforded him comfort and consolation. 

2. In the scientific activities of DE GROOT, two periods are to be dis­

cerned. From 1940 to 1964 he was involved with a great number of diverse 

-but often interconnected- problems (although almost from the start some 

dominant themes can be recognized). From 1964 -in which year he suffered 

a serious illness- the creation of new, "global" topological theories came 

*)A list of these doctoral theses is appended at the end of this paper (p. 26). 
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to the fore. 

Among the fields in which DE GROOT published results before 1964, the 

most important ones are the following: 

(i) extension of topological or continuous maps; theory of compactifica-

tions; 

(ii) non-archimedean topology; theory of dimension; 

(iii) groups of autohomeomorphisms; rigid spaces; 

(iv) linearization of maps; 

(v) cardinal invariants of topological spaces. 

Subjects on which DE GROOT worked since 1964, are 

(vi) cotopology; 

(vii) characterization of complete regularity as a separation axiom, and, 

originating from this, the study of "GA-compactifications"; 

(viii) antispaces; connectedly generated spaces; 

(ix) superextensions; supercompactness; 

(x) topological manifolds, and infinite-dimensional topology. 

In this lecture it will not be possible to treat adequately DE GROOT's 

contributions to each of these subjects. Some will be skipped altogether, 

others will be touched upon much too concisely. However, I hope the topics 

selected for more extensive discussion will give you some idea of the diver­

sity and the originality of the topological works of DE GROOT. 

3. From the introduction to DE GROOT's thesis [7] (from 1942) *) I quote 

the first four sentences: 

"Studying some domain of science, one tries at first to obtain a global 

overview of the terrain to be investigated. In doing so, one usually selects 

"the course of least resistance", avoiding for the time being those regions 

which offer special difficulties. 

Thus it happened in topology. One of the domains, offering particular 

difficulties even now, although investigations have already made consider­

able progress, is that to which belongs the theory of non-compact, respec­

tively non-bicompact spaces." 

*) The following system of references is used throughout this article. Pub­
lications of DE GROOT -of which a list is added- are referred to by means 
of arabic numbers between square brackets. Roman numbers are used to re­
fer to theses prepared under his supervision. All additional references 
are identified by bracketed lower-case letters. 
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DE GROOT continues, saying that after the compact spaces first locally 

compact spaces were studied, and that another important abstraction was in­

troduced by ZIPPIN, namely, his concept of semicompactness or rimcompact­
ness (a topological space is rimcompact if every point has arbitrary small 

neighborhoods with compact boundary). Then he suggests: 

"Subsequent to the introduction of the concepts compact( ..• ) and semicom­

pact it becomes natural to continue in this way and consider spaces, in 

which every point has arbitrary small neighborhoods with( .•• ) rimcompact 

boundaries; etc. etc. If one persists in this way, there exists a reason­

able chance that after some time one will gain knowledge of the properties 

of very general non-compact spaces". 

In a later chapter of his thesis DE GROOT amplifies these ideas, defi­

ning the compactness degree cmp X of a space X in the following way: 

cmp x -I - X is compact; 

c.mp x $ n+l - every p E X has arbitrary small neigh-

borhoods U such that cmp (boundary U) 

:s; n; 

c.mp x n - c.mp x $ n+l and c.mp X "t n. 

It is clear that the rimcompact spaces are exactly those spaces X for which 

c.mp x $ 0. 

We need a few more definitions. If (Y,j) is a compactification of X 

-i.e., j is a topological map of X on a dense subset of Y, and Y is compact­

we wi 11 cali Y\j [X] the remainder of X in this compactification. The com­
pactness deficiency den X of a space X is the least number n such that X 

has a compactification with a remainder of dimension n. 

In his thesis DE GROOT proves the following theorem: 

If X is a separable metr·izahle space, then: c.mp X = o - den x o. 

(Later on, FREUDENTHAL [g] obtained the equivalence of c.mp X 0 and 

den X = O for Hausdorff spaces X). 

One can easily prove that for separable metrizable spaces X always 

c.mp X s defi x. DE GROOT conjectured that c.mp X = defi X for all such 

spaces. In [65], DE GROOT & NISHIURA proved the validity of this 

conjecture for some classes of spaces, such as the extremely disconnected 

spaces; cf. also [ 5 7]. Several mathematicians have investigated this chal­

lenging problem. One line of attack might start from a determination of in-
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ternal, necessary and sufficient conditions for den X $ n. Such conditions 

have been given by AARTS [IX] and SMIRNOV [u],[v]; their respective char­

acterizations are of a completely different nature, however; and DE GROOT's 

conjecture remains unproved. 

Another result in DE GROOT's thesis dealing with rimcompact spaces is 

the following one: 

Among the sepa:t'able metrizable spaces the ideally compactifiable ones are 

exactly the rimcorrrpact spaces with a compact space of quasicomponents. 

(An ideal compactification of a separable metrizable space X is a metric 

compactification (Y,j) of X with a zero-dimensional remainder, which is max­

imal among all such compactifications, in the usual sense: if (Z,k) is an­

other metric compactification of X with zero-dimensional remainder, then 

k = f o j for a unique continuous map f: Y + Z; cf, FREUDENTHAL's endpoint­

compactifications). 

DE GROOT calls a set A in a topological space X quasiconnected at a 

point p E X\A, if p has arbitrary small neighborhoods U such that at most 

one quasicomponent of U n A has p as an adherence point. If A is quasicon­

nected at every p E B c X\A, then A is called quasiconnected about B. One 

of the extension results in DE GROOT's dissertation now can be formulated 

in the following manner: 

Let X be a dense subset of a separable metrizable space Y and let Y\X be 

zero-dimensional. The two assertions below are equivalent: 

(a) every topological map f of X onto a subset of an arbitrary separable 

metrizable space z, with the property that f[X]\f[X] is zero-dimensional~ 

can be extended to a continuous map f: Y + z; 
(b) Y\X is quasiconnected about X. 

Extension theorems were considered in the very first papers of DE GROOT on 

topology ([2],[4],[6J);in later papers too he returns again and again to 

extension and compactification results (cf. [54],[55],[56],[58],[69],[85]). 

By way of illustration we quote two more theorems, both from papers by DE 

GROOT and MCDOWELL ([55] and [69]): 

Let M be a separable metrizable space~ and ~ a countable collection of au­

tohomeomorphisms of M. Then M has a metric compactification M such that 

every ~ E ~ can be extended to an autohomeomorphism of M. 
A locally connected rimcompact Hausdorff space X possesses a locally con-
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nected compactification if and only if at most finitely many of its compon­

ents are compact. If this condition is satisfied, then X even has a locally 

connected compactification with zero-dimensional remainder. If in addition 

X is locally compact, the one-point compactification of X is already local­

ly connected. 

4. At an early stage already DE GROOT showed his interest in non-archi­

medean topology. For instance, in 1942 a paper [5] by him and F. LOoNSTRA 

appeared, dealing with the topological properties of fields with a non-tri­

vial non-archimedean valuation. A characterization was given of those fields 

that are separable (in the topological sense), and it was noted that all 

these separable fields can be compactified to a Cantor set, with a countable 

remainder. 

In 1955 DE GROOT published again on non-archimedean topology; cf. [42] 

and [34]. He proved: 

A metrizable space is non-archimedeanly metrizdble if and only if dim X = O. 

A locally non-archimedean ly metrizab le T 2-space is non-arch?'.medean ly metriz­

db le if and only if it is paracompact. 

As ohserved in the remark which was added in proof to [42], both these 

theorems may be obtained from results of KATETOV [k] and of MORITA [n]. 

(Moreover, NAGATA [o],[p] obtained far-reaching generalizations of these re­

sults in [34]). 

In a certain sense things like this were rather typical for DE GROOT: 

he got very good ideas completely on his own and worked on them because they 

interested him; in such a case he sometimes did not spend much time checking 

the literature (which, moreover, in some instances was not readily available 

to him), so once in a while it turned out later that he had been anticipated. 

The last-quoted theorem shows a connection between zero-dimensionality 

of a metrizable space, and the existence of a special metric for that space. 

For separable metric spaces, a direct generalization to the case of arbitrary 

dimension n was obtained by DE GROOT in [45] (cf. also [49]). Starting from 

a (rather complicated) result of NAGATA [o],[pJ (which, however, applies to 

all metric spaces), DE GROOT proved the following result: 

A topological space X is a separable metrizdble space of dimension at most 

n if and only if its topology can be generated by a totally bounded metric 

p satisfying the following condition: 



for every n+3 points x,y 1,y2, .•. ,yn+Z in X there are indices i, j, k 

such that if j and p(y.,y.) ~ p(x,yk). 
i J 
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Apparently it is still an unsolved problem whether or not one can re­

move the condition of total-boundedness, thus making this theorem applicable 

to general metric spaces. Cf. also NAGATA [q] for a related theorem, which 

indeed applies to arbitrary metric spaces. 

5. In this lecture I can not dwell long on DE GROOT's work on groups of 

autohomeomorphisms and on rigid spaces; I will just mention some results. 

In [53] DE GROOT proved: 

Every group is isomoY'l?hic to the autohomeomoY'l?hism group of some connected, 

locally o.onnected complete metric space of any preassigned dimension~ I; 

every group is isomoY'l?hic to the autohomeomoY'l?hism group of a compact con­

nected Hausdorff space. 

As an immediate corollary (using the GEL'FAND-KOLMOGOROV theory on 

rings of continuous functions), he derived the purely algebraic result: 

Every group is the automoY'l?hism group of some commutative ring. 

On the other hand, not every group can be realized as the full auto­

homeomorphism group of a zero-dimensional Hausdorff space. Cf. also [60]. 

The special case of the trivial (one-element) group plays a special 

role. Calling a topological space rigid if its autohomeomorphism group con­

sists only of the identity map, DE GROOT & WILLE [501 showed: 

There exists a rigid Peano curve in :rn.2 . 

In fact, they constructed a Peano curve P (of finite order) with a stronger 

rigidity property: no topological map of P into P exists, and they also in­

dicate that there are continuously many pairwise topologically distinct rig­

id Peano curves. In [53] DE GROOT proceded to prove: 

There exists a family of 2e zero-dimensional subsets of JR. such that no mem­

ber of this family can be mapped into any other member or into itself by 

means of a locally topological map, nor onto any other member or onto it­

self by means of a non-constant continuous map. There exists a family of 

2e one-dimensional, connected and locally connected subsets of :rn.2with these 

properties. 

Generalizations and related results are to be found in [60] and in [71]. 
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6. Through his work (with MCDOWELL) on the simultaneous extension of map­

pings in metric spaces (cf. section 3 above), DE GROOT became interested in 

methods to obtain nicer descriptions of such mappings by means of a modified 

representation of the space. Thus, in [54] he proved the following theorem: 

If G is a locally compact topological group with a countable base, and G 
acts as a topological transfoY'l7lation group on a metric space M, the metric 
in M can be replaced by an equivalent one with the result that every g E G 

becomes unifoY'l7lly continuous on M. 

Next, DE GROOT investigated the following problem, taking into account 

that every metric space M can be embedded in a suitable Hilbert space: given 

a topological transformation group (G,M), with M metrizable, is it possible 

to embed M into a linear topological space L (preferably a nice one, such 

as a Hilbert space) in such a way that the mappings g E G become (restric­

tions to M of) linear autohomeomorphisms of L? More exactly: do there exist 

a linear space L, a topological embedding T: M 7 Land an (algebraic) iso­

morphism <l> of G into the group GL(L) of all linear autohomeomorphisms of L, 

such that the diagram 

g 

commutes for every g E G? In case the answer is positive, we say that the 
action of G can be linearized in L. 

In [56] he (together with COPELAND, JR.) tackled this problem under 

the restrictions that M is separable and G is cyclic. It is shown that then 

the answer is positive, and that for L one may take a separable Hilbert 

space H. In fact: 

There exists a universal linear autohomeomorphism A of H such that for any 
separable metric space M and any autohomeomorphism g0 of M there exists a 
topological embedding T: M 7 H with g0 =,-I a A a T. 

Much stronger results can be obtained (as is to be expected) if M is 

finite-dimensional and G is finite (in fact, in [56] only cyclic G are con­

sidered): 
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Let M be a separable metric space of dimension n, and let G be a finite 

cyclic group of prime order p. Then a topological embedding T of M into 

euclidean space lR3n+3 (even in 1R3n+ 2 in case n is odd or p = 2) can be 

found such that the action of G is linearized; and these dimensions for the 

the euclidean spaces are best-possible. 

These results were later taken up and considerably extended by KISTER 

& MANN [m], who determined the minimal dimension of the euclidean space 

in the case where G is a compact abelian Lie group with a finite number of 

distinct isotropy subgroups and M is locally compact, and in the case where 

G is finite abelian and M is an arbitrary finite-dimensional separable met­

ric space. 

In [58], DE GROOT considered topological transformation groups (G,M) 

where M 1s an arbitrary metric space and G is compact. He showed that in 

that case L can be taken to be a (real) Hilbert space, while one can con­

struct ~ in such a way that all linearized maps ~(g) are unitary. In the 

same paper, he also constructed a universal linearization in the much more 

general case of a completely regular space M of given weight m and a semi.­

group G of continuous self-maps of M; in this case, naturally, L will no 

longer be metrizable and is in fact taken to be the topological product of 

m copies of the reals. DE GROOT also proved (but never published) the fol­

lowing result: 

For every transfinite cardinal number m there exists a denumerable group r 

of linear autohomeomorphisms of the real Hilbert space L of weight m which 

is universal for all transformation groups (G,M), with Ma metric space of 

weight s m and G countable. 

This means that for each such (G,M) there exist a topological embedding 

T: M +Land an isomorphism~ of G into GL(L), such that not only diagram 

(*)above commutes, for every g E G, but, moreover, ~[G]={<j>:<j>=T 

I TM for some TE A}. DE GROOT's construction was first described, and, 

at the same time, considerably extended, in [VII]. 

These extended results are treated in the joint paper [73] by BAAYEN 

& DE GROOT. Let G be a locally compact group. A weight function on G is 

a positive real-valued function f on G with the following properties: 

(i.) f(£) = l, where E is the unit element of G; 

(ii) f is square-sumrnab le with respect to Haar measure in G· , 
(iii) sup{f(y) 

-] 
G} . f (yy 0) : y E < "' for every y0 E G. 
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As shown later by Mrs. PAALMAN-DE MIRANDA [s], such a weight function exists 

on a locally compact group G if and only if G is in addition a-compact. Ta­

king this into account, the main result of [73] now is contained in the fol­

lowing theorem: 

Let (G,M) be a topological transformation group, such that G is locally com­
pact a-compact, and M is metrizable. Then the action of G can be Zinearized 
in a Hilbert space H. 

One may take H such as to have the same weight as M, except when M is fin­

ite. (There are additional results on universal linearizations, and also on 

linearizations of transformation semigroups). 

(It is a natural question to ask whether the isomorphism w: G + GL(H) 
used in linearizing (G,M) can be taken to be topological. I proved [c] that 

the v constructed in [73] is always an open map, and e.g. is topological if 

G is compact, provided GL(H) is supplied with the strong operator topology. 

Modifying (and simplifying) the original proofs, DE VRIES [x] showed that 

w can be taken to be a topological isomorphism in the general case of a lo­

cally compact, a-compact transformation group G.) 

7. Skipping the first of DE GROOT's papers on cardinal invariants on top­

ological spaces ([19], dealing with a local cardinal invariant called qua­
siorder, which is related to local-connectedness) I should at least men­

tion a few of his ideas from [64]. 

DE GROOT introduced the spread s(X) of a space X as the supremum of 

all cardinalities of discrete subspaces of X, and the height h(X) as the 

supremum of all cardinals of well-ordered (by inverse inclusion ~) strictly 

decreasing families of closed subsets of X. Besides some elementary inequal­

ities, he proved results as the following (where exp m stands for f"): 

If X is a Hausdorff space, then h (X) s IX I s e.xp h (X) and s (X) s IX I s 

s exp exp exp s(X). If X is regular, the last inequality may be sharpened 
to s(X) s IXI s exp exp s(X). 

Approximately at the same time, similar results (for completely regu­

lar spaces) were obtained by ISBELL [i]. Since the appearance of [64], this 

area has attracted new interest of several mathematicians. A very good source 

of information is the book of JUHASZ [j]. 

As a matter of fact, such a development is in a certain sense typical 
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for DE GROOT. So to speak he was often present at the beginning of new in­

vestigations (frequently his work meant a new impulse); then his attention 

shifted, and the further developments were left to others. 

8. We now come to the second (and last) period in the productive life of 

DE GROOT. As noted already in section 2, in this period his mathematical ac­

tivities were mainly devoted to the creation of new topological theories, 

although he also became interested in, and started to contribute to, infin­

ite-dimensional topology and the theory of topological manifolds. 

In this lecture we will only discuss, on the one hand, DE GROOT's 

ideas on cotopology, and, on the ocher hand, several results originating from 

his use of linked systems. In both lines of development, the notion of a 

subbase ~lays an important role. (In fact, DE GROOT used to stress the im­

portance of subbases for topology. In [89] he compares a subbase with a set 

of generators for a group, and writes: "This notion of a subbase is clearly 

the primitive underlying notion. It is 'algebraically' clear but geometri­

cally 'vague and undetermined'. Although used occasionally -defenition of 

topological products- it is still -in the author's opinion- neglected to 

a great extent.") 

We will completely leave aside DE GROOT's work on antispaces and com­

pactness as an operator ([68],[70],[72],[79]), his work on connectedly gen­

erated spaces ([77]), and his contributions to infinite-dimensional topolo­

gy ([80],[81]; cf. also [89]). 

9. Intrigued (as many before him) by the fact that topologically complete 

metrizable spaces on the one hand, and locally compact Hausdorff spaces on 

the other hand, are Baire spaces, DE GROOT set out to find a unifying con­

cept. Of course, such unifications were available already, e.g. both clas­

ses of spaces mentioned above are contained in the class of Cech complete 

spaces, and every Cech complete space is a Baire space. However, an analy­

sis of the standard proof of BAIRE's theorem led DE GRoar first to another 

unification, the concept of subcompactness [62], and then to a new theory: 

that of cotopoZogy [66],[82],[83]. 

A centered system S of open sets in a T3-space X is called regular if 

for every U ES there exists a VE S such that V c U. As defined in [62], 

X is (countdbZy) subcorrrpact if it has an open base B such that every (count-
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able) regular centered system S c B has a non-empty intersection. 

DE GROOT proved that every locally compact Hausdorff space is subcom­

pact (taking for Ball open sets with compact closure), and that in a met­

rizable space subcompactness and countable subcompactness are both equiva­

lent to topological completeness. Next, every (countably) subcompact regu­

lar space is a Baire space. In fact, every subcompact regular space is an 

m-Baire space for every infinite cardinal number m, where a space is called 

m-Baire if it is not the union of at most m closed sets none of which con­

tains a non-empty intersection of less than m open sets. As subcompactness 

is preserved under topological products and unions, while any open continu­

ous image of an m-Baire space is again m-Baire, this leads to a great multi­

tude of Baire spaces. 

DE GROOT was not satisfied with the notion of subcompactness because 

there was no analogue of ALEXANDER' s lemma; he kept working on it, and grad­

ually came to cocompactness and cospaces. In some of his earlier lectures 

on this subject, he used definitions which differ from the one finally adopt­

ed in [66],[82] and [83], and which in some cases were used by other au­

thors who came to work in this field, but his final choice amounts to the 

following: 

A topological space X is called cocompact if there exists a family B 

of closed subsets of X satisfying the following conditions: 

(i) for every p E X and for every neighborhood U of p, there is a B E B 
with p E Int B and B c U, 

(ii) every centered subsystem of B has a non-empty intersection. 

More generally, a cotopology for X is a topology on X generated by an 

open subbase {X\B : BE 8}, where Bis a family of closed subsets of X sat­

isfying (i), and a cospace of X is obtained if the underlying set of X is 

furnished with a cotopology of X. Now, if E is any topological property, X 

is called co-E if it has a cospace satisfying E. In case E is the property 

of being compact, we get a notion of cocompactness which reduces to the one 

defined previously, by ALEXANDER's subbase theorem, 

We need one more definition: A function £: X ~ Y is called cocontinu­
ous if X and Y have cospaces *x and *y, respectively, such that f consider­

ed as a map from *x into *y is continuous. Now, the following holds true: 

On metrizahle spaces, cocompactness coincides with suhcompactness, and hence 

with topological completeness; all locally compact Hausdorff spaces are co­
compact, and every cocompact space is a Baire space. Cocompactness is pre-
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served u:nder topological products a:nd u:nions, and is inherited by open sub­

spaces. 

There are many cocompact spaces which are not complete in the sense of 
v 
CECH (one easy example is the topological product of uncountably many copies 

of the real line, as it contains the space of rational numbers -which is not 

topologically complete- as a closed subset); TALL [w] has given an example in 

the other direction, which shows that neither class of spaces is a subclass 

of the other. 

Cotopology -the theory of cospaces and of cocontinuous maps- was devel­

oped by DE GRoar in close collaboration with AARTS and MCDoWELL. We mention 

here some of the more interesting results from [82] and [83]. (Most of them 

are already contained in the seminar notes [66].) 

If *x is a cospace of X, then every compact set in *x is closed in X. 

A separable metric space is cocompact if a:nd only if it is a cocontinuous 

image of the Cantor discontinuum. 

The fonowing spaces an admit compact Hausdorff cospaces: an ZocaUy com­

pact Hausdorff spaces; all rim-compact separable complete metric spaces 

(hence certainly an zero-dimensional separable complete metric spaces); aU 

cocontinuous images of compact Hausdorff spaces. 

A space is co-(locaUyJ compact if and only if it is cocompact. 

An extensive study of cocompactifications was made by AARTS, who also 

studied relations between cocompactness and proximity spaces ([a],[b]), 

IO. We will now discuss those papers of DE GROOT in which superextensions 

and the property of supercompactness play a prominent role. 

The origin of these ideas is to be found in a theorem of DE GROOT and 

AARTS on complete regularity as a separation axiom. Some definitions are 

called for. 

A family of sets screens a pair of disjoint subsets A,B of X if its 

union is X while each of its members meets at most one of the sets A,B. Let 

S c P(X) be called normal (weakly normal) if for any two disjoint A,B E S 

there exists a subfamily of S consisting of two elements (of a finite num­

ber of elements) screening A and B. The family S is called regular (weakly 

regular) if for every x E X and every A E S such that x i A, there exists 

a subfamily of S consisting of two elements (of a finite number of elements) 

screening {x} and A. The family S is called T1 if for each x E X, {x} = 
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= n {S ES : x € S}. 

The theorem of AARTS and DE GRoor, referred to above, reads as follows 

(cf. [67],[75]): 

The following three assertions aonaerning a topologiaal spaae X are equiva­

lent: 

(i) X is aompletely regular; 

(ii) X has a base S for the alosed sets whiah is noPmal and regular; 

(iii) X has a subbase S for the alosed sets whiah is weakly noPmal and weak­

ly regular. 

Under the additional assumption that S is a ring of sets, the charac­

terization (ii) had already been obtained by FRINK [h]. In [66], DE GRoor 

& AARTS proved the above result under the additional assumption, in as­

sertion (iii), that all finite intersections of members of S belong to S. 
In his thesis [IX], AARI'S first showed that this additional assumption could 

be removed (using proximity relations and corresponding compactifications). 

DE GROOT, however, preferred to work via a Wallman-type compactification, 

and introduced maximal linked systems and superextensions in order to obtain 

a proof along these lines. This proof is the one to be found in [75]. Rough­

ly, it runs as follows. 

Let S be a subbase for the closed sets in a T1-space X such that S is 

weakly normal and T1 (this is certainly the case if S is weakly normal and 

weakly regular). Then a compact Hausdorff space ASX, the superextension of 

X relative to S, is defined as follows [74], [76], [78]. The elements of 

ASX are maximal linked subsystems of S (a family of sets is called linked 

if any two of them have a non-empty intersection). The topology of ASX is 

obtained by taking as a subbase for the closed sets the collection 

{{~ : S E ~ E ASX} : S ES}. 

The mapping µ: X + ASX sen~ing x EX onto { S : x E S ES} is easily seen to be a 

topological embedding. Let BsX be the closure of µ[X] in ASX (in general BsX <f 

<f ASX); BsX is a Hausdorff compactification of X, called in [85] the GA-aom­

paotifiaation of X relative to S. It follows that X is completely regular. 

With regard to the notation SsX• it should be remarked that BsX is the 

Cech-Stone compactification BX of X in case S is the family of all zero-sets 

of X, and also if X is normal and Sis the family of all closed subsets ofX. 

It is possible to obtain BsX as· a quotient of a Wallman-type compactifi­

cation wSX (and actually it was obtained in this way in [75]). The quotient 

map TI! wsX + BsX is studied in [65]. The main result of that paper, however, 
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deals with spaces X in which the collection C of all connected closed sub­

sets is a subbase for the closed sets (i.e. X is connectedly generated). In 

that case, ScX is connectedly generated too, and if in addition C is weakly 

regular and weakly normal, then (as is shown in [65] ScX is locally connected. 

For a unifying treatment of Wallman-type compactifications and super­

extensions, see also the extensive paper of Cs~szAR [d]. VAN DER SLOT [t] 

adopted DE GROOT's methods of maximal linked systems to the study of real-

compactness. 

The defining subbase for the closed sets of /.SX, Le. the collection 

{{~ : SE ~ E ASX} : SES}, is easily seen to have the property that every 

linked subcollection has a non-empty intersection. Consequently, the subbase 

for the open sets of /.SX, obtained by going over to complements, is such 

that any cover by subbase-sets has a subcover consisting of two elements 

only. Such a subbase is called a binary suhbase, and a space is called su­

percompact if it has a binary subbase. Therefore, every superextension is 

supercompact, 

In [76], DE GROOT announced that all compact polyhedra are supercompact, 

and conjectured that the same holds for all compact metric spaces. This con­

jecture was proven to be true by O'CONNOR [r]. 

Supercompac.tness also plays a fundamental role in the results of the 

joint paper of DE GROOT & SCHNARE [86], Let an open subbase S of a space 

X be called comparable if whenever X s0 u s 1 = s0 u s2 , with Si E S 

(i=0,1,2), then either s 1 c s2 or s2 c s 1. Then the main result of [86] is 

the following theorem: 

A topological space X is homeomor-phic to the topological product of totally 

ordered compact spaces if and only if X is a T 1-space with a comparable bi­

nary suhbase for the open sets. 

Using the methods of [86]; VAN DALEN & WATTEL [f] obtained a charac­

terization of orderable spaces in terms of subbases. Caliing a collection S 

of sets a nest if it is totally ordered under inclusion, and an interlocking 

nest if in addition every s0 E S which is an intersection of strictly larger 

members of S has a representation as a union of strictly smaller members of 

S, they proved that a T1-space is orderable if and only if it has an open 

sub base consisting of two interlocking nests, and that a T 1-space is homeo­

morphic to a connected ordered space if and only if it has a subbaseconsist­

ing of two nests L and R such that in every cover of the space by non-empty 

members of L u R there exists an 1 E L and an R E R which intersect. Extend-
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ing this, VAN DALEN [e] gave a similar characterization of products of or­

derab le spaces. 

Comparable binary subbases also turn up in the following truly remark­

able characterization of then-dimensional cubes In, to be found in [89]: 

A topological space X is homeomorphic to In if and only if X has the fol­

lowing properties: 

(i) X is T 1; 

(ii) X is connected; 

(iii) dim X n; 

(iv) X has a cou:ntahle, corrrparahle binary subbase. 

A characterization of the Hilbert cube is obtained if condition (iii) is 

replaced by 

(iii*) X is infinite-dimensional. 

These four conditions (which are quite simple and natural) are independent. 

Their nicest aspect, of course, is that they are fully intrinsic. 

Another characterization of the Hilbert cube K, also intrinsic, was 

conjectured by DE GRoor, and he tried very hard to prove it: K = AGI (where 

I stands for the unit interval, and G denotes the collection of all closed 

subsets of I). It is still an open problem whether this is true. In this 

connection another still open conjecture of DE GROCYI' should be mentioned, 

namely, that the Hilbert cube is the only homogeneous compactum homeomor­

phic to its own cone. 

Finally, the theory of superextensions can be used to obtain a kind of 

duality between compact metrizable spaces (with a preferred subbase for the 

open sets), and countable graphs. DE GRoar was working on this in the weeks 

before his death. His notes on this subject were studied, arranged and com­

pleted by his students W.J. BLOK and J. BRUIJNING. As the publication they 

prepared [90] is reprinted in the Proceedings of this Symposium (p. 29-37), 

I will refrain from further treatment here. 

11. DE GRoar found much pleasure in his mathematical activities; on the 

other hand, he took them very seriously, and worked at them quite intensely. 

For him the creative performance of mathematics was much more than his daily 

work; it was his high duty. Guided by this sense of responsibility with re­

spect to his scientific work DE GROOT built up many fruitful contacts with 



topologists all over the world. He was the main founder of the journal, 

"General Topology and its Applications." 
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The productivity of JOHANNES DE GROOT came to an end on September II, 

1972. It is hardly possible to decide, at this moment, how much of his work 

will turn out to have lasting value. It is not so important either. The in­

tegrity and the enthusiasm of his way of practising mathematics will remain 

a stimulating and influential memory for those who were privileged to know him. 
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GRAPH REPRESENTATIONS OF TOPOLOGICAL SPACES 

J. DE GROOT 

Notes prepared by W.J. Blok & J. Bruijning *) 

INTRODUCTION 

This paper contains a report of a lecture given by the late J. DE GROar 

at the VaaantieaUPsus (Surronersahool) 1972 of the Mathematical Centre, Am­

sterdam [2]. Use has been made of DE GRoar's own notes. Section I contains 

a survey of the basic theory; in section 2 some examples are discussed. 

The graph-theoretical approach developed in this paper was used in 1973 

to give an alternative proof for DE GRoar's topological characterization for 

the interval, finite-dimensional cubes, and the Hilbert cube [I]. This proof, 

due to J. BRUIJNING, is presented in the appendix following this paper. 

J, BASIC THEORY 

DEFINITION. Let X be a set and F a collection of subsets of X, Then F is 

called linked iff 

DEFINITION. Let X be a topological space and S a subbase for the closed 

*) . . University of Amsterdam, Amsterdam, The Netherlands. 
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sets of X. Then S is called bina:ry iff 

VS' c S: S' is linked =>nS' ~ 0. 

The space X is called supercompact if it has a binary subbase for its closed 
sets. 

DEFINITION. A graph is a pair (V,K), where V is a set and K is a collection 
of two-point subsets of V. The elements of V are called vertices, the ele­
ments of K edges. A graph (V,K) is compZete (or: a cZique) if {u,v} E K 
for all u,v E V with u ~ v. If V' c V, the induced graph structure will 
make V' a subgraph (V',K') of (V,K). 

We will make use of the following theorem [3]. 

THEOREM (J. O'CONNOR). If X is a compact metric space, then X has a bina:ry 
subbase for the cZosed sets (i.e., X is supercompact). 

Let X be a supercompact T1-space, and S a binary subbase for the closed 
sets. To the pair (X,S) we assign a graph (V,K) = f(X,S) as follows: 

v S· , 

K 

Conversely, to each graph (V,K) we assign a pair (X,S) = b(V,K), where X is 
a supercompact T1-space and S a binary subbase for its closed sets, in the 
following manner: first we put 

X {WI W is a maximal clique (m.c,) in V}; 

next, if v E V we define v+ {W I v E WE X}, and we put 

S {v+ I v E V}. 

We now proceed to show that indeed X is a supercompact T1-space with 

Sas a binary subbase for the closed sets. First, X is T1: suppose x,y EX, 
x ~ y. Recall that x and y are m.c. 's in (V,K). By the maximality of x, 
there exists a v E V such that v E x\y. It follows that x E v+ and y i v+. 



Next, S is binary: suppose S' c S is linked, say S' = {w+ I w € V' c V}. 

Now w~ n w; + ~ means: there exists an m. c. x with w1 € x and w2 € x. So 

{w1,w2} € K. Consequently, V' is a complete subgraph of (V,K). Let x0 be 

an m.c. with V' c XO€ x. It then follows that XO€ n{w+ I w € V'} = ns•. 
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We write (X,S)""' (X',S') if there exists a bijection from X onto X' 

which takes S onto S'. We write (V,K) ""'(V',K') if there exists a bijection 

from V onto V' which takes K onto K'. 

THEOREM I. 6or (X,S)""' (X,S). 

PROOF. Write 6or (X,S) = (X',S'). Define$: X ~ X' as follows. 

$: x I--+ {S € s I x € S}. 

Note that ~(x) is an m.c. in r(X,S) and therefore a point of X'. 

Now~ is onto: if x' € X', i.e. x' is an m.c. of r{X,S), we take x to 

be the unique point in n{s € S I S € x'} (since s' is maximal complete, it 

is maximal linked and nx' indeed consists of one point). It follows that 

x' = $(x). Also, ~ is one-to-one: let x,y € X, x r y. Then 3S € S: x € S 

and y i S. Therefore, S € ~(x) and.Si $(y), so that ~(x) r ~(y). 
Finally, let S € S. Then $(S) = {S" c S I S" is a maximal linked family 

in S and S € S"} = S+ € S'. Conversely, if S' € S', then there exists a 

vertex v of r(X,S) with S' = v+. But v belongs to S, hence it follows that 

S' = $(v). This completes the proof, D 

In general, it is not true that fo6(V,K) ""' (V,K), as can be seen from 

the following example: 

0 

(V,K) 6 (V ,K) fo6(V ,K) 

DEFINITION. A graph (V,K) is a apaae graph if for all v,v' € V such that 

v + v' there exists an m.c. x c V such that 

(VEX and v'ix) or (v'Ex and vix). 
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THEOREM 2. If (V,K) is a space graph, then fo6(V,K) Rf (V,K). 

PROOF. Write fo6(V,K) = (V',K'). Define$: V + V' by 

$: v >---+ {x [ x is an m.c. of V and v E x}. 

(Note that $(v) = 
+ 

v • hence $(v) is a subbase element of 6(V,K) and there-

fore a vertex of V'.) 

We show that$ is surjective: a vertex of V' is a subbase set in 6(V,K), 
hence it is of the form v+ with v € v. Also $ is injective: if VI r v2 

(v1,v2EV) then there exists an m.c. x c V such that, say, vi Ex and v2 i x. 
+ + 

It follows that v 1 f v2 • 

Next, $ takes K onto K': if {v 1 ,v2 } E K, 
. + contains both v 1 and v2• It follows that v 1 n 

Finally, if vj,vz E V' are such that {vj,vz} 

vi E V (i=l,2), then apparently v7 n v; f 0; 

there exists an m.c. x which 
+ + + v2 1' 0, and that {v 1,v2} EK'. 

K' d 'f ' v+. wi'th E , an 1 vi 1 

so there exists an m.c. x in V 
which contains both v 1 and v2 , implying that {v1,v2} EK. 0 

REMARK. If X is any supercompact T1-space, and S a binary subbase for the 

closed sets of X, then f(X,S) is a.space graph: if s 1 f s2 (S 1,s2 ES) there 

exists, say, a point x E s1\s2 • Then W ={SES [ x ES} is an m.c. with 

SI E W and s2 i W. 

Thus we have established a one-to-one correspondence (up to "'1-equiva­

lence) between pairs (X,S) (where X is a supercompact T1-space, and S a bi­

nary subbase for the closed sets) and space graphs (V,K). 

DEFINITION. Let (V,K) be a graph. Then Ac V is called neighbouring if 

An M f 0 for every m.c. Mc V. 

DEFINITION. Let (V,K) be a graph. A small clique (s.c.) is a clique Uc V 

which is contained in at least two different maximal cliques. 

REMARK. If (X,S) is non-trivial, and f(X,S) = (V,K), then 0 c Vis an s.c. 

THEOREM 3. LetXbeaorrrpaat T1, Sa bina:ry subbase for the closed sets of X 
and f(X,S) = (V,K), Then the following conditions are equivalent: 
(i) X is T2; 

(ii) for every s.c. Uc Van Ac v\u exists which is finite and neighbouring. 
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PROOF. 

(i) "* (ii). 

Let X be r 2; let Ube an s.c. and let w1,w2 be distinct m.c. 's such 

that u c w, n w2. Define F c x by F = n{s I s E U}' and let xi be the unique 

point in n{s I s E Wi} (i=l,2). Then xi E F (i=l,2) and xl # x2. Since x is 

r 2 , it is easily verified that there exist s 1, ••• ,Sk ES such that 

I) 

and 

2) 

x 
k 
u 

j=l 

for l 

s. 
J 

Now consider A= {S 1, ... ,Sk} c v. First note that Ac V\U if Sj EU, 

then Sj does not contain, say, x 1• But x1 E F = n{S I SEU}; therefore, 

s. '- u. 
J 

Secondly, every m.c. Mc V determines a point x Ex. If j is such that 

x E S., then S. EM, So A is neighbouring. 
J J 

(ii) => (i). 

Suppose (i:i.) holds, and let x 1 ,x2 E X, x 1 # x2• Then U = {S I S E S 

and x 1 ,x2 ES} is an s.c. (even if it is empty), as it is contained in 

w, n w2 where wi = {S I xi Es ES} (i=l,2). 

By condition (ii), a finite set Ac V\U exists which is neighbouring. 

It is easily verified that A covers X and that no S E A contains both x 1 

and x2 . Thus X is T2 . D 

THEOREM 4. r and ~ define a one-to-one correspondence (up to ~-equivalence) 

between the class of countable space graphs satisfying condition (ii) of 

theorem 3 and the class of pairs (X,S) with X a supercorrrpact metrizable 

space and S a countable binary suhbase for the closed sets of X. 

PROOF. If X is supercompact metric, and S is countable, then evidently 

r(X,S) is a countable space graph satisfying condition (ii) of theorem 3. 

Conversely, if (V,K) is a countable space graph satisfying condition 

(ii) of theorem 3, then (V,K) is a compact T2-space with a countable (sub-) 

base. By the Urysohn Metrization Theorem, X is metrizable. 0 



34 

REMARK. By O'CONNOR's theorem (page 30), every compact metric space has 

a (countable) binary subbase. It therefore follows that compact metric 

spaces can be studied in terms of countable graphs. 

We conclude this section by stating 

THEOREM 5. If (X,S) ~ (X' ,S'), then f(X,S) ~ f(X',S'); if (V,K) ~ (V',K'), 

then 6(V,K) ~ 6(V',K'). 

We omit the trivial proof. 

2. EXAMPLES 

2.1. Countable space with cofinite topology 

A countable discrete graph is the space graph of a countable set with 

the cofinite topology; the subbase consists of all one-point subsets. 

The same space is also obtained from the graph (lN, {{k,k+I} [ k E JN}). 

0--0--0--0--0--0--.,., 8 ., 

2 3 4 5 6 

Each subbase element is generated by a point of the graph; l E lN generates 

{{1,2}}, a one-point set (the m.c. {l,2} is a point of the space), and 

k+I E 1N generates the subbase element {{k,k+l},{k+l,k+2}}. 

2.2. The Cantor set 

Consider the Cantor set C = .n {O,!}, with the closed binary subbase 
-I J v=I S =hi (s) i E JN, EE {O,l}}. Then f(C,S) is equivalent to the following 

graph (V, K) : 

V :JN x {O,l}; 

K {{(k,i),(R-,j)} J k,i E JN, i,j E {0,1}, and (kfi or i=j)L 

This is easily seen by identifying n~ 1 (i) with (k,i). 

The complementary graph (V,K') (i.e. (v,w) E K' iff (v,w) ~ K) does 

look like 
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(I, l) (2, I) (3, I) (4,1) 

r 
0 l 1 

0 l 
(I ,O) (2,0) (3,0) (4,0) 

2.3. The converging point sequence 

1 Let X = {O} u {- I n E JN}, considered as a subspace of 1R. As a sub­
n 

base we select 

I I 1 S = {{-} n E JN} u {X\{-} I n E JN}. 
n n 

Then r(X,S) F:l (V,K) with V ==JN x {0,1} and with {(k,i),(R.,j)} EK iff 

(i+j = I and k; R. or i == j = I) (in fact, (n,O) represents {.!.} E S, and 
n 

(n, I) represents X\ {.!.} E S). 
n 

The complementary graph of (V,K) is indicated below: 

complete countable graph 

(I ,O) 

(1,l)o (2, I) (3,1) (4, I) o 

2.4. The unit square 

Let X be the unit square 12 , and let S be the collection of all closed 

subsquares of 12 of the form 

12 n {(x,y) I max(lx-pl,ly-ql) < - 1-} - n+I 

for some p,q E IQ n l and n E JN. (This is a binary subbase for the closed 

sets in 12 , with the euclidean topology). 
2 2 

Let V = (1 nlQ ) x JN. We let ((p ,q), n) represent the sub base element 

with centre (p,q) and "radius" - 1- 1• Then r(l2 ,S) F:l (V ,K), with K defined by n+ 
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2.5. Topological products 

Suppose we are given a collection {{(X ,S) J a EA} of compact T -a a l 
spaces with binary closed subbases. We also suppose (without loss of gener-

ality) that Xa i Sa, for all a EA. We write (Va,Ka) for f(Xa,Sa). 
For each a E A, the following holds true, as a consequence of our as­

sumption that Xa i Sa 

Vv E V 3w E V a a 
{v,w} i K • 

a 

This follows from the following 

LEMMA. If x i s 1 ES, then an s2 ES exists such that x E s2 c X\S 1• 

PROOF. Let S' {SE s I x ES}. Since x is TI, ns• {x}. Define 

S" S' u { S 1}; then OS" (il. Therefore there exist S' ,S" E S" such that 
S' n S" (il. Necessarily, S' = s 1 or S" = s 1• D 

Next, let X be the topological product a~A Xa; a subbase for the closed 
sets of X is the collection 

We define the join of the graphs (Va,Ka) to be the graph (V,K) with 

v u 
aEA 

v . 
a' 

(Implicitly we are assuming that VanVS 
verified that 

f(X,S) RI (V,K). 

0 whenever a~ S). It is easily 

REMARK. Example 2.2 is a special case of this situation. 
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APPENDIX 

CHARACTERIZATION OF 1n AND 1co USING THE 
GRAPH THEORETICAL REPRESENTATION OF J. DE GROOT 

J. BRUIJNING 

In[!] DE GROOT proved a topological characterization of finite­

dimensional cubes and of the Hilbert cube in terms of a certain subbase 

for the closed sets. Using the graph-theoretical representation this char­

acterization can be formulated in terms of graph-theoretical concepts. 

Moreover, the proof of the characterizations in these terms consists of 

simple manipulation with diagrams. 

It should be stressed that the present proof is, to a great extent, a 

translation of the proof in [1]. However, it is felt that in some aspects 

it can be considered to be a simplification; in particular the product 

structure becomes a triviality, using example 2.5 of the preceding paper. 

A disadvantage is the need for a graph-theoretical characterization of the 

real interval, whereas in the original proof a well known topological char­

acterization could be used. 

In the sequel all space graphs are assumed to be countable. 

In the characterization mentioned above the following concept of 

corrrpa:r'ahility is used. 

DEFINITION I. A closed subbase S for a space X is called compa:r'able provided 

that each pair s1,s2 ES, such that both s1 and s2 have an empty inter­

section with some third member s3 E S, is inclusion comparable (s 1 ~ s2 or 

S c SI). 2 -

In order to translate this concept of comparability in graph-theoretical 

terms we need first the translation of inclusion-comparability of subbase 

University of Amsterdam, The Netherlands. 
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elements. Consequently we need to define a partial order on the vertices of 

a graph. This order is defined as follows: 

DEFINITION 2. Let (V,K) be a space graph. The relation < is defined by 

iff 

Hence v 1 < v2 means that v 1 and v2 are neighbours in K such that all 

neighbours of v2 are neighbours of v 1. If v 1 and v2 are thought of as being 

the points corresponding to subbase elements s1 and s2 then v 1 < v2 means 

that s2 s s1• This can be shown using the following lemma which was formu­

lated in example 2.5 of the preceding paper. 

LEMMA I. If x i s 1 ES then an s2 ES exists such that x E s2 c X\S 1• 

We write v 1 5 v2 for v 1 < v2 or v 1 = v2• Clearly v 1 5 v2 5 v 1 implies 

that v 1 and v2 have the same neighbours; since (V,K) is a space graph this 

means that v 1 = v2 . This shows that 5 is a well defined partial order 

(transitivity and reflexivity being trivial). 

In the course of our argument we frequently use diagrams representing 

(incomplete) information on vertices, edges and the ordering 5 in the graph. 

In these diagrams an arc: v 1______.v2 denotes that v 1 ¥ v2 and {v 1,v2} EK. 

Absence of an edge between distinct points v 1 and v 2 is represented by an 

interrupted arc: vr----~v2. A directed arc from VI to v2 represents a pair 

v 1 ¥ v2 such that v2 < v 1 : v 1~v2 • Finally a pair v 1 ¥ v2 such that 

v 1, v2 are 5-comparable (v 1 5 v2 or v2 5 v 1) is denoted by v 1 --~v2 • 

We should emphasize that in our diagrams distinct points represent 

distinct vertices of V. Part of the argumentations is dedicated showing 

that vertices assumed to be distinct in fact are so. 

As an example we present two graphical conclusions from the fact that 

5 is a partial order. 

LEMMA 2. (a) 
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(b) 

Using this partial order we now can formulate the translation of 

"comparability" in terms of space graphs. 

DEFINITION 3. The space graph (V,K) is called comparable provided that for 

each pair of vertices v 1,v2 such that for some v3 E V both (v 1,v3) i Kand 

(v2,v3) i K either v 1 < v2 or v2 < v 1. 

In our graphical representation 

VI Vz 
"'-,_ .... ·-

'•' v 
3 

··."'ll'··" 

//­

/ 

V3 

Another concept which may be translated is connectivity (combined 

with binarity). If s1ns2 = 0 then there exists an x i s1us2; consequently 

there exist s3 and s4 such that x E s3ns4 and s1ns3 = s2ns4 = 0 (use 

lemma I). If, moreover, Sis comparable it is certain that s3 # s4• 

DEFINITION 4. The space graph (V,K) is called contiguous provided for each 

pair (v1,v2) such that (v1,v2) i K a pair of vertices v3,v4 can be found 

such that (v3,v4) EK, (v 1,v3) i K, (v2,v4) i K. 

Clearly a space graph corresponding to a comparable binary subbase of 

a connected space is contiguous. 

The corresponding diagrams are: 

VI r VI . -i v3 

. -' 
v2 .I v2 V4 

Using the above terminology we now can characterize a collection of 

space graphs for the real interval. 



PROPOSITION I. Let (V,K) be a countable space graph. Lets be the partial 
order from definition 2. Suppose that the following conditions are satis­
fied: 

(i) The relation of s-comparability on V is an equivalence relation, 
pa:t't-itioning V into two equivalence classes V 1 and V Z. Moreover, 
s restricted to either of these classes is a total dense order 
without smallest element. 
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(ii) If vz > w2 then there exist v 1 and w1 such that v 1 > w1, {v 1,wz} EK 
and {w 1,vz} i K, or in our graphical representation: 

Then 6(V,K) is eouivaZent to the real interval. equipped with a subbase S 
of the following tyoe: 

where n1,DZ are countable dense subsets of [0,1) and (O,Jl respectively. 

REMARK. For the space graph corresponding to a subbase S of the above type 
(i) is trivial, whereas (ii) follows from the fact that D1 and DZ are dense. 

PROOF. Since V is countable and the ordering s restricted to VZ is dense 
and has no smallest element, there exists an order preserving bijection <j> 

from V z into (0, l], such that DZ = <j>(V 2) is a dense subset of (0, I]. 
For a given point v 1 E v1 we define a cut in v2 as follows: C(v 1) 

C(v 1) = (L(v 1),R(v 1)), where L = L(v 1) = {v I v E v2 and {v,v1} EK} and 
R = R(vl) = {v Iv E v2 and {v,vl} i K}. 

Indeed, from the definition of s it is clear that v E L, w E R 
implies that w s v is impossible; hence, since v and w are comparable, 
v < w. R is not empty; since v1 contains no smallest element there exists a 
w1 < v 1. Consequently, by lemma 2, one has: 
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=> 

w 

(there exists a w such that {v 1,w} i. K, {w1,w} EK); clearly w E v2 and 

hence w E R. 

If v 1.is not the $-largest element of v1 one proves in the same way 
that L = L(v1) is not empty. 

Using the order-preserving dense embedding ~: v2+D2, one finds that 
v 1 also defines a cut in D2 and hence a cut in I, represented by a real 

number< I (since R is not empty). This number is denoted by ~(v 1 ). We 

prove that ~(V 1 ) = D1 is dense in [0,1) and that~ is 1-1 order 
reversing from v1, $onto D1 equipped with the natural order in I. 

D1 is dense in [0,1): since n2 is dense in (0,1] it is sufficient to 

show that in between any two points of D2 lies a point of D1• This, 
however, is clear from the diagrams: 

=> 

~is one-one. Suppose v 1 < w1. Using (ii) there exist v2 and w2 such 
that {v 1 ,w2} E K, {w1 ,v2} i. K. 

This shows that v2,w2 E L(v 1) n R(w 1). Since,moreover,v2 < w2, this implies 
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w(w 1) :S ~(v2 ) < ~(w2 ) :S w(v 1); hence w(w1) f w(v 1). In fact w(w 1) < w(v1), 

which shows that w is order reversing. 

Now consider the subbase S = {[O,d] J dED 1} u {[d, I J I dED2L Defining 

x: S+V by x([O,d]) = w- 1(d), x([d,l]) = ~-l(d), it is easily seen that 

r(I,S) ru (V,K) by X· This proves our characterization. D 

The characterization of the cube by DE GROOT [J] read as follows: A 

cube X (In or 100
) is topologically characterized by the following properties: 

(I) X is a T1 space, 

(2) X is a connected space, 

(3) X satisfies the second axiom of countability, 

(4) X has a closed subbase S which is both binary and comparable (without 

loss of generality we can assume that S itself is countable and that 

x rf. S), 

The translation of this characterization reads as follows. 

THEOREM J. Let (V,K) be a space graph which is both conrparabZe and contigu­

ous. Then ~(V,K) is equivaZent to a cube equipped with a conrparabZe binary 

subbase. 

PROOF. From the conditions it cannot be excluded that the graph (V,K) 

contains a vertex corresponding to the whole space as a subbase element, 

i.e. a vertex which is connected to all other vertices. If present, such 

a vertex is uniquely determined and may be removed from the graph without 

changing ~(V,K) essentially. Hence we assume in the sequel that (V,K) 

contains no such vertex. The proof depends on some lemmas. 

LEMMA 3. Under the assunrptions of the theorem, the relation of s-conrparabiZ­

ity is an equivaZence reZation. 

PROOF. Since :S is a partial order it is sufficient to prove that 

(i) VJ $ v3 and v2 ::; v3 .. VI $ v2 or v2 $ VI • 
(ii) v3 $ VI and v3 ::; v2 =e> VI $ v2 or v2 $VI 

Both cases become trivial if VI = v2' and also if VI = V3 or if V2 v3. 

Therefore, we may assume v 1, v2 and v3 to be distinct vertices. 

(ii) Suppose v3 :::: v 1 and v3 :::: v2 • Let w be a vertex such that (v3,w) ~K 

(such a w exists because of our assumption that (V,K) contains no 

vertex connected with all vertices). By the definition of:::: we conclude 
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that (v 1,w), (v2,w) i K, and using the comparability of (V,K), we 

see that v1 s v2 or v2 s v1. 

In our graphical representation: 

vj''.,· .. , /./ v2 

"a·~ 

w w 

(i) Let v3 ~ v 1 and v3 ~ v2• By the definition of s we conclude that 

(v 1,v2) E K. Let v4 and v5 be vertices such that (v1,v4),(v2,v5) i K. 

If v4 = v5 then, by comparability, v 1 and v2 are s-comparable. 

Otherwise we conclude that (v3,v4), (v3,v5) i K. Consequently v4 and 

v5 are s-comparable; say v4 s v5• Then (v1,v5) i K. Again, by 

comparability, v 1 s v2 or v2 S v 1• 

v4=v5 

~ ··~)·, . 

v3 v3 

v4 vs 

'' , ' , 
' .. .. 

'. ' ' D . 
VI v2 
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The equivalence relation of s-comparability is denoted ~. 

LEMMA 4. For every ~-equivalence class w there exists a unique "[;,-equivalen­
ce class w' such that (Vw E W) (3w' E W') ((w,w') i K). 

PROOF. By assumption, for each w E V there exists a w' such that 

(w,w') i K. Moreover, two of such elements w' and w" are ;;..equivalent by 

the comparability condition. 

If v < w then (v,w') i K implies (w,w') i K. Hence the "complementary 

class" is independent from the choice of the representant w E W. D 

By lemma 4, the space graph (V,K) may be decomposed as the join of a 

(countable) sequence of graphs (Vi,Ki)' where Vi is the union of a 
;;..equivalence class W~ with its complementary class W'. and K. =Kn V.xv .• 

~ J_ J_ J_ J_ 

This is sufficient to show that 6(V,K) is the topological product of the 

spaces 6(Vi,Ki). To see this we need the following converse to section 2.5 

in the preceding paper. 

LEMMA 5. Let (V,K) be a space graph which as a graph is the join of a 

sequence of graphs (Vi ,Ki). Then 6.(V ,K) is ea_uivaZent to the topological 
product of the spaces 6(V.,K.). 

J_ J_ 

PROOF. Since v E V. is connected with all vertices in .~. V., it is clear 
i Jrl. J 

that v,w E Vi have distinct neighbours within Vi if they have so in V. This 

shows that each (V.,K.) is again a countable space graph. Since 
J_ J_ 

r(6(V.,K.)) = (V.,K.) and r(a 6(V.,K.)) is the join of the graphs 
J_ J_ J_ J_ J_ J_ J_ 

f(6(V.,K.)) we conclude that f(U 6(V.,K.)) = (V,K). This implies U l'l(V.,K.) = J_ J_ J_ J_ J_ J_ J_ J_ 

= l'l(V,K). D 
To complete the proof of theorem 1 we must show that each (Vi,Ki) is 

a space graph of the real interval. 

LEMMA 6. Each (Vi,Ki) satisfies conditions (i) and (ii) from proposition 1. 

PROOF. The first part of condition (i) is evident from the construction. 

We must prove, however, that s is a dense order without smallest element. 

Let W be a fixed ~-equivalence class and let W' be its complementary 

class. Assume w2 < w1, w1,w2 E W. First we find a vertex w3 E W' such that 

(w2,w3) EK and (w 1,w3) i K. By contiguity we find w4 and w5 such that 

(w4,w5) EK and (w1,w4), (w3,w5) i K. (Note that these vertices all are 

distinct, and that, moreover, w4 E W' and w5 E W.) Now both w1 ~ w5 and 
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w2 § w5 . The only possible orientations are w1 > w5 and w5 > w2, which 

proves the order > to be dense. 

The diagrams are: 

w2 w2 w2 w3 . 

l>· f>~: j w3 => => 

wi 
.. 

WI WI w4 

w w W' w W' 

The above diagrams may be used still further. Since w3 ,w4 both are elements 

of W' we know w3 ~ w4. Again the only admissible orientation is w3 > w4 ; this 

completes the proof of condition (ii), 

Next we have some w1 E W. Let w2 E W' such that (w1 ,w2) £ K. By 

contiguity there exist w3,w4 such that (w3,w4) EK, (w1,w3) i Kand 

(w2,w4) i K. Then w3 E W' and w4 E W. Now w1 and w4 are ~-comparable, and 

again the only possibility is w1 > w4• This shows that W has no smallest 

element, completing the proof of condition (i). 

In our pictorial representation: 

wl WI w2 wl wz WI 
=> 0----------- g => 

r-<:-J 
=> 

r------it" '"' . '• 
W4 W3 W4 W3 

w W' w W' 

This completes the proof of the lennna. D 



Given the lemmas 3, 4, 5 and 6, theorem I becomes evident. D 

Finally it should be noted that the dimension of the cube may be 
recognized from the number of pairs of ~-equivalence classes. 
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INTRODUCTION 

THE PRODUCT OF BAIRE SPACES 

*) J.M. AARTS 

One of the problems concerning Bai re spaces, to which much attention 

has been given, is the unification problem: is there a natural class of 

topological spaces for which the Baire category theorem holds and which con­

tains the classical examples of Bai re spaces, namely the completely metr.iza­

ble spaces and the locally compact Hausdorff spaces? 

In this paper [ 15] which has greatly influenced his later work 

(cf. [7]), Professor DE GROOT has introduced the notion of subcorrrpactness 

as a unifying concept. As a matter of fact the unifying concept of a 

complete space had already been introduced several years before. Since one 

of the main differences of these two concepts lies in the invariance under 

the taking of topological products, I shall discuss in this talk these and 

other concepts giving special emphasis to the various product theorems, 

The presentation will be rather sketchy. A detailed 

concepts and the theorems mentioned here can be found in a 

D.J. LUTZER and myself [6]. 

All spaces are assumed to be at least T1 . 

! . BAIRE SPACES 

Here we list several properties of Baire spaces which will be dealt 

*) Delft Institute of Technology, Delft, The Netherlands. 
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with in the sequel. 

A topological space X is called a Baire space, if every open subset 

of X is of the second category, or, equivalently, if the intersection of 

countably many dense, open subsets of X is a dense subset of X. 

Every locally compact Hausdorff space and every completely metrizable 

space is a Baire space. Any open subspace and any dense G0-subspace of a 

Baire space is a Baire space. A closed subset of a Baire space need not be 

a Baire space. 

If a space X is locally a Baire space (i.e. each point of X has an 

open neighborhood which is a Baire space in its relative topology), then X 

is a Baire space. 

As for mappings the positive results are as follows. Let f: X ·+ Y be 

a continuous map of X onto Y. If f is open and X is a Baire space, then Y 

is a Baire space. If f is closed and irreducible *), then X is a Baire space 

if and only if Y is a Baire space. 
A counterexample by OXTOBY [17] shows that the product of Baire 

spaces need not be a Baire space. For many applications it is useful to 

know under what extra condition the product of a collection of Baire spaces 

is a Baire space. The following is an exampl~ of such a condition ([8],§5, 

Excercise 17). Any product of a collection of completely metrizable spaces 

is a Baire space. From this result it then follows that the collection of 

all real-valued functions on a set A endowed with the topology of pointwise 

convergence is a Baire space. 

2. PSEUDO-COMPLETENESS 

The first systematic discussion of product theorems for Baire spaces 

is given in OXTOBY's paper [17], where also the above mentioned counter­

example of a Baire space, whose square fails to be a Baire space, is present­

ed. For stating the most important results from this paper we need some 

definitions. 

A space X is quasi-regular, if each non-empty open subset of X con­

tains the closure of some non-empty open set. A family P of non-empty open 

sets in a topological space is called a pseudo-base, if every non-empty open 

set contains some member of P. 

*) A mapping f: X + Y is irreducible if no proper, closed subset of X is 
mapped onto Y by f. 
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A quasi-regular space is pseudo-complete, if there is a sequence 

{P(n)} of pseudo-bases for X such that if P E P(n) and P 1 c P , then n n+ n 
n{Pnln=J,2, ..• } ¥ 0. It is easily verified that any pseudo-complete space 

is a Baire space. As for products there are the following results. 

THEOREM (cf. [17]). If X and Y are Baire spaces and if at least one of them 
has a pseudo-base P such that each member of P contains only countably many 
members of P, then X x Y is a Baire space. 

THEOREM (cf. [17]). The topological product of any fa.mily of Baire spaces, 
each of which has a countable pseudo-base, is a Baire space. 

THEOREM (cf. [17]). The topological product of any family of pseuao­

complete spaces is pseudo-complete. In particular such a product is a Baire 
space. 

The concept of pseudo-completeness is an elegant solution to the uni­

fication problem. Indeed, most of the known unifying concepts -in particu-
v 

lar subcompactness and Cech completeness- are encompassed by pseudo-comple-

teness. 

Also, pseudo-completeness shares many invariance properties with the 

property of being a Baire space as may be seen from the following results. 

THEOREM (cf. [SJ). Any open subspace of a pseudo-complete space is pseudo­
complete. If a space X is locally pseudo-complete, then X is pseudo-complete. 

THEOREM (cf. [5], [6]). Let f: X + Y be a continuous map of X onto Y. If 
Y is a metrizab le space (or, more generally a Moo.re space, i.e. a regular 
space which admits a development) and if f is an open map, then Y is pseudo­
complete, whenever X is pseudo-complete. If f ·i13 closed and irreducible, 
then Y is pseudo-complete if and only if X is pseudo-complete. 

The problem whether a dense G0-subspace of a pseudo-complete space is 

pseudo-complete is still unresolved. 

3. SUBCOMPACTNESS 

Quite another approach to the unification problem has been given by 

DE GROOT [IS]. 
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A collection F of non-empty subsets of a space X is called a regular 

filterbase if, whenever F 1 ,F2 E F, some F3 E F has F3 c F 1 n F2 • A regular 

space is subconrpact if there is a base B of open sets for X such that for 

every regular filterbase F c B we have nF f 0. 
By DE GROOT the notion of subcompactness was considered the right 

generalization of topological completeness in view of the following theorem. 

THEOREM (cf. [15]). A metrizabZe space is subconrpact if and only if it is 

topologically conrpZete. 

It should be noticed that there is no similar result for pseudo­

completeness. Indeed, there exist very "incomplete" spaces, which are pseu­

do-complete. Since every locally compact Hausdorff space is subcompact 

relative to the base of open sets with compact closure, subcompactness is 

a unifying concept. 

As for topological products the following theorem holds. 

THEOREM (cf. [15]). Subconrpactness is invariant under the forming of topo­

logical products. 

Recently the following results have been obtained. 

THEOREM (cf. [6]). If a regular space is locally subconrpact, then it is sub­
conrpact. 

THEOREM (cf. [6]). Suppose f is a continuous and open map of a space X onto 

a regular space Y. Suppose either X or Y is metrizable. If X is subconrpact, 
then so is Y. 

The question whether a dense G0-subset of a subcompact space is sub­

compact will be discussed in the next section. 

4. OTHER COMPLETENESS PROPERTIES 

The first solution to the unification problem was given by CECH [9]. 
v 

A completely regular space X is Cech-conrpZete if X is a G0-subset of its 
v 
Cech-Stone compactification $X. 

v 
THEOREM (cf. [9]). A metrizable space is Cech-conrplete if and only if it 

is topologically complete. 
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v 
A locally compact Hausdorff space is Cech-complete, as it is an open 

subset of any of its compactifications. 

Cech completeness is countably productive, but it fails to be pro­
ductive in general. The uncountable product of real lines is a specific 
example of a product of Cech-complete spaces, which is not Cech-complete. 

These results about products are closely related to the result that closed 

subsets of Cech-complete spaces are Cech-complete. An elucidating discus­

sion of this phenomenon has been given by VAN DER SLOT [18]. 

As subcompactness is productive, the uncountable product of real 
lines provides an example of a subcompact space which is not Cech-complete. 

The question whether every Cech-complete space is subcompact, and also the 

more general question whether a dense G0-subset of a subcompact space is 

subcompact, is still unresolved. 

Besides the above mentioned solutions to the unification problem, 
in the same spirit many other concepts have been defined [l], [2], [3], 

[!OJ, [ll], [12], [13], [14], [18], [22], [23]. For a systematic discussion 

of many of these completeness properties and their interrelations see [6]. 
This paper also reveals the many consequences of a recent example by TALL 
[20], which has been designed to show that a Cech-complete space may fail 

to be cocompact [2] or base-compact [18]. 

5. RECENT RESULTS 

Until recently the following question has not been considered. Under 

what conditions on the space X is the product X x Y of X and any Baire 

space Y a Baire space? An answer to this question is given in the following 

THEOREM (cf. [5]). If Y is a quasi-regula:l' Baire space and X is pseudo­
corrrplete, then X x Y is a Baire space. 

This result has been generalized by WHITE [21]. 

Another recent result is a solution to the following problem, which 

was first posed by SIKORSKI [19]. Is there a metr:i.zable Baire space X such 

that X x X is not a Baire space? (Of course, if metrizability is not re­

quired, the counterexample of OXTOBY is such a space.) This problem is re­

solved by the following theorem of KROM in connection with OXTOBY's 
counterexample. 
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'l'HEOREM (cf. [16]). For any topological space X there is an associated me­

trizahle zero-dimensional space U(X) such that the product U(X) x Y with 

any other space Y is a Baire space if and only if X x Y is a Baire space. 
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SOME CLASSES OF QUOTIENT MAPS t) 

E. MICHAEL *) 

This note is a brief summary of some recent work on various kinds of 
quotient maps. 

Recall that a map **) f: X + Y is quotient if a set V c Y is open in 
Y if and only if f- 1(V) is open in X. The most important property of these 
maps (which, in fact, characterizes them) is that, if f: X + Y is quotient, 
then a function g: Y + Z is continuous if and only if g 0 f is continuous. 

The classes of quotient maps which interest us here are indicated in 
the following diagram. 

perfect open 

/ ~/ 
closed bi-quotient 

~/ 
pseudo-open..,___.._,. hereditarily quotient /. 

quotient 

The above classes are defined as follows. A map f: X + Y is heredita:riZy 
quotient if, for every Sc Y, the map flf- 1(S): f- 1(S) +Sis quotient. 

t) 
Partly supported by an N.S.F, contract. 

*) (A\ University of Washington, Seattle, Wash., USA; temp.~. 
**) All maps in this paper are continuous and onto. 
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-I A map f: X + Y is pseudo-open [I] if, whenever y E Y and f (y) c U with 

U open in Y, then y E_ Int f(U)_: A map f: X + Y. is bi-quotient [ 11 J (an 

equivalent concept was defined in [7]) if, whenever y E Y and LJ is a cover 

of f- 1(y) by open subsets of X, then there are u1, .•. ,Un in LJ such that 

y E Int f(U 1 u ••• u Un). Open maps and closed maps are, of course, well 
known. A map f: X + Y is perfect*) if f is closed and f- 1(y) is compact 

for every y E Y. 

The implications in the diagram are easily verified. Moreover, these 

are the only valid implications; in particular, [6, Example 1.8] shows that 

a quotient map need not be hereditarily quotient, and [11, Example 8.1] 

shows that a closed map need not be bi-quotient. 

Let us now consider how the classes of maps in the diagram behave 

with respect to products. (Recall that, if fa: Xa +Ya is a family of maps, 

then their product is the map f: n,la + naYa which sends (xa) to (fa(xa)) .) 
In this respect, the classes in the diagram are of two distinct types. On 

the one hand, quotient, pseudo-open and closed maps are not even preserved 
by binary products; this is shown by an example [II, Example 8.1] of a 

f d f . . . **) closed map an a space Z such that x 12 1s not even a quotient map. 

On the other hand, open, perfect and bi-quotient maps are preserved by 

arbitrary products; for open maps this is trivial, for perfect maps it was 

proved in [2], and for bi-quotient maps it was proved in [II]. It should 

be observed that the preservation of perfect maps under arbitrary products 

immediately implies the Tychonoff product theorem (just consider maps 

with one-point ranges), while the converse implication takes a bit more 

work. 

The above results imply half of each of the following two characteri­

zations: 

(I) [2, p.117, Theorem I], A map f is perfect if and only if f x i 2 is 
closed for every space z. 

(2) [7, Proposition 2], [II, Theorem 1.3]. A map f with Hausdorff range 
is bi-quotient if and only if f x iz is quotient for every space z. 
(This motivates the term "bi-quotient".) 

*) 

**) 

In the terminology ofBoURBAKI [2], such maps are called proper. However, 
the term "proper" has also been applied to a somewhat larger class of maps 
(namely maps f: X + Y such that rl (K) is compact for every compact 
Kc Y), and may thus be subject to confusion. 

i 2 denotes the identity map on z. 
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There are many results characterizing images of familiar kinds of 

spaces (such as metrizable spaces) under the various maps appearing in the 

diagram. For open, bi-quotient, hereditarily quotient and quotient maps, 

many such results are summarized in [12, Table I]. Perfect maps appear 

to preserve most kinds of spaces; in particular, this was proved for 

metrizable spaces by A.H. STONE [!6] and K. MORITA & S. HANAI [14] and for 

Hausdorff spaces admitting a perfect map onto a metrizable space by 

V.V. FILIPPOV [4] and T. ISHII [9]. Closed images of metrizable spaces were 

characterized by N.S. LASNEV [JO]. 

We now conclude this note with an interesting -and somehwat 

surprising- result. (Recall that a map f: X -+ Y is an s-map if every 

f- 1(y) is separable, and that a map f: X-+ Y is compact-covering if every 

compact K c Y is the image of some compact C c X.) 

THEOREM I. The following properties of a Hausdorff space Y equivalent: 
(a) y has a point-countcible base. 

(b) y is a corrrpact-covering, open s-image of a metY'izable space. 
(c) y is an open s-image of a metrizcible space. 
(d) y is a bi-quotient s-image of a metrizcible space. 

In the above theorem, the implications (b)-+(c)-+(d) and (c)-+(a) are 

trivial. That (a)-+(c) was proved by V.I. PONOMAREV [15] and S. HANAI [8], 

and it was shown in [13] that the same construction actually yields 

(a)-+(b). The implication (d)-+(a) (which, unlike (c)-+(a), is not at all 

trivial) was obtained by V.V. FILIPPOV [5]; a. somewhat shorter proof can 
be found in [3] . 

It should finally be observed that, in contrast to Theorem I, the 

classes of spaces obtained when the prefix "s-" is omitted from (b),(c) 

and (d) are all distinct. 
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INTRODUCTION 

To handle problems of a "topological" nature general topologists have 

created a major host of topological structures of varying importance such 

as topological spaces, uniform spaces, proximity spaces, contiguity spaces, 

limit spaces, uniform convergence spaces and a number of generalizations 

and variations of these concepts. Many mathematicians considered this situ­

ation to be unsatisfactory and have tried more or less successfully to 

create a unified theory of topological structures. The solutions offered 

fall into two categories: 

A. The categorical approach 

Each of the various topological concepts mentioned above gives rise to 

a concrete category. The striking similarities between the so obtained 

"topological categories" can be described in categorical terms and can be 

analyzed by means of categorical methods. The resulting theory is fairly 

young and far from its final form. But the crucial role played by "initial" 

and "final" structures in the sense of N. BoURBAKI [A5,A4] is now well un­

derstood. Appendix A contains an introduction into this theory which is 

designed for topologists and is accompanied by a fairly complete biblio­

graphy. 

B. The conceptual approach 

The aim of this approach is to find a basic topological concept -if 

possible intuitively easily accessible- by means of which any topological 

concept or idea can be expressed. 

1. Topological spaces 

The general belief that the concept of a topological space serves this 

purpose is certainly not justified. This concept -defined in a slightly re­

stricted sense by F. HAUSDORFF [33] and in the sense which is nowadays gen­

erally accepted by :K. :KURATOWSKI [50]- can be considered as an axiomatiza­

tion of any of the following two equivalent concepts: 
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(l) convergence of a filter (or a Moore-Smith-sequence) to a point, 

(2) nearness between a set and a point. 

Obviously these concepts are rather "local" and not suitable to express 

such "global" topological concepts as "uniform covers", "completeness", 

"total boundedness" and "uniform continuity". Also, the concept of a topo­

logical space has another disadvantage, since in passing from a topological 

space to a subspace in general some topological information gets lost. If, 

for instance, X is a subset of lR obtained by removing one point and Y is a 

subset oflR obtained by removing a closed interval of length one then X 

and Y are essentially different and the difference is of a "topological" 

nature. But X and Y considered as topological subspaces oflR with the usual 

topology are homeomorphic and hence intrinsically essentially the same. 

Considered, for instance, as uniform (or proximal) subspaces of lR with the 

usual uniformity (proximity) X and Y are essentially different. The reason 

why uniform (proximity) spaces behave "good" with respect to the formation 

of subobjects and topological spaces behave so "bad" will become clear in 

the realm of nearness structures: a subspace of a uniform (proximal) near­

ness space is again uniform (proximal), a subspace of a topological near­

ness space is not topological but supplied with a "richer" structure. This 

also explains why the theorem concerning the extendibility of uniformly 

continuous maps from dense subspaces into complete uniform spaces has no 

direct counterpart in the theory of topological spaces. 

2. Uniform spaces 

The concept of a uniform space introduced by A. WEIL [82] and des­

cribed by J.W. TUKEY [79] as an axiomatization of the concept of 

(3) uniform covers 

has none of the drawbacks mentioned above. Also, in passing from a pseudo­

metric space to its underlying uniform space no relevant topological in­

formation get lost whereas in passing from a pseudometric space to its un­

derlying topological space usually some such information gets lost. This, 

by the way, seems to be the main reason why uniform spaces in general are 

wrongly supposed to be "richer" in structure than topological spaces (cf. 

4.24). But uniform spaces have another disadvantage not due to the basic 

concept of uniform covers but due to its axiomatization which is so re­

strictive that it excludes many topological structures of interest from 
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being uniform spaces. Because of this several authors have offered general­

izations by weakening the axioms. Especially worth mentioning are the P­

spaces of Z.FROLIK [21] which are identical with the quasi-uniform spaces 

of J.R. ISBELL [44] who used them as intermediate constructs in his trans­

finite construction of the locally fine coreflection of a uniform space. 

Since these constructs satisfy our axiom (US) in 3.6 for uniform covers 

they can be considered as nearness spaces and J.R. ISBELL's construction 

can be carried out in the category NeaJL. K. MORITA [55] generalized uniform 

structures by blending uniform and topological concepts together in order 

to study extensions of topological spaces. These structures which have been 

rediscovered by D. HARRIS [29] will be discussed shortly in Appendix B. The 

most important generalization of uniform structures, the concepts of semi­

uniform structures, has been obtained recently by A.K. STEINER & 

E.F. STEINER [70] by abstracting the uniform (topology-free) part of 

K. MORITA's regular T-uniformities. 

3. PPoximity spaces 

Proximity spaces are obtained as an axiomatization of the concept of 

(4) nearness of two sets. 

This concept, although already known to F. RIESZ [61], was first axiom• 

atized by V.A. EFREMOVIC [20]. It plays a crucial role in the study of 

Hausdorff compactifications of completely regular spaces as has been shown 

by Yu.M. SMIRNOV [67,68]. In order to study arbitrary T1-compactifications 

several authors offered weaker axioms than the strong separation axiom of 
,/ 

V.A. EFREMOVIC. An axiom due to M.W. LoDATO [52], corresponding to our 

axiom (N5) in 2. I, paved the way. 

4. Contiguity spaces 

Using M.W. LODATO's axiom V.M. IVANOVA & A.A. IVANOV [46] introduced 

contiguity spaces by axiomatizing the concept of 

(5) nearness of finite collections of sets. 

This concept has also been studied by W.L. TERWILLIGER [76]. It is of cen­

tral importance for the study of T 1-compactifications of topological spaces. 

A.K. STEINER & E.F. STEINER [69] defined binding spaces by blending to­

gether the concept of a contiguity space and the concept of a separating 

closed base. 
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5. Merotopic spaces 

M. KATETOV [47,48,49] created the concept of merotopic spaces by 

axiomatizing the concept of 

(6) collections of sets containing arbitrary small members 

and proved that the category of merotopic spaces and merotopic maps is iso­

morphic to the category of quasi-uniform spaces in the sense of J.R. ISBELL 

(resp. P-spaces in the sense of z. FROLIK) and uniformly continuous maps. 

Somewhat earlier V. SANDBERG [63] had demonstrated that uniform structures 

can be characterized by their corresponding merotopic structure. 

A.G. MORDKOVI~ [54] investigated the merotopic structure of proximity 

spaces. 

6. Nearness spaces 

Nearness spaces where introduced by the author [35] as an axiomatiza­

tion of the concept of 

(7) nearness of arbitrary collections of sets. 

Already earlier H.H. CORSON [13] invented for uniform spaces the concept of 

a "weakly Cauchy filter" which, in our terminology, is a near-filter, i.e. 

a filter belonging to ~. H.H. CORSON's problem to characterize paracompact­

ness among topological spaces by means of suitable uniformities has in the 

realm of nearness structures an elegant solution: A.H. STONE's theorem can 

be expressed in the form the paracompact spaces are precisely those nea:r>­
ness sapces which are simultaneously topological and uniform (cf. 4.22(2)). 

Recently, A.K. STEINER & E.F. STEINER [70] defined the concept of a "bound" 

collection of sets in a semi-uniform space. In our terminology these are 

precisely the collections which are "near", i.e. belong to ~. H.L. BENTLEY 

[6] and M.S. GAGRAT & W.J. THRON [24] have shown that the concept of near­

ness is of crucial importance for the investigation of T1-extensions of 

topological spaces. H.L. BENTLEY [5], S.A. NAIMPALLY [57] and the author 

[36] have used nearness structures to study extensions of continuous func­

tions. W.N. HUNSAKER & P.L. SHARMA [39] have studied the lattice of all 

nearness structures compatible with a given topology and the same authors 

[66] have investigated special reflectors and coreflectors in Nea.Jt. 

P. CAMERON, J.G. HOCKING & S.A. NAIMPALLY [8] advocate strongly and con­

vincingly to teach topology using "nearness" as a basic concept. 
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?. TopoZogicaZ structures 

In chapter 3 of this treatise it will be shown that the following con­

cepts are equivalent 

(I) nearness of collections of sets 

(2) farness of collections of sets 

(3) uniform covers 

(4) collections of sets containing arbitrary small members. 

This is a strong indication that the basic problem concerning the concep­

tual approach has found a satisfactory solution. Especially the categories 
of topological R0-spaces, uniform spaces, proximity spaces, and contiguity 
spaces are nicely embedded in the category of nearness spaces. But not all 
topological spaces are included. The reason to the author seems to be that 
the general concept of a topological space as opposed to the purely topo­
logical concepts of T1-spaces, uniform spaces, proximity spaces, contiguity 
spaces, merotopic spaces, and nearness spaces contains a basically non­
topological order-theoretic component (x s y iff x E cl{y}). Appendix B 

contains a short discussion of theories dealing simultaneously with topo­
logical structures and this additional order-structure. They are necessar­
ily more complicated and more technical in nature. 

NOTATIONAL CONVENTIONS 

x, y' ... usually denote sets 

PX denotes the power set {A I A c X} of X 
x,y, ... usually denote elements of x, ... 
A,B, .•• usually denote subsets of x, ... 
A,B,. .. usually denote subsets of PX, ••. 

a, S, ... usually denote subsets of 2 p x, ... 
rl,A, ••• usually denote subsets of 3 p x, ... 

For subsets A, B of PX: 

sec A {B c X I VA E A B n A ~ 0}} 
stack A 2 

= sec A = {B c x 3A E A A c B} 

A v B {A u B I A E A and B E B} 
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A" B = {A n B I A E A and B E B} 

A -< B -vA E A 3B E B A c B-A refines B 
A < B -vA E A 3B E B B c A-A corefines B 
A ~ B - (A< B and B <A). 

For a (pre-; quasi-) nearness-structure s on X: 

s {A c PX A</. 0 associated (pre-, quasi-) farness-structure on X 
µ {U c PX I {X-U I U € U} E ~} associated (pre-, quasi-) covering-

structure on X 
y {C c PX I vu E µ U n stack C ~ 0} associated (pre-, quasi-) 

merotopic structure on X 
clsA = {x Ex I {A,{x}} E s} associated (pre-, quasi-) closure-opera­

tor on X 
int A 

µ 
{x EX I {A,X-{x}} E µ} associated (pre-, quasi-) interior­

operator on X 

st denotes the topological coreflection (= underlying topological 

structure) of I; 

su denotes the uniform reflection of s 

l;c denotes the contigual reflection of I; 

sr denotes the regular reflection of I; 

l;p denotes the proximal reflection of I; 

sl denotes the NI-reflection of I; 

l;q denotes the quasinear coreflection of a prenearness structure 

l;n denotes the near reflection of a quasinearness structure 
(X*,i;*) denotes the completion of (X,1;) 

A <I; B - {A,X-B} E I; 

A(<!;) = {B c x I 3A E A A <I; B} 

!;(A) = {B c x I ({B}uA) E n 

If x is a point and A is a collection of subsets of a topological space 
then x is an adherencepoint of A iff x E n{cl A I A E A}; 

A converges to x iff the neighbourhoodfilter U of x corefines A. 

CONVENTIONS 

(I) All topological spaces (X,cl) in this treatise are assumed to be sym­
metric(= R0-spaces =weakly regular), i.e. to satisfy the following 
axiom: 

(R0) If x E cl{y} then y E cl{x}. 



(R0) If x E cl{y} then y E cl{ x}. 

(2) n(I! of QJ. 
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Top denotes the category of (symmetric) topological spaces and continuous 

maps 

Un,[6 denotes the category of uniform spaces and uniformly continuous maps 

Cont denotes the category of contiguity spaces and contiguity-preserving 

maps 

P1tox denotes the category of proximity spaces and o-maps 

Ne.AA denotes the category of N-spaces and N-maps 

T-Neo.Jt denotes the category of topological N-spaces and N-maps 

U-Ne.M denotes the category of uniform N-spaces and N-maps 

C-Neo.JL denotes the category of contigual N-spaces and N-maps 

P1t-Ne.aJi denotes the category of proximal N-spaces and N-maps 

R-Neo.JL denotes the category of regular N-spaces and N-maps 

Q-Ne.M denotes the category of quasi-N-spaces and N-maps 

P-Neo.JL denotes the category of pre-N-spaces and N-maps. 

If f: x + Y is a map, A c PX, B c PY, i; c P2X, 2 n c P Y then: 

fA {f[A] I A E A} 
f-IB {f-l[B] B E B} 

f(i;) {B c PY f- 1B E !;} 

f-l (n) {A c PX fA E nL 

Chapter I. BASIC CONCEPTS 

I. SET-THEORETIC PRELIMINARIES 

A topological structure on a set X is -as we will see in section 2-
2 a subset I; of P X, i.e .. a collection of collections of subsets of X. To 

describe and analyze such collections properly we introduce the following 

simple but useful concepts. 

Let A and B be subsets of PX. 
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I.I. DEFINITIONS. 

sec A {B c X / VA EA An B # 0}. 
stack A= {B c X / 3A EA Ac B}. 
A v B = {A u B / A E A and BE B}. 

A A B = {A A B / A E A and BE B}. 
A -<\ B - VA E A 3B E B A c B - A refines B. 
A < B - VA E A 3B E B B c A - A corefines B. 
A~ B - (A< Band B <A). 

A is called a stack in X iff A = stack A. 
A is called a grill in X iff f/J fo A# PX and A u B E A - (A EA or BE A). 
A is called a filter in X iff f/J #A# PX and An BE A - (Ai: A and BE A). 

1.2. REMARK. Ac sec A iff A is a linked system in the sense of J. DE GROOT, 
A = sec A iff A is a maximal linked system. 

1.3. EXAMPLE. If x is a point in a topological space (X,cl), A is the col­
lection of all A c X with x E cl A and B is the neighbourhoodfilter of x 
then A = sec B and B sec A. 

1.4. DEFINITIONS. If x is a point and A is a collection of subsets of a 
topological space (X,cl) then: 

(a) x is an adherencepoint of A iff x E n{cl A I A E A}. 
(b) A converges to x iff the neighbourhoodfilter of x corefines A. 

1.5. COROLLARY. Under the assumptions of 1.4: 

(I) x i& an adherenaepoint of A iff sec A converges to x. 
(2) A converges to x iff x is an adherencepoint of sec A. 

1.6. PROPOSITIONS (characterizations of sec, stack,< and~). 

(I) sec A= {B c X / X-B i stack A}. 

(2) stack A = sec2A. 

(3) A < B - Ac stack B - {X-A / A E A} {X-B / B E B}. 
(4) A ~ B - sec A = sec B - stack A = stack B. 

l.7. PROPOSITIONS 

(I) Ac B =>sec B c sec A. 
3 (2) sec A= sec A (i.e. sec A is a stack). 



(3) sec(Av8) 

(4) sec(Au8) 

sec A u sec B. 
sec A n sec B. 

(5) A < B - sec B < sec A. 

I • 8; PROPOSITIONS 

(!) stack is a topoZogicaZ closure operator on PX, i.e. 

(a) s~ack 0 = 0. 
(b) A c stack A. 

(c) stack(AuB) = stack A u stack B. 
(d) stack2A = stack A. 

(2) stack(AvB) = stack A v stack B 
(3) A < B "* stack A < stack B. 

J.9. PROPOSITIONS 

stack A n stack B. 

( l) < and--<, are refZexive and transitive reZations on P2X. 

(2) \il < A < PX. 

(3) A u B sup<{A,8}. 

(4) A v B inf<{A,B}. 
(5) . . z z . 2 

~ ~s an equ~va ence re at~on on P x. 
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1.10. REMARK. It will turn out that many topologically interesting properties 

of a collection A (e.g. that A belongs to ~. ~,y resp.) depends only 

on the equivalence class of A with respect to ~. Especially A has such a 

property iff stack A has it. This suggests to focus attention on the set of 

all stacks. 

I.I!. PROPOSITIONS. Let sx be the set of aZZ stacks in X, and Zet A and B 

be eZements of SX. Then 

(I) A< B - Ac B - sec B c sec A. 

(2) A ~ B - A B. 

(3) A v B = A n B. 

(4) A = sec B - B = sec A. 

(5) A is a fiZter - sec A is a griZZ. 

1.12. HISTORICAL REMARK. Filters were introduced by H. CARTAN [9], grills 

by G. CHOQUET [II], stacks by G. GRIMEISEN [26]. The papers of J. SCHMIDT 

[64] and W.J. THRON [77] contain detailed discussions of these concepts. Re­

finements seem to go back to J.W. TuKEY [79]. Corefinements were introduced 
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by H.L. BENTLEY & P. SLEPIAN [7al, implicitly they appear already in 
v 

M. KATETOV's paper [48], 

Z. NEARNESS AXIOMS 

Z.I. DEFINITIONS. Let X be a set and lets be a subset of PzX. Consider the 
following axioms: 

(NI) if A < B a:nd BE s then A E s· 
(NZ) if nA "" Ill then A E s· 
(N3) !ll ~ s "" PzX. 

(N4) if (AvB) E s then A E s or B E s· 

(N5) if {clsA I A EA} E s then A E s, where clsA = {x Ex I {A,{x}} Es}. 

s is called a prenearness structure on X iff s satisfies (Nl), (NZ) and 
(N3). 

s is called a quasinemness structure on X iff s satisfies (NI), (NZ), (N3), 
and (N4). 

s is called a nearness structure on X iff s satisfies (NI), (NZ), (N3), 
(N4) and (N5). 

The pair (X,s) is called a (pre-, quasi-) nearness space -shortly: a (pre-, 
quasi-) N-space- iff s is a (pre-, quasi-) nearness structure on X. 

Z.Z. REMARKS 

(!) (NI) holds iff the following two axioms hold simultaneously: 
(Nl.1) if Ac Band BE s then AES· 
(Nl.Z) if A Es then stack A Es· 

(Z) If (NI) holds then (NZ) holds if the following two axioms hold simul­

taneously: 

(NZ.I) !ll Es (because of our convention n!ll"" !/l). 
(NZ.Z) if x EX then {{x}} ES· 
The condition (NZ.I) is implied by (NI) and (N3). 

(3) (N3) holds iff the following two axioms hold simultaneously: 

(N3. I) s f. !/l, 
(N3.Z) s f. PzX. 
The condition (N3.I) is implied by (NZ) and hence superfluous. It has 

been included because of symmetry. 
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If (NI) holds then (n.3.2) is equivalent to each of the following 

axioms: 

(N3.2') PX r/, s. 

(N3. 2") {0} i s· 

(N3. 2"') if 0 E A then A 4 s· 

2.3. DEFINITIONS. If (X,s) and (Y,n) are pre-N-spaces then a function 

f: X + Y is called a nearness preserving map -shortly: an N-map-
f: (X,s) + (Y,n) from (X,s) to (Y,n) iff A E s implies fA E n. The category 

of pre-N-spaces and N-maps is denoted by P-NeaJr.. Its full subcategory whose 

objects are the quasi-N-spaces is denoted by Q-NeaJr... Its full subcategory 

whose objects are the N-spaces is denoted by NeaJr... 

2 • 4 • REMARKS 

(I) The categories P-NeaJr., Q-NeaJr.. and Neall. will be shown to be extremely 

nice -in fact: topological- categories. Our main interest lies in the 

category NeaJr... 

(2) If (X,s) is a pre-N-space then cls can be regarded as an operator on PX 

satisfying the following axioms: 

(TO) cls{x} n clsA ~ 0 implies x E clsA (Symmetry-Axiom). 

(TI) cls!il = 0. 
(T2) A c clsA. 

(T3) A c B implies clsA c clsB. 

Vice versa any operator on PX satisfying these axioms can be obtained 

in this way. 

If (X,s) is a quasi-N-space then cls satisfies in addition the axiom: 

(T4) cls(AuB) = clsA u clsB (Infinity-Axiom). 

If (X,s) is an N-space then clF, satisfies in addition the axiom: 

(TS) cls(clsA) = clsA. 

Thus any nearness structure s on X induces on X a symmetric, topologi­

cal closure operator. The topological space (X,cls) will be called the 
underlaying topological space of (X,s). The relations between (X,F,) and 

(X,cls) will be studied in greater detail in section 4. 
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(3) If (X,~) is a nearness space then the relation o on PX defined by 

A o B <=;> {A,B} E ~ 

is a Lodato-proximity [52] on X, i.e. it satisfies 

(PO) A 8 B implies B o A. 

(PI) A c B and A o c imply B o c. 
(P2) A n B = f<l implies A o B. 

(P3) A o B implies A # 0. 
(P4) A 0 (BuC) implies A o B or A o C. 

(PS) A o B a:nd B c cl 0C imply A o c, where cl 0C = {x E X I {x} o C}. 

One might call o the underlying Lodato proximity structure on X. This 

will not be studied in this treatise. Instead, the collection ~f con­

sisting of all finite elements A= {A1, .•• ,An} of~. will play an im­

portant role in our study. If we modify the axioms (Ni) by requiring 

all collections A, B in question to be finite then ~f obviously satis­

fies the modified axioms, thus forming what has been called by IVANOVA 

& IVANOV [46] ,a contiguity structure on X. Hence (X,~f) will be called 

the underlying contiguity space of (X,~). The relations between (X,~) 

and (X,~f) will be studied in greater detail in section 4. 

3. FARNESS, UNIFORM COVERS, MEROTOPIES 

In this section we will associate with any prenearness structure ~ on 

a set X the following three structures on X: 

(!) ~ c P2X 
' 

containing all "collections which are far". 

(2) µ c P2X 
' 

containing all "uniform covers" of X. 

(3) 2 containing "collections which have arbitrary small members". y c P X, all 

The crucial point is that any of these structures inherit all the informa­

tion contained in S• In other words; s can be recovered from each of the 

structures ~. µ and y. So, instead of axiomatizing the concept of "collec­

tions.which are near" we could have axiomatized any of the three other con­

cepts mentioned above. All four concepts are logically equivalent, and 

through suitable axiomatization give rise to isomorphic categories. We will 

formulate the corresponding axiomatizations below and in this way connect 

our work with the work of Z. FROLIK [21] and J.R. ISBELL [44] on quasi-
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uniform spaces and of M. KAT~TOV [48] on merotopic spaces. 

We have chosen the nearness concept as our starting point, first be­

cause when we started our work we were not aware of the equivalences men­

tioned above, second because we feel that the nearness concept has a 

greater intuitive appeal than any of the others and that one can handle it 

in a simpler and more direct way in most cases (an exception being e.g. the 

embedding of Un,[6 in Nea.Jt). Even though many readers will be more familiar 

thinking in terms of covers they will soon find that thinking in terms of 

nearness is more convenient in many cases. It may also be worth mentioning 

that P. CAMERON, J.G. HOCKING & S.A. NAIMPALLY [8] advocate very convin­

cingly to teach topology using "nearness" as basic concept (topology = 

= nearness between points and sets, proximity = nearness between paired 

sets, contiguity = nearness of finite collections of sets, nearness = 
=nearness of arbitrary collections of sets). 

3.1. DEFINITIONS. Lets be a (pre-, quasi-) nearness structure on X. Then 

(I) ~ = P2X - s is called the (pre-, quasi-) farness structure induced on X 

by s; 
(2) µ = µs {A c PX I {X-A I A E A} E ~} is called the (pre-, quasi-) 

covering structure induced on x by s; 

(3) y = ys = {A c PX I VB E µ B n stack A ¥ 0} is called the (pre-, quasi-) 

merotopic structure induced on X by S• 

3.2. PROPOSITIONS. Let s be a prenearness structure on X and let s3 µ and y 

be the associated structures. Then 

(I) s, ~. µ and y are subsets of P2x. 
(2) If A~ B then A E s(~,Y resp.) iff BE s(~,y resp.). 

(3) A E s iff sec A E y. 

(4) A E y iff sec A E 

(5) A E ~ iff {X-A 

(6) A E µ iff VB E 

(7) A E s iff VB E 

(8) A E µ iff VB E 

(9) A E y iff VB E 

(JO) A E s iff VB E 

(II) Equivalent are: 

(a) x E clsA. 

s 

µ 

y 

s 

y 

s. 

A E A} E µ. 

A n sec B -F 0. 
B n sec A¥ (il. 

A n stack B ¥ (11. 

3A E A 3B E B A n B 0. 
3A E A 3B E B A n B 0. 
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(b) sec{A,{x}} € y. 

(c) {X-A, X-{x}} i µ. 

(12) Equivalent are: 

(a) x E int~A, i.e. x i cl~(X-A). 
(b) sec{X-A,{x}} i y. 

(c) {A, X-{x}} € µ. 

(13) If f: (X,~) + (Y,n) is a map between pre-N-spaces then the following 
conditions are equivalent: 

(a) A E ~ => fA E n. 
- -! -

(b) B € n => f B € ~. 

(c) A E y~ => fA E yn. 

(d) B € µs "*' f- 1B E µs. 

3.3. DIAGRAM. 

AEy-VB € µ 

(I) s consists of all "collections 

s consists of all "collections 

y consists of all "collections 

A n stack A 1' 0. 

which are near". 

which are far". 

which contain arbitrary 
µ consists of all "uniform covers". 

small members". 



(2) For a function f the following conditions are equivalent: 

(a) f preserves nearness. 

(b) f preserves smallness. 

(c) f-I preserves farness. 
-I 

(d) f preserves uniform covers. 
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Having established the equivalence of the concepts of nearness, farness, 

smallness and uniform covers it poses no difficulty to formulate axiomati­

zations for the latter three concepts which correspond to the one given for 

the nearness concept. We arrange the axioms in such a way that the first 

three always correspond to prenearness structures, the first four to quasi­

nearness structures, and all five to nearness structures. 

2 3.4. AxIOMS FOR "FARNESS". Let t; be a subset of p X: 

(FI) if A < B a:nd A E € then B E t;. 

(F2) if A E € then nA 0. 
(F3) 0 f € f P2X. 

(F4) if A E € a:nd B E t; then (AvB) E t;. 

(F5) if A E €then {cl A I A EA} E ~.where cl A= {x EX I {A,{x}} </- ~}. 

2 3.5. AxIOMS FOR "SMALLNESS". Let y be a subset of p X: 

(SI) if A <Band A E y then B E y. 

(S2) Vx EX {{x}} E y. 

(S3) 0 f y f P2X. 

(S4) if (AuB) E y then A E y or B E y. 

(S5) sec{cl A I A EA} E y =*'sec A E y, where cl A= {xEX J sec{A,{x}} EYL 

2 3 . 6 . AxIOMS FOR "UNIFORM COVERS" • Let µ be a subset 0 f p x: 

(U l ) if A /. B and A E µ then B E µ • 

(U2) if A E µ then UA X. 
2 (U3) 0 ~ µ f P X. 

(U4) if A E µ and B E µ then (AAB) E µ. 

(US) if A E µthen {int A J A EA} E µwith int A= {x EX [ {A,X- {x}} E µ}, µ µ 

As an immediate consequence we obtain the following result: 

3.7. THEOREM. The following categories are pairwise isomorphic (as concrete 
categories) : 
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(a) the category Q-NeaJL of quasi-N-spaces and N-maps; 
(b) the category of quasiuniform spaces and uniformly continuous maps for 

the sense of J.R. ISBELL [44]; 

(c) the category of merotopic spaces and merotopic maps in the sense of 
v 

M. KATETOV [48]. 

4. EXAMPLES: TOPOLOGICAL, CONTIGUAL, UNIFORM AND PROXIMAL N-SPACES 

4.1. PROPOSITION. If (X,s) is an N-space then: 

(I) if n{clsA I A E A} f 0 then A E s· 

(2) if A converges then A E y. 

(3) if A E µ then X = U{int A I A E A}. 
µ 

4.2. PROPOSITION. If (X,s) is an N-space then the following conditions are 
equi va len-t : 

(T) if A E 

(T') if A E 

(T") if X 

s then n{clsA I A E A} f 0. 
y then A converges. 

U{int A I A E A} then A E µ. 
µ 

4.3. DEFINITION. An N-space is called a topological N-space iff it satis­
fies the condition (T) above. The full subcategory of Newt whose objects 

are the topological N-spaces is denoted by T-NeaJL. 

4.4. THEOREM. If (X,cl) is a topological space *) then 

s = {A c PX I n{cl A I A E A} f 0} 

is a topological N-structure on X with cls = cl. The map cl .....,. s induces an 

isomorphism from the category Top of all topological spaces and continu­
ous maps onto the category T-NeM of aU topological N-spaces and N-maps. 

4.5. REMARl(. By means of the above isomorphism cl ~ s we can identify 
Top and T-NeaJL and can consider Top as a full subcategory of NeaJL. 

*) In thi's · 11 1 · 1 d b · treatise a topo ogica spaces are assume to e symmetric, 
i.e. to satisfy the condition x E cl{y} '* y E cl{x}. 
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4.6. THEOREM. T-Nea.J1. is a bicoreflective subcategory of Nea.J1.. For any near­
ness structure s on X the set 

st = {A c PX I n{clsA I A E A} ~ 0} 

is a topological nearness structure on X with cls 
t 

is the T-Nervi-coreflection of (X,s). 

cls' and the map 

4.7. REMARK. The coreflector T: Nervi + T-Nea.J1. can be considered as a 
"forgetful" functor associating with any N-space (X,S) its "underlying" 

topological space (X,st) ~ (X,cls). 

4.8. PROPOSITION. If (X,s) is an N-space then the following conditions are 
equivalent: 

(C) if every finite subset of A belongs to s then A belongs to s. 
(C') if A E s then there exists a finite subset B of A with BE s. 
(C") if A E µ then there exists a finite subset B of A with B E µ. 

4.9. DEFINITION. An N-space is called a contigual N-space iff it satisfies 
the condition (C) above. The full subcategory of Nea.J1. whose objects are the 
contigual N-spaces is denoted by C-Nervi. 

4.10. THEOREM. If (X,n) is a contiguity space then 

s = {Ac PX I VB c A (B finite=> BE n)} 

is a contigual N-structure on X with sf = {A E s I A finite} = n. The map 
n ~· s induces an isomorphism from the category Cont of all contiguity 
spaces and contiguity preserving maps (V.M. IVANOVA & A.A. IVANOV [46]) 
onto the category C-Nervi of all contigual N-spaces and N-maps. 

4.11. REMARK. By means of the above isomorphism n ~ s we can identify 
Cont and C-Nervi and can consider Cont as a full subcategory of Neevr.. 

4.12. THEOREM. C-Nervi is a bireflective subcategory of Neevr.. For any near­
ness structure s on X the set 

s = {Ac PX I VB c A CB finite=> B E s)} c 



78 

is a contigual neal"ness stPUcture on X with (sc)f sf' and the map 

is the C-NeaJt-reflection of (X,s). 

4.13. REMARK. The reflector C: NeaJt + C-NeaJt can be considered as a 
"forgetful" functor associating with any N-space (X,0 its "underlying" 

contiguity space (X,sc) ~ (X,sf). 

4. l4. PROPOSITION. If (X,0 is an N-space -then the following conditions are 
equivalent: 

(U) if A E s then there exists B E s such that for each B E B there exists 
A EA with Ac n{c E B I c u B # X}. 

(U') if A E ~ then there exists B E s such that for each x E X there exists 
A E A with A c n{B i B I x E B}. 

(U") if A E µ then there exists B E µ such that for each B E B there exists 
A E A with U{C E B J B n C f Q!} c A, i.e. every unifoY'm cover has a 
unifoY'/71 star-refinement. 

4.15. DEFINITION. An N-space is called a uniform N-space iff it satisfies 
the condition (U) above. The full subcategory of NeaJt whose objects 

are the uniform N-spaces is denoted by U-NeaJt. 

4.16. THEOREM. If (X,µ) is a unifoY'/71 space then 

s {A c PX I VB E 11 B n sec A 1' Q!} 

is a unifoY'/71 N-stPUcture on X with µs = µ, The map µ ~ s induces an iso­
morphism from the category Uni,6 of uniform spaces and unifoY'mly continuous 
maps onto the category U-NeaJt of all unifoY'/71 N-spaces and N-maps. 

4.17. REMARK. By means of the above isomorphismµ~ s we can identify 

Uni,6 and U-Ne.aJL and can consider Un,{,6 as a full subcategory of NeaJt. 

4.18. THEOREM. U-NeaJt is a bireflective subcategory of NeaJt. For any near­
ness structure s on X with the corresponding cover stPUcture µ, the set µu 

consisting of aZZ A E µ for which there exists a sequence 
... B3-< * B2 -< * B1 -\ * B of star-refinements in µ is a unifoY'/71 structure on 

X. The corresponding nearness structure su is a unifoY'm nearness structure 
on X, and the map 



is the U-NeaJL-reflection of (X,s). 

4.19. REMARK. The reflector U: NeaJL + U-NeaJL can be considered as a 
"forgetful" functor associating with any N-space (X,s) its "underlying" 
uniform space (X,s ) ru (X,µ ). 

u u 
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4.20. NOI'ATIONAL CONVENTIONS. From now on we will make the following iden­
tifications which are justified by the above remarks: 

T-NeaJL = Top 

C-NeaJL Cont 

U-NeaJL = Unl6 

T: NeaJL + Top topological coreflector 

C: NeaJL + Cont contigual reflector 

U: NeaJL + Unl6 uniform reflector. 

4.21. THEOREM· A nearness space is 

(I) topological a:nd contigual iff it is a compact topological space. 
(2) topological a:nd uniform iff it is a paracompact topological space. 
(3) uniform and contigual iff it is a totally bounded (= precompact) uni­

form space. 

Since the category of all totally bounded uniform spaces and uniformly 
continuous maps is isomorphic to the category P4ox of all proximity spaces 
and c-maps the following definitions are justified: 

4.22, DEFINITIONS. An N-space is called 

( l) compact iff it is topological and contigual; 
(2) paracompact iff it is topological and uniform; 
(3) proximal iff it is contigual and uniform. 

The full subcategory of NeaJL whose objects are the proximal N-spaces will 
be denoted by P4-NeaJt. 

4.23. THEOREM. 

(I) The categories P4-NeaJL and P~ox are isomorphic (a:nd will from now on be 

identified). 
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(2) P4ox is a bireflective subcategory of Nea.Ji. If (X,s) is an N-space 3 

(X,s ) is the uniform reflection of (X,s) and (X,s ) is the contigual u ~ 

reflection of (X,s ) then s = s is a proximal nearness structure on U p UC 
X, o:nd the map 

is the P4ox-reflection of (X,t;). 

4.24. REMARK. Whereas usually uniform spaces and topological spaces are 
treated in a non-symmetric way and it is commonly believed that uniform 
spaces are richer in structure than topological spaces, in the realm of 
nearness structures it becomes quite apparent that the relation between 
uniform and topological structures is completely symmetric. 

The "forgetful" functor Uni6 ->- Top is the domain-restriction of the 
topological coreflector T: NeaJr. ->- Top. Its counterpart, the domain-restric­
tion of the uniform reflector U: Neatt ->- Uni6, is precisely the "fine" func­
tor Top->- Uni6. It can equally well be considered as a "forgetful" functor 
from Top to Uni£. 

A topological space (X,0 is "uniformizable" (= completely regular) 
iff there exists a uniform structure n on X with s = nt' equivalently iff 
t; "' t;ut' Likewise a uniform space (X,t;) could be called "topologizable" 
(= fine) iff there exists a topological structure n on X with t; = nu' equi­
valently iff t; = t;tu' 

The "uniformizable" reflection of a topological space (X,0 is just 

The "topologizable" coreflection of a uniform space (X,t;) is just 

lX: (X,t; } ->- (X,t;) • tu 

Suitable restrictions of T: Neall. ->- Top and U: Neall. ->- Uni6 provide isomor­
phisms between 

(a) the category of "uniformizable" (= completely regular) topological 
spaces and continuous maps; 

(b) the category of "topologizable" (= fine) uniform spaces and uniformly 
continuous maps. 

Similar relations hold for any pair of full subcategories of Neo.JI., one 
being bireflective the other being bicoreflective in NeaJr.. Cf. A.II and the 



paper [66] by P.L. SHARMA and W.N. HUNSAKER. 

5. CLUSTERS, CLANS AND FILTERS 

This section, being of a more technical nature, provides some useful 

terminology, especially for the study of completions. 

5.1. DEFINITIONS. Let (X,f,) be an N-space. A non-empty subset A of PX is 

called: 
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(I) a f,-a7,uster -shortly: a aluster- iff A is a maximal element of the set 

f,, ordered by inclusion. 

(2) a y-aocluster -shortly: a cocluster- iff A is a minimal element of the 

set {B E y I B = stack B}, ordered by inclusion. 

(3) a f,-alan iff A is a grill and A € f,. 

(4) a y-filter -or Cauchy filter- if A is a filter and A E y. 

The proof of the next proposition follows immediately from the obser­

vation that the sec-operator induces an order-reversing bijection on the 

set SX of all stacks in X and from the next lennn.a. 

5.2. LEMMA 

(I) If A is a filter in X then Ac sec A. 
(2) If A is a alan in X then sec A c A. 

5.3. PROPOSITION. Let (X,f,) be an N-space. For non-empty stacks A in X the 

following implications hold: 

A is a f,-aluster = sec A is a y-cocluster 

u ~ 
A is a ma.ximal [,-clan = sec A is a minimal y-filter 

~ u 
A is a r::,-clan = sec A is a y-filter 

A 
~ A 

~ 
E f, n Y = sec E y n s 
~ ~ 

A E f, = sec A € y 

5.4. REMARKS 

(I) (D. HARRIS [29]) The y-co:clusters are precisely the "round" Cauchy fil­

ters, i.e. the y-filters F satisfying the condition: 

VF E F 38 E µ U(Fn8) c F. 
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(2) In general none of the above arrows ! can be reversed. But under very 
mild conditions the maximal t;-clans are precisely the t;-clusters and 
the minimal y-filters are precisely the y-coclusters. Cf. 5.5(2) and 
J0.4. 

5.5. ExAMPLES 

(I) If (X,t;) is an N-space and x EX then 

(a) t;(x) = {A E X I x E clt;A} is a t;-cluster. 
(b) the neighbourhoodfilter U(x) of x is a y-cocluster. 

(2) If (X,t;) is uniform or contigual or topological then A is a maximal 
t;-clan iff it is a t;-cluster and B is a minimal y-filter iff it is a 
y-cocluster. 

(3) If (X,t;) is topological then the t;-clusters are precisely the collec­
tions t;(x) and the t;-coclusters are precisely the neighbourhoodfilters 
U(x). 

(4) If (X,t;) is topological then A E s n y iff A has an adherencepoint and 
a convergencepoint. It may happen that there is no point which is si­
multaneously an adherencepoint and a convergencepoint. 

(5) If (X,t;) is contigual then every A E t; is contained in some t;-cluster, 
every B E y is corefined by some y-cocluster and every y-filter contains 
some y-cocluster. 

Chapter II. THE CATEGORIES P-NeaJL, Q-NeaJL AND NeaJL 

Before we turn our attention to the "topological" properties of NeM 
we investigate the basic categorical properties of NeaJL and the larger 
categories P-NeM and Q-NeaJL. Most of the results follow immediately from 
the theory developed in Appendix A. 

6. P-NeaJL 

6.1. DEFINITION. For any set X, the nearness structure defined by 

(l) t; = {Ac PX J nA ~ 0} is called the discrete nearness structure on X 
and (X,t;) is called the discrete nearness space with underlying set X. 
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(2) s = {A c PX I ~ i A} is called the indiscrete nearness structure on X 

and (X,s) is called the indiscrete nearness space with underlying set X. 

6.2. PROPOSITION. For a:ny set X, the set of all prenearness structures on 
X, ordered by inclusion, is a complete lattice. Especially: 

(1) the discrete nearness structure on X is the smallest element; 
(2) the indiscrete nearness structure on X is the largest element; 
(3) if n is a non-empty set of prenearness structures on X then: 

inf n nn 
sup n un. 

6.3. PROPOSITION. If X is a set, (Y.,n.). I is a family of pre-N-spaces 
l. l. l.E -I 

and (f.: X + Y.). 1 is a family of maps then s = n{f. (n.) I i EI} is a 
l. l. l.E l. l. 

prenearness structure on X, initial with respect to (X,(f.). 1 ,(Y.,n.). 1). 
l. l.E l. l. l.E 

6.4. THEOREM. P-NeaJL is a property fibred topological category. 

6.5. REMARK. Because of 6.4 all results of Appendix A are applicable. Final 

structures can be described in the following way: if Y is a set, (X.,s.) is 
l. l. 

a family of pre-N-spaces, and (f;: X. + Y). I is a family of maps then 
~ l. l.E 

n = {8 c PY I nB ~ 0} u U{f.(s.) I i EI} is a prenearness structure on Y, 
1 1 

final with respect to ((X.,s.). 1,(f.). 1 ,Y). 
l. l. l.E l. l.E 

7. Q-Ne.aJL 

7.J. DEFINITION. Ifs is a prenearness structure on X then s denotes the 
q 

collection of all A c PX such that there do not exist finitely many ele-

ments A1,A2 , ... ,An of~ with A1 v A2 v ••• v An< A. 

7.2. PROPOSITION. Q-Ne.aJL is bicoreflective in P-Ne.aJt. For a:ny pre-N-spaee 
(X,s) the map Ix: (X,sq) + (X,s) is the Q-Ne.aJt-coreflection of (X,s). 

7.3. THEOREM. Q-Ne.a!t is a properly fibred topological category. 

7 .4. REMARIC Because of 7 .3 all results of Appendix A are applicable. Ini­

tial and final structures in Q-NeaJt can be described as follows: 
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(I) if X is a set, (Y.,n.). 1 is a family of quasi-N-spaces, and 
1 1 1€ . -1 

(f.: X + Y.). 1 is a family of maps then s = (n{f. (n.) I i e I}) is 
1 1 1€ l. l q 

a quasinearness structure on X, initial with respect to 

(X,(f.). 1 ,(Y.,n.). 1). 
l. 1€ 1 1 1€ 

(2) especially, if f: X + Y is a map and n is a quasinearness structure on 

Y then s = f- 1(n) i§ a quasinearness structure on X, initial with re­

spect to (X,f,(Y,n)). 

(3) if Y is a set, (X.,s.). 1 is a family of quasi-N-spaces and 
1 1 1€ 

(f.: X. + Y). 1 is a family of maps then n = {B c PY I nB + !il} u 1 1 1€ 

u U{f.(s.) I i e I} is a quasinearness structure on Y, final with re-
1 l. 

spect to ((X.,s.). 1 ,(f.). 1 ,Y). 
1 1 1€ l 1€ 

(4) especially, if f: X + Y is a surjective map and s is a quasinearness 

structure on X then n = f(s) is a quasinearness structure on Y, final 

with respect to ((X,s),f,Y). 

7.5. PROPOSITION. Q-Necvi is a sUbcategory of P-NeaJL containing all discrete 
spaces and all indiscrete spaces and being closed under the formation of 
subobjects, quotientobjects and coproducts in P-NeaJL. 

8. NeaJL 

8.1. THEOREM. NeaJL is bireflective in Q-NeaJL. 

PROOF. Let (X,s) be a quasi-N-space. By transfinite induction define opera-

tors cla en PX: 

(I) cloA =A 
a+I a a (2) cl A= {x E x {cl A,cl {x}} E s} 

(3) cl A= U{claA I a < S} if S is a limit ordinal. 

If cl A= U{claA I a ordinal} then cl is the smallest operator on PX satis­
fying the following conditions: 

(Tl) cl !il = 0, 
(T2) A c cl A, 

(T3) 

(T4) 

(T5) 

cl(AuB) = cl A u cl B, 
2 cl A = cl A, 

if {cl A,cl{x}} e s then x e cl A. 
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This implies that ; = {A c PX I {cl A I A E A} E ;} is a nearness struc­
n 

ture on X with cl = cl; • 
n 

To show that 1 : (X,;) + (X,;) is the NeaJL-reflection of (X,;), consider X n 
an N-space (Y,n) and an N-map f: (X,;) + (Y,n). The operator elf, defined 

on PX by clfA = f- 1[cln(fA)], satisfies (Tl)-(TS). Hence cl Ac clfA for 

each A c X. Therefore the following implications hold: 

A E ;n .,. {cl A I A E A} E ; .,. {clfA I A E A} E ; .. 

.,. {f-1[cl (fA)J I A E A} E ; .. {cl (fA) I A E A} E n .. fA E n. 
n n 

Hence f: (X,;n) + (Y,n) is an N-map. 0 

8.2. DEFINITION. The Ne.aJL-Peflection of a quasi-N-space (X,;) will be 

denoted by IX: (X,;) + (X,;n). 

8.3. THEOREM. NeaJt is a pPoperly fibred topological category. 

8.4. REMARK. Because of 8.3 all results of Appendix A are applicable. Ini­

tial and final structures in NeaJt can be described as follows: 

(I) if X is a set, (Y.,n.). I is a family of N-spaces, and (f.: X + Y.). I 
1 1 1€ -1 1 1 1€ 

is a family of maps then ; = (n{f. (n.) I i E I}) is a nearness struc-
1 1 q 

tu~e on X, initial with respect to (X,(f.). 1 ,(Y.,n.). 1 ). 
1 1€ 1 1 1€ 

(2) especially, if f: X + Y is a map and n is a nearness structure on Y 

then;= f- 1(n) is a nearness structure on X, initial with respect to 

(X,f,(Y,n)). 

(3) if Y is a set, (X.,;.). I is a family of N-spaces, and (f.: X. + Y). I 
1 1 1€ 1 1 1€ 

is a family of maps then n = ({B c PY I nB ~ 0} u U{f.(;.) I i E I}) 
1 1 n 

is a nearness structure on Y, final with respect to 

ccx.,;.>. 1,(£.). 1,Y). 
1 1 1€ 1 1€ 

(4) especially, if f: X + Y is a surjective map and ; is a nearness struc­

ture on X then n = (f(;)) is a nearness structure on Y, final with 
n 

respect to ((X,;),f,Y). 

8.5. PROPOSITION. NeaJL is a subcategory of Q-Nea!t containing all discrete 

spaces and all indiscrete spaces and being closed under the formation of 
subobjects, products and coproducts in Q-Nea!t. 

8.6. PROPOSITION. An isomol'phism-closed full subcategory ~of NeaJt is bi­

reflective in Ne.aJL iff it satisfies the following conditions: 
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(1) a:ny indiscrete space belongs to!::_, 
-I (2) if f: X ->- Y is a map and (Y,n) belongs to!::_ then (X,f (n)) belongs to!::_, 

(3) if{;. i E I} is a non-empty family of !::_-structures on a set X then l. 

inf{;. I i E I} = (n{;. I i E I}) is a:n A-structure on X. l. 1 q 

CHAPTER III. SEPARATION AXIOMS 

9. NI-SPACES 

9.l. PROPOSITION. If (X,s) is a pre-N-space and if y a:nd µare the asso­
ciated structures then the following conditions are equivalent: 

(I) if {{x},{y}} E s then x = y. 

(2) if {{x,y}} E y then x = y. 

(3) if x 1 y then {X-{x},X-{y}} E µ. 

9.2. DEFINITION. A (pre-,quasi-) N-space is called a (pre-,quasi-) NI-space 
iff it satisfies the above conditions. 

9.3. PROPOSITION. An N-space (X,;) is an NI-space iff the underlying topo­
logical space (X,st) is a TI-space. 

9.4. PROPOSITION. The full subcategory Ne<VL-1 of Ne<VL whose objects are the 
NI-spaces is epireflective in Ne<VL. It is closed under the formation of 
subobjeats, products a:nd coproducts in Ne<VL and contains all discrete 
spaces. 

9.5. REMARKS 

(I) Ne<Vi-1 is properly fibred but not topological. If X is a set, 
(Y.,n.). I is a family of NI-spaces and (f.: X + Y.). I is a family of 1 1 1E 1 1 1E 
maps then the following conditions are equivalent: 
(a) there exists an NI-structure on X, initial with respect to 

(X,(f.). I,(Y.,n.). I) in Ne<Vt-7. 1 1E 1 1 1E 
(b) if s is the N-structure on X, initial with respect to 

(c) 

But 

(X,(f.). I,(Y., n.). I) in Ne<VL then (X,s) is an NI-space. l. l.E l. l. l.E 

the family (f.). I separates points. 
l. l.E 

Ne<Vi-1 is relatively topological in the sense of [Al3] 
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(2) A nearness space is topological (contigual, uniform, proximal) iff its 

NI-reflection has the corresponding property. 

10. SEPARATED N-SPACES AND N2-SPACES 

10.1. DEFINITION. If Ac PX and~ c P2X then ~(A)= {Ac X I ({A}uA) E ~}. 

10.2. DEFINITION. A pre-N-space (X,~) is called separated iff A E ~ n y 

implies ~(A) E ~. A (pre-,quasi-) N-space is called a (pre-,quasi) N2-spaae 

iff it is a separated (pre-,quasi-) NI-space. 

10.3. PROPOSITION. 

(1) A topological N-spaae is separated iff it satisfies the axiom HO of 

K. CSASZAR [16]. 

(2) A topologiaal N-space is an N2-space iff it is a Hausdorff space. 

(3) For any N2-space (resp. separated N-space) (X,~) the underlying topo­

Zogiaal space (x,;t) is a Hausdorff space (resp. an HO-spaae). 

(4) Every uniform N-spaae is separated. 

10.4. PROPOSITION. If (X,~) is a separated N-spaae and A is a stack in x, 
then the following aonditions are equivalent: 

(l) A is a ~-aluster. 

(2) A is a maximal ~-alan. 

(3) sec A is a minimal y-filter. 

(4) sec A is a y-cocluster. 

10.5. PROPOSITION. If (X,~) is a separated N-spaae then the following hold: 

(I) if A E ; n y (espeaially if A is a ~-clan) then there exists a unique 

;-cluster containing A, namely ;(A). 
(2) if A E ; n y (espeaially if A is a y-filter) then there exists a unique 

minimal y-filter contained in stack A, namely 
{Ac X I ({X-A} u sec A) g ;} = sec ;(sec A). 

10.6. REMARK. The full subcategory Ne.aJL-2 of Neall. whose objects are the 

N2-spaces contains all discrete N-spaces and is closed under the formation 

of subobjects and coproducts in Neall. but not under the formation of quo­

tients or products. 
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II. REGULAR N-SPACES AND N3-SPACES 

In this section one of the most important concepts of the theory of 
nearness structures will be introduced, the concept of regular N-structures 
and N3-structures. These structures are equivalent (in the sense of section 
3) to the semi-uniform structures (resp. the regular T-uniformities) of 
A.K. STEINER & E.F. STEINER [70] (resp. K. MORITA [55]). Especially the 
category Necvr.-3, defined below, and the category of semi-uniform spaces and 
uniformly continuous maps are isomorphic. Several of the results in [35,36] 
concerning regular NI-spaces have been obtained independently in the realm 
of semi-uniform spaces (resp. regular T-uniform spaces) by the above men­
tioned authors (cf. espec. 14.5, 15 ... 6(2), 15.10(1), 16.9(2), 16.!0(d)), 

11.l. DEFINITION. If (X,s) is a pre-N-space, Ac PX, Ac X and B c X then: 

(I) A <s B iff the following equivalent conditions hold: 

(a) {A,X-B} E ~. 

(b) {X-A,B} E µ. 

(c) there exists B E µ with star(A,B) c B. 

(2) A(<s) = {B c x I 3A EA A <s B}. 

11.2. LEMMA. If (X,s) is a pre-N-spaee and A c PX ·then sec(A(<s)) 
= {B c x I VA E A fA,B} E sL 

11.3. PROPOSITION. If (X,s) is a p:r>e-N-spaee then the following conditions 
are equivalent: 

(I) if A(<s) E S then A E S• 

(2) if A E y then A( <s) E Y• 
(3) if A E µ then {B c x 3A E A B <s A} E µ. 

(4) A E µ iff VB E y 3A E A 3B E B B < A. 
s 

(5) B E y iff VA E µ 3A E A 3B E B B < A. 
s 

(6) A E y iff {B c x VA E A {A,B} E S} E s· 
(7) A E s iff {B c x VA E A {A,B} E S} E Y• 

11.4. DEFINITION. A pre-N-space is called regula:r> iff it satisfies the 
above conditions. A (pre-,quasi-) N-space is called a (pre-,quasi-) N3-
spaee iff it is a regular (pre-,quasi-) NI-space. 
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11.5. PROPOSITION 

(I) A topological N-space is regular as N-space iff it is regular as topo­

Zogica l space. 

(2) A topological N-space is an N3-space iff it is a T3-space. 

(3) For a:ny N3-space (respectively regular N-space) (X,t;) the underlying 

topological space (X,t;t) is a T3-space (resp. regular space). 

(4) Every uniform N-space is regular. 

(5) Every regular N-space is separated. 

(6) Every regular quasi-N-space is an N-space. 

11.6. PROPOSITION. If (X,t;) is a regular N-space and A EE; n y then 

(I) sec(t;(A)) = A(<t;), 

(2) sec(A(<t;)) = t;(A), 

(3) t;(A) = {B c X I VA E A {A,B} E t;} is the unique £;-cluster containing A, 

(4) (sec A)(<t;) is the unique minimal y-filter contained in A, 

(5) if A is a y-filter then A(<E;) is the unique minimal y-filter contained 

in A. 

11.7. REMARK. 11.6(5) is not true for separated spaces. E.g. if (X,t;) is a 

non-regular Hausdorf f topological space and if A is a non-regular neigh­

bourhoodfil ter of a point x, then A is a minimal y-filter but A 1' A(<t;). 

11.8. PROPOSITION. If (X,E;) is a regular N-space, x € X, and Ac x .then 

(I) equivalent are: 

(a) {x} <s A, 

(b) 3B {x} < B < A. 
s s 

(2) equivalent are: 

(a) x r/. clsA' 
(b) 3U c x 3V c x ( {x} < UandA< t; V and U n V 0), 

E; 
(c) 3U c x 3V c x ( {x} <E; U and A <E; v and {U,V} E ~). 

l l • 9. THEOREM. The fuU subcategory R-Ne.OJt of Ne.AA whose objects ar•e the 

regular N-spaces is bireflective in Ne.cvt. 

PROOF. The theorem follows from 8.6 as demonstrated in [35]. A constructive 

proof is the following. Let (X,t;) be an N-space. Define by transfinite induc­

tion quasinear structures t;a on X as follows: 

(I) so = t;' 

(2) t;a+I ={Ac PX I {B c x I 3A EA cl. A< B} € sc.}, 
t;a sa ~ 
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(3) s 6 = U{sa I a < S} for any limit ordinal s. 
Then s = U{sa I a ordinal} is a regular N-structure on X and r 
Ix: (X,s) + (X,sr) is the regular reflection of (X,s). D 

11.10. DEFINITION. The reguZar refZection of an N-space (X,s) will be de­
noted by JX: (X,s) + (X,sr). 

II.It. COROLLARY. R-NeaJt is a properly fibred topoZogicaZ category. 

11.12. COROLLARY. The fuZZ subcategory NeaJt-3 of NeaJt whose objects are the 
N3-spaces is epirefZective in NeaJt. The refZection is the composition of 
the reguZar refZection wi'th the Nl-refZection. 

11 . 13. PROPOSITION. R-NeaJi contains aZZ discrete and aZZ indiscrete 
N-spaces and is cZosed under the formation of subobjects, products and co­
products in NeaJt. 

12. UNIFORM AND NORMAL N-SPACES 

Uniform N-spaces have already been defined and studied in section 4. 
In this section we will show that uniformity implies some strong normality 
conditions. 

12.1. PROPOSITION. For any pre-N-space the foZlowing conditions are equi­
vaZent: 

(I) if A E s then there exists a function f: A-+ PX such that 
(a) A <s fA for each A E A, and 

(2) 

(b) { fA I A E A} E ~ • 

if A E y then there exists 

(a) A <s fA for each A E A, 

(b) {fA I A E A} E y. 

a func-tion f: A-+ PX such that 

and 

(3) if A E µ then there exists a function f: A + PX such that 
(a) fA < A, and s 
(b) {fA I A E A} E µ. 

12.2. DEFINITION. A (pre-, quasi-) N-space is called weakZy normal iff it 
satisfies the above conditions. 
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12.3. PROPOSITION. For any pre-N-space (X,~) the following aonditions are 

equivalent: 

(I) if A E ~ then there exists a function f: A-+ PX satisfying the follow­

ing conditions: 

(a) A <~ fA for eaah A E A, 
(b) {fA I A € A} € ~. 

(c) B u {X - n{fB I BE B}} E ~for any B c A. 
(2) if A E µ then there exists a function f: A -+ PX satisfying the follow­

ing conditions: 

(a) fA <~ A for each A E A, 

(b) {fA I A c A} € µ, 

(c) B u {X - U{fB I BE B}} E µfor any B c A. 

12.4. DEFINITION. A (pre-, quasi-) N-space is called no'l'mal iff it satis­

fies the above conditions. 

12.5. PROPOSITION. For any pre-N-spaae (X,~) each of the following condi­

tions implies all subsequent ones: 

(I) ex.~) is uniform, 
(2) (X,~) is normal, 
(3) (X,~) is wedkly normal, 
(4) (X,~) is re.gular, 
(5) (X,0 is separated. 

12.6. PROPOSITION. For any topological N-space (X,~) the following condi­

tions are equivalent: 

(I) (X,~) is uniform, 

(2) (X,0 is normal as N-space, 

(3) (X,~) is paracorrrpact. 

PROOF. The equivalence of (I) and (3) has been proved by A.H. STONE [74], 

the equivalence of (2) and (3) by E. MICHAEL [53]. 0 

12.7. THEOREM. UvU.6 is a properly fibred topological category. 

12.8. PROPOSITION. U-NeaJt is a full subcategory of NeaJL, containing all 

discrete and all indiscrete N-spaces and being closed under the fo!'l7lation 

of subojects, products and coproducts in Ne.aJt. 
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Chapter IV. COMPLETENESS, COMPLETIONS AND EXTENSIONS 

The diagram in 5.3 suggests five possibilities to define completeness 
by requiring that every ~-cluster (maximal ~-clan, ~-clan, A E s n y, A E s 
respectively) has an adherencepoint, or equivalently that every y-cocluster 
(minimal y-filter, y-filter, A E y n s, A E y respectively) converges. It 
turns out that for any separated space all of these concepts, except the 
strongest one, coincide. The strongest form of completeness is just topol-
ogy. 

13. TOPOLOGICAL AND SUBTOPOLOGICAL N-SPACES 

Topological N-spaces have already been defined in section 4 and it has 
been shown that 

(I) the categories Top and T-Nea!t are isomorphic. 

(2) T-Nea!t is a bicoreflective subcategory of Nea!t; the topological core­

flection (X,st) of an N-space (X,s) is usually called the underlying 
topological space (or topological N-space) of (X,s). 

13.1. THEOREM. Top is a properly fibred topological category. 

13.2. DEFINITIONS 

(l) A morphism f (X,s) + (Y,n) is called a closed embedding iff it is an 
embedding and cl (fX) = fX. 

n 
(2) An N-space (X,s) is called a (closed) subspace of an N-space (Y,n) iff 

there exists a (closed) embedding f: (X,s) + (Y,n). 

13.3. PROPOSITION. T-NeaJL contains all discrete N-spaaes and all indiscrete 
N-spaaes, is closed under the formation of closed subspaces, quotientob­
jects and coproducts in NeaJr., but not closed under the formation of arbi­
trary subspaces or products in NeaJr.. 

13.4. PROPOSITION. A subspace (Y,n) of a topological N-space (X,s) is topo­
logical iff it satisfies any of the following equivalent conditions: 

(I) if Ac PY and n{clsA I A E A} ~ 0 then n{clnA J A E A} ~ 0, 
(2) if Ac PY and A converges in (X,s) then A converges in (Y,n), 

(3) if A is an open cover of (Y,n) then {X - cls(Y-A) J A E A} is an open 
cover of (X,O. 
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13.5. ~. D. HARRIS [31] has defined a subspace of a topological space 

to be extension-closed iff it satisfies the above conditions and he has 

proved the following interesting theorem [30]: a topological space is com­

pact iff it can be embedded as an extension-closed subspace into a product 

of finite spaces. 

13.6. DEFINITION. An N-space is called suhtopoZogicaZ iff it can be em­

bedded in some topological N-space. 

13.7. THEOREM (H.L. BENTLEY [6]). For any N-space the foZZowing conditions 
aJ>e equivaZent: 

(I) (X,s) is subtopoZogicaZ, 

(2) each A E s can be embedded in some s-cZan, 

(3) each A E y can be corefined by some y-fiZter. 

PROOF. 

(J) '* (2). If f: (X,S) ->- (Y ,n) is an embedding of (X,s) in some topological 

N-space (Y,n) and if A E s then there exists some y E n{cl (fA) [ A E A}. 
n 

Consequently B = {B c x I y E cl (fA)} is a s-clan containing A. n 
(2) .. (3). If A E y then there exists some s-clan B with sec Ac B. Hence 

sec B is a y-filter which corefines A. 

(3) • (!). Embed (X,st) in a topological N-space (Y,n) by adjoining for 

every non-convergent y-filter A of (X,s) a point yA to (X,st) whose 

trace-filter is the neighbourhoodfilter of A. The topological embedding 

(X,st) -+ (Y,n) induces an embedding (X,s) -+ (Y,n) in Nea.Jt. D 

13.8. PROPOSITION (H.L. BENTLEY [6]). For any N-space (X,s) the following 
properties are equivalent: 

(l) (X,s) is topological, 

(2) (X,s) is suhtopoZogical and each y-fiZter converges. 

13.9. REMARKS 

(l) 13.8 implies e.g. that the reals, supplied with the usual metric­

induced uniformity, are not subtopological. 

(2) If (X,S) is subtopological then there can exist A E ~ which cannot be. 

embedded into any s-cluster. 
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13.JO. PROPOSITION. Let (X.,s.). 1. be a fconily of topological N-spaees in­
i l. l.E 

dexed by a set I, and let (p.: (X,s) + (X.,s.)). 1 be the product of this 
l. l. l. l.E 

family in Nea.Ji. Then: 

(I) (p.: (X,st) + (X.,s.)). 1 is the product of this family in T-Nea.Ji. 
l. l. l. l.E 

(2) s = st holds iff for any open cover U of (X,s) there exist finitely 
many indices i 1 , ••• ,i in I and open covers U of (Xi ,si) such that 

n -I v v v 
the cover {pi 1CUJ J U E U1} A ••• A {pi [U] J U EU } refines U. 

I n n 

13.11. PROPOSITION. If (X.,s.). 1 is a set-indexed family of compact 
1 l. l.E 

N-spaces and (p1.: (X,s) + (X.,s.)) is the product of this family in NeaJL 
l. l. 

then s = st' i.e. (X,s) is a compact N-space. 

PROOF. Let Ube an open cover of (X,s). Then U can be refined by a finite 

cover consisting of canonical base-elements. Since each of these depends 

only on a finite number of coordinates we may assume that I is finite, 

hence that I = {I, 2} and that U c {U. x V. J j = ! , ... , n} for some open 
J J 

covers {U 1, ••• ,Un} of (X 1,s 1) and {V 1, ••• ,Vn} of (x2 ,s2). For any x E x 1 
define u = n{u. I x E u.} and for any y E x2 define v n{V. I y E v.}. x J J y J J 
Then ul = {Ux I x E Xl} is an open cover_olf (XJ,sl) and u2 = {V I y E X2} 

-1 y 
is an open cover of (X2,s2) such that {p 1 [U] J U E U1} A {p2 [VJ J VE U2} 

refines U. 

~o 13.12. PROPOSITION. If (X,s) is a topological N-space such that (X,s) , 

taken in NeaJL, is topological then (X,0 is countably compact. 

PROOF. Assume, (X,s) is not countably compact. Then there exists a count­

able open cover {U J n E JN} of (X,0 containing no finite cover. Let I be n 
the set of all finite sequences (n 1, ••• ,n£) of natural numbers with£ n 1 

and define an open cover U = {n{pi 1Cuni] J i=J, ••. ,£} J (n 1, ••• ,n£) E I} 
~o of (X,s) • Then U cannot be refined by some cover of the form required in 

13.10. D 

13.13. PROPOSITION. If the product in NeaJL of a family of paracompact 
N-spaces is topological then it is par>acompact. 

PROOF. If each space of the family is paracompact then it is uniform and 

hence the product is uniform. D 
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13.14. REMARK. Since T-Ne.aJt is a bicoreflective subcategory of the properly 

fibred topological category Ne.aJL, all results of Appendix A, especially 

A.IO-A.14, are applicable. 

14. COMPLETE N-SPACES 

14.1. DEFINITION. An N-space (X,~) is called complete iff every ~-cluster 

has an adherencepoint. 

14.2. PROPOSITION 

(1) Everry topological N-space is complete. 

(2) A uniform N-space is complete iff it is complete as a unifom space. 

(3) A contigual N-space is complete iff it is compact. 

14.3. PROPOSITION. For any separated N-space (X,~) the following conditions 

are equivalent: 

(1) (X,~) is complete, 

(2) everry ma:x:imal ~-clan has an adherencepoint, 

(3) everry ~-clan has an adherencepoint, 

(4) everry A E ~ n y has an adherencepoint, 

(5) everry A E ~ n y converges, 

(6) everry y-filter converges, 

(7) everry minimal y-filter converges, 

(8) every y-cocluater converges. 

14.4. DEFINITION. An embedding f: (X,~) + (Y,n) in Ne.aJt is called dense iff 

cl (fX) = Y. 
n 

14.5. THEOREM. If f: (X,~) + (Y,n) is a dense embedding in Ne.aJL then an:y 

N-map from (X,~) into a complete, regular N-apace (Z,~) can be extended to 

an N-map (Y,n) into (Z,~). The extension is unique if (Z,~) is an NI-apace. 

PROOF. See [36]. 0 

14.6. COROLLARY I. (A. WEIL [82]). If X is a dense subspace of a uniform 

space Y then any uniformly continuous map from X into a complete uniform 

apace Z can be extended to a uniformly continuous map from Y into z. The 

extension is unique if Z is a TI-space. 



96 

14.7. COROLLARY 2 (H. HERRLICH [34]; S.A. NAIMPALLY [57]). If (Y,n) is a 
topological N-space a:nd f: (X,s) + (Y,n) is a dense embedding in NeaJL then 
f: (X,st) + (Y,n) is a dense embedding in Top, and for any continuous map 
g from (X,st) into a regular topological N-space (Z,1;) the follOUJing con­
ditions are equivalent: 

(I) g ca:n be extended to a continuous map from (Y,n) into (Z,z;), 
(2) g: (X,s) + (Z,1;) is a:n N-map, 
(3) VA c PX [A E s ~ gA E nJ, 
(4) -I VB c PZ [Bi z; ~ g Bi sJ. 

14.8. REMARK. If one drops the assumption that (Z,1;) is regular then 1.5 
and 1.7 are no longer true as has been shown in [34]. 

14.9. REMARK. Without any separation axioms the class of complete N-spaces 
is not well behaved with respect to the usual constructions in NeCVL. But 
the following facts -to be proved in the next section- are worth mentioning: 

(I) every N-space has a "natural" completion, 

(2) the full subcategory of Near whose objects are the complete N3-spaces 
is dense-reflective in NeCVL and epireflective in NeCVL-3. 

14.10. PROPOSITION. Let (X,S) be a regular N-space and let k be an infinite 
cardinal number. Then the follOUJing conditions are equivalent: 

(I) each y-filter which is closed under k-intersections converges, 
(2) each y-filter with k-intersection property converges, 
(3) each minimal y-filter with k-intersection-property is fixed. 

14.11. DEFINITION. An N-space is called regular k-complete iff it is regu­
lar and satisfies the above conditions. 

14.12. THEOREM. For any infinite cardinal number k, the full subcategory of 
NeaJL whose objects are the regular k-complete Nl-spaces is closed under the 
formation of products and closed subspaces in NeaJt and hence dense-reflec­
tive in NeaJt and epireflective in NeaJL-3. 



15. THE COMPLETION (x*,i;*) OF AN N-.SPACE (X,I;) 

IS.I. DEFINITION. Let (X,I;) be a pre-N-space. Denote by 

(I) x* the set of all !;-clusters, 

(2) i;* = {n c Px* I U{nw I w E n} E i;} 

(3) j: x + x* the map defined by j(x) = l;({x}). 
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* * IS.2. PROPOSITION. If (X,0 is a (pre-, quasi-) N-space then (X ,i; ) is a 
(pre-, quasi-) N-space. 

15.3. PROPOSITION. j: (X,I;) + (x*,i;*) is an N-map iff the pre-N-space (X,I;) 
satisfies the a:xiom (NS) of 2.1, 

15.4. THEOREM. If (X,1;) is an N-space, A c x, A c PX, and n c px* then 

(I) <x*,i;*) is a complete NI-space, 
(2) A E s iff fA E i;*, 

(3) j: (X,I;) + (x*,i;*) is an N-map, it is 

(a) injective (and hence an err/bedding) iff (X,I;) is an NI-space, 
(b) surjective (and hence a quotient-map) iff (X,1;) is complete, 

(4) cls*j[X] = x*, 

(S) cls*j[A] = {A € x* I A E A}, 

(6) op A = x* - cli;*j[X-A] is the largest open subset w of x* with 
.-1 . A 
J w = 1nti; , 

(7) Q E i;* iff {Ac X I cl *j[A] E stack Q} E i;, 
* s (8) Q E y iff {A c X I op A E stack Q} E y, 

(9) n E µ* iff {A c x I 3w € n op A c w} E µ. 

PROOF. See [35]. 0 

15.5. DEFINITION. If (X,I;) is an N-space then j: (X,I;) + (x*,i;*) is called 
the completion of (X,i;). 

15.6. THEOREM. An N-space (X,I;) is 

(I) separated iff <x*,i;*) is separated, 
(2) regular iff (x*,i;*) is regular, 
(3) normal iff (x*,i;*) is normal, 

(4) uniform iff <x* ,i;*) is uniform, 
(S) contigual iff (X*,i;*) is contigual, 
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(6) proximal iff cx*,s*) is proximal. 

~- See [35]. D 

15.7. REMARK. If (X,s) is not an NI-space then one can replace the subspace 
of (x*,s*), determined by j[X], by (X,0 - obtaining thus a dense embedding 
of (X,s) into a complete N-space. Obviously (X,s) is separated (regular, 
normal, uniform, contigual, proximal) iff the modified complete space is 
separated (regular, normal, uniform, contigual, proximal). 

15.8. DEFINITION. If (X,s) is an N-space then j: (X,s) + (X*,(s )*) is 
r 

called the regular completion of (X,s). 

15.9. THEOREM 

(l) The full subcategory of NeaJL-3 whose objects are the complete N3-spaces 
is bireflective in NeaJL-3; the completion is the reflection, 

(2) the full subcategory of NeaJL whose objects are the complete N3-spaces 
is dense-reflective in NeaJL; the regular completion is the reflection. 

15.10. THEOREM. Let (X,s) be an N-space. Then 

(I) if (X,s) is regular then j: (X,s) + (x*,s*) is the ftJoPita-simple-exten­
sion of (X,0, 

(2) if (X,s) is uniform then j: (X,s) + (x*,s*) is the Weil-completion of 
(X,S), 

(3) if (X,s) is proximal then j: (X,s) + (x*,s*) is the Smirnov-compactifi­
cation of (X,s), 

(4) if (X,s) is uniform then j: (X,s) + (x*,(sc)*) is the Samuel-compacti-
fication of (X,S), 

(5) if (X,s) is topological then j: (X, s) + ex*' (sc) *) 1:s the Wallman-cam-
pactification of (X,s), 

(6) if (X,s) is topological ex*' (s ) *> "' then j: (X,S) + is the Cech-Stone-p 
compactification of (X,s), 

* * (7) if (X,s) is topological then j: (X,s) + (X ,((su) )t) is the topologi-
cal completion of (X,s), i.e. (under the assumption that no measurable 
cardinals exist) the Hewitt-realcompactifiaction of (X,s). 
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16. EXTENSIONS AND COMPACTIFICATIONS OF TOPOLOGICAL SPACES 

The completion of an N-space, constructed in section 15, provides a 

general method to obtain as many TI-extensions of a topological TI-space as 

might be reasonably expected, namely all strict extensions in the sense of 

B. BANASCHEWSKI [3]. Thus the results below generalize results of 

(I) YtJ.M. SMIRNOV [67,68] concerning Hausdorff compactifications by means 

of proximity structures, 

(2) V.M. IVANOVA & A.A. IvANOV [46], and W.L. TERWILLIGER [76] concerning 

strict Tl-compactifications by means of contiguity structures, 

(3) H.L. BENTLEY & S.A. NAIMPALLY [7] concerning Wallman-compactifications, 

(4) K. MoRITA [55], D. HARRIS [27-29], S. LEADER [51], J.R. PoRTER & 

C. VOTAW [59], A.K. STEINER & E.F. STEINER [70] concerning regular ex­

tensions, 

(5) F. RIESZ [61], M.W. LODATO [52], and A.A. IVANOV [45] concerning strict 

TI-extensions in general. 

All N-spaces in this section are supposed to be NI-spaces. Especially 

all topological spaces are assumed to be TI-spaces. 

16.t. DEFINITIONS. A continuous map f: (X,~) +(Y,n) between the topological 

TI-spaces (X,~) and (Y,n) is called 

(I) an extension of (X,~) if f f is a dense topological embedding, 

(2) a str>ict extensio of (X,~) iff it is an extension of (X,~) and 

{cl f[A] !Aeti is a base for the closed sets in (Y,n), 
n 

(3) a str>ict compactification of (X,~) iff it is a strict extension and 

(Y,n) is compact, 

(4) a Hausd.orff compactification of (X,~) iff it is an extension of (X,~) 

and (Y,n) is a compact Hausdorff space. 

16.2. REMARK. Any dense topological embedding of (X,~) into a regular TI­

space (Y,n) is a strict extension of (X,~). 

16.3. DEFINITION. Extensions f: (X,~) + (Y,n) and f': (X,~) + (Y',n') of 

(X,~) are called equivalent iff there exists a homeomorphism 

h: (Y,n) + (Y',n') with f' = hof. 

16.4. THEOREM. (H.L. BENTLEY & S.A. NAIMPALLY [7]). If (X,~) is a topoZogi­

caZ TI-space and B is a separating base on (X,~) in the sense of 
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E.F. STEINER [73] then: 

(I) if~ is the collection of all A c PX which are corefined by some finite 
subset C of B with nc = 0 then s = P2x - ~ is a contigual N-structure 

on X with s = st' 
(2) j: (X,s) + (x*,s*) and the Wallman corrrpactification of (X,s) with res­

pect to Bare equivalent extensions of (X,s). 

16.5. THEOREM (H.L. BENTLEY [5]). For any NI-space (X,s) the following 
conditions are equivalent: 

(I) for each A E s there exists a s-cluster B with A c B, 
(2) <x*,s*) is topological. 

16.6. DEFINITION. An NI-space is called concrete iff it satisfies the above 

conditions. 

16.7. COROLLARIES. Let (X,s) be an NI-space. Then: 

(I) if (X,s) is contigual then (X,s) is concrete, 
(2) if (X,s) is topological then (X,s) is concrete, 
(3) if (X,s) is concrete then (X,s) is subtopological, 

(4) if (X,s) is separated then (X,s) is concrete iff it is subtopological. 

16.8. PROPOSITION. If (X,s) is an NI-space then j: (X,st) + (X*,(s*)t) is 
a strict extension of (X,st). 

16.9. THEOREM [35]. If (X,s) is a concrete NI-space then j: (X,st) + (x*,s*) 
is a strict extension of (X,st). 

Vice versa, for any strict extension f: (X,s) + (Y,n) of a topological NI­
space (X,s) there exists precisely one concrete NI-structure s on X, namely 

s = {A c PX I n{cl fA I A E A} ~ ~} 
n 

such that j: (X,st) + (x*,s*) and f: (X,s) + (Y,n) are equivalent exten­

sions of (X,st) = (X,s). 

Moreover: 

(I) (Y,n) is a Hausdorff space iff (X,s) is separable, 
(2) (Y,n) is a regular space iff (X,s) is regular, 
(3) (Y,n) is a paracorrrpact space iff (X,s) is unifoY'ITI, 
(4) (Y,n) is a corrrpact space iff (X,s) is contigual, 
(5) (Y,n) is a corrrpact Hausdorf f space iff (X,s) is proximal. 
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16.10. REMARKS 

(l) The above results show that 

(a) concrete NI-structures are a proper tool to investigate strict ex­

tensions, 

(b) concrete NZ-structures are a proper tool to investigate strict 

Hausdorff extensions, 

(c) contigual NI-structures are a proper tool to investigate strict 

compactifications, 

(d) N3-structures are a proper tool to investigate regular extensions, 

(e) proximal NI-structures are a proper tool to investigate Hausdorff 

compactifications. 

(2) The "complexity degree" of N-structures is just sufficient to obtain 

all strict extensions by a single method as the following results show: 

(a) if X is an infinite set then there exist precisely card(P3X) 

N-structures on X, 
3 (b) if X is an infinite set then there exist precisely card(P X) equiv-

alence classes of strict extensions of the discrete space with un­

derlying set X. 

Neither generalized proximity spaces nor generalizations of A. WEIL's des­
cription of uniform spaces will do, since -no matter how we choose the 

axioms- there are at most card(P2X) such structures on an infinite set X. 

Even if we restrict our attention to H-closed extensions these other con­

cepts are not sufficiently complex, since any discrete space with under­

lying infinite set X has card(P3x) essentially different H-closed exten­

sions as has been shown by J.R. PORTER & C. VOTAW [60]. 

Chapter V. CARDINAL CONDITIONS 

17. TOTALLY BOUNDED N-SPACES 

17.1. PROPOSITION. For any pre-N-spaee (X,s) the following eon<litions are 
equivalent: 

(I) if A is a filter on X then A E s, 
(2) if A is a grill on X then A E y, 



102 

(3) if A E ~ then there exists a finite subset B of A with nB = 0, 
(4) if A E µ then there exists a finite subset B of A with UB = X. 

17.2. DEFINITION. A pre-N-space is called totally bounded iff it satisfies 

the above conditions. 

17.3. PROPOSITION. The full subaategory of P-NeaJt whose objeats are the 

totally bounded pre-N-spaaes is 

(I) alosed under the formation of produats, finite aoproduats, subobjeats 

and N-images in P-NeaJt, 
(2) birefleative in P-Ne<Vl; if (X,~) is a pre-N-spaae and n is the set of 

all A c PX whiah belong to ~ or have the finite-interseation-property 

then IX: (X,~) -+ (Y,n) is the refZeation. 

17.4. PROPOSITION. The full subaategory of Q-NeaJt whose objeats are the 

totally bounded quasi-N-spaaes is birefZeative in Q-NeaJt. The refZeation is 

aonstruated as in P-NeaJt. 

17.5. PROPOSITION. The full subaategory of Nea.Jt whose objeats are the total­

ly bounded N-spaaes is birefZeative in Nea.Jt. If (X,~) is an N-spaae and n 

is the aolleation of all A c PX whiah belong to ~ or for whiah 

{cl~A I A E A} has the finite-interseation-property then IX: (X,~) -+ (X,~) 

is the refZeation. 

17.6. PROPOSITION. Let (X,~) be an N-spaae. Then: 

(I) if (X,~) is aontigual then (X,~) is totally bounded, 

(2) if (X,~) is topologiaal (or regular) then (X,~) is totally bounded iff 

it is aontigual. 

17.7. REMARK. [35] contains an example of a totally bounded complete N­

space which is neither contigual nor topological. 

17.8. REMARK. For any infinite cardinal number k one might call a pre-N­

space (X,~) k-bounded iff any A c PX with k-intersection-property belongs 

to ~. Obviously many properties of totally bounded pre-N-spaces carry over 

to k-bounded pre-N-spaces. 
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18. CONTIGUAL AND PROXIMAL N-SPACES 

Contigual N-structures have been defined and their relations to topo­

logical and uniform N-structures have been studied in section 4. In this 

section the relations between contigual N-structures and various separation 

axioms are being investigated. 

18.1. PROPOSITION. For any N-spaae (X,~) the follOUJing aonditions are 

equivalent: 

(I) (X,~) is aontigual, 

( * *> . (2) X .~ ~s aompaat, 

(3) (X,~) aan be embedded in a aompaat N-spaae. 

18.2. THEOREM. For any Nl-spaae (X,~) the follOUJing aonditions are equiva­

lent: 

(I) (X,~) is p:t>o:x:ima l, 
(2) (X,~) is aontigual and normal, 
(3) (X,~) is aontigual and weakly normal, 
(4) (X,0 is aontigual and regular, 
(5) (X,~) is aontigual and separated, 
(6) (X*,~*) is a separated aompaat N-spaae, 
(7) (X,;) aan be erribedded in a separated aompaat 
(8) (X,~) is totally bounded and uniform, 

(9) (X,~) is totally bounded and normal, 

(IO)(X,~) is totally bounded and weakly normal, 

(ll)(X,~) is totally bounded and regular. 

PROOF. 14.2, 15.6 and 17.6. 0 

18.3. REMARKs 

N-spaae, 

(I) The conditions (1)-(11) are equivalent for arbitrary N-spaces. 

(2) If (X,;) is a proximal N-space then the relation o on PX, defined by 

A o B.,,.. {A,B} E ~ is an Efremovi~-proximity, i.e. it satisfies the 

following axioms: 

(PO) A o B .,. B o A, 

(PI) Ao (BuC) iff A o B or A o C, 

(P2) A n B # 0 implies A o B, 
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(P3) A o B implies A ~ QJ, 

(P4) if A 8 B stands for "not A o B" and A «s B stands for "A 8 (X-B)" 

then A 8 B implies that there exist sets U and V with A <0 U, 

B «s v, and u 8 v. 
It is well-known that every Efremovi~-proximity o on X can be obtained 

in this way from precisely one proximal N-structure s on X. This s is 

characterized (defined) by any of the following equivalent properties: 

(a) A E µ iff there exists a finite cover B of X such that for any 

B E B there exists A E A with B <0 A, 

(b) A E y iff for any finite family (A.,B.). 1 of pairs of subsets of 
l. l. l.E 

X with Ai < 0 Bi for each i E I and X = U{Ai I i E I} there exists 

i E I and A E A with A c B. , 
]. 

(c) A E s iff for any finite family (Ai,Bi)iEI as above 

sec A n {B. I i E I} ~ QJ, 
]. 

(d) A E ~ iff there exists a finite set B c PX with nB = 0 and such 

that for each B E B there exists A E A with A < 0 B. 

18.4. THEOREM. If (X,s) is an N-space then: 

(I) equivalent are: 

(a) (X,s) is contigual, 

(b) (X,s) is a subspace of a compact N-space, 

(c) cx*,s*) is compact, 

(2) equivalent are: 

(a) (X,s) is proximal, 

(b) (X,s) is a subspace of a separated compact N-space, 

(c) (x*,s*) is separated and compact, 

(3) equivalent are: 

(a) (X,s) is a proximal NI-space, 

(b) (X,s) is a subspace of a compact Hausdorff space, 

(c) (x*,s*) is a compact Hausdorff space and (X,s) is an NI-space. 

18.5. COROLLARY 

(I) C-NeaJt is the epireflective hull in NeaJt of the full subcategory of 

NeaJt whose objects are the compact N-spaces, 

(2) P~-NeaJt is the epireflective hull in NeaJt of the full subcategory of 

NeaJL whose objects are the separated compact (= regular compact, para­

compact, compact) N-spaces, 
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(3) P~-Necvi-1 is the epireflective hull in Necvi of the full subcategory of 

Necvi whose objects are the compact Hausdorff spaces. 

18.6. PROPOSITION. If (X,;) is ccntigual then (X,; ) is proximal. r 

PROOF. If (X,~) is contigual then it is totally bounded. Consequently 

(X,;r) is totally bounded and regular, i.e. proximal. D 

18.8. REMARK. If (X,s) is regular then (X,sc) need not be regular; e.g. if 

(X,;) is a regular topological TI-space which is not normal. 

18.9. DEFINITION. An N-space is called proximally k-complete iff it is con­

tigual and regular k-complete. 

18.10. THEOREM. For any infinite cardinal number k, the full subcategory of 

Ne.aJt whose objects are the proximally k-complete NI-spaces is closed under 

the foPmation of products and closed subspaces in Necvi and hence dense­

reflective in Necvi and epireflective in Necvi-3. 

18.ll. REMARKS 

(I) The proximally k-complete N-spaces are in case k = ~l precisely the 

realcompact proximity spaces of 0. NJASTAD [59] and in general precise­

ly the k-complete proximity spaces of M. HUSEK [43]. 

(2) M. HU~EK [43] has proved that a topological N-space (X,~) is k-compact 

in the sense of [34] iff there exists a proximally k-complete NI-struc­

ture n on X with nt = ;. Moreover, he has shown that for any infinite 

cardinal number k there exists an N-space Pk such that the proximally 

k-complete NI-spaces are (up to isomorphism) precisely the closed sub-
I spaces of powers Pk of Pk. 

(3) It might be interesting to investigate the category of all N-spaces 

which are regular k-complete for some k and £-contigual for some £. 

[Here (X,s) is called l-contigual iff for any A E ~ there exists a sub­

set B of A with less thank elements such that BE~.] A.K. STEINER & 
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E.F. STEINER [71] have shown that a regular, K1-contigual N-space need 

not be uniform. 

19. METRIZABLE N-SPACES AND NAGATA-SPACES 

19.1. DEFINITIONS. Let (X,S) be an N-space. Then 

(1) (X,;) is called (pseudo-) metrizable iff there exists a (pseudo-) metric 

d on X such that A E ; iff for any positive real number E there exists 

x E X with {y € X I d(x,y) < e} E sec A. 

(2) (X,;) is called a Nagata-space iff it is metrizable and topological. 

(3) S c P2X is called 

(a) a base for ; if f the members of ; are precisely those A c PX which 

corefine some member of B, 
(b) a base for ~ iff the members of ; are precisely those A c PX which 

are corefined by some member of a, 
(c) a base for µ iff the members of µ are precisely those A c PX which 

are refined by some member of a, 
(d) a base for y iff the members of y are precisely those A c PX which 

are corefined by some members of a. 

19.2. REMARKS 

(I) The spaces we call Nagata-spaces here are known under the name N-spaces. 

They were introduced and characterized by J. NAGATA [56] and have been 
v 

studied also by N. ATSUJI [2], A.H. STONE [75], M. KATETOV [48] and 

others. 

(2) The following results are well-known: 

19.3. PROPOSITION. For any N-space (X,;) the following conditions are 

equivalent: 

(I) (X,;) is pseudo-metrizable, 

(2) (X,;) is uniform and has a countable base for ;, 

(3) (X,;) is uniform and has a countable base for µ. 

19.4. PROPOSITION. U-Ne.a!l. is the epireflective hull in Neall of the full 

subcategory of Neall whose objects are the pseudo-metrizable N-spaaes. 

19.5. PROPOSITION. For any topological N-spaae (X,;) the following condi­

tions are equivalent: 



(I) (X,~) is a Nagata-spaae, 

(2) (X,~) is met!'izabZe as a topoZogiaaZ spaae and the subspaae of (X,~) 

aonsisting of aZZ non-isoZated points is aompaat. 

separable 
topological 

regular 
topological 

discrete 

Diagram: The hierarchy of (pre-) N-structures 

pre-N-spaces 

quasi-N-spaces 

contigual 

indiscrete 
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Appendix A. TOPOLOGICAL CATEGORIES 

Such categories as Top, U1ufi, Ptr.ox, Cont, Ne.aJL, P-Ne.aJL, Q-Ne.aJL have a 

large number of properties in common. The most crucial one, in the sense 

that it implies most others, is the existence of "initial" (or dually: of 

"final") structures in the sense of N. BoURBAKI [A4,A5]. Those readers who 

are interested in the study of initial structures in the most general set­
ting are referred to the bibliography of Appendix A, especially to the fun­

damental papers of O. WYLER [A38,A39], the important thesises of G.C.L. 

BRUMMER [A6] and R.E. HOFFMANN [Al6] and to the recent papers [Al3,Al4] of 

the author. In this treatise we restrict ourselves to the study of concrete 

categories. This enables us to present the theory in such way that a reader 

with just some basic knowledge of categorical terminology will be able to 
follow. For categorical background material see [Al5]. 

Let A be a concrete category, i.e. 

(1) objects of A are pairs (X,s) where X is a set, called the underlying 
set of (X,s), and s is some A-structure on X, called the underlying A­

structure of (X,s), 

(2) morphisms f: (X,0 + (Y,n) are certain maps f: X + Y, subject to the 

following conditions: 

(Ml) for each object (X,s) of A the map !X: (X,s) + (X,s) is a morphism, 

(M2) if f: (X,s) + (Y,n) and g: (Y,n) + (Z,s) are morphisms, then so is 

gof: (X,s) + (Z,s). 

A.I. DEFINITION. Let A be a concrete category, let X be a set, let 

(Y.,n.). I be a family of objects in A indexed by some class I, and let 
l l l.E 

(f.: X + Y.). I be a family of maps indexed by I. An A-structures on X is 
l l lE 

called initial with respect to (X,(f.). I,(Y.,n.). I) iff the following two 
l. l.E l. l. l.E 

conditions are satisfied: 

(I) fi: (X,s) + (Yi,ni) is a morphism for each i E I, 

(2) if (Z,s) is an object in A and g: Z + X is a map such that for each 

i EI the map f.og: (Z,s) + (Y.,n.) is a morphism, then g: (Z,s)+(X,0 
l ]_ ]_ 

is a morphism. 

A.2.DEFINITION. A concrete category A is called topological iff for any set 

X, for any family (Y.,n.). I of objects in A, and for any family 
l l lE 

(fi: X + Yi)iEI of maps there exists an A-structure on X which is initial 

with respect to (X,(f.). I,(Y.,n.). I). 
l. l.E l l. lE 



A.3. DEFINITION. A morphism f: (X,0 + (Y,n) in a concrete category is 

called 

(I) an embedding iff f: X + Y is injective and s is initial with respect 

to (X,f,(Y,n)), 

(2) a quotient-map iff f: X + Y is surjective and n is final (see below) 

with respect to ((X,s),f,Y). 

A.4. THEOREM. Any topological category A has the following properties 

(I) A is cotopological, i.e. for any set Y, for any family (X.,s.). I of 
1. 1. 1.E 
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objects in A, and for any family (f.: X. + Y). I of maps there exists 
1. l. 1.E 

an A-structure non X final with respect to ((X.,s.). I,(f.). I,Y), 
1. 1. l.E l. 1.E 

i.e. satisfying the following two conditions: 
(a) 

(b) 

f.: (X,s.) + (Y,n) is a morphism for each i EI, 
l. l. 

if (Z,s) is an object in A and g: Y + z is a map such that for each 

i EI the map g 0 fi: (X,si) + (Z,~) is a morphism then 

g: (Y,n) + (Z,s) is a morphism. 

(2) A is complete, and limits are formed by supplying the corresponding 

limits in Set with the initial structure, e.g. 

(a) if (X.,s.). 1 is a family of objects in A indexed by a set I, if 
1. 1. l.E 

ITX. is the Cartesian product of the family (X.). 1 of sets, if for 
1. 1 l.E 

each k E I the k-th projection is denoted by pk: nx i + Xk, and if 

s is an A-structure on ITX. initial with respect to 
l. 

(ITX.,(p.). 1 ,(X.,s.). I) then (ITX.,s) together with the projection 
l. l. l.E l. l. l.E l. 

morphisms pk: (ITXi,s) + (Xk,sk) is the product of the family 

(X.,s.). I in A. 
1. l. l.E 

(3) A is cocomplete, and colimits are formed by supplying the correspondinq 

coZimits in Se..t with the final structure. 

(4) For each set X there exists a discrete A-st'l'Ucture s on X, character­

ized (up to isomorphism) by the fact that f: (X,s) + (Y,n) is a mor­

phism for any object (Y,n) in A and any map f: X + Y. 

(5) For each set X there exists an indiscrete A-structure s on X character­

ized (up to isomorphism) by the fact that f: (Y,n) + (X,s) is a mor­

phism for any object (Y,n) in A and any map f: Y + X. 

(6) A morphism f: (X,s) + (Y,n) is 

(a) a monomorphiam iff f: X + Y is injective, 
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(b) an epimorphism iff f: X + Y is surjective, 

(c) a bimorphism iff f: X + Y is bijective, 

(d) an isomorphism iff it is an embedding and a quotient-map, 
(e) an extremal monomorphism iff it is an embedding, 
(f) an extremal epimorphism iff it is a quotient-map, 
(g) a regular monomorphism iff it is an embedding, 
(h) a regular epimorphism iff it is a quotient-map. 

(7) A is an (epi, extremal mono)-category and an (extremal epi, mono)­
category. 

(8) An object (X,s) in A is projective iff s is a discrete structure on X. 

(9) An object (X,s) in A is injective iff X ~ 0 and s is an indiscrete 
structure on X. 

(IO)Every discrete object with non-empty underlying set is a separator 

(ll)Every indiscrete object with underlying set containing at least two 

elements is a coseparator. 

A.5. DEFINITIONS. Let A be a concrete category. 

(I) The A-fibre of a set X is the class of all A-structures on X. 

(2) A is called properly fibred iff it satisfies the following conditions: 

(a) for each set X the A-fibre of X is a set, 

(b) for each one-element-set X the A-fibre of X has precisely one ele-

ment, 

(c) if s and n are A-structures on X such that JX: (X,s) + (X,n) and 

IX: (X,n) + (X,s) are morphisms then s = n. 

A.6. THEOREM. Any properly fibred topological category A has the following 
properties: 

(I) initial, final, discrete, and indiscrete structures are uniquely deter­
mined by their defining properties, 

(2) A-structures are transportable, i.e. if (X,s) is an A-object and 
f: X + Y is a bijective map then there exists a unique A-structure n on 
Y such that f: (X,s) + (Y,n) is an isomorphism, 

(3) for any set X the fibre of X is a complete lattice with respect to the 
order relation s, defined by 

s s n ~ Ix: (X,s) + (X,n) is a morphism, 
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(4) A is wellpowered and aowellpowered, 

(S) if f: X + Y is a aonstant map and (X,~), and X ~ ~ (Y,n) are objeats in 

A then f: (X,~) + (Y,n) is a morphism, 
(6) any objeat (X,~) in A with non-empty underlying set X is a separator 

in A. 

A.7. DEFINITION. Let A be a concrete category. If (X,~) and (Y,n) are ob­

jects in A then (X,~) is called 

(I) a subobjeat of (Y,n) iff there exists an embedding f: (X,~) + (Y,n), 

(2) a quotientobjeat of (Y,n) iff there exists a quotient-map 

f: (Y,n) + (X,~). 

A.8. REMARK. The above definitions coincide for concrete categories with 

the concrete concepts of subobjects and quotientobjects. They do not coin­

cide with the coDB11only used categorical definitions for arbitrary catego­

ries. For topological categories our concepts coincide with the categorical 

concepts of extremal subobjects and extremal quotientobjects instead. 

A.9. THEOREM. Let A be a full, isomorphism-alosed subaatego!'!f of a properly 

fibred topologiaal aategol'fJ B. Then the following hold: 

(I) equivalent are: 

(a) A is epirefleative in B, 

(b) A is alosed under the formation of produats and subobjeats in B; 

(2) equivalent are: 

(a) A is birefleative in B, 

(b) A is epirefleative in B and aontains all indisarete objeats of B; 

(3) if A aontains at least one objeat with non-empty underlying set then 

the following aonditions are equivalent: 

(a) A is aorefleative in B, 

(b) A is biaorefleative in B, 

(c) A is alosed under the formation of aoproduats and quotientobjeats 

~~ 

(d) A is aorefleative in B and aontains all disarete objeats of B. 

A.10. THEOREM. Any birefleative (and any biaorefleative) isomorphism-alosed 

full subaatego!'!f of a (properly fibred) topologiaal aategol'fJ is a (properly 

fibred) topologiaal aategol'fJ. 
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A.JI. THEOREM. Let A be a properly fibred topological category, let B be a 
bireflective, a:nd C be a bicoreflective isomo-rphism-closed full subcategory 
of A, denote the B-reflector by R: A + B a:nd its domain-restriction to C by 
Re: C + B, denote the C-coreflector by C: A + C and its domain-restriction 
to B by CB: B + c, denote the B-reflection of (X,s) by lx: (X,s) + (X,sB) 
a:nd denote the C-coreflection (X,s) by Ix: (X,sc) + (X,s). Then: 

(I) Re a:nd CB ca:n be considered as "forgetful" functors, i.e. they are 
faithful, 

(2) Re is a left-adjoint to CB, 

(3) for any object (X, 0 in C the folZOUJing conditions are equivalent 
(a) (X,s) is B-structurable, 1'..e. there exists (X,n) in B with nc s, 
(b) s = (sB)C, 

(4) for any object (X,s) in B the following conditions are equivalent: 
(a) (X,0 is C-struc·turable, i.e. there exists (X,n) in C with nB = s, 
(b) s = <sc>B' 

(5) the full subcategory CB of C whose objects are the B-structurable ob­
jects in C is bireflective in C with reflector the suitable codomain­
restriction of CBoRB: C + C a:nd with reflection mo-rphisms 
Ix: (X,s) + (X,sBC), 

(6) the full subcategory BC of B whose objects are the C-structurable ob­
jects in B is bicoreflective in B with coreflector the suitable codomain­
restriction of RCoCB: B + B and with coreflection-mo-rphisms 
ix: cx,scB) + (x,s), 

(7) the functor Re: C + B induces an isomorphism CB + BC, its inverse 
Be + CB is the suitable restriction of CB: B + C. 

A.12. APPLICATIONS 

(I) A = Ne.M, B = U-Ne.M, C = T-Ne.afl.. The "uniformizab le" topological N­

spaces are precisely the completely regular spaces. The "topologizable" 

uniform spaces are precisely the fine uniform spaces for whom a decent 

purely uniform characterization doesn't seem to be known. Cf. 4.24 and 

P.L. SHARMA & W.N. HUNSAKER [66]. 

(2) A = Ne.afl., B = R-Ne.afl., C = T-Ne.afl.. The "regularizable" topological N­

spaces are precisely the regular spaces. 

(3) A = Ne.M, B = C-Ne.a.Jt, C = T-Ne.afl.. Every topological N-space is "con­

tiguizable". A contigual N-space (X,s) is "topologizable" iff every 
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finite A E s contains an adherencepoint (P.L. SHARMA & W.N. HUNSAKER 

[66]). 

(4) A = Nea.J1,, B = PJr.-NeAA, C = T-NeAA. The "proximizable" topological N­

spaces are precisely the completely regular spaces. 

A.13. THEOREM. Let A be a properly fibred topological category, let C be a 
bicoreflective full isomorphism-closed subcategory of A, a:nd let B be a:n 
epireflective (resp" bireflective) full isomorphism-closed subcategory of 
C. Then the full subcategory of A consisting of all objects whose C-core­
flection belongs to B is epireflective (resp. birefleetive) in A. 

A.14. APPLICATIONS 

(I) A = Ne.AA, C = T-NeAA, B any epireflective (resp. bireflective) full, 

isomorphism-closed subcategory of T-NeAA = Top. 

(2) A = P-NeAA, c = Q-NeAA, B = Ne.AA. 

Appendix B. NON-SYM11ETRIC TOPOLOGICAL STRUCTURES 

All nearness spaces (X,s) are symmetric in the sense that x E cls{y} 

always implies y E cls{x}. Because of this in-built synnnetry not all topo­

logical spaces but only the symmetric (= weakly regular, = R0-) spaces can 

be considered as nearness spaces. As has been pointed out in the introduc­

tion this restriction is no serious disadvantage. In fact, it has to be 

expected since the concept of "nearness" is purely topological whereas the 

nowadays adopted concept of a topological space contains a minor order­

theoretic component which is being removed precisely by the R0-axiom, 

Nevertheless it is of interest to define a concept which contains all 

(pre-, quasi-) nearness spaces and all topological spaces as special cases. 

Naturally, such a concept has to be more complicated and more technical 

than the intuitivily very appealing concept of nearness. 

The probably best known solution to the above problem has been offered 

by A. CSASZAR [14,15]. Another solution which is much closer related to our 

investigations has been found independently by K. MORITA [55] and D. HARRIS 

[29]. The idea is to blend a nearness structure and a topology together. 

If, for the moment, by a topology on X we understand a set A c PX which is 

closed under the formation of arbitrary intersections and finite unions and 
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contains 0 and X -i.e. A is the collection of all closed sets- then a gen­

eralized nearness space may be defined to be a triple (X,A,s) such that 

A c PX, s c PA and the following axioms are satisfied: 

(GNO) A is a topology on X. 

(GNl) If B c A, B < C, and C E s then BE s· 
(GN2) If B c A and nB ~ 0 then B E s• 
(GN3) 0 ~ s # PA. 

(GN4) If B c A, C c A, and (BvC) E s then B E s or C E ~. 

Two facts are worth mentioning: 

(l) A is determined bys since A= Us u {0}. Hence a generalized nearness 

space may be defined equivalently to be a pair (X,s) such that s c P2X, 
A = Us u {0} is a topology on X, and the axioms (GNI )-(GN4) are satis­

fied. 

(2) The structure s may be..> replaced by any one of the structures s, y resp. µ 

to get different descriptions of the same concept of a generalized 

nearness space. In fact, generalized nearness structures have been 

defined by K. MORITA [55] and by D. HARRIS [29] by means of µ, i.e. by 

generalized open uniform covers. 

If morphisms are defined in the obvious way a category Gen-Nea!t is ob­

tained into which the categories 

(I) Q-NeM, 

(2) Top of all topological spaces (including the non-R0-spaces) and con-

tinuous maps, and 

(3) POS of partially ordered sets and order-preserving maps 

can be embedded as full bicoreflective subcategories. 
Further investigations shedding more light on the relations between all 

these concepts are desirable. 
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COMPONENT PROPERTIES AND FACTORIZATIONS 

G.E. STRECKER *) 

Dedicated to the memory of my great teacher and friend Johannes de Groot 

INTRODUCTION 

It is often useful in topology to be able to represent a given map f 

as a factorization f = hg where g is the "ultimate" map of a certain sort, 

and h is an "ultimate" map of a complementary sort. Typical examples are 

the factorization of any map into a quotient map followed by a one-to-one 

map, the factorization of any map between compact Hausdorff spaces into a 

monotone map followed by a light map, and the factorization of any map be­

tween completely regular spaces into a compact extendible dense map fol­

lowed by a perfect map. This last factorization was shown to exist by 

HERRLICH [5] who also helped to explain the close connection between such 

factorizations and topological extensions and completions. 

In this paper we will focus our attention on factorizations of the 

first two types mentioned above, i.e., those arising from some sort of con­

nectedness property - or more precisely component subcategory of topologi­

cal spaces. The classical (monotone, light) factorization theorem for maps 

between compact metric spaces was first proved by EILENBERG [4] and later 

improved and refined by WHYBURN [15 J • BAUER [ 2]. PONOMAREV [12 J • MICHAEL 

[10] and others. A good account of the development of the theory and its 

current status can be found in a recent paper of Mc:AULEY [II]. Below we 

will show that for any component subcategory A there are naturally occur­

ring unique (A-submonotone quotient, A-superlight)-factorizations. In 

*) Kansas State University, Manhattan, Kansas, USA. 
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the case that A is connected spaces, the factorization is distinct from 

the classical one - even for compact Hausdorff spaces. Furthermore like 

the factorization recently discovered by COLLINS [3] it exists for all 

maps between topological spaces. In addition, by applying the general re­

sults concerning factorizations given in section I of the paper, it is 

shown that the submonotone quotient maps and the superlight maps have very 

useful cocompleteness and completeness properties, respectively. 

I. PRELIMINARIES AND GENERAL FACTORIZATION THEOREM 

In this section we establish some terminology and give a general 

factorization theorem (1.5) that will be useful in the sequel. All cate­

gorical terminology and notation will be that of [6]. Furthermore we will 

assume that all subcategories are both full and isomorphism-closed. 

Recall that a subcategory B of a category C is called an (epi)­

reflective suhcategory of C provided that for each C-object X there is a 

B-object X and an (epi)morphism r: X + X such that for any B-object Y and 

any morphism f: X + Y, there exists a unique morphism f: X + Y such that 

f = fr. Dually, B is (mono)coreflective in C provided that for each C-object 

X there is a 8-object X and a (mono)morphism m: X + X such that for any 8-

object Y and any morphism f: Y + X, there exists a unique morphism f: Y + X 
~ 

such that f = mf. It is well-known (see [7], [8] and [9]) that the epire-

flective subcategories of Top (resp. Haw.,) are precisely those that-are 

productive and (closed) hereditary, and that their (mono)coreflective sub­

categories are precisely those that are closed under the formation of co­

products (i.e., disjoint topological unions) and quotients. Some of the 

more recent proofs of these facts as well as general investigations into 

the characterizations of (co)reflections have shown their intimate con­

nection with factorization and diagonalization theories. 

I. I. DEFINITION. Let G, H and K be classes of morphisms in a category C. 

(i) A(K) = {h for all s,t and g with g E K and tg = hs, there exists 

a d such that dg = s and hd = t}. 

(ii) T(K) {g I for all s,t and h with h E K and tg = hs, there 

exists a d such that dg = s and hd = t}. 

(iii) C is said to have (G,H)-diagonalizations provided that H s. A(G), or, 



equivalently G s;. T(H); i.e., iff whenever there is a coilllilutative 

square tg = hs, with g E G and h E H, then there exists a d such 

that the triangles in the square 

g 

/ 

s d / t 

h 
COilllIIUte, 
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(iv) C is said to have (G,H.)-factorizations provided that every morphism 

f in C can be expressed as a composition f = hg where g E G and 

h EH. 

(v) C is said to have unique (G,H)-factorizations provided that it has 

(G,H)-factorizations and whenever hg = f = h'g' are each (G,H)­

factorizations, there exists an isomorphism k such that kg= g' and 

h'k =h. 

1.2. DEFINITION. G is called right-caneellative (resp. self right-caneel­

lative) iff hf E G implies h E G (resp. hf E G and f E G implies h E G). 

The dual notions are left-cancellative (resp. self left-eancellative). 

1.3. PROPOSITION. Suppose that C haEJ (G,H)-diagonalizations and one of 

the fo~lowing holds: 

(I) G .;;:. { C-epimorphisms}, 

(2) H s. {C-monomorphisms}, 

(3) G n H.£ {C-isomorphisms}, G is self right-eaneellative, and His self 

left-cancellative. 

Then any (G,H)-faetorization in C is unique. 

PROOF. Suppose that hg = f = h'g' are each (G,H)-factorizations of f. By 

the diagonalization property there are d and d' such that 

dg = g', d'g' = g, h'd =hand hd' = h'. 

If (I) holds, then since epimorphisms are right-cancellative, d is an 

an epimorphism and d'dg = d'g'= lg, so that, since g is an epimorphism, 

d'd =I, Thus dis a section and an epimorphism, hence an isomorphism. 

If (2) holds, the same result follows by a dual proof. 
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If (3) holds, then by the cancellativity conditions d E G n H, so 

that by hypothesis d is an isomorphism. D 

I. 4. PROPOSITION. If C has (G ,H)-diagonalizations and (G ,H)-factoriza­

tions, G n H ~ {C-isomorphisms}, and G is closed under corrrposition with 

isomorphisms and self right-cancellative, then G is closed under corrrposi­

tions. 

PROOF. Given g2 g 1 , where gi E G, take a (G,H)-factorization g2g 1 = hg. By 

the diagonalization property there is some d such that dg 1 = g and hd = g2 • 

Applying self right-cancellation twice, we have h E G. Thus h is an iso­

morphism, so that hg E G D 

1.5. THEOREM. Suppose that G and Hare classes of morphisms in a cate­

gory C where G n H = {C-isomorphisms}, and G is self right-cancellative. 

Consider the following statements: 

(!) Chas (G,H)-diagonalizations and (G,H)-factorizations, G and H are 

each closed under corrrposition with isomorphisms, and H is left­

cance l lati ve. 

(2) C has unique (G,l{)-factorizations, G and H are each closed under com­

position, and H is left-cancellative. 

(3) A(G) = H, T(H) ~ G, C has (G,H)-factorizations and G is closed under 

composition. 

(4) A(G) = H and T(H) =G. 

(5) TA(G) = G and AT(H) = H, and either ATA(G) =Hor TAT(H) =G. 

(6) G is closed under the formation of corrrpositions, pushouts, multiple 

pushouts, and coproducts;and H = A(G) is closed under the formation of 

corrrpositions, pullbacks, multiple pullbacks, and products. 

(7) G is closed under the formation of corrrposition.~, pushouts, and mul­

tiple pushouts; and H = A(G). 

(i) Always (I)** (2) => (3) and (4) "* (5) ~ (6) ~ (7). 

(ii) If G s. {C-epimorphisms} then (3) => (4); (7) irrrplies that His closed 

under the formation of inverse limits of inverse spectra; if further­

more C has a terminal object, T, then (I) irrrplies that the (full) 

subcategory B with precisely those objects, X, such that each map 

X + T is in H, is epireflective in C, and epireflections are ob­

tained by taking (G,H)-factorizations of terminal maps. 



(iii) If G s:._ { C-epimorphisms} and C has muZtip le pushoutB and is G-co­

well-powePed, then all seven statements aPe equivalent. 

PROOF. 

(i) (1).,. (2). Uniqueness of factorizations follows from propositon 1.3 

and closure under compositions follows from proposition 

1.4 and its dual. 
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(2) '* (l). We need only show that Chas (G,H)-diagonalizations. Let 

sg = hr where g E G and h E H. If r = h'g' and s = h"g" 

are (G,H)-factorizations of r and s, then by the hypothe­

ses of (2) there exists an isomorphism k such that 

h 'kg"g= r and hh 'kg" .. s. Thus h 'kg" is the required dia­

gonal morphism. 

(2).,,. (3). By the proof above, we have (G,H)-diagonalizations. Thus 

11.(G) 2. and T(H) 2 G. Let f E 11.(G) and let f = hg be its 

(G,H)-factorization. By the definition of 11., there is some 

d such that dg = I and fd = h. Using the cancellativity 

conditions of G and H, we have d E G n H, so that d is an 
. h' hd-I H 11.(G) H isomorp ism. Hence f E • Thus £ • 

(4).,. (5) and (6).,. (7). Trivial. 

(5).,. (4). Immediate from the fact that AT/\.= 11. and TAT= T, 

(5).,. (6). This follows from [14; Proposition 2.6 and its dual]. 

(ii) The implication from (7) follows from the reference as above. 

(3).,. (4). Let f ET(!!_) and let f = hg be its (G,H)-factorization. By 

the definition of T, there is some d such that df = g and 

hd = I. Since g is an epimorphism, d must be an epimor-
-1 phism and a section; hence an isomorphism. Hence d g = 

= f E G. Thus T(H) .s. G. 

The implication from (I) follows by taking as reflection morphisms 

all G-factors of (G,H)-factorizations of maps to the terminal object. 

If g: X + X is such a morphism and f: X + Y where Y + T is in H, then 

by the diagonalization property, there is some d such that dg = f. 

Uniqueness follows from the fact that g is an epimorphism. 

(iii) By (i) and (ii), we need only show that (7),. (2). But this follows 

from [14, Theorem 2.8 and Proposition 2.6(2)]. D 
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L6. 

If C ~Top, G ={final maps}, and H ~ {bijective maps} then the main 

hypotheses for theorem J ,5 hold and (l) can be verified. But G is 

also :right-cancellative so by part (i) and its dual, statements (2) through 

(7) also hold. Thus G and H uniquely determine each other and each is 

closed under many types of constructions. If in Top, G = {quotient maps} 

and H "' { ective maps} or G = {surjective maps} and H = [embeddings}, 

then all of the hypotheses of the theorem hold as well as (I). Similarly 

for C = Hau6, G = {dense maps}, and H = {closed embeddings}, for C = 

completely regular spaces, G '~ {compact extendible dense maps} and H 

{perfect maps}, and for C = T1-spaces, G = {monotone quotient maps}, and 

H = {light maps}. Thus by statement (6) of the theorem, light maps and 

perfect maps are preserved by pullbacks in these categories. Using this and 

the epireflectors {T 1-spaces} + {completely regular spaces} + {compact 
Hausdorff spaces} one obtains an easy proof of MICHAEL 1 s result [10] that 
the category of completely regular spaces and perfect maps has unique 

(monotone quotient, light)-factorizations in its own right. Notice also 

that if "H is left-cancellative" is weakened to "H is self left-cancella­

tive", in (l) and (2) of theorem 1.5, then (I) and (2) are still 

lent. This is exemplified by the case where C = Top, G = {dense maps}, 

and H = {closed embeddings}. 

2. COMPONENT SUBCATEGORIES 

In this section we further develop the notion of "component subcate­

gory" given in [8] (a natural generalization of the noti.on of connectedness) 

and establish certain diagonalization and factorization properties that 

each component subcategory gives rise to. Throughout the remainder of the 

paper, we will assUJI1e that A is a subcategory of Top. "Space" will mean 

topological space and "map" will mean continuous function. 

2.1. DEFINITION. A collection C of subsets of a set will be called 

(l) centered iff 11C ¥- 0. 

(2) chained iff for any A,B EC there exists a finite subfamily c1,c2, .•. 

of C such that c1 A, en B and 11 Ci+l "' 0, .i"'l, ... ,n-l. 

2.2. DEFINITION. An A-component of a topological space X is a maximal 
subspace of X belonging to A. 
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2.3. PROPOSITION. (See [8]). If every singleton space belongs to A, then 
the following are equivalent: 

(I) For every space X, the set of all A-components of X forms a disjoint 
cover X. 

(2) For every space X, the property that the collection of all non-empty 
A-sUbspaces of X is chained, implies that X is in A. 

(3) For every space X, the union of every centered collection of A-sUb­

spaces of X is in A. 

2.4. DEFINITION. A will be called a component sUbcategory of Top provided 

that the following three conditions hold: 

(I) If D is a discrete space, then D E A if and only if D is a singleton. 

(2) The (equivalent) conditions of proposition 2.3 are valid for A. 
(3) A is map invariant, i.e., if f: X + Y is a surjective map and X EA, 

then Y E A. 

Throughout the remainder of the paper we wiU assume that A is a com­
ponent subcategory of Top. 

One obtains examples by letting A be e.g., all singleton spaces, or 

all connected spaces, or all pathwise connected spaces. 

2.5. PROPOSITION. For any topological space X, the following are equiva­
lent: 

(I) Each x E X has a neighborhood base consisting of sUbspaces in A. 
(2) Each A-component of each open subspace of X is open in x. 

PROOF. (I) .. (2). Let 0 C be an A-component of U = U c X, and let 

X E c. By (I) there is an A-space B such that 

X E BO c B c U. By 2.3 (3), B UC E A so that by 

maximality B c C. Hence C is open. 

(2) o;l> (1). Take as an open base all A-components of open sets. D 

2.6. DEFINITION. Any topological space satisfying the equivalent condi­

tions of proposition 2.5 will be called a locally A-space. 

2.7. PROPOSITION. The locally A-spaces form a (mono)coreflective sUb­
category of Top. 
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PROOF. We need only show that locally A-spaces are preserved by coproducts 

and quotients. The former is immediate. To see the latter, suppose that 

f: X + Y is a quotient map, X is locally A, U is open in Y, C is an A-com-
-1 I ponent of U, x E f [CJ and B is the A-component of x in f- [U]. By 2.5(2) 

B is open and since A is a component subcategory f[B] is in A and contained 

in C. Thus x E B ::=__ f- 1[C] so that f-l[C] is open. Since f is a quotient 

map, C is open, so that Y is locally A. D 

Although by the above proposition, locally A-spaces constitute a 
well-behaved category -e.g., one that is complete and cocomplete and for 

which all colimits can be formed by forming them in Top- it is sometimes 

too restrictive. For example, it need not even contain the A-spaces. Next 

we will consider a subcategory of Top that "minimally" contains both the 

A-spaces and the locally A-spaces and is (mono)coreflective in Top. 

2.8. PROPOSITION. For any space X, the following are equivalent: 

(I) Each x E X has a neighborhood belonging to A. 
(2) Each A-corrrponent of X is an open subset of X. 

(3) Each A-corrrponent of X is a closed and open subset of X. 

(4) The topology of X is generated by A in the sense that a subset, B, 

of X is closed in X if and only if for each A-subspace C of X, B n C 

is closed in C. 

(5) X belongs to the smallest coreflective subcategory of Top that con-

tains A. 

(6) X is the disjoint union of its A-corrrponents. 

(7) X is a disjoint union of spaces in A. 
(8) X has the property that its nonerrrpty simultaneously closed and open 

A-subspaces are precisely its A-components. 

PROOF. The equivalence of (1),(4),(5) and (7) follows from [8, Theorem 17]. 

(l) =<> (2). Immediate. 

(2) =<> (3). The complement of any A-component is the union of all other 

A-components, which is open. 

(3) ... (6). Immediate. 

(6) =<> (8). Let B be a nonempty closed and open A-subspace and C be its 

A-component. Then B and C-B are both closed and open in C. Let 

D be the discrete space {O,l} and f: C + D be defined by 

f (x) = O if x E B; 1 if x E C-B. Since A is a component sub ea-



tegory, f[C] = {O}, so that C-B 0. 
(8) => (7). Immediate. D 
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2.9. DEFINITION. Any topological space satisfying the equivalent condi­

tions of proposition 2.8 will be called a weak locally A-space. 

2.10. PROPOSITION. The weak locally A-spaces form a (mono)coreflective 
subcategory of Top. 

PROOF. Innnediate from proposition 2.8 (5). D 

2.11. DEFINITION. A map f: x + y is called: 

-I 
(I) A-monotone provided that f (y) E A for each y E Y. 

(2) A-submonotone provided that f- 1(y) is contained in some A-component 

of X. 

(3) A-light provided that f- 1(y) (as a subspace of X) has A-components 

that are singletons. 

(4) A-superlight provided that f- 1 (y) meets each A-component of X in at 

most a singleton. 

If A= {connected spaces}, then the prefix "A-" will usually be de­

leted. A space will be called totally non A provided that its A-components 

are singletons. 

The notions of monotone and light map have been useful to topologists 

for many years. A-monotone and A-light are straightforward generalizations 

of them. Clearly A-submonotone is more general than A-monotone and A-super­

light is more special than A-light. In [16] WHYBURN discusses the desira­

bility of maps that preserve connectedness "both forward and backward", 

and shows that monotone hereditarily quotient maps do this. The next pro­

position shows that submonotone quotient maps are somewhat well-behaved 

in this respect, in particular if one's attention is focussed only on the 

maximal connected sets. 

2.12. THEOREM. Let f: X + Y be continuous. Then for the statements below: 

(i) (I) "* (2) "" (3) "" (4) "" (5) "" (6), (6) => (7), and (7) "* (8). 

(ii) If f is a quotient map and either A= {connected spaces} or X and Y 

are weak locally A-spaces, then all eight statements are equivalent. 
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(I) For each A-component c of Y, f-l[CJ 1:s empty or is an A-component of X. 
(2) For each A-component c of Y, f-l[CJ is empty or belongs to A. 
(3) For each A-component c of Y, f-l[CJ is contained in an A-subspace of x. 
(4) For each A-component c of Y, f- 1[CJ is contained in an A-component of X. 
(5) For each A-subspace B of Y, f-I [BJ is contained in an A-subspace of X. 
(6) For each A-subspace B of Y, f- 1[BJ is contained in an A-component of X. 
(7) For each -1 y E Y, f (y) is contained in an A-subspace of X. 
(8) f is A-submonotone. 

PROOF. 

(i) (I) .., (2), (2) =-- (3), (3) =-- (4), (5) => (6), and (7) ~ (8) are trivial. 
(4) => (5). Clearly B £. C, an A-component. Thus f- 1[BJ s_ f- 1[cJ EA. 

(6) "'°'(I). f- 1[C] is contained in some A-component B. If x E 1ccJ, 
then f(x) E C n f[B], so that by 2.3(3) and 2.4(3) 
f[BJ c C. Hence B c I [CJ' -! so B = f [CJ. 

(6)=>(7). Immediate since each point is contained in an A-component 
(2.3(1)). 

(ii) By part (i) we need only show that (8) => (!). Let C be an A-component 
-l of Y, and consider f [CJ. 

Case I: A= {connected spaces}. 

If f-l[C] is nonempty and disconnected, then there are closed nonemp­
ty disjoints subsets Hand K such that Hu K = f- 1[CJ. For each y E C, 
f-J (y) s;. A f X Th A H A K A y a component o • us y .s or y ;;:;_ • 
If H = {y E C I A s. H} and K = {y E C I A s K}, then f-l[HJ =Hand -I A y A y A f [K] = K. Since f is a quotient map H and K must be closed, and 
hence form a partition of C. 

Case II: X and Y are weak locally A. 

If f-l[C] = O, let A be an A-component of X that meets f- 1[CL Since 
A is component subcategory, it follows that f[A] s C; and since f is 
A-submonotone, A= f-lf[A]. But A is closed and open in X (2.8) so 
that since f is a quotient map f[AJ is closed and open in Y, (and 
also belongs to A (2.4(3))). Thus f[A] is an A-component of Y (2.8). 
But f[A] n C ~ 0, so f[A] =C. Thus A= f-l[CJ. 0 
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The following two examples show that neither of the hypotheses: 

"f is a quotient map" or "X and Y are weak locally A-spaces" can be deleted 

from 2.12(ii). In each case f is A-submonotone, but inverse images of A­

CQmponents are not in A. 

2.13. EXAMPLE. X = [0,1] u (2,3], Y = [0,2] and f: X + Y is defined by 

f(x) = x if x E [0,l], f(x) = x-1 if x E (2,3]. X and Y are weak locally 

connected and f is a surjective map. 

2.14. EXAMPLE. X {0} x [0,1] u {(x,sin .!.) I 0 < x $;I}, Y = [0,l], x 
f: X + Y is the first projection, and A = {pathwise connected spaces}. 

Y E A and f is a quotient map. 

2.15. THEOREM. Top has (A-monotone quotient, A-light)-diagonaZizations 
and (A-submonotone quotient, A-superlight)-diagonalizations. 

PROOF. Consider the commutative square 

x ----'"'------'> y 

r l 1 ' 
z w 

where g is A-monotone (resp. A-submonotone) quotient and h is A-light 

(resp. A-superlight). Let y E Y. Then 0 # g- 1(y) EA (resp. is contained 

in an A-component of X). Thus r[g- 1(y)J EA (resp. is contained in an 

A-component of Z). But r[g- 1(y)] c h- 1[s(y)J and h- 1[s(y)J has singleton 

A-components (resp. meets each A-subspace of Zin at most a singleton). 

Call its nember z • Now d: Y + Z defined by d(y) = z is a function, and 
y -I y 

for each x EX, dg(x) = zg(x) E r[g (g(x))J = {r(x)}. Thus dg = r. Since 
g is a quotient map, d is continuous and hd = s. D 

2.16. COROLLARY. (WHYBURN [15]). If a map has a (monotone quotient, 

Zight)-factorization, it must be unique. 

PROOF. Theorem 2.15 and proposition 1.3. D 

2. 17. THEOREM. 

(l) Top has unique (submonotone-quotient, superZight)-factorizations. 
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(2) The category of weak locally A-spaces has unique (A-suhmonotone 
quotient, A-superlight)-factorizations. 

PROOF. We need only show existence. Uniqueness will follow from proposition 
J.3. Let the map f: X + Y be given and let Z be the collection of all non­
empty intersections of fibers of f with A-components of X. Endow Z with 
the quotient topology induced by the natural (decomposition) map n: X + Z. 
Define h: Z + Y by h(f- 1(y) n C) = y. Clearly his a function, so that 
since n1 is a quotient map, and h n= f, h must be continuous. Also for any 
f- 1(y) n CEZ, 

n- 1(f- 1 (y) n C) = f- 1 (y) n cc C, 

so that n is A-submonotone. If y E Y and h-J(y) n B ~ 0 for some A-compo­
nent B of Z, then by 2.12(ii) n- 1(B) is an A-component of X, so that 

h-1(y) n B = {f- 1(y) n n-1(B)} 

which is a singleton. Thus h is A-superlight. For part (2) Z is weak local­
ly A since it is a quotient of a weak locally A-space (2.JO). 0 

2.18. COROLLARY. The category of locally A-spaces has unique (A-suhmono­
tone quotient, A-superlight)-factorizations. 

PROOF. Immediate from theorem 2.17 and proposition 2.7. D 

Notice that if in theorem 2.17 A= Top, one obtains the usual unique 
(quotient, injective)-factorization for Top. Also both of theorems 2.15 
and 2.17 fail to hold if the word "quotient" is deleted - or even changed 
to "surjective map". [If we let f be the map of example 2.13, then each of 
fl and If is a ((sub)monotone surjective, (super)light)-factorization of 
f.] The following example shows that the hypothesis of theorem 2.17(2) that 
the spaces are weak locally A cannot be deleted. 

2.19. EXAMPLE. Let X be the space of example 2.14, f be the map of X to 
the singleton space, T, and A be pathwise connected spaces. Then f has no 
(A-submonotone quotient, A-superlight)-factorization at all. Suppose that 
f = hg is such a factorization. Let Z consist of the two path components 
of X and n: X + Z be the induced quotient map. By theorem 2.15 there is a 
map k such that k n = g. Since g is a quotient map, so is k, and since g 
is A-submonotone its codomain must have at least two points. Thus k is a 



135 

homeomorphism, showing that h cannot be A-(super)light. 

The unique ((A)-submonotone quotient, (A)-superlight)-factorizations 
guaranteed by theorem 2.17 are new and hopefully will become as useful to 
topologists as have been the classical (monotone, light)-factorizations. 
The following example shows that even for compact Hausdorff spaces, the 
(submonotone, superlight) and the (monotone, light) factorizations are 
different. 

2.20. EXAMPLE. Let X = [0,l] x {0,l} u {I} x [0,J], Y 
the "first projection" map from X to Y. 

[0,1] and f be 

2.21. PROPOSITION. Let G be the A-submonotone quotient maps and H be the 
A-su:perlight maps. Then 

(I) G and H are eaah dosed under aomposi tion with homeomorphisms. 
(2) f E G n H if and only if f is a homeomorphism. 
(3) G is self right-aa:naellative, but not right-aa:naellative. 
(4) His left-aanaeUative. 

PROOF. (!) and (2) are immediate from the definitions (2.11) and the fact 
that injective quotient maps are homeomorphisms. 

(3). If g = sr where g and r belong to G, then sis clearly a quotient 
-1 -I -l -I map, and if s (y) is a FIBER of s, then g (y) = r s (y) .s. C 

where CEA. Then r[C] EA and r[C] .2. s- 1(y), since r is surjective. 
Hence G is self right-cancellative. To see that it isn't right-cancel­
lative let X EA, r: X + X x {O,l} be an injection and s, g be termi­
nal maps such that g = sr. Then g is A-submonotone quotient, but 
s isn't. 

(4). Suppose f = kh and h- 1(y) meets two A-components of its domain. Then 
so will f- 1(k(y)). D 

Theorems 2.15 and 2.17, corollary 2.18, and proposition 2.21 together 
with the fact that quotient maps are epimorphisms in any subcategory of 
Top establish that all of the hypotheses as well as statement (I) of theo­
rem 1.5 hold whenever we let: 

(I) C Top, G = {submonotone quotient maps}, and H {superlight maps}, 
or 

(II) C = {weak locally A-spaces} or C = {locally A-spaces}, G 

tone quotient maps}, and H = {A-superlight maps}. 

{A-submono-
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Some consequences of this are stated below. In the following state­

ments we assume that either (I) or (II) holds. 

2, 22. PROPOSITION. (A)-submonotone quotient and (A)-super light maps 

determine each other; namely A{(A)-submonotone quotient}= (A)-superlight 
and T{(A)-superlight} = (A)-submonotone. 

2.23. PROPOSITION. (A)-submonotone quotient maps are closed under the 
formation of composi-tions, pushouts, multiple pushouts, and coproducts 
in Top. 

PROOF. Since C is coreflective in Top, the formation of the colimits in C 

is the same as their formation in Top. D 

2.24. PROPOSITION. (A)-superZight maps are closed under the formation of 
compositions, pulZbacks, multiple pullbacks, products, and inverse limits 
of inverse spectra. 

N.B. If in the above proposition we are operating under hypotheses (II) 
it should be remembered that although C is complete, the formation of 

various limits such as pullbacks and products will, in general, be differ­

ent from their construction in Top. 

2.25. PROPOSITION. The subcategory of all totally non A-spaces is epire­
fZective in C. 

Notice that although the class G of all submonotone quotient maps has 

many nice properties, e.g. 

(I) contains all homeomorphisms 

(2) closed under composition 

(3) closed under the formation of pullbacks, and 

(4) closed under the formation of multiple pullbacks; 

it nevertheless fails to be a "standard class" of epimorphisms in the sense 

of [13] or [14] because it is not left-cancellative w.r.t. epimorphisms.*) 

To see this, consider f: [0,2~) + s1 defined by f(x) = eix. Then f is 

surjective and the first factor of a submonotone quotient map, but is not 

submonotone quotient. According to the results of [14] the smallest class 

of maps that contains G, has properties (I) through (4) above, and is left­

cancellative w.r.t. epimorphisms, is the class of all surjective totally 

disconnected extendible maps. 
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3. COMBINATIONS OF FACTORIZATIONS 

In this section we consider some ways of combining two types of fac­
torizations into triple (G,K,H)-factorizations, i.e., representations of 
maps as compositions f = hkg, where g E G, k EK, and h EH. 

3.1. PROPOSITION. If a category Chas (G,H)-factorizations and (G,H)­
factorizations and H and H are Zeft-cancellative, then C has both 
(G, GnH, R) -factorizations and (G ,G nH ,H)-factorizations. 

PROOF. Given f, let f = hg be a (G,H)-factorization and let h = hg be a 
(G,H)-factorization of h. Since H is left cancellative, g E H. Thus hgg is 
a (G ,GnH ,H)-factorization. The other factorization is obtained similarly. 0 

* 
B is said to be left-cancellative w.r.t epimorphisms iff whenever gf E B 
and f is an epimorphism, f must be in B_. 

3.2. THEOREM. The non-full subcategory C of Top consisting of all spaces, 
homeomo:rphisms, and maps with T codomain, has unique (monotone quo·tient, 
light svhmonotone quotient, superlight)-factorizations and (submonotone 
quotient, superZight monotone quotient, Zight)-factorizations that are not 
necessarily unique. 

PROOF. That maps in the category have unique (monotone quotient, light)­
factorizations in Tap is well-known (see e.g. [10]) and that they have 
unique (submonotone quotient, superlight)-factorizations in Top follows 
from theorem 2.17. Let f: X + Y be in C and let X ~ Z ~ Y be its factori­
zation of the first (resp. second) type. If f is a homeomorphism we can 
take g = f = h. If not, then Y is T1 
of f- 1(y) (resp. the intersection of 

-I Since both f (y) and components are 

of X must be closed. Butz= g- 1(z) 

so that if z E Z then z is a component 

a component of X with f- 1(y)). 

closed, z considered as a subspace 

and g is a quotient map. Thus z must 
be closed in Z, so Z is T1 and both g and h are in C. Applying proposition 
3.1, the required triple factorizations are obtained. To show uniqueness 
suppose that hkg = f = h'k'g' are each (monotone quotient, light submono­
tone quotient, superlight)-factorizations of£. Since every superlight map 
is light and light maps are closed under composition, kh and h 'k' are light. 
Thus by the uniqueness of the (monotone quotient, light)-factorization 
(2.16) there is a homeomorphism d such that dg = g' and h'k'd = hk. Now by 
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the (submonotone quotient, superlight)-diagonalization property there is a 

d such that dk = k'd and h'd = h. Since d is a homeomorphism, k'd is sub­

monotone quotient so that dis also (2.21). By left-cancellativity of su­

perlight maps d is superlight. Thus d is a homeomorphism. To see that 

(submonotone quotient, superlight monotone quotient, light)-factorizations 

are not necessarily unique, consider the map f: X + Y of example 2.20. If 

hg = f = h'g' are its (monotone quotient, light)- and (submonotone quotient, 

superlight)-factorizations, resp. then hlg = f = h'lg' are non-equivalent 

triple factorizations of f of the required types. D 

Occasionally much can be gained by considering factorizations of a 

very restricted class of maps. The following theorem illustrates this. 

3.3. THEOREM. For the sUbcategory HaM of Top consisting of Hausdorff 

spaces, terminal maps have unique (compact extendible dense, perfect (sub)­

monotone quotient, perfect (super)light)-factorizations, f = hgc and the 

maps gc together with ·their codomains give the Banaschewski [I J zero­

dimensional compact Hausdorff epireflection for HaM. 

PROOF. Let X be a Hausdorff space and t: X + T its terminal map. Let 

c: X + SX be the compact Hausdorff reflection of X and let hg be the 

((sub)monotone quotient, (super)light)-factorization of the terminal map 

from SX. Denote the codomain of g by sX. hg is perfect since SX is compact 

and g is perfect since perfect maps are left-cancellative. Since X and T 

are compact Hausdorff, so is sX [12] Thus h is also perfect. Hence t = hgc 

is a factorization of the required type. To show uniqueness suppose that 

t = h'g'c' is also a factorization of the same type. Since perfect maps 

are closed under composition h'g' is perfect, so that Y is compact. Thus 

since each of c and c' is compact extendible, there are d and d' such that 

de= c' and d'c' = c. Since c and c' are dense it follows that d is a ho­

meomorphism. Thus h'(g'd) is a ((sub)monotone, (super)light)-factorization 

of SX + T. By the uniqueness of such factorizations (2.17) there is a ho­

meomorphism k such that kg= g'd and h'k =h. Thus 
c g h 

X + SX + ;;;X + T 

is the unique factorization of the required sort. Since h is light, its 

domain must have singleton components. Thus since ;;;X is compact Hausdorff, 

it is also zero-dimensional. Also gc: X + sX is dense, thus an epimorphism 

in HaM. Now suppose that f: X + Y where Y is zero-dimensional compact 



Hausdorff. Clearly there is a map f: SX + Y such that fc =f. But now by 
the (monotone quotient, light)-diagonalization property, there is some 
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d: sX + Y such that dg = f. Hence d(gc) = f. Since gc is dense, d is unique. 

Therefore (gc,~X) is the required epireflection for X. D 
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OPEN PROBLEMS IN INFINITE-DIMENSIONAL TOPOLOGY 

R.D. ANDERSON & NELLY KROONENBERG *) 

This problem list is a successor to earlier problem lists prepared fol­
lowing conferences in Ithaca (January 1969), Baton Rouge \December 1969), 
and Oberwolfach (September 1970). The Oberwolfach problem list was publish­
ed as Mathematisch Centrum Report ZW 1/71. The current list includes prob­
lems suggested and discussed at a conference in Baton Rouge (October 1973). 
It is not, of course, a complete list of all open questions known to the 
conference participants but does include representative problems from the 
principal areas of current activity in the point-set topology of infinite­
dimensional (I-D) spaces and manifolds known to the authors. Because of 
changing patterns of activity over the past few years, the problems on lin­
ear groups and the older problems on differential topology, included in 
the 1971 list, have been omitted. The interested reader is referred to the 
paper Err/beddings, Isotopy cmd Stability of Ba:nach Mcmifolds, Compositio 
Math. , ~ ( 1972) 175-226, by DAVID ELWORTHY for a discussion of recent re­
sults in I-D differential topology. It is likely that a few of the problems 
listed below are inadequately worded, are trivial or are known. Because of 
many interrelationships, some aspects of various problems are listed under 
more than one heading below. See footnotes for results added in proof. 

The following mathematicians (with addresses listed in the AMS-MAA com­
bined membership list) are possible sources of continuing more recent infor­
mation on many of the problems: R.D. ANDERSON, T.A, CHAPMAN, DOUGLAS W. 

*) Louisiana State University, Baton Rouge, Louisiana 70803, USA, 
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CURTIS, Ross GEOGHEGAN, R.M. SCHOR! and JAMES E. WEST. The following are 

sources on certain types of problems. W.E. HAVER, R. HEISEY, J.E. KEESLING, 

N.S. KROONENBERG, W.K. MASON, W.E. TERRY, DAVID c. WILSON, and RAYMOND Y.T. 

WONG. 

HENRYK TORuNCZYK of the Mathematics Institute of the Polish Academy of 

Sciences in Warsaw and CZESLAW BESSAGA of the Mathematics Institute of the 

University of Warsaw are also knowledgeable about many of the problems and 

results in the area, 

Over the past three years there has been a change in the direction of 

much of the research effort in I-D topology. Whereas many or most of the re­

sults prior to September 1970 had dealt with non-locally compact linear 

spaces and manifolds modelled on them -although using some results from 

the compact Hilbert cube- most of the more recent results have dealt with 

compact or locally compact infinite-dimensional spaces and manifolds model­

led on them. There are big open problems of both types before us now and 

it is not sure where the next big thrusts will come. 

Continuing problems are the obtaining of further usable general char­

acterizations of Hilbert space i 2 and the Hilbert cube Q. Manifolds model­

led on i 2 and Q have been characterized by homotopy type for i 2-manifolds 

and simple homotopy type for Q-manifolds and effective representation theo­

rems have been obtained. A characterization of t 2 in terms of other linear 

spaces (all separable infinite-dimensional Frechet spaces are homeomorphic) 

was obtained in 1966 from combined work of ANDERSON, KADEC, and BESSAGA & 

PELCZYNSKI. A characterization of any compact convex infinite-dimensional 

subset of i 2 as homeomorphic to Q had been obtained in 1931 by KELLER and 

was extended by KLEE to such subsets of any Frechet space. Characterizations 

of i 2 and Q as products of factors other than lines or intervals have been 

the subject of much recent research and substantial partial results are 

known. Usable characterizations independent (or semi-independent) of linear 

or convex structure or of product structure are not yet known. 

There have been three major sets of results in the past two years and 

in addition a new and useful proof technique. The three results have been: 

(l) The characterization and representation theorems for Q-manifolds and 

their use in establishing the invariance of Whitehead torsion (CHAP­

MAN). This work has intimately related Q-manifold theory with homotopy 

theory and particularly simple-homotopy theory. It suggests that Q­

manifolds may be the proper framework for reformulating and extending 
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various algebraic topological concepts or procedures since Q-manifolds 

don't have the dimensional limitations of finite-dimensional manifolds. 

Specifically, CHAPMAN has shown that every Q-manifold is triangulable, 

i.e., is the product of a locally finite polyhedron with Q and that 

two compact Q-manifolds are homeomorphic iff their polyhedral factors 

have the same simple homotopy type. CHAPMAN has extended this result 

to non-compact manifolds with the appropriate definition of infinite 

simple homotopy type. His techniques use surgery and a good bit of the 

finite-dimensional theory. 

(2) The characterizations of the factors of £ 2 (and other linear spaces). 

Using functional analytic and topological methods, TORuNCZYK has shown 

that a separable complete metric space X is an £2-factor, i.e., 

X x £ 2 = £2 , iff X is an absolute retract. He also shows that such a 

space X is a factor of some £2-manifold iff X is an ANR. He has com­

parable results for many other linear spaces. His results together with 

the earlier results of GEOGHEGAN that the space H(M) of all homeomor­

phisms of a finite-dimensional manifold M admits 9, 2 as a factor, i.e., 

H(M) x £2 = H(M), show that H(M) is an .1/, 2-manifold iff H(M) is an ANR 

(since H(M) x £2 will be an i 2-manifold if H(M) is an ANR and H(M) x i 2 
will be homeomorphic to H(M) (GEOGHEGAN); and since every i 2-manifold 

is an ANR and H(M) x i 2 projects onto H(M), then H(M) must be an ANR), 

The TORuNCZYK results are naturally related to the long standing ques­

tion as to whether every compact metric AR is a Q-factor but his meth­

ods do not yield that result. 

(3) Let X be a separable metric space and let 2X be the space of all non-

empty closed subsets of X with the Hausdorf f metric. Let C(X) be the 

subset f 2x · · o consisting of the subcontinua of x. SCHORI & WEST had 

earlier proved that 2I = Q and 2r = Q where r is any non-degenerate 

connected finite graph and WEST had proved that C(X) - Q for X any 

dendron with a dense set of branch points. Using these results and a 

delicate geometric argul'lent, CURTIS & SCHORI proved that 2X -· Q iff 

X is a non-degenerate Peano continuum and that C(X) = Q iff X is a 

non-degenerate Peano continuum containing no free arc. (The "only if" 

results were known earlier.) 

In their proofs they used mapping cylinder theorems by WEST, e.go, 

if X and Y are Q-factors and f is a map of X into Y, then Mf, the map­

ping cylinder of f, is a Q-factoro They also used near-homeomorphisms, 
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i.e., maps which are uniform limits of homeomorphisms. Recently, CHAP­

MAN has shown that any cell-like map of a Q-manifold onto a Q-manifold 

is a near-homeomorphism, a general result including many earlier spe­

cial cases and applicable to the CURTIS-SCHORI argument. The mapping 

cylinder and near-homeomorphism techniques appear to be both powerful 

and useful. 

It should be mentioned that there are three major areas of contact or 

potential contact of current research in infinite-dimensional topology with 

other areas of topology: the work of CHAPMAN with simple homotopy theory, 

the work of several people on spaces of homeomorphisms of finite-dimension­

al manifolds, and the involvement of many areas of infinite-dimensional 

topology with the theory of retracts. It seems likely that infinite-dimen­

sional topology will become basic to the study of these other areas. 

Following a list of notation, the problems are listed under the head­

ings and with the letter designations below. 

I. PRODUCTS AND FACTORS 

II. HYPERSPACES, DECOMPOSITIONS AND SHAPE OF COMPACTA 

Hypers paces 

Decompositions 

Shape of compacta 

III. OTHER PROBLEMS ON Q AND Q-MANIFOLDS 

Hilbert cube manifolds 

Group actions 

Compactif ications 

Topological dynamics 

Miscellaneous 

IV. PROBLEMS ON LINEAR SPACES AND MANIFOLDS 

Spaces of homeomorphisms and mappings 

Characterization of ANR's 

Linear spaces 

Lipschitz and uniformly continuous homeomorphisms 

i 2-manifolds 

Compactifying s as the Hilbert cube 

I-D topology in Euclidean spaces 

PF 

H 

D 

SC 

QM 

GA 

CMP 

TD 

MSQ 

HS 

ANR 

LS 

L-U 

M 

CSQ 

E 
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NOTATION 

I) Q = Hilbert cube = 100 [-1,1] 00 

2) i 2 = separable Hilbert space. 

3) s = (1°) 00 = (-1,1) 00 =countable infinite product of lines (is homeo­

morphic to i 2). s is referred to as the pseudo-interior and Q\s as the 

pseudo-boundary of Q. 

4) For X any space, let Xn be the n-fold product of X by itself and X00 

5) 

or Xw be the countable infinite product of X by itself. For X an in­
finite-dimensional coordinate space, let Xf = {(x.). EX I for all but 

1. ]. 

finitely many i, xi = 0}. 

"has the same homotopy type as". 

6) ";;;'" = "is homeomorphic to". 

7) Y is an X-ma:nifold if Y is a paracompact Hausdorff space modelled on 

X, i.e., if Y admits an open cover by sets homeomorphic to open sub­

sets of X. Q-manifolds are locally compact and metric and i 2-manifolds 

are completely metrizable. 

8) X is a Q-factor if X x Q is homeomorphic to Q. This is equivalent to 

the existence of a Y such that X x Y = Q. 
I 

9) X is a Q-manifold factor if X x Q is a Q-manifold. 

10) A closed subset K of an ANR space X is a Z-set in X if for every non­

empty contractible open subset U of X, U\K is non-empty and contract­

ible. An alternative definition, which is equivalent for Q-manifolds 

and i 2-manifolds, reads: a closed subset K of an ANR space X is a Z­

set in X if for every map s: X + R+ there exists a map f: X + X\K 

with for each x EX, d(f(x),x) < s(x). A a-Z-set is a countable union 

of Z-sets. Z-sets play an important role in infinite-dimensional top­

ology. 

II) An onto map f: X + Y, where X ~ Y, is a nea;r>-homeomorphism if f is a 

uniform limit of homeomorphisms. 

12) An onto map f: X + Y stabilizes to a near-homeomorphism if 

f x idQ: X x Q + Y x Q is a near-homeomorphism. 

13) Let X be compact and let f: X + Y be any map; then the mapping cylin­
der Mf is the attachment space X x I U Y with attachment map 

fo 
f 0 : X x {O} + Y defined by f 0 (x,O) f(x). Y is the base of Mf. 

14) A space X is LC or locally contractible at a point p E X if for every 

neighborhood U of p there exists a neighborhood V c U of p such that 
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V is contractible in U. A space X is LCn (LC00
) at p E X if for each 

neighborhood U of p and each i 5: n (each i < 00 ) there exists a neigh­
borhood V of p such that every map f: 8Ii+I + V can be extended to 
f: Ii+I + U. A space X is LC (1Cn,LC00

) if X is LC (LCn,LC00
) at each 

of its points. 

15) A map f: X + Y, where X and Y are locally compact, is proper if the 
inverse of a compact set is compact. 

16) A proper map f is CE, cell-Zike or cellulm0 , if f is onto and point­
inverses have trivial shape. For the notion of shape see section SC. 

17) AR's and ANR's are understood to be AR's (ANR's) with respect to sep­
arable metric spaces (or compact metric spaces when appropriate). 

18) I-D = infinite-dimensional. 

19) fd finite-dimensional. 

20) PL piecewise linear. 

21) A subset M of a metric ANR X is said to have the (finite-dimensional) 
compact absorption property or to be an (fd) acrp-set for X if M = 
= Ui>OMi such that 
(i) for each i > O, Mi is a (finite-dimensional) compactum which is 

a Z-set in X, 

(ii) for each i > O, Mi c Mi+I' and 
(iii) for any (finite-dimensional) compact Z-set K c X, any open cover U 

of X and any positive integer m, there exists an integer n > 0 
and a homeomorphism g of X onto X such that g(K) c Mn' gf K n Mm 

id and g is limited by U, i.e., for any x EX there exists a 
U E U such that x,g(x) E U. 

Q\s is a cap-set for Q and sf is an fd cap-set for Q, 

I. PRODUCTS AND FACTORS 

One of the most important current problems in infinite-dimensional top­
ology is whether every AR is a Q-factor (trivially all Q-factors are AR's). 
As pointed out below, a positive answer to this would solve the old problem 
of whether every compact metric ANR has finite homotopy type. TORuNCZYK 

([25],[26]) showed that every complete separable metric AR is an ~2-factor 
and every complete separable metric ANR is an ~ 2-manifold factor. However, 
his techniques are not applicable to the Hilbert cube case. 

By various results of WEST the class of Q-factors is known to contain 
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all compact contractible polyhedra and to possess the following two closure 

properties (cf. [27],[29]): 

!) If f: X + Y is a map between Q-factors, then the mapping cylinder Mf is 

a Q-factor, 

2) If X,Y and X n Y are Q-factors, then Xu Y is a Q-factor. 

CHAPMAN observed that it follows from TORuNCZYK's results that the 

product of a locally compact ANR and the Hilbert cube has a basis of con­

tractible open subsets. For let X be a locally compact ANR and let (x,q) E 

E: X x Q. By homogeneity of Q, we may assume that q E: s, Let 0 be a contractible 

open neighborhood of (x,q) in s, and let o* be any open subset of X x Q 

such that o* n s = O. We show that o* is homotopically trivial. Let 

f: Sn+ o* be any map. Then there exist maps f: Sn+ s which are arbitrarily 

close to f and hence homotopic to f and can therefore be supposed to map in­

to o* and hence into 0 = o* n s. Now f can be extended to f: In+! + 0. But 

then there exists also an extension f: In+! + o* of f. 

Using the above, CHAPMAN observed that a positive solution of the AR­

problem would imply that every locally compact ANR is a Q-manifold factor 

and therefore, by triangulability of Q-manifolds, has the homotopy type of 

a locally finite simplicial complex. We only give a simpler argument for 

the compact case. Let X be a compact ANR. Then the cone of X is an AR and, 

by assumption, a Q-factor. But then X x [O,l) x Q is homeomorphic to an 

opensubset of Q and thus is a Q-manifold. Hence X x [0,l] x Q is a compact 

Q-manifold and by CHAPMAN's characterization has the homotopy type of a 

finite complex. Besides the AR-problem, we list various weaker versions of 

it, some related questions and problems and some techniques which might be 

helpful. 

PF I) If X is a compact metric AR, is X x Q ~ Q? 

In trying to solve PF I one encounters the problem that an AR can show 

pathologies like the singularity of MAZURKIEWICZ, that is, it might not be 

a local AR. There is ground for hope that such pathologies disappear upon 

multiplication by finitely many or even one interval. The remark above im­

plies that the product of a compact AR and the Hilbert cube has a basis of 

contractible open sets. However, we would like to obtain a stronger result: 

PF 2) If X is a compact AR, does X x Q (or X x In for some n) admit ar­

bitrarily small brick decompositions? For a definition of brick 
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decomposition, see [2], p.178 on condition r. This is probably 
true for the example in [2J, pp.152-156, with n = 1. 

An onto map f: X + Y between compact ANR's is called a fine homotopy 
equivalence if for any E there is a map g: Y + X such that f o g is E-homo­

topic to i<ly and go f is homotopic to idxbya homotopy F: X x I+ X such 
that the paths in f o F of points in X have diameter less than E. For a 

map f between compact ANR's it is straightforward to prove that (f is a 
near-homeomorphism),.. (f is a fine homotopy equivalence),.. (f is cellular). 
In some special cases there are converse implications: CHAPMAN has shown 
that if f: X + Y is a cellular map between Q-manifold factors then f stab­

ilizes to a near-homeomorphism. HAVER has recently shown that cellular maps 
between locally compact ANR's are fine homotopy equivalences, extending a 
finite-dimensional result of LACHER. 

PF 3a) Is there a cell-like map f: Q + X forXa compact metric AR? (By HA­
VER1s result f will be a fine homotopy equivalence.) What about the 
case in which X is finite-dimensional? CHAPMAN has claimed that 

an affirmative answer would imply finiteness of homotopy types of 
compact metric ANR's, which is a long-standing unsolved problem. 

PF 3b) If f: Q + X is a fine homotopy equivalence onto an AR-space X then 
is X a Q-factor? CURTIS observed that X is a Z-set in the mapping 

cylinder Mf (where X is identified with the base of Mf) iff f is a 
fine homotopy equivalence. According to WEST it is almost certain 

that Mf ~ Q. (WEST also expects to be able to show that Mf is a 

Q-manifold if X is a compact ANR.) See also problem PF 5. 

Let X and Y be compact metric spaces. A continuous surjection f: X ~ Y 
is tiZtahZe if for each E > 0 there exists a homeomorphism h: X + X such 
that I) d(f 0 h,f) < E and 2) for d(x,x') > E with x,x' ~ X, f o h(x) ~ 

~ f o h(x'). 

THEOREM: f: X + Y is tiZtahZe iff f is a near-homeomorphism (and hence X = Y). 

One can show the only-if part by inductively constructing a sequence 

(hn: X + X)n such that h.iffi f o hn o ... o h 1 is a homeomorphism E-close to 
f. The proof of this and the converse is fairly straightforward. 
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TILTING LEMMA (cf. [29]). Let X,Y and X n Y be Q-factors and let Z = 

= (X x I) u (Y x {O}). Then (X n Y) x {O} is a Z-set in X x I and hence it 
is kno?;)n that Z is a Q-factor. If p: Z + X u Y is the natural projection 
then p x id: Z x Q + (X u Y) x Q is tiltahle and hence X u Y is also a Q 

factor. 

Possible further applications of the notion of tiltability are: 

PF 4a) 

By 

PF 4b) 

PF 5) 

PF 6) 

Let A,X and Y be Q-f actors where Ac X and let f: A+ y be any map. 

Then is x uf Y a Q-factor? It is known that if A is a Z-set in X, 

then X uf Y is a Q-factor. 

the above, PP 4a can be reduced to the following tiltability problem: 

Let A,X and Y be Q-factors where Ac x and let f: A+ Y be any map, 

Then A x {0} is a Z-set in X x I and hence (X x I) uf Y is a Q-
0 

factor where f 0 : A x {O} + Y is defined by f 0 (x,O) f(x). Let 

p: (X x I) uf Y + X uf Y be the natural projection. Then is 
0 

p x id: [(X x I) uf Y] x Q + [X uf Y] x Q tiltable? If so, then 
0 

X uf Y is a Q-factor. 

In view of PF 3a and 3b the following application is of special 
interest: If f: Q + X is a fine homotopy equivalence from Q onto an 

AR-space X and Mf is the mapping cylinder of f and c: Mf + X is the 

collapse to the base, is c x id: Mf x Q + x x Q tiltable? If so, 

then X is a Q-factor, according to WEST's claim of PF 3b. 

Is there some way to build up the class of factors of Q (or at least 
a large subclass of them) from the class of contractible finite com­

plexes or other known factors? In the last few years several closure 

properties of the class of Q-factors have been shown. The combina­
tion of BROWN's Inverse Limit Theorem (cf. [3]) and near-homeomor­

phism and mapping-cylinder techniques as outlined in SCHORI & WEST 

[23] has produced important results. It would be very interesting 

to find techniques for approximating spaces "from the outside": if 

A is embedded as a closed subset in X and A is the intersection of 

a family {A.}. of closed subsets of X, what conditions on the family 
]_ ]_ 

{A.}., e.g. maps f.: A.+ A~+! with certain properties, would war-i ]_ ]_ ]_ L 

rant which conclusions on A? 
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PF 7) 

PF 8) 

PF 9) 

PF 10) 

Let Y1 and Y2 be Q-factors. Is there a map f: Y1 + Y2 such that 

f x id: Y 1 x Q + Y2 x Q is a near-homer morphism? (By CHAPMAN' s as­

sertion, it is sufficient that f be cellular.) Are there integers 
nl n2 

n 1 , n2 and an f' such that f' x idQ. (Y x I ) x Q->- (Y2 x I ) x Q 

is a near-homeomorphism? 

Under what conditions on X and Y is it true that if X x Y is a Q­

manifold then X x Q i ? 

One can consider the following special cases: 

a) X and Y compact and Ya cone (or contractible), 

b) the answer is yes if X and Y are compact and contractible, since 

in this case both X and Y are Q-factors. 

Is every countable infinite product of topologically complete sep­

arable metric AR's with infinitely many non-compact factors homeo­

morphic to ~ 2 ? Suppose each contains a closed copy of the real line. 

Let m be an infinite cardinal. Let D be a discrete space of cardin-m 
ali ty E!· By an E!-spider sE! we mean the "fan" (Dm x [0, I]) I (Dm x { O}) 

endowed with the "streetcar metric" d((x,t),(y,s)) = t+s if x f y 

and d((x,t),(x,s)) = jt-sl. An m-porcupine p.!!! is the product of 
bl . f m - ~o ~ ? • f . counta y many copies o s-. Is P = ~2 . More generally, i m is 

infinite, then does there exist a Hilbert space H such that p!!'.-;;;; H? 

WEST has shown that for any infinite m we have s!:!!. x H ~ p!!'. x H-;;; H 

for some Hilbert space H. 

PF I I) Let X be a topologically complete separable metric space. 

a) Does x x (O, I) - s imply x= s? 

b) Does x x Q ;;;: s imply x = s? 

c) Does x x x ~ s imply x = s? 

d) Does x x y = s imply x;;;: s, where Y is some factor of Q? 

As noted elsewhere, shrinking wild arcs in Q presumably pro-

duce counterexamples in the compact (Q) cases comparable to a) and 

c), But since there are no wild compacta in s, the questions for s 

appear rather interesting, 
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II, HYPERSPACES, DECOMPOSITIONS AND SHAPE OF COMPACTA 

II-H Hyperspaces 

By 2x, where X is metric, we denote the space of all non-empty compact 
subsets of X; by C(X) the space of all non-empty compact connected subsets, 
both endowed with the Hausdorff metric. In CURTIS & SCHORI [9], it is shown 
that 2X ?.! Q iff X is a non-degenerate Peano continuum and C(X) er Q iff X is 
a non-degenerate Peano continuum without free arcs. (Note that C(I) ~ r 2 .) 
As the first result in this direction, SCHOR! & WEST [23] s!10wed that 
2I ::;: Q. Next the case where X is a connected finite graph was solved and 
finally the general case was solved by approximating a Peano continuum X 
by finite graphs and employing inverse-limit and near-homeomorphism and 
mapping-cylinder techniques. 

In an attempt to find subsets of hyperspaces which reflect the struc­
ture of the original space more closely we might consider the collection 
of "small" subsets, Note that (for X a Peano continuum) 2X is contractible 
to the point X € 2X. By restricting the size of the subsets, we can hopeful­
ly avoid losing the homotopy structure of X. 

H 1) Let X be a non-degenerate compact ANR. Does there exist a suitable no­
tion of smallness such that the collection of "small" closed non-empty 
subsets of X is homeomorphic to X x Q? Specifically, does there exist 
a metric (presumably convex) on X and an E > 0 such that 2X = 

E: 
{A E 2Xldiameter(A) :> E}::;: X x Q? In particular, is this true if X 

is a manifold? The answer is yes if X is an interval or X ~ s 1. 

H 2) Let X be a non-degenerate compact contractible ANR. Does there exist 
a metric such that 2X ::;: Q for all positive E:? 

E: 

H 3) Let X be a non-degenerate Peano continuum. Does there exist a metric 
on X such that 2X is an ANR for all E > O? (This might be true for E: 

every convex metric.) Does there exist a metric on X such that 
2X ~ 2X x Q? If, moreover, X is contractible, does there exist a met-7 E X ~ 
rlc such that 2E = Q for every E > O? It might be helpful to first 

consider the case where X is a compact connected complex. 

H 4) Let K be a non-degenerate compact connected complex and K' a barycen-
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tric subdivision. Let 2st(K) = {A € 2K I A is contained in the closed 
st(K) ~ 1) 

star (with respect to K') of some vertex of K'}. Is 2 = K x Q? 

Below are some questions concerning s me naturally defined subsets of 

2X or C(X). 

H 5) Let X be a non-degenerate Peano continuum and let A c 2x. Is 2X(A) 

= {B E 2XIA n B ~ ~} a Q-factor? If so, is 2X(A) ~ Q? 

CURTIS & SCHOR! have shown that the set of all closed sets containing 

a given proper non-empty closed subset of X is Q. 

H 6) A closed subcollection A of 2x, where X is a non-degenerate Peano 

continuum, is called a growth-hyperspaae if for any B E 2x, B E A 
whenever for some A E A, B ~ A and every component of B meets A. 

KELLEY [17] showed that A is an AR. Is A a Q-factor? If so, under 

what condition is A homeomorphic to Q? 

H 7) KROONENBERG [19] showed that {A€ 2I I A zero-dimensional} and 

H 8) 

{A € 2I I A is a topological Cantor set} are topological pseudo-inter­

iors for 2I ~ Q. It seems reasonable that the same is true for any 

connected finite graph instead of I. 

I Is the collection of finite subsets of I an fd cap set for 2 ? See 

also LS 9. 

H 9) GEOGHEGAN & SUMMERHILL [12] (see section E) found finite-dimension­

al analogues for several infinite-dimensional notions and results, 

e.g. they defined (strong) z -sets in En. Is {K € 2In IK isa (strong) 
m n 

Z -set} a pseudo-interior for 2I for suitable m? And is {K E C(In) I K 
m 

is a (strong) Z -set} a pseudo-interior for C(In)? In KROONENBERG 
m 

[ 19], it is shown that {K € 2Q I K is a Z-set} is a topological pseudo-

interior for 2Q and that {K € C(Q) I K is a Z-set} is a pseudo-interior 

for C(Q). 

II-D Deaompositions 

The following problems deal with the images of Q under strictly cell­

like mappings, i.e., mappings of Q onto compact metric spaces with all 

point-inverses being Z-sets of trivial shape. The basic problem is to iden·-
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tify conditions under which the image must be homeomorphic to Q, Since it 

is not assumed in general that the image space is a Q-manifold and there 

exist many examples of images of Q different from Q under maps where the 

point-inverses are of trivial shape but are not Z-sets (for example, Q/a 

for a a wild arc or a cut slice), the hypothesis of the point-inverses 

being Z-sets is a natural one. 

Two results are known. By a simple modification of Eaton's argument that 

there exist "dog-bone" decompositions for each Euclidean space, it can be 

shown that there exists a "dog-bone" decomposition of Q, i.e. , a map 
onto -1 

f: Q -" X such that X ';/ Q and for each x E X, f (x) is a point or a Z-

set arc with the image of the union of the non-degenerate point-inverses 

under f being a topological Cantor set in Q, The union of the non-degener­

ate elements does not lie in a Z-set or even in a o-Z-set. By an argument 

of ANDERSON, it can be shown that for any strictly cell-like mapping 

f: Q + X such that (I) the union of the non-degenerate point-inverses lies 

in a Z-set in Q, and (2) the image of the union of the non-degenerate point­

inverses under f is finite-dimensional, then X;;; Q. As a corollary of this 

result and Chapman' s characte:dzation of the shape of compact a ( cf. [ 8]) 

(sh X = sh Y iff Q\X ;;;- Q\Y when X and Y are Z-sets in Q), it follows that if 

f: X + Y is a cell-like map of any compactum X onto a compactum Y with the 

image of the union of the non-degenerate point-inverses under f finite-di­

mensional, then sh X = sh Y. 

Several specific open questions about decompositions of Q remain. In 

the statements below let f be a strictly cell-like map of Q onto a compac­

tum X. 

D I) If the union of the non-degenerate point-inverses under f lies in a 

Z-set, is X ;;;- Q? (In other words, can we eliminate the finite-dimen­

sional condition in ANDERSON's theorem above? If so, then all cell-
3) 

like maps of compacts would preserve shape.) 

D 2) If the union of the non-degenerate point-inverses lies in a countable 

union of Z-sets, is X;;; Q? 

D 3) More specifically, if the set of non-degenerate point-inverses is 

countable, is X ;;;; Q? (This is known if the union of the non-degenerate 

point-inverses is a G0.) 

D 4) If the union of the non-degenerate elements lies in s, is X - Q? 
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Problems like D 2 and D 4 are also interesting with the added restric­

tion that the non-degenerate elements be arcs or n-cells or copies of Q. 

D 5) Under what conditions is X a Q factor? We may assume that f be only 

cell-like, not strictly cell-like. And note that a cell-like map of 

a Q-factor induces a cell· like map of Q. 

II-SC Sha:pe of compacta 

BORSUK introduced the concept of shape as a generalization of the con­

cept of homotopy type and CHAPMAN's characterization cited in II-D above 

put the shape Jf compacta in the category of homeomorphism of complements. 

CHAPMAN also proved a finite-dimensional analogue of this theorem, The fol­

lowing problems deal with questions of shape that have come up in I-D top­

ology. 

SC I) Suppose A c Q is closed and has trivial shape, Is Q/ A a Q factor? 

Remark: If A is a Z-set, then Q/A ~ Q. If A is a wild arc in Q (e.g. 

contains a Wong Cantor set), then Q/A 7 Q (since Q\A is not l-ULC) 

but it is known by CHAPMAN & BRYANT (unpublished) that for A an 

arc, Q/A x I ~ Q, and it is almost certainly true that Q/A x Q/A - Q, 

SC 2) What characteristics of the embeddings distinguish AR's from other 

compacta of trivial shape when embedded as Z-sets in Q? 

SC 3) If X and Y are compact Q-manifolds and f: X +A and g'. Y +A are 

cellular mappings onto a compactum A,-then is X ~ Y? 

SC 4) By CHAPMAN's theorem above, two polyhedra P1 and P2 which are embed­

ded as Z-sets in Q have the same homotopy type if f their complements 

in Q are homeomorphic. Can .simple homotopy type be characterized in 

a similar way, e.g. by putting additional restrictions on the homeo­

morphisms which map Q\P 1 onto Q\P2? 



155 

III. OTHER PROBLEMS ON Q AND Q-MANIFOLDS 

III-QM Hilbert cUbe manifolds 

The two major problems on Q-manifolds, triangulability and classifica­

tion (by infinite simple homotopy type) have been solved by CHAPMAN (cf. 

[5],[6]). Many techniques for PL manifolds can be adapted for Q-manifolds 

and are usually simpler in the I-D case. 

QM l) Give a locally flat embedding of codimension 3 of one Q-manifold in­

to another which does not have a normal bundle. Finite dimensional 

examples exist. In [7] CHAPMAN showed that an arbitrary-codimensional 

embedding of Q itself in a Q-manifold is flat, which result is false 

of course, even in codimension l, when we replace Q by an arbitrary 

Q-manifold. 

QM 2) Let X be a non-compact contractible Q-manifold. Does Q contain a Z­

set K such that Q\K ~ X? More generally, what are conditions on Q 

manifolds X and Y of the same homotopy type and with Y compact and 

X not such that Y contains a Z-set K so that Y\K ~ X? 

QM 3) Let X be a compact connected Q-manifold. Show that if rr 1 (X) 0 and 

h: X + X is a homeomorphism homotopic to the identity, then h is am­

bient isotopic to the identity. Recently CHAPMAN found, using finite­

dimensional results of HATCHER. and WAGONER a counter-example for the 
I 4) 

non-simply connected case where X = S x Q. 

QM 4) Let X be a compact Q-manifold, and U a finite open cover of X by con­

tractible open subsets such that intersections of subcollections of 

U are either empty or contractible. Is X homeomorphic to N(U) x Q? 

Here N(U) denotes the nerve of U. 

QM 5) (ENGULFING) Let X be a connected Q-manifold and let K and L be corn-

pact Z-sets in M. Suppose L c U, where U is open and rrk (X, U) = 0 

for all k :2'. 0. Does there exist an ambient isotopy (ht)t: x x I -> x 
such that h = 0 idx, htj L id1 for all t and h 1 (U) => K? Remark: This 

is known to be true when L = {il, 
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III-GA Group actions 

It is known by WEST [30] that all compact metric groups can operate on 

i 2 with an arbitrary closed set as the set of fixed points. It is a routine 

application of covering space theory to show that all fixed point free per­

iodic homeomorphisms of prime period p on i 2 are equivalent. It appears 

that a study of group actions on Q or Q-manifolds should be much more in­

teresting. As this report goes to press, WEST has just shown that every two 

involutions of Q with a single fixed point are equivalent, i.e., are conju­

gates of each other. His result extends earlier partial results of WONG. 

Clearly, periodic actions on Q-factors can be used to induce various perio­

dic actions on Q but it is not known whether such actions are, i.n fact, dif­

ferent from canonical ones. 

GA I) For what prime p > 2 are every two period p homeomorphi.sms of Q with 

exactly one fixed point equivalent? A similar question about actions 

of non-prime period can be posed. No counterexamples are yet known. 5) 

GA 2) Let f: Q + Q be a homeomorphism of Q onto itself with exactly one 

fixed point and with f of prime period p. Must f be trivial at x, 

i.e., are there arbitrarily small contractible neighborhoods of x 

which are invariant under f? WONG has shown that if f and g are per­

iod p homeomorphisms of Q with exactly one fixed point and are tri­

vial at that point then f is equivalent to g. 5) 

The concept of triviality can be extended to a periodic homeomorphism 

fixed on an arbitrary contractible closed set. 

If m: Y + Y is a map, let ~(m) denote the set of fixed points of m. 

GA 3) Suppose f,g: Q x [O,l] + Q x [0,1] are periodic level-preserving 

homeomorphisms of period p having fixed point sets ~(f) = x x [O, 1] = 

= ~(g) for some point x E X. Is f equivalent to g by means of a le­

vel-preserving homeomorphism h: Q x [0,1] + Q x [0,1]? 

GA 4) What if we assume in addition that both f and g are trivial at 

xx[O,!]? 

If the above questions have affirmative answers, we may consider re­

placing [O,J] by [O,l]n or a polyhedron. 
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GA 5) Let K be a Z-set in Q which is homeomorphic to [O,I]n. Suppose 

f,g: Q -> Q are period p homeomorphisms such that cp(f) = K = cp(g) and 

both f and g are trivial at K. Is f equivalent to g? 

In the following let M denote a Q-manifold and let K denote a subset 

of M which is either empty or consists of a single point. We would like to 

know when two Z -actions on M are equivalent. In particular we ask: p 

GA 6) Suppose f,g: M +Mare period p homeomorphisms satisfying (I) cp(f) 

K = cp(g), (2) both f and g are trivial at K, (3) f is properly homo­

topic to g. Is f equivalent to g? 6) 

III-CMP Compactifications 

Consider the general problem: under what conditions a compact space X, 

which contains an open dense subset Y which is a Q-manifold, is itself either 

a Q-manifold or a Q-manifold factor. Cases of special interest are those where 

X is a mapping cylinder and where X\Y is an ANR and a Z-set in X (the gener­

al problem needs some such strong conditions). In this section a closed sub­

set A of X is a Z-set in X if for all E > 0 there is a map f: X + X\A with 

d(f,idX) < E. In WEST [28] it is shown that if, moreover, X and X\Y are Q­

factors and if X\Y is a Z-set in X, then X ~ Q. In the mapping cylinder case 

West is fairly positive that Mf ~ Q if f is a fine homotopy equivalence of 

Q onto an AR, and that Mf is a Q-manifold if f is a fine homotopy equivalence 

from a Q-manifold onto an ANR. See also PF 3 and PF 5. 

As to the question when X is a Q-factor we have the mapping cylinder 

theorem (cf. [27]) which says that the mapping cylinder of a map between 

Q-factors is a Q-factor. 

CMP I) Let X be a compact AR and Ac X be a Z-set in X and an AR. Suppose 

X\A is homeomorphic to Q x [0,1). Is X ~ Q or is X a Q-factor? 

CMP 2) CHAPMAN showed that if X is a non-compact Q-manifold which is l-LC 

at infinity and which has finitely generated homology H*(X) then a 

compactum can be added to X to obtain a compact Q-manifold. When can 

this compactum be prescribed to be a compact polyhedron? See also 

ANR 3B. 

Another general question one can ask is: when is the one-point compac-
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tification of a Q-manifold or Q-manifold factor again a Q-manifold factor? 

CMP 3) If K is a finite-dimensional one-ended (i.e., any compact subset is 

contained in a larger compact subset which has a connected comple­

ment) locally finite simplicial complex, find conditions under which 

the one-point compactification of K is a Q-manifold factor. 

CMP 4) Dropping the finite-dimensionality restriction in CMP 3 and using 

CHAPMAN's triangulation theorem (cf. [5]) we are dealing with the 

question as to when the one-point compactification of an arbitrary 

one-ended Q-manifold is a Q-manifold factor. 

CMP 5) For which one-ended K(Z2 ,I) Q-manifolds M (for a definition of K(Z2 ,I), 

see [24], p.424) istheone-point compactification of Ma Q-factor, 

if it is an AR at all? Let M be (Q\{O})/a, the orbit space of the in­

volution a which maps x onto -x. Then Q/a is the one-point compacti­

fication of M; W. BARIT and R.M. SCHORI have observed that Q/a is a 

Q-factor. Moreover, it is easily seen that Mis a K(Z2 ,J) Q-manifold 

which is one-ended. Not all one-ended K(Z2 ,J) spaces have the same 

proper homotopy type, though. 

III-TD Topological dynamics 

There has so far been practically no study of flows on Hilbert cube 

manifolds but many natural questions arise. Since s 1 x Q is homeomorphic to 

([0,l] x Q)/R for any homeomorphic identification R of {0} x Q with {J} x Q, 

any discrete flow on Q can be canonically imbedded in a continuous flow on 

s1 x Q. Questions of the existence of minimal sets and of various types of 

flows such as expansive flows have not yet been studied beyond fairly obvi­

ous examples. It is not hard to show that Q itself admits a regularly al­

most periodic homeomorphism which is not periodic. Also as a countable in­

finite product of itself, Q admits a shift homeomorphism. 

We list two special problems as representative of the much wider class 

of open problems. 

TD !) Is s 1 x Q a minimal set, i.e., does s 1 x Q admit a discrete flow with 

all orbits being dense? 

TD 2) Does Q admit an expansive flow, i.e., is there a homeomorphism 
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h: Q o~to Q and a number e > 0 such that for each (x,y) E Q x Q, x i y, 

there is an n, - 00 < n < 00 , for which d(fn(x),fn(y)) > E? 

III-MSQ Miscellaneous 

Characterization of Q (MSQ 1-1") 

MSQ I) Are the one-point set and Q the only homogeneous contractible metri­

zable compacta? 

MSQ l') Let X be compact metric, homogeneous and homeomorphic to its own 

cone K(X). Is X homeomorphic to Q? 

Note: By a theorem of SCHOR! [22], K(Y) x I~ KK(Y) for any compact 

Hausdorff space Y. Therefore X ~ X x I. If we can prove that the projection 

map p: X x I 7 X is either tiltable (see chapter I) or a near-homeomorphism, 

then by an inverse-limit argument it follows that X x Q ~ X. Furthermore, 

DE GROOT observed that X is locally homogeneous, i.e., every point x EX 

has arbitrarily small neighborhoods 0 such that for any two points y,z E O, 

y can be mapped onto z by an autohomeomorphism of X that is the identity 

outside O; and KROONENBERG observed that X is n-point order-preserving 

homogeneous for any n. A possible counterexample might be obtained in the 

following way: SCHOR! showed that K(Y) x Q is homeomorphic to its own cone 

for every compact metric space Y. However, homogeneity and local contracti­

bility at the cone point rule out spaces K(Y) x Q for Y a space like the 

Cantor set or the universal curve. 

MSQ I") We can pose a problem similar to MSQ l' about i 2• If X is homogene­

ous, complete metric and not locally compact and X ~ K(X) (where an 

appropriate metric definition of cone is used), then is X ~ £2? 

Unions of Hilbert cubes and Q-factors (MSQ 2-3) 

WEST [29] showed that the union of two Hilbert cube factors whose inter­

section is a Hilbert cube factor must be a Hilbert cube factor. An analogous 

statement might be true for Hilbert cubes. 

MSQ 2a) Suppose Q1, Q2 and Q1 n Q2 are all homeomorphic to Q, Is Q1 u Q2 
homeomorphic to Q? This problem has been open for several years and 
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has been attacked by several people. 

We have the following partial result by WONG & KROONENBERG [32]: if 

we are in the situation of MSQ 2a and moreover we know that Q1 n Q2 is a 

Z-set in Q1 and contains an fd cap set which is a o-Z-set in Q2 , then 

Q1 u Q2 ~ Q. This is proved by first showing that the fd cap set can be re­

placed by a cap set and next applying an inverse-limit argument. 

MSQ 2b) Suppose A c Q and A ~ Q. Does A contain an fd cap set which is a 

o-Z-set in Q? If so, then Q1 u Q2 is homeomorphic to Q if Q1, Q2 
and Q1 n Q2 are also homeomorphic to Q and if moreover Q1 n Q2 is 

a Z-set in Q1• KROONENBERG [20] proved that every closed finite­
dimensional subset of Qwhich has a 1-ULC complement and in parti­

cular every closed finite-dimensional subset which has deficiency 

l, is a Z-set in Q. Therefore the answer to MSQ 2b is yes if A has 

deficiency I. 

MSQ 2c) Suppose Q1, Q2 and Q1 n Q2 are all homeomorphic to Q, and suppose 

Q1 n Q2 contains an fd cap set which is a o-Z-set both in Q1 and 

in q2• Is Q1 u q2 homeomorphic to q? 

MSQ 2d) Does every sub-Hilbert cube A in Q contain an n-cell or copy of Q 

which is a Z-set in Q? The result is known only in dimension I: 

using the characterization of finite-dimensional Z-sets cited under 

MSQ 2b, KROONENBERG observed that the collection of arcs which are 

Z-sets both in A and in Q is a dense G0-subset in the collection 
I 

A of all paths in A. 

MSQ 3) Under what conditions is X = Y u W a Q-manifold when both Y and W 

are Q-manifolds? What if both Y and W are Hilbert cubes? It is not 

a necessary condition that the intersection is a Q-manifold (e.g. 

let y be a wild arc in Q, then Y = ([-l,O] x Q)/({O} x y) and 

W = ([0,1] x Q)/({O} x y) are Hilbert cubes whose union is a Hilbert 

cube but whose intersection is not a Hilbert cube), but it will be 

very hard to prove anything without such a condition. 

MSQ 4) Does every arc, or more generally every n-cell in Q which is not a 

Z-set contain a topological Cantor set which is not a Z-set? If 

there is a counterexample for an arc then there exists an arc in Q 
whose 0-dimensional subsets are exactly its Z-set subsets. It should 
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I be noted that any cut-slice of Q, e.g. {(xi) E Qjx 1 = 2} is a sub-

cube of Q all of whose closed finite-dimensional subsets are Z-sets 

in Q. Therefore the question is false for arbitrary non-Z-sets. 

IV. PROBLEMS ON LINEAR SPACES AND MANIFOLDS 

IV-HS Spaces of homeomorrphisms and mappings 

Let M be a compact manifold; then H(M) denotes the space of homeomor­

phisms on M and H3(M) denotes the subspace of H(M) consisting of those h 

which are the identity on the boundary 3M (in case 3M= 0, H3 (M) = H(M)). 

It is known (ANDERSON [I]) and easy to show that the space H3 (I) is homeo­

morphic to s (or £2). Recently much work has been done on spaces of homeo­

morphisms on n-manifolds (n > I). Currently the main research efforts are 

concentrated on finite-dimensional, and especially on combinatorial mani­

folds and among them on In in particular. For a manifold with boundary we 

mainly consider H3 (M), because this space is somewhat more accessible than 

H(M). 

The two major steps done thus far are: 

i) (GEOGHEGAN), For every manifold M of finite positive dimension, H(M) has 

an £2-factor, i.e., H(M) x £2 ;;;; H(M). The same is true for H3(M). These 

are special cases of GEOGHEGAN [JO], Theorem 2.7. 

ii) (TORuNCZYK [26], Theorem 4.2), For every ANR X, X x F is an F-manifold 

for some linear space F of the same density-character as X. For X a 

separable metric ANR he has (Theorem 4.5): 

a) If X is complete then X x £2 is an £2-manifold. 

b) If X is the countable union of closed compact sets then X x £2 x i; 
is an £2 x £;-manifold. 

c) If X is the countable union of locally compact locally finite-dimen-

sional sets then X x i; is an £~-manifold. 
d) If X is cr-compact then X x Q x i; is a Q x £;-manifold. 

In all cases, the manifold is embeddable as an open subset in the model 

space. 

Combining i) and ii) a), inorder to show that H(M) or H3(M) is an £ 2-

manifold we merely have to show that it is an ANR, since it is easily seen 

to be topologically complete. LUKE & MASON [21] showed that H3(M) is an 
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ANR if M is a compact 2-manifold. See section ANR for possible ways of 

proving that a space is an ANR, especially problem ANR 3. 

In view of the methods suggested there and also because of their inde­

pendent interest, we can study spaces of special kinds of homeomorphisms. 

Consider PLH(M), the space of piecewise-linear autohomeomorphisms of a com­

binatorial manifold M, and PLHa(M), the space of all h E PLH(M) which are 

the identity on 3M. It is not known in general when PLHa(M) is dense in 

Ha(M) or when the inclusion is a homotopy equivalence. As a consequence of 

the effort of several authors, finally explicitly stated by KEESLING & 

WILSON [16], it is proved that PLH(M) is an £;-manifold. The same is true 

for PLH(M), the set of PL maps f: M + M which can be approximated by PL 

homeomorphisms on M (see HAVER [15] for references and a discussion of the 

material involved). Another subspace of H(M) which conceivably could play 

the role of a dense subspace in H(M) in problems ANR 2 and 3 is LIP(M), the 

set of Lipschitz-homeomorphisms in H(M), which is easily seen to be a-com­

pact. Virtually no work is done yet in this direction. For a discussion of 

Lipschitz-homeomorphisms, see section L-U. 

HS I) Is H0 (M) an ANR for M an n-manifold (n > 2) or a Q-manifold? As point­

ed out above, this would imply that Ha (M) is an £2-manifold. See also 

ANR 2,3. Recall that CERNAVSKII [4] and KIRBY & EDWARDS have shown that 

Ha (M) is locally contractible for M a compact n-manifold. For M = Q, 

WONG's techniques [31] show that H(Q) is contractible and locally 

contractible, as observed by RENZ and others. 

HS 2) For which manifolds M is Ha (M) \PLHa (M) homotopy-negligible in every 

open subset of H3(M)? It is reported that SIEBENMANN has shown that 

the answer is yes for M = In and n ~ 4. KIRBY & SIEBENMANN have 

shown that H(S2 x s3) has a component containing no PL homeomorphisms 

(see KIRBY [18]). So we might better ask the same question about the 

components of H3(M) and PLH3(M) containing i~. Together with a posi­

tive answer to ANR 3, and using HAVER's result cited under ii) in 

section ANR, this would show that the homeomorphism space under con­

sideration would be an £2-manifold. Furthermore we can ask similar 

questions about H(M) and PLH(M). 

HS 3) Is H8 (M)\LIP 3(M) homotopy-negligible in every open subset of H8 (M)? 

For a discussion, see section L-U and the beginning of this section, 
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HS 4) Let K be a closed subset of H3(In) such that for every integer m, 
m ( n) . every E > 0 and every map g: I + H0 I there exists a map 

m n n h: I + H0 (I )\K such that d(h,g) <E. Is Ka Z-set in H0 (I ), i.e., 

a.re there a.rbi trarily small maps f: H3 (In) + H3 (In) \K? According to 

MASON, this would imply that H3 (In) is homeomorphic to t 2 • 

HS 5) Let H(M) denote the closure of H(M) in the space of mappings on a 

compact manifold M. 

a) Can the elements of H(M) be canonically approximated by homeomor­

phisms, or, more formally, does there exist for every E > 0 a map 

h: H(M) + H(M) such that d(h,id) < t? 

b) Is H(M) an ANR, and hence an t 2-manifold? According to HAVER, this 

would imply that H(M) is an t 2-manifold. He has shown that H(M) is 

homogeneous. 

HS 6) Compute homotopy groups of H(M). This is done for 2-manifolds by 

M.-E. HAMSTROM, but for higher-dimensional manifolds, there are vir­

tually no known results. 

For mapping spaces we have the following results: for two metric spaces 

X and Y, where X is compact, let C(X,Y) be the space of continuous functions 

from X to Y. If moreover both are polyhedra, let P1(X,Y) be the space of 

piecewise-linear maps from X onto Y. 

THEOREM (GEOGHEGAN, [IO],[ll]). Let K a:nd L be two sirrrpliciaZ corrrpZexes, 

K finite and 1 countable and ZocaZZy finite. Then (C(IKl,ILl),PL(IKI ,111)) 

is an (£ 2 ,t~)-manifoZd pair, provided IKI a:nd aZZ corrrponents of 111 are 
positive-dimensionaZ. 

A relative version of this theorem is also valid. In particular, 

C(IKI ,ILi) is an t 2-manifold and PL(IKI ,ILi) is an t~-manifold. 

HS 7) Is C(X,ILI) an t 2-manifold, where X is a non-discrete or positive­

dimensional compact metric space and ILi a countable locally finite 

polyhedron, all of whose components are positive-dimensional? 

Note. Write X as an inverse limit of compact polyhedra 

and apply the contra.variant functor cc-.lr.I> to this sequence. Then we get 
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and it is not difficult to show that C(jxj ,JLj) is homeomorphic to 

lim C(i~J ,J1J). So the problem is reduced to showing that this direct lim­

it is an t 2-manifold. However, direct limits are not easy to work with. 

HS 8) Under what usable conditions is a direct limit of t 2-manifolds an 

t 2-manifold? 

HS 9) Let M be a compact metric n-manifold. Is the space RE(M) = {f: M+M J 

f is a retraction} an t 2-manifold? 

IV-ANR Cha.racterization of ANR's 

The result of TORUNCZYK (cf. [26], Theorem4.2), that ANR's are factors 

of a linear space of the same density character (see section HS) has given 

new significance to the question of finding further characterizations of 

ANR's, especially in connection with problems on homeomorphism spaces. In 

view of those applications, our interest is not limited to the compact 

case, but extends to arbitrary separable metric ANR's. 

For closure properties of the class of ANR's the reader is referred to 

[2], Chapters IV and V. We mention the following sufficient conditions for 

a spac~ to be an ANR: 

i) If X is compact metric, finite-dimensional and locally contractible 

(or only LCn, where n dim(X)), then X is an ANR. 

ii) (HAVER [14]). If X is a locally contractible metric space that can be 

written as a countable union of finite-dimensional compacta then X is 

an ANR. 

iii) (HANNER [13]; DoWKER). Ametric space X is an ANR iff for every open 

cover U of X there exists a locally finite polyhedron P that U-domin­

ates X. (P U-dominates X if there exist maps f: X + P and g: P + X and 

a homotopy H: X x I + X such that H0 = idx, H1 = g ° F and for all x EX 

H({x} x I) is contained in some U E U). 

ANR 1) Find new useful characterizations of ANR's. 

In view of applications to homeomorphism spaces, we are especially in­

terested in the following situation: 
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ANR 2) Let (X,X0) be a pair of metric spaces where x0 is a dense subset of 
X and an ANR. Find conditions on (x,x0 ) under which X is an ANR. 

ToRm<lczYK made the following suggestion: 

ANR 3) Let X be LC00 or otherwise locally contractible and let x0 c X be an 
ANR such that X\X0 is homotopy-negligible in every open subset of X 
(a subset K of a space Y is homotopy-negligible in Y if the inclu-
sion Y\K c Y is a homotopy equivalence). Is X an ANR? What if 
A) x is a completely metrizable topological group and x0 is an 9, -

2 
manifold and/or a topological. group, or 

B) X is compact and XO is a Q-manifold? This general problem is also 
considered under section CMP on compactifications and in PF 3. 

Remark. Taking products with an appropriate normed linear space (see the 
introduction to section HS under ii) we may assume in most cases that x0 is 
a manifold modelled on such a space. TORuNCZYK claims that every subset of 
X which is an ANR is contained in a G0 which is also an ANR. Thus if X is 
complete then we can assume that x0 is an £2-manifold. 

Applications. a) Let Y be a separable metric linear space and let Y0 be the 
linear hull of a countable dense subset. By ii) Y0 is an ANR and it is eas­
ily seen that Y\Y0 is homotopy-negligible in Y. Therefore a positive answer 
to ANR 3 would imply that every separable metric linear space is an ANR (it 
is known that every locally convex linear metric space is an ANR). 

b) Let Mf be the mapping cyliner of a finite homotopy equivalence f: Q or;to Y. 
If we set X = Mf and x0 = Mf\Y then we are in case ANR 3B. Note that in PF 3 
we assume that Y is an AR or ANR. A positive answer to ANR 3B would give us 
that X and hence Y is an AR. What if f is only assumed cellular? 

n n .; n n c) Let X = H3(I ) and x0 = PLH 3(I ) where n r 4 and H3 (I ) and PLH3(I ) are 
defined as in section HS. Applying the remark we can find a subset x0 such 
that PLH3(In) c x0 and x0 x t 2 is an t 2-manifold. Moreover, TORuNCZYK in­
formed the authors that SIEBENMANN had claimed that H8(In)\PLH 3(In) is 
strongly homotopy negligible in In if n f 4. Therefore a positive answer to 
ANR 3A would show that H(In) is an ANR and therefore an i 2-manifold. 

Remark. TORuNCZYK c.:laims that if X is an ANR and x0 is a subset of X such 
that X\X0 is homotopy-negligible in every open subset of X then x0 is an 
ANR. 
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IV-LS Lineal:' spaces 

In a sense, infinite-dimensional topology originated with problems 

posed by FRECHET and by BANACH concerning the topological as distinct from 

the linear and topological structure of linear spaces. While almost all of 

the originally posed problems have been solved, several intriguing open 

questions exist. BESSAGA, PELCZYNSKI and TORUNCZYK are probably the best 

sources concerning such problems. We first list problems concerning separ­

able spaces. 

LS I) Is every I-D separable normed space homeomorphic to some pre-Hilbert 

space, i.e., to a linear subspace (not necessarily closed) of a Hil­

bert space? 

LS 2) Let X be an I-D separable pre-Hilbert space. Is X x R = X? X x X = X? 
w ~ w Xf = X or X = X? The answers are probably negative for the added 

condition of uniform homeomorphisms. 

LS 3) If a a-compact separable normed space contains a topological copy of 

Q, is it homeomorphic to {x E £2 I l i 2 ·xi < 00 }? 

LS 4) Identify classes of subsets of i 2 which are all homeomorphic to Q. 

LS 5) 

The result should be more general than the Keller characterization 

of all I-D compact convex subsets of i 2 as homeomorphic to Q. For 

example, as a starter, is the union of two arbitrary Keller cubes 

which intersect in a cube homeomorphic to Q? See also MSQ 2c. It is 

easy to construct an fd cap set in the intersection which is a o-Z­

set in both cubes. 

Let E be a locally convex linear metric space and let X be a non-

complete retract of E. Is X x Ew = Ew? It is known by TORuNCZYK that 

x x Ew x if w f 
that if X is complete, then X x Ew := Ew. = E x i 2 and 

2 

Some problems on non-separable spaces are the following. 

LS 6) Let {Xn}n~l be Banach spaces of the same density character !!!.• !!!. > ~0 • 

Is n X homeomorphic to a Hilbert space? 
n~l n 

LS 7) Is every I-D Banach space homeomorphic to some Hilbert space? 
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LS 8) For every I-D Banach space E is E ~ Ew? (The result is known for Hil­

bert spaces.) A positive answer to this question would extend the 

domain of many theorems on non-separable spaces and manifolds which 

suppose E - Ew. 

LS 9) Prove or give a counterexample. Let K be a countable simplicial com­

plex, let IKI be its geometric realization (in the sense of SPANIER 

[24], Chapter III), and for any metric d on IKI denote the resulting 

metric space by !Kid· Assume that the topology of IKld induces the 

usual topology on all simplexes of K and that the "open" star of 

every point in IKld is an open set. Then IKld is an i~-manifold if 

and only if every simplex is a Z-set. 

Remark: If there is a counterexample one would wish to know what further 

hypotheses on d are necessary. 

00 

LS JO) The most general theorems concerning the classification of C Banach 

(separable) manifolds seem to be in ELWORTHY's paper [Comp. Math., 

24 (1972) 175-226]. Can one give an adequate treatment of C00 -mani­

folds, perhaps restricting the permissible models more than ELWORTHY 

does, based on the methods of C00 finite-dimensional topology and c0 

infinite-dimensional topology? GEOGHEGAN and RIVAUD can prove by 

such methods that open subsets of i 2 are i 2-stable in the C00 sense. 
I . 

They hope to do more. They make use of the property of S , the unit 

"sphere" of i 2 (which is diffeomorphic to i 2), that the topology in­

herited from i 2 coincides with the product topology, i.e., a sequence 

of points in sl converges iff it converges coordinatewise. 

IV- L-U Lipschitz and unifoY'mly continuous homeomorphisms 

There 1 as been almost no recent organized successful study of Lipschitz 

or uniformly continuous homeomorphisms between linear spaces or of linear 

spaces onto subsets of themse 1 ves. The questions L-U 4 to L-U 10 listed be­

low appear naturally interesting in themselves, but it is difficult to as­

sess the eventual possibilities of the study implicitly proposed. The prob­

lems L-U 1-3 are of a different sort since they propose a possible use of 

Lipschitz homeomorphisms in studying the spaces of all homeomorphisms of a 

manifold. 
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Let X,Y be metric spaces. A map f of X into Y is Lipschitz if there 
is a K > 0 such that d(f(x),f(y)) ~ K•d(x,y), for all x,y. We say that f 
is a Lipschitz homeomorphism or isomorphism of X onto Y if f is 1-1, onto 
and both f and f-I are Lipschitz maps. 

A map f: X + Y is uniformly continuous if for each E > 0 there is a 
o > 0 such that d(x,y) < o implies d(f(x),f(y)) <E. A homeomorphism f is 
a unifo:rm homeomorphism if both f and f-I are uniformly continuous. 

F denotes a topological vector space. Let LIP(M) = {f E H(M): f is 
Lipschitz} for a manifold with suitable metric, e.g. combinatorial. 

L-U I) Is LIP,/In) a cap set in H3(In)? 

L-U 2) Does there exist, for each e: > O, a map f: Ha(In) + LIPa(In) such 

that d(f,Id) < E? 

The same problems can be posed for LIP(M) or for the orientation pre­
serving homeomorphisms of LIP(M) if the manifold M has a suitable metric. 

L-U 3) Is LIP(M) an ANR (or even locally contractible)? 

L-U 4) Let K1, K2 be homeomorphic Z-sets in F. For a given homeomorphism 

h of K1 onto K2 , does there exist a homeomorphism u of F onto it-
-I self such that the induced map h* = uhu of u(K 1) onto u(K2) is a 

Lipschitz isomorphism? WONG has shown that the answer is yes when 

F = i for l ~ p < oo, p 

L-U 5) Let K1, K2 be Z-sets in i 2 and let f be a Lipschitz isomorphism of 

K1 onto K2• Can f be extended to a Lipschitz isomorphism of i 2 onto 
itself? This is known to be true when K1 is compact. 

L-U 6) Does a homeomorphism h between two compact subsets of F always ex­

tend to a uniform homeomorphism H of F onto itself? 

L-U 7) a) If two Banach spaces are uniformly homeomorphic, are they then 

isomorphic? (True if one is a Hilbert space.) 

b) Is the following subgroup G of the additive group of L2[0,1] un­

iformly homeomorphic to L2[0,l]? G consists of all L2-functions 

which have integers as values for almost all x in [0,1]. 

L-U 8) Is every separable metric space uniformly homeomorphic to some sub-
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with the supremum norm)? 

L-U 9) Are the unit balls in ~O and C[O,l] uniformly homeomorphic? 

L-U 10) What about the concept of "boundary" in uniform topology? 
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a) Does there exist a uniform homeomorphism of the closed unit ball 

in i 2 onto itself such that 0 is mapped to a point on the boun­

dary? 

b) Is a closed half-space of i 2 uniformly homeomorphic to i 2? 

c) Is the closed unit ball in i 2 uniformly homeomorphic to the set 

{x I r 1 o> llxll o> r 2}, r 2 > r 1? 

IV-M i 2-ma:nifolds 

Except for work on the space of homeomorphisms problem there has been 

little recent activity on manifolds modelled on i 2 or other linear spaces. 

Basic characterization and representation theorems were obtained several 

years ago except in the general non-separable Banach space category which 

depends on the problem as to whether E = Ew (see LS 8). The following ques­

tions are open. The questions in M 2 are related to various ANR problems. 

Questions concerning i 2-manifolds can obviously be generalized to manifolds 

modelled on other linear spaces. 

M I) For M a separable i 2-manifold, can every homeomorphism of M onto it­

self be approximated by diffeomorphisms? BURGHELEA and HENDERSON have 

proved that such homeomorphisms are isotopic to diffeomorphisms. 

M 2) Let X be a topologically complete separable metric space. 

(i) If X is an ANR, Y c X is dense in X, and Y is an i 2-manifold, 

under what conditions can we conclude that X is ani 2-manifold? 

(ii) If X is an ANR, Y is an i 2-manifold, and Y is open and dense in 

X, under what conditions can we conclude that X is ani 2-manifold? 

(iii) Let M be an i 2-manifold, and suppose that X c M is the closure 

of an open set Y. Under what conditions can we conclude that X 

is ani2-manifold? 

HENDERSON has observed relative to (i), for example, that if Z­

sets are strongly negligible in X and if X\Y is a countable union of 
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Z-sets, then X = Y. However, it seems difficult to verify these con­

ditions in many naturally arising cases. 

In the following three problems we assume K and M to be i 2-manifolds 

and K to be a closed subset of M. Then K is said to have ZocaZ deficiency 

n at a point p if there exist an open set U with p E U and a homeomorphism 

h of (-1,l)n x i 2 onto U such that h({O} x i 2) =Kn U. If K has local de­

ficiency n at every point of K, then we say that K has local deficiency n. 

Let R c K be such that (a) R consists of a single point, (b) R is compact, 

or (c) R is a Z-set in M and a Z-set in K. 

M 3) If K has local deficiency I at every point of K\R, does K have local 

deficiency I for cases (a), (b) and (c) above? 

M 4) For n > !, under what conditions does local deficiency n at every 

point of K\R imply that K has local deficiency n for cases (a), (b) 

and (c) above? KUIPER has given examples for n 2 where R is a single 

point, an arbitrary n-cell, or a copy of i 2 , such that K does not have 

local deficiency 2, The examples involve knots. For n > 2 no examples 

are known. 

M 5) For n > I, does local deficiency n imply the existence of a neighbor­

hood U of K such that U is the total space of a fibre bundle over K 

with fibre (-1,l)n? 

M 6) Let M and K be i 2-manifolds with K c M and K a Z-set in M. Then K may 

be considered as a "boundary" of M, i.e. , for any p E K there exists 

an open set U in M with p EU and a homeomorphism h of U ontoi2 x (0,1] 

such that h(K n U) = i 2 x {!}. Under what conditions on the pair (M,K) 

does there exist a homeomorphism h of M into i 2 such that the topolog­

ical boundary of h(M) in i 2 is h(K)? It is known that if the identity 

map of K into M induces a homotopy equivalence of K and M, then the 

embedding is possible. 

M 7) Let A be a closed subset of the i 2-manifold M such that for each closed 

B c A, M\B : M. Must A be a Z-set in M? 

M 8) Let t;: E ->- B be a fibre bundle over a paracompact space B with fibre 
-l F an i 2-manifold. Suppose K is a closed subset of E such that K n ~ (b) 

. z . -l ( ) . is a -set in each ~ b . Is there a fibre-preserving homeomorphism 
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of E\K onto E? 

M 9) Is a locally contractible complete separable metric topological group 

which is not locally compact an i 2-manifold? 

M 10) If G is a separable metric topological group which is the countable 

union of compact finite-dimensional subsets and not locally compact, 
. f . 

then is G an i 2-manifold? 

M II) Classify the connected i 2-manifolds which support topological group 

structures. Are these the spaces of trivial loops of locally finite 

polyhedra? 

Note. No Q-manifold supports a topological group structure. 

IV-CSQ Compaatifying s as the Hilbert cube 

Problems CSQ 1-4 below are concerned with compactifications of s as Q. 

These questions arose several years ago but have not been studied recently. 

CSQ I) Let s c N c Q. What are necessary and sufficient conditions that 

s ~ N? It is obvious that N must be a G0-subset of Q and it is known 

that if Q\N contains an fd cap-set, then N ~ s. Is this condition 

necessary? For the existence of a homeomorphism h: Q + Q with h(s) 

= N, it is necessary and sufficient that N be a G0-subset of Q and 

that Q\N contain a cap-set. 

CSQ 2) In CSQ I assume that Q\N is a dense (in Q) countable union of dis­

joint finite-dimensional cubes (or disjoint Hilbert cubes) a. with 
i 

a. a cube in an endslice and slightly smaller than the endslice. 
i 

Such an N can have the property (or must have the property) that 

every compact subset of N is a Z-set in N, If it could be shown 

that every Z-set in N is strongly negligible in N, then N ~ s and 

we would have an example showing that Q\N need not contain an fd 

cap-set. 

CSQ 3) Let f be a homeomorphism of s onto a dense subset of Q. Is there 

a map g of Q onto Q such that gjs is a homeomorphism of s onto f(s)? 

(This is known true for Q\f(s) ~ sf). If Q\f(s) is homogeneous, what 

other conditions guarantee that Q\f(s) is homeomorphic to Q\s or sf? 
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CSQ 4) If h is a homeomorphism of s onto itself, is there a homeomorphism 

g: s + s such that ghg-I can be extended to a homeomorphism of Q? 

WONG has shown that if K is a Z-set in s and h is a homeomorphism 

of K onto K, then there is a homeomorphism g: s + s such that 

ghg- 1lg(K) can be extended to a homeomorphism of Q which takes s 

onto itself. 

IV-E I-D topology in EucZidean spaces 

In GEOGHEGAN & SUMMERHILL [12] '~everal I-D concepts are adapted for 

Euclidean spaces, They gave an axiomatization for pseudo-boundaries rela­

tive to a family of subsets of a complete metric space X. Let, for U an 

open subset of X and £: U + lR+ a continuous function, VU(£) denote the col­

lection of autohomeomorphisms h of X which are the identity outside U and 

such that for all x E U, d(x,h(x)) < E(x), A subset B of X is a pseudo­

boundary for a family S of subsets of X if B E S and B possesses the fol-
+ lowing absorption property: for every S E S, every open U c X and £: U + R 

there exists an h E VU(£) such that h(S n U) c B n U, Notice that this dif­

fers from our definition of cap set. Under certain conditions on S, pseudo­

boundaries are topologically invariant, i.e., if his an autohomeomorphism 

on X then h(B) is a pseudo-boundary if B is. Moreover, pseudo-boundaries 

are unique in the following strong sense: suppose B and B' are pseudo­

boundaries for S, then for every open Uc X and£: U + R+ there is an 

h E VU(£) such that h(U n B) = U n B' ([12], Theorem 2.5). In the I-D case cap­

sets are the pseudo-boundaries for the family of countable unions of Z-sets 

and fd cap-sets are the pseudo-boundaries for the family of countable unions 

of fd Z-sets. 
k In the Euclidean case the role of S is played either by M , the family 
n 

of countable unions of strong Z k 2-sets in En n- - (for k s n-3 this is the 

or by Pk, the family of family of "tame" s k-dimensional subsets of En) 
n 

countable unions of "tame" polyhedra in En of dimension not higher than k. 

In explicit constructions are given for their respective k-dimensional 

pseudo-boundaries Bk and Bk. Their complements Pn-k-l and pn-k-I in En are 
n n n n 

(n-k-1)-dimensional. 

E I) 
n-k-1 ~ ~-k-1 For which pairs (n,k) is Pn = Pn ? In the I-D case the comple-

ment of a cap-set and the complement of an fd cap-set are both homeo-
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morphic to i 2 . It is felt that the sets Bk correspond to cap-sets 
~ n 

and Bn to fd cap-sets. 

E 2) For which triples (n,m,k) is Pk ;;;- Pk or Pk '1l' Pk? No results are known, m n m n 

A subset Y of a metric space X is strongly negligible in X if for each 
open U in X and c:: U-+ lR+ there is an h E VU(c:) such that h(X) n (U n Y) = 

= 0. 

n-1 n-k-1 THEOREM. If k ~ ~2- then a-compact subsets of Pn are strongly negZi-
n-k-1 n-1 k gible in P , and if k s - 2- then compact subsets of B are strongly n n 

negligible in Bk. If k ~ n2-I and n ~ 4 then subsets of pn-k-l which are n n 
countable unions of tame (in En) polyhedra are strongly negligible in ~-k-l, 

. n-1 ~k 1· 'b1 and 1,f k s - 2- and n "' 4 then compact subsets of B are strongly neg&'/,g'/, &e 
. ~ n 1,n B • 

n 

E 3) ~n-k-1 ~n-k-1 What arbitrary compact subsets of Pn are negligible for Pn ? 

E 4) Let h: En -+ En be a homeomorphism. k is a pseudo-boundary Then h(Bn) 
for Mk. Therefore for every open U in En and c:: U-+ R+ there exists n 

k k a g E Vu(E) such that g(B n U) = h(B ) n U, Does there exist a g 
n k n 

~k such that for all k s n, g(B n U) = h(Bk) n U? Similarly for B • n n n 
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ADDED IN PROOF 

1 ) (H 4) 

2 ) (H 5) 

3 ) (D I) 

4 ) (QM 3) 

Recently CURTIS & SCHORI have obtained an affirmative answer 
for a modified version of st(K). 

Recently CURTIS & SCHORI proved that {B E 2X J AnB ~ ~} is homeo­
morphic to Q. 

X is homeomorphic to the mapping cylinder Mf' where the base is 
homeomorphic to X. Thus if X is an AR, then X is homeomorphic 
to Q (see PF 3B). 

This is recently proved to be the case by CHAPMAN. 

S) (GA l,2) Solved affirmatively by WEST for all finite group actions with 
only one common fixed point, with only the identity having more 
than one fixed point. 

6 ) (GA 6) Trivially false by Lens space theory: there are homotopic fixed 
point free periodic homeomorphisms on s3 whose orbit spaces have 
different simple homotopy type, and are therefore not equivalent, 
even when crossed with idQ. 
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