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1.1. THE PROBLEM OF STIFFNESS

The subject of this monograph is the numerical solution of initial value problems for systems of ordinary differential equations. Numerical methods for such problems have already been known for a long time. The oldest and most simple one is Euler's method (cf. example 1.1.1). More sophisticated and accurate methods have been proposed afterwards, and nowadays very efficient procedures exist for a large class of problems arising in practice. Still there is a class of problems, the so-called stiff problems, for which the numerical procedures are less efficient and reliable. With such problems we shall be concerned in the following. In this section it will be explained what is meant by stiffness.

We consider an initial value problem for an autonomous system of s ordinary differential equations

\begin{align*}
(1.1.1.a) & \quad U'(t) = f(U(t)) \quad (0 \leq t \leq T), \\
(1.1.1.b) & \quad U(0) = u_0.
\end{align*}

This problem may be real or complex. The function $f: \mathbb{R}^s \rightarrow \mathbb{R}^s$, the vector $u_0 \in \mathbb{R}^s$, and the positive number $T$ are given. Here $\mathbb{R}$ stands for either the set of real numbers $\mathbb{R}$ or the set of complex numbers $\mathbb{C}$, and $s$ is a positive integer. It will always be assumed that the problem (1.1.1) is such that there exists a unique solution $U$.

For the numerical solution of (1.1.1) we shall deal with step-by-step methods, which produce approximations $u_n$ to the solution $U$ at gridpoints $t_n$. These gridpoints are defined by $t_n = t_{n-1} + h_n \ (1 \leq n \leq N)$, $t_0 = 0$, where the numbers $h_n > 0$ are the stepsizes and $t_N = T$. If all stepsizes are equal, say $h_n = h \ (1 \leq n \leq N)$, the grid $\{t_n\}$ is said to be uniform. For convenience this will be assumed in the subsequence.
Application of a step-by-step method to a concrete problem (I.I.I) results in a difference scheme from which the approximations $u_n$ can be computed one after another. We shall deal only with one-step-methods where for the computation of $u_n$ only $u_{n-1}$ is needed and not the $u_j$ with $j \leq n-2$.

During the numerical integration errors will be introduced. Such errors are mainly caused by the fact that the differential equation is replaced by a difference scheme; these are the so-called local discretization errors (see section 3.1). Also by the computer arithmetic errors will be produced in the computation of $u_n$ from $u_{n-1}$. The introduction of these local errors, which are small if the stepsize is chosen properly, does not lead to a bad overall result if the effect of such small errors remains small. Thus if we have two sequences $\{\tilde{u}_n\}, \{u_n\}$ satisfying the difference scheme, and $\tilde{u}_k = U(t_k)$, $u_k \neq U(t_k)$, we like to know whether $|\tilde{u}_{k+n} - u_{k+n}|$ remains small for all $n$, if $|\tilde{u}_k - u_k|$ is so. We call a numerical scheme stable if there exists a constant $\sigma > 0$ such that

$$|\tilde{u}_{k+n} - u_{k+n}| \leq \sigma |\tilde{u}_k - u_k|$$

for all $\tilde{u}_k, u_k \in \mathbb{R}^S$ and $1 \leq k < N$. Here $|\cdot|$ stands for some given norm on $\mathbb{R}^S$.

If a numerical scheme is known to be stable with a moderate stability constant $\sigma$, and the local errors are small, then also the global errors $|U(t_n) - u_n|$ ($1 \leq n \leq N$) will be small.

For the stability analysis it is often assumed that the function $f$ appearing in the right-hand side of the differential equation satisfies a Lipschitz condition

$$|f(\tilde{x}) - f(x)| \leq L|\tilde{x} - x| \quad \text{(for all } \tilde{x}, x \in \mathbb{R}^S),$$

which implies

$$|\tilde{U}(t+\Delta t) - U(t+\Delta t)| \leq e^{L\Delta t} |\tilde{U}(t) - U(t)| \quad \text{for all } t \leq t+\Delta t \leq T$$

for any two solutions $\tilde{U}, U$ of the differential equation (I.I.I.a). There exists a rather satisfactory theory by means of which one can predict how well a numerical scheme will approximate the exact solution $U$ of (I.I.I),
provided that the product $TL$ is not too large and $hL$ is sufficiently small. Important contributions to this theory can be found in the books by DAHLQUIST (1959), HENRICI (1962) and STETTER (1973). Actually the Lipschitz condition (1.1.3) only needs to hold on some tube around the solution $U$. Many practical problems meet this requirement with a Lipschitz constant $L$ such that $TL$ is not very large. In such a case the requirement on $hL$ will not lead to an excessively large number of steps.

In (1.1.4) equality is possible for functions $f$ satisfying (1.1.3) (e.g. with $E^g = \mathbb{R}$, $f(x) = Lx$ ($x \in \mathbb{R}$)). If this is the case and $\tilde{u}_N, u_N$ are good approximations to $\tilde{U}(t_N), U(t_N)$, respectively, we therefore have $|\tilde{u}_N - u_N| = e^{LT}(|\tilde{u}_0 - u_0|$, and the stability inequality (1.1.2) will only hold with $\sigma > e^{LT}$. From this observation it can be seen that if $TL$ is very large and (1.1.4) is not pessimistic any numerical scheme will encounter serious problems.

Suppose the norm $|\cdot|$ is generated by an inner product $<\cdot,\cdot>$ on $\mathbb{K}^g$, and suppose, instead of or in addition to (1.1.3), that $f$ satisfies a so-called one-sided Lipschitz condition

\begin{equation}
Re <f(\tilde{x})-f(x), \tilde{x}-x> \leq \beta |\tilde{x}-x|^2 \quad \text{(for all } \tilde{x}, x \in \mathbb{K}^g),
\end{equation}

with $\beta \in \mathbb{R}$ given. This condition implies that we have for arbitrary solutions $\tilde{U}, U$ of (1.1.1)

\begin{equation}
|\tilde{U}(t+\Delta t) - U(t+\Delta t)| \leq e^\beta \Delta t |\tilde{U}(t) - U(t)| \quad (0 \leq t < t + \Delta t \leq T)
\end{equation}

(see e.g. DAHLQUIST (1959)). Even if the Lipschitz constant $L$ is very large, the one-sided Lipschitz constant $\beta$ may be close to zero or negative. The inequality (1.1.4) is then much too pessimistic. As an illustration we consider the following simple problem.

**Example 1.1.1.** Let $\mathbb{K}^g = \mathbb{C}^1$, $T = 1$, and let $f$ be defined by

\begin{equation}
f(x) = \lambda x \quad \text{(for } x \in \mathbb{C})
\end{equation}

where $\lambda \in \mathbb{C}$ satisfies $Re \lambda \leq 0$, $|\lambda| = 10^6$. With $<x,y> = xy$ (for $x, y \in \mathbb{C}$), (1.1.5) holds with $\beta = 0$, whereas we have to take $L = 10^6$ for (1.1.3) to hold.

The method of Euler is given by
\[ u_n = u_{n-1} + hf(u_{n-1}) \quad (1 \leq n \leq N), \]

from which we obtain here the approximations \( u_n = (1+h\lambda)^n u_0 \) \( (1 \leq n \leq N) \) to the solution \( U(t) = e^{\lambda t} u_0 \) of (1.1.1). For two sequences of approximations computed with different starting values \( \tilde{u}_0, u_0 \), we have

\[ |\tilde{u}_n - u_n| = |(1+h\lambda)^n| |\tilde{u}_0 - u_0| \quad (1 \leq n \leq N). \]

If \( h\lambda \) is large, say \( h = 10^{-3} \), then \( |1+h\lambda| \approx 10^3 \) and \( N = 10^3 \). Thus we have the unfavourable result

\[ |\tilde{u}_N - u_N| \approx (1000)^{1000} |\tilde{u}_0 - u_0|. \]

A completely different behaviour shows up with the Backward Euler method where the approximations are computed according to

\[ u_n = u_{n-1} + hf(u_n) \quad (1 \leq n \leq N). \]

For this case we obtain \( \tilde{u}_n - u_n = (1-h\lambda)^{-n} (\tilde{u}_0 - u_0) \) \( (1 \leq n \leq N) \), and now we have

\[ |\tilde{u}_n - u_n| \leq |\tilde{u}_0 - u_0| \quad (1 \leq n \leq N) \]

for all stepsizes \( h > 0 \).

We thus see from this example that there are numerical methods, such as the Backward Euler method, which may produce stable approximations with a stability constant \( c \approx 1 \) no matter how large \( h\lambda \) is. If the solution \( U \) we want to approximate is smooth (slowly varying) then the local discretization errors will be small for stepsizes \( h \) which are of moderate size. For such a problem we may then obtain accurate approximations, even if \( h\lambda \) is large.

Suppose the solution \( U \) of (1.1.1) is smooth, and (1.1.5) holds with \( \beta \approx 0 \). We call this solution \( U \) stiff if for any open region \( \mathcal{D} \subset \mathbb{R}^d \) containing \( \{U(t): 0 \leq t \leq T\} \) the Lipschitz constant \( L \) of the restriction of \( f \) to \( \mathcal{D} \) is such that \( TL \) is very large.

Many numerical methods, for instance Euler's method, are unsuited to solve stiff problems (problems with a stiff solution), due to the fact that
A large value of $TL$ will cause an extremely large stability constant unless $hL$ is sufficiently small. Such a restriction on $h$ leads to a very large number of steps. On the other hand there are methods, for example the Backward Euler method, for which the requirement on $hL$ is unrealistic, and for such methods we may obtain accurate approximations to stiff solutions with a moderate number of steps.

Stiff initial value problems are encountered in many practical situations, for instance in control theory, chemical kinetics and diffusion processes. A detailed discussion and more examples can be found in Willoughby (1974) and Bjurel et al. (1970). Very often in these situations the solution $U$ of (1.1.1) is such that $U(t)$ varies wildly for a short period, the so-called transient phase. After this phase $U(t)$ becomes smooth. We then only call the latter part of the solution stiff. In the transient phase the use of a small stepsize is inevitable for keeping the local errors small. Since this period is only very short this does not lead to an extremely large number of steps. After the transient phase a larger stepsize can be used, provided that the scheme remains stable, and there a numerical method which is suited for stiff problems is recommended.

REMARK 1.1.2. Instead of (1.1.1) we could also consider the more general (nonautonomous) problem

\begin{align*}
(1.1.7.a) & \quad U'(t) = f(t, U(t)) \\
(1.1.7.b) & \quad U(0) = u_0
\end{align*}

where $f : \mathbb{R} \times \mathbb{R}^s \to \mathbb{R}^s$ and $u_0 \in \mathbb{R}^s$. We will restrict ourselves to (1.1.1) for the sake of simplicity. The analysis presented in this monograph could also be given for nonautonomous problems (1.1.7), but this would only complicate the results in some chapters without leading to new insights. Moreover, any nonautonomous initial value problem (1.1.7) can be converted to an autonomous problem by adding the differential equation $U'_{s+1}(t) = 1$, with initial value $U_{s+1}(0) = 0$, to the system and replacing $f(t, U(t))$ by $f(U_{s+1}(t), U(t))$. After this conversion we obtain an initial value problem for an autonomous system of $s+1$ differential equations.
1.2. SOME STABILITY AND CONTRACTIVITY CONCEPTS

In this section some stability concepts will be introduced which indicate whether a given method is suited for stiff initial value problems. For stiff problems we would like to have schemes which remain stable with a moderate stability constant \( \sigma \) no matter how large \( L \) and \( T \) are. In the following we therefore take \( T = \infty \) and consider classes of problems which are such that there is no (uniform) upper bound for the Lipschitz constants of the functions \( f \) in such a class.

Suppose the differential equation (1.1.1.a) is dissipative, i.e. for any two solutions \( \bar{u}, U \) of (1.1.1.a) and arbitrary \( t \geq 0 \), \( h > 0 \) we have

\[
(1.2.1) \quad |\bar{U}(t+h)-U(t+h)| \leq |\bar{U}(t)-U(t)|.
\]

A numerical scheme is said to be contractive if for arbitrary starting vectors \( \bar{u}_0, u_0 \), the following discrete version of (1.2.1) holds,

\[
(1.2.2) \quad |\bar{u}_{n+1} - u_{n+1}| \leq |\bar{u}_n - u_n| \quad (n=0,1,2,\ldots).
\]

For dissipative systems contractivity is a natural requirement. Moreover, contractivity implies stability (in the sense of (1.1.2)) with stability constant \( \sigma = 1 \).

As we shall see in chapter 5 the stability properties of a method for general stiff problems can be predicted to some extent by knowledge of the behaviour of the method on the class of simple one-dimensional linear problems where \( K = \mathbb{R}^1 \) and

\[
(1.2.3) \quad f(x) = \lambda x \quad \text{(for } x \in \mathbb{R} \text{)} \quad \text{with } \lambda \in \mathbb{R}.
\]

The one-step methods we will consider are such that for these testproblems we get a scheme of the type

\[
u_n = \phi(h\lambda)u_{n-1} \quad (n=1,2,3,\ldots)
\]

where \( \phi: \mathbb{R} \to \mathbb{R} \) is a rational function which only depends on the method. For such schemes contractivity and stability (in the sense of (1.1.2)) with \( N = \infty \) are equivalent; if \( |\phi(h\lambda)| \leq 1 \) we have contractivity, and if \( |\phi(h\lambda)| > 1 \) then \( |\bar{u}_n - u_n| \to \infty \) \( (n \to \infty) \) whenever \( u_0 \neq \bar{u}_0 \).
The following definition is due to DAHLQUIST (1963). It is concerned with the class of problems where \( f \) satisfies (1.2.3) with \( \Re \lambda \leq 0 \).

**DEFINITION 1.2.1.** A one-step method is said to be \( \mathbf{A} \)-stable if the contractivity relation (1.2.2) holds for all dissipative problems satisfying (1.2.3) and arbitrary step sizes \( h > 0 \).

\( \mathbf{A} \)-stability has been established for many numerical methods. A fundamental contribution to this subject is given by WANNER, HAIRER and NØRSETT (1978).

For general one-step methods \( \mathbf{A} \)-stability is no guarantee that the method also produces stable results for arbitrary nonlinear stiff problems. It can be shown, see e.g. SPIJKER (1982 B) and section 5.3 of this monograph, that if the method is \( \mathbf{A} \)-stable, the differential equation (1.1.1.a) is linear and dissipative, and the norm \( \| \cdot \| \) on \( \mathbb{R}^n \) is generated by an inner product, then the contractivity relation (1.2.2) will hold for arbitrary step sizes \( h > 0 \). The situation with arbitrary norms is totally different. For results in this direction we refer to NEVANLINNA and LININGER (1978,1979), BRENNER and THOMÉE (1979) and SPIJKER (1982 A).

We shall confine ourselves to the case where the norm \( \| \cdot \| \) is generated by an inner product \( \langle \cdot , \cdot \rangle \).

**DEFINITION 1.2.2.** A one-step method is said to be \( \mathbf{B} \)-contractive if the contractivity relation (1.2.2) holds whenever \( h > 0 \), and \( f \) satisfies (1.1.5) with \( \beta = 0 \).

A similar concept, \( \mathbf{G} \)-stability, was introduced by DAHLQUIST (1975) for multi-step methods. Definition 1.2.2 is due to BUTCHER (1975), who used the term \( \mathbf{B} \)-stability. For the schemes which arise if a one-step method is applied to a nonlinear problem, there is no equivalence between stability and contractivity. Therefore we have chosen the term \( \mathbf{B} \)-contractivity in definition 1.2.2.

In the definitions 1.2.1, 1.2.2 no restriction is imposed on the step-size. If a dissipative problem is solved numerically with a \( \mathbf{B} \)-contractive method the stepsize has only to be chosen in such a way that the local errors remain small, and we need not worry about an unfavourable error propagation.
1.3. THE SCOPE OF THE STUDY

In this monograph we shall mainly be concerned with implicit Runge-Kutta methods and semi-implicit one-step methods for nonlinear stiff initial value problems. These methods can be viewed as generalizations of explicit Runge-Kutta methods, and they constitute the class of one-step methods which are mostly used for stiff problems.

First, in chapter 2, useful technical results will be obtained.

In chapter 3 we take a closer look at the implicit Runge-Kutta methods and the semi-implicit methods, which have to be provided with a suitable approximation to the Jacobian $f'$. Some restrictions on the semi-implicit methods will be motivated in this chapter.

In chapter 4 we consider the following subject. If an implicit Runge-Kutta method is used for the numerical solution of a nonlinear initial value problem, at each step of the integration a nonlinear system of algebraic equations has to be solved. The approximations $u_n$ are only well defined if the algebraic equations are uniquely solvable. It is known (see e.g. GRIGORIEFF (1972)) that there exists a unique solution if the product of the stepsize $h$ with the Lipschitz constant $L$ of $f$ is sufficiently small. The implicit methods however are intended to deal with cases where $hL$ is not small.

Using only the one-sided Lipschitz condition (1.1.5) and continuity as assumptions on $f$, and thus allowing $L$ to be arbitrary large, sufficient conditions, on the coefficients of the Runge-Kutta method and the stepsize $h$, for having a unique solution to these algebraic equations will be presented in section 4.3. Similar results obtained in CROUZEIX, HUNDSDORFER and SPIJKER (1983) and DEKKER (1982) are slightly generalized. By a combination of these sufficient conditions with results of FRANK, SCHNEID and UEBERHUBER (1982 A), it can be shown that for many $B$-contractive Runge-Kutta methods the numerical approximations are always well defined for dissipative problems, without any restriction on the stepsize. This is a useful completion of the $B$-contractivity concept for these methods.

If we deal with linear differential equations or with semi-implicit methods only linear systems of algebraic equations have to be solved. These cases are considered in the sections 4.2 and 4.4.

In chapter 5 the error propagation in implicit and semi-implicit methods applied to nonlinear stiff initial value problems is studied. We shall assume that it is known in advance how the methods behave on the
scalar, linear testproblems (1.2.3), and consider questions of the following type. Suppose a method is $A$-stable. Can we then also apply this method to nonlinear, nonscalar, dissipative problems without having an unfavourable error propagation?

For a rather large class of implicit Runge-Kutta methods (the $B$-contractive ones) the answer is already known to be affirmative. The implicit Runge-Kutta methods are therefore only considered shortly in section 5.5. For the semi-implicit methods much less is known at present. It will be shown in section 5.4 that if we use a Rosenbrock method (a semi-implicit method using an exact Jacobian approximation) for approximating a slowly varying solution $U$ of (1.1.1), and the variation of the Jacobian $f'$ is restricted, the error propagation will not differ much from the case where we deal with a testproblem (1.2.3). Also for semi-implicit methods using a fixed Jacobian approximation we get this positive result, provided that the Jacobian approximation is good enough. These results indicate for what kind of nonlinear initial value problems the semi-implicit methods are suited. In this analysis essential results of HAIRER, BAER and LUBICH (1982) (on semi-implicit methods using a constant Jacobian approximation) and of HUNDSDORFER (1981) (on a small class of Rosenbrock methods) are generalized. Besides it will be proved that such positive results are not valid for all choices of the Jacobian approximation in semi-implicit methods.

For some simple implicit and semi-implicit methods the bounds on the error propagation obtained in chapter 5 are used in chapter 6 to derive convergence results where the initial value problem may be arbitrarily stiff.
2.1. GENERAL NOTATIONS AND CONVENTIONS

In this section we introduce some notations that will be used throughout all chapters.

The set $\mathbb{K}$ stands consistently for either the set of real numbers $\mathbb{R}$ or the set of complex numbers $\mathbb{C}$. The set of natural numbers $\{1,2,3,\ldots\}$ is denoted by $\mathbb{N}$. Further we define $\mathbb{R}^+ = \{\xi \in \mathbb{R} : \xi \geq 0\}$ and $\mathbb{C}^+ = \{\xi : \xi \in \mathbb{C}, \text{Re} \xi \geq 0\}$.

Let $m \in \mathbb{N}$. The vectors $e_1^{(m)}, e_2^{(m)}, \ldots, e_m^{(m)}$ will stand for the unit vectors in $\mathbb{R}^m$; the $j$-th component of $e_i^{(m)}$ equals 1 if $j = i$, and 0 otherwise. Generally we simply write $e_i$ instead of $e_i^{(m)}$. The vector in $\mathbb{R}^m$ all of whose components equal 1 will be denoted by $e^{(m)}$ or $e$.

Let $X$ and $Y$ be finite dimensional normed vector spaces over $\mathbb{K}$. Then $L(X,Y)$ denotes the space of linear operators from $X$ to $Y$. On $L(X,Y)$ we will consider the operator norm which is induced by the norms on $X$ and $Y$. We denote $L(X,X)$ shortly by $L(X)$. For given $A \in L(X), B \in L(X,L(X))$, we define $AB \in L(X,L(L(X)))$ by $(AB)x = A(Bx)$ (for $x \in X$).

If $A = (a_{ij})$ is an $n \times m$ matrix with entries $a_{ij}$ in $\mathbb{K}$, we shall also write $A \in L(\mathbb{K}^n, \mathbb{K}^m)$. Thus no distinction will be made between a linear operator and its usual matrix representation.

The identity operator in $L(\mathbb{K}^m)$ will be denoted by $I^{(m)}$ or simply by $I$.

Let $s \in \mathbb{N}, \Lambda \in L(\mathbb{K}^S)$, and let $\langle \cdot, \cdot \rangle$ stand for an inner product on $\mathbb{K}^S$ with corresponding norm $|x| = \langle x, x \rangle^{1/2}$ (for $x \in \mathbb{K}^S$). We then also use $|\cdot|$ to denote the induced operator norm of $\Lambda$,

\begin{equation}
|\Lambda| = \sup\{|\Lambda x| : x \in \mathbb{K}^S, |x| = 1\}.
\end{equation}

The logarithmic norm $\mu[\Lambda]$ of $\Lambda$ (w.r.t. the inner product $\langle \cdot, \cdot \rangle$) is given by
(2.1.2) \( \mu[A] = \sup\{\text{Re}x, Ax > x \in K^s, |x| = 1\} \)

(c.f. STRÖM (1975)). The set of eigenvalues (in \( E \)) of the operator \( A \) will be denoted by \( \sigma(A) \).

Let \( A \) be an \( sn \times sm \) matrix and \( B \) an \( sm \times sk \) matrix, which are both partitioned into blocks \( A_{ij}, B_{ij} \in L(K^s) \),

\[
A = \begin{pmatrix}
A_{11} & \cdots & A_{1m} \\
\vdots & \ddots & \vdots \\
A_{n1} & \cdots & A_{nm}
\end{pmatrix},
B = \begin{pmatrix}
B_{11} & \cdots & B_{1k} \\
\vdots & \ddots & \vdots \\
B_{m1} & \cdots & B_{mk}
\end{pmatrix}.
\]

The blocks \( A_{ij} \) are called the block-entries of \( A \). We shall also write \([A]_{ij}\) to denote these blocks. The block-entries \( C_{ij} \in L(K^s) \) of \( C = AB \in L(K^{sk}, K^{sn}) \) are given by

\[
C_{ij} = \sum_{\ell=1}^{m} A_{i\ell} B_{\ell j} \quad (1 \leq i \leq n, 1 \leq j \leq k)
\]

(see e.g. GANTMACHER (1959)). If \( D_1, D_2, \ldots, D_m \in L(K^s) \), then \( D = \text{diag}(D_1, D_2, \ldots, D_m) \in L(K^{sm}) \) stands for the block-diagonal matrix with blocks \( D_1, D_2, \ldots, D_m \) on the diagonal.

The Kronecker product (cf. MARCUS and MINC (1964)) of two matrices \( A \) and \( B \) will be denoted by \( A \otimes B \).

Let \( g: K^s \rightarrow K^s \) (or \( L(K^s) \)) be a given function. The Gateaux-derivative of \( g \) will be denoted by \( g' \) (see section 2.3.1 for more details). We shall also write \( D_x g(x) \) instead of \( g'(x) \) (for \( x \in K^s \)).

If \( \psi: E \rightarrow E \) is such that \( \lim_{|\xi| \rightarrow \infty} \psi(\xi) \) exists, we denote this limit by \( \psi(\infty) \).

Finally, if \( m, n \in \mathbb{N} \) and \( m > n \), we use the conventions

\[
\prod_{i=m}^{n} = 0 \quad \text{and} \quad \prod_{i=m}^{n} = 1 .
\]
2.2. RATIONAL FUNCTIONS

2.2.1. Half-plane bounds for rational functions

Consider a rational function \( \psi \) defined by

\[
\psi(\zeta) = [q(\zeta)]^{-1} p(\zeta) \quad (\zeta \in \mathbb{C}),
\]

where \( q(\zeta) = q_0 + q_1 \zeta + \ldots + q_k \zeta^k \), \( p(\zeta) = p_0 + p_1 \zeta + \ldots + p_k \zeta^k \), \( k \in \mathbb{N} \), and all coefficients \( q_j, p_j \) are in \( K \). We assume that \( q_k \neq 0 \), and that \( \sigma > 0 \) is a given number such that \( \psi \) is analytic on \( \{\zeta: \zeta \in \mathbb{C}, \Re \zeta < \sigma\} \).

Further we put \( \theta = \sigma^{-1} \).

We define the function \( \psi: \mathbb{R} \to \mathbb{R} \) by

\[
\psi(t) = \sup\{|\psi(\zeta)|: \zeta \in \mathbb{C}, \Re \zeta = t, \psi \text{ is regular in } \zeta\} \quad (t \in \mathbb{R}).
\]

From the maximum modulus theorem it follows that \( \psi(t) \) equals

\[
\sup\{|\psi(\zeta)|: \zeta \in \mathbb{C}, \Re \zeta = t\}
\]

whenever \( t < \sigma \).

**Lemma 2.2.1.** Assume \( p_k = 0 \). Then there is a constant \( \omega > 0 \) such that

\[
\psi(t) \leq \omega (1-\theta t)^{-1} \quad \text{(for } -\infty < t < \frac{\sigma}{\theta}).
\]

**Proof.** Let \( \ell \) be the largest index such that \( p_{\ell} \neq 0 \). Then

\[
\psi(\zeta) = [q_{\ell} \zeta^{\ell} (1+O(\zeta^{-1}))^{-1} [p_{\ell} \zeta^{\ell} (1+O(\zeta^{-1}))] \quad (\zeta \to \infty)
\]

Hence there exists a \( \rho > 0 \) such that

\[
|\psi(\zeta)| \leq 2|p_{\ell}/q_{\ell}| |\zeta|^\ell \quad \text{(for } |\zeta| > \rho).
\]

Since \( \ell - k = -1 \), there is an \( \omega_1 > 0 \) such that

\[
|\psi(\zeta)| \leq \omega_1 (1+\theta |\zeta|)^{-1} \quad \text{(for } |\zeta| > \rho).
\]

If \( \Re \zeta \leq t < -\rho \), then clearly \( |\zeta| \geq -t > \rho \). Hence we obtain from (2.2.3)
\[ |\psi(\xi)| \leq \omega_1 (1-\delta \xi)^{-1} \quad \text{(for } \Re \xi \leq \xi < \Re \xi \text{).} \]

Now assume that \( \Re \xi \leq \xi \) and \( -\delta \xi \leq \xi \leq \frac{1}{2} \xi \). Then

\[ |\psi(\xi)| \leq \psi(\frac{1}{2} \xi) \leq \psi(\xi) (1+\delta \xi) (1-\delta \xi)^{-1}. \]

The lemma thus holds with \( \omega = \max\{\omega_1, \psi(\frac{1}{2} \xi)(1+\delta \xi)\} \).

**Lemma 2.2.2.** Assume that \( \psi \) is not constant and \( \psi(0) = 1 \). Suppose further that \( \xi_0 \in \xi \) is such that \( \Re \xi_0 = 0 \) and \( |\psi(\xi_0)| = 1 \). Then \( \psi'(\xi_0)/\psi(\xi_0) \) is real and positive.

**Proof.** Consider \( \xi = \xi_0 + \rho e^{i\tau} \) with \( \rho > 0 \) and \( \frac{\pi}{2} \leq \tau \leq \frac{3\pi}{2} \).

Suppose \( \psi'(\xi_0) = 0 \). Then there is a \( j \geq 2 \) such that

\[ \psi(\xi) = \psi(\xi_0) + \frac{1}{j} \rho e^{i\tau} \psi^{(j)}(\xi_0) + O(\rho^{j+1}) \quad (\rho \to 0) \]

with \( \psi^{(j)}(\xi_0) \neq 0 \). We easily see that \( |\psi(\xi)| > 1 \) for some \( \tau \in [\frac{\pi}{2}, \frac{3\pi}{2}] \)

and \( \rho > 0 \) sufficiently small. This contradicts the assumption of the lemma. We thus have

\[ \psi(\xi) = \psi(\xi_0) + \rho e^{i\tau} \psi'(\xi_0) + O(\rho^2) \quad (\rho \to 0) \]

with \( \psi'(\xi_0) \neq 0 \). Hence

\[ |\psi(\xi)| = 1 + \rho \Re[\bar{\psi}(\xi_0)\psi'(\xi_0)e^{i\tau}] + O(\rho^2) \quad (\rho \to 0). \]

Since \( |\psi(\xi)| \leq 1 \) for all \( \tau \in [\frac{\pi}{2}, \frac{3\pi}{2}] \), we obtain

\[ \Re[\bar{\psi}(\xi_0)\psi'(\xi_0)e^{i\tau}] \leq 0 \quad \text{(for all } \tau \in [\frac{\pi}{2}, \frac{3\pi}{2}] \text{).} \]

Thus

\[ \bar{\psi}(\xi_0) \psi'(\xi_0) \text{ is real and positive}. \]

**Lemma 2.2.3.** Assume that \( \psi \) is not constant and \( \psi(0) \leq 1 \). Then, for any \( \xi_0 \in \xi \) with \( \Re \xi_0 = 0 \), there are \( \rho_0, \lambda_0 > 0 \) such that
\[ |\psi(\xi)| \leq 1 + \lambda_0 \xi \quad (\text{for all } \xi = \xi + i \eta \text{ with } \xi \leq 0, |\xi - \xi_0| \leq \rho_0). \]

**Proof.** If \( |\psi(\xi_0)| < 1 \) the assertion is trivial.

Assume \( |\psi(\xi_0)| = 1 \). We then have for \( \xi = \xi + i \eta \text{ with } \xi \leq 0 \),

\[
|\psi(\xi)| = |\psi(\eta)| \int_0^1 \psi'(\eta + \xi t) dt \leq \\
\leq |1 + [\psi(\eta)]^{-1} \lambda_1 \xi | \int_0^1 \psi'(\eta + \xi t) dt,
\]

provided that \( |\xi - \xi_0| \leq \rho_1 \). Here \( \rho_1 \) is taken small enough to ensure that \( \psi(\eta) \neq 0 \). In view of the previous lemma we thus have

\[ (2.2.4) \quad |\psi(\xi)| \leq 1 + \lambda_1 \xi w(\eta) \xi \quad (\text{for } \eta = \xi + i \eta, \xi \leq 0, |\xi - \xi_0| \leq \rho_1) \]

where \( \lambda_1 \) is real and positive, and \( w \) is a function with \( \lim_{\xi \to \xi_0} w(\xi) = 0 \).

From (2.2.4) it follows that, for any \( \lambda_0 \in (0, \lambda_1) \), we can select a \( \rho_0 > 0 \) such that

\[ |\psi(\xi)| \leq 1 + \lambda_0 \xi \quad (\text{for } \xi = \xi + i \eta, \xi \leq 0, |\xi - \xi_0| \leq \rho_0). \]

**Theorem 2.2.4.** Assume \( \Psi(t) < 1 \) for all \( t > 0 \). Then there are constants \( \lambda > 0 \) and \( t^* < 0 \) such that

\[ \Psi(t) \leq \overline{\Psi}(t) \quad (\text{for } t \leq 0), \]

where the function \( \overline{\Psi} \) is defined on \( (-\infty, 0] \) by

\[ \overline{\Psi}(t) = 1 + \lambda t \quad \text{if } t^* < t \leq 0, \]

\[ \overline{\Psi}(t) = 1 + \lambda t^* \quad \text{if } t \leq t^*. \]

**Proof.** From the assumption it follows that there exist numbers \( R > 0 \) and \( c \in (0, 1) \) such that \( |\psi(\xi)| \leq c \) whenever \( |\xi| \geq R \).

We know, from lemma 2.2.3, that for all \( \eta_0 \in \mathbb{R} \) there are positive numbers \( \rho(\eta_0) \) and \( \lambda(\eta_0) \) such that \( |\psi(\xi)| \leq 1 + \lambda(\eta_0) \xi \) (for \( \xi = \xi + i \eta, \xi \leq 0, |\xi - \xi_0| \leq \rho(\eta_0) \)). For \( \eta_0 \in \mathbb{R} \) we denote the sphere \( \{ \xi: \xi \in \mathbb{R}, |\xi - \xi_0| \leq \rho(\eta_0) \} \) by \( B(\eta_0) \). Since the set \( J = \{ \eta: \eta \in \mathbb{R}, |\eta| \leq R \} \) is compact, there is a finite covering \( B(\eta_1), B(\eta_2), \ldots, B(\eta_n) \) of \( J \). It
can be seen, using simple geometrical arguments, that there is an $r > 0$ such that $\zeta = \xi + i\eta$ belongs to some $B(\eta_j)$ if $|\zeta| \leq r$, $|\zeta| \leq R$. We take $\lambda = \min_{j \in \mathbb{N}} \lambda(\eta_j)$. Then

$$|\psi(\zeta)| \leq 1 + \lambda \xi \quad (\text{for } \zeta = \xi + i\eta, -r \leq \xi \leq 0, |\zeta| \leq R).$$

Put $\tilde{\psi}(t) = \max(1 + \lambda t, \psi(-r), c)$ $(t \leq 0)$. It follows that $\tilde{\psi}(t) \leq \tilde{\psi}(t)$ for all $t \leq 0$. Furthermore $\tilde{\psi}$ has the desired form.

REMARK 2.2.5. For rational functions $\psi$ satisfying $\psi(\zeta) = e^\zeta + O(\zeta^2)$ $(\zeta \to 0)$, a result similar to theorem 2.2.4 can be found in CROUZEIX and RAVIART (1980).

If we assume that $\psi$ is such that $\tilde{\psi}(t) < 1$ (for all $t < 0$), $\psi(\zeta) = e^\zeta + O(\zeta^2)$ $(\zeta \to 0)$, and $|\psi(i\eta)| < 1$ (for all $\eta \in \mathbb{R}$ with $\eta \neq 0$), it has been shown by HAIRER, BADER and LUBICH (1982) that $\tilde{\psi}(t) = e^t + O(t^2)$ $(t \to 0)$, and thus $\tilde{\psi}(t) = 1 + t(1 + O(t))$ $(t \to 0)$.

2.2.2. Rational functions with operator coefficients

Let $\psi, q$ and $p$ be as in section 2.2.1 (see (2.2.1)), and let $s \in \mathbb{N}$. On the space $\mathbb{K}^s$ we consider a norm $|\cdot|$ generated by an inner product $\langle \cdot, \cdot \rangle$.

Let $\Lambda \in L(\mathbb{K}^s)$. We shall say that $\psi(\Lambda)$ exists whenever $q(\Lambda) = q_0 I + q_1\Lambda + \cdots + q_k\Lambda^k$ is regular. For such $\Lambda$ we define $\psi(\Lambda)$ by

$$(2.2.5) \quad \psi(\Lambda) = (q_0 I + q_1\Lambda + \cdots + q_k\Lambda^k)^{-1} (p_0 I + p_1\Lambda + \cdots + p_k\Lambda^k).$$

It is well-known (see e.g. GANTMACHER (1959)) that the spectrum $\sigma(q(\Lambda))$ of $q(\Lambda)$ is given by

$$\sigma(q(\Lambda)) = \{q(\lambda) : \lambda \in \sigma(\Lambda)\}.$$

We thus see that $q(\Lambda)$ is regular iff $\sigma(\Lambda)$ does not contain a zero of $q$. This leads to the following lemma.

**LEMMA 2.2.6.** Let $\tau \in \mathbb{R}$. The matrix $\psi(\Lambda)$ exists for any $\Lambda \in L(\mathbb{K}^s)$ with $s \geq 1$ and $\mu(\Lambda) \leq \tau$ iff $q$ has no zeros in $\{\zeta : \zeta \in \mathbb{C}, \Re \zeta \tau\}$. 

**PROOF.** If $\mu(\Lambda) \leq \tau$, it follows from (2.1.2) that $\Re \lambda \leq \tau$ for all
\[ \lambda \in \sigma(A) \text{. Thus if } q(\zeta) \neq 0 \text{ whenever } \Re \zeta \leq \tau, \text{ and } \mu[A] \leq \tau, \text{ then } q(\Lambda) \text{ is invertible.} \]

On the other hand, suppose \( q(\lambda_0) = 0 \) with \( \lambda_0 = \xi_0 + \imath \eta_0 \in \mathbb{E}, \xi_0 \leq \tau \). If \( \mathbb{E} = \mathbb{R} \) we take \( s = 1 \) and \( \lambda = \lambda_0 \). If \( \mathbb{E} = \mathbb{R} \) we take \( s = 2 \). Let \( d_1, d_2 \in \mathbb{R}^2 \) be orthonormal w.r.t. the inner product \( \langle \cdot, \cdot \rangle \).

We define \( \Lambda \in L(\mathbb{R}^2) \) by

\[
\Lambda d_1 = \xi_0 d_1 - \eta_0 d_2, \quad \Lambda d_2 = \eta_0 d_1 + \xi_0 d_2.
\]

By some calculations it follows that \( \mu[\Lambda] = \xi_0 \), and

\[
q(\Lambda)d_1 = \Re(q(\lambda_0))d_1 - \Im(q(\lambda_0))d_2,
q(\Lambda)d_2 = \Im(q(\lambda_0))d_1 + \Re(q(\lambda_0))d_2.
\]

Hence \( q(\Lambda) = 0 \).

The following theorem is based on a result of J. VON NEUMANN (1951), who proved that if \( |\lambda| \leq 1 \), then \( |q(\lambda)| \leq \sup\{|q(\zeta)|: \zeta \in \mathbb{E}, |\zeta| \leq 1\} \). In fact this result holds on arbitrary Hilbert spaces. Using the Cayley transformation it can be seen that this result is equivalent to the following theorem 2.2.7 (see e.g. CROUZEIX and RAVIART (1978)). A more direct proof of this theorem can be found in HAIRER, BADER and LUBICH (1982).

In the subsequence we will use the function \( \Psi \) defined by (2.2.2).

**Theorem 2.2.7.** Let \( \tau \in \mathbb{R} \). Suppose \( \Lambda \in L(\mathbb{R}^d) \) is such that \( \mu[\Lambda] \leq \tau \) and \( \psi(\Lambda) \) exists. Then

\[ |\psi(\Lambda)| \leq \Psi(\tau). \]

From theorem 2.2.7 we obtain the following corollaries 2.2.8-2.2.10. In these corollaries the existence of \( \psi(\Lambda) \) is always guaranteed by lemma 2.2.6.

**Corollary 2.2.8.** Let \( \sigma > 0 \). Suppose \( q_\rho \neq 0 \) and \( \psi \) is analytic on \( \{ \zeta: \zeta \in \mathbb{E}, \Re \zeta < \sigma \} \). Then there is a constant \( w > 0 \) such that

\[ |\psi(\Lambda)| \leq w. \]
whenever $A \in \mathcal{L}(K^3)$ with $\mu[A] \leq \tau \leq \frac{1}{\sigma}$.

**Proof.** Since $\psi$ is analytic on $\{\xi: \xi \in \sigma, \Re \xi < \sigma\}$ and $q_k \neq 0$, $\psi(\frac{i}{\sigma})$ is finite. We take $\omega = \psi(\frac{i}{\sigma})$. The proof now follows from theorem 2.2.7.

**Corollary 2.2.9.** Let $\sigma > 0$ and $\theta = \sigma^{-1}$. Suppose $p_k = 0$, $q_k \neq 0$, and $\psi$ is analytic on $\{\xi: \xi \in \sigma, \Re \xi < \sigma\}$. Then there is a constant $\omega > 0$ such that

$$|\psi(\xi)| \leq \omega (1-\theta)^{-1}$$

whenever $A \in \mathcal{L}(K^3)$ with $\mu[A] \leq \tau \leq \frac{1}{\sigma}$.

The proof of this corollary follows directly from lemma 2.2.1 and theorem 2.2.7.

By combining the theorems 2.2.7 and 2.2.4 we arrive at the following.

**Corollary 2.2.10.** Assume $\psi$ is analytic on $\mathcal{L}^-$ and $\psi(t) < 1$ for all $t > 0$. Then there are constants $\lambda > 0$ and $t^* < 0$ such that

$$|\psi(\lambda)| \leq \tilde{\psi}(t)$$

whenever $A \in \mathcal{L}(K^3)$ with $\mu[A] \leq \tau \leq 0$. Here $\tilde{\psi}$ is defined as in theorem 2.2.4.

As a particular application of theorem 2.2.7 and lemma 2.2.6 we consider $\psi(\xi) = (1-\theta \xi)^{-1}$ (for $\xi \in \mathbb{C}$), where $\theta > 0$. It is easily seen that $\psi$ is analytic on $\{\xi: \xi \in \mathbb{C}, \Re \xi < \theta^{-1}\}$ and $\psi(t) = (1-\theta t)^{-1}$ (for $t < \theta^{-1}$). Thus we obtain

**Corollary 2.2.11.** Let $A \in \mathcal{L}(K^3)$ with $\mu[A] \leq \tau < \theta^{-1}$. Then $I - \theta A$ is invertible, and

$$|I - \theta A|^{-1} \leq (1-\theta)^{-1}.$$
2.3. DIFFERENTIATION

2.3.1. Basic properties

In the following the differentiation concept of Gateaux will be used. For the definition of the Gateaux-derivative and its basic properties we refer to ORTEGA and RHEINBOLDT (1970) and MARTIN (1976).

Let $X$ and $Y$ be finite dimensional vector spaces. The results of this section will be used later on with $X = \mathbb{R}^d$, and $Y = \mathbb{R}^d$ or $L(\mathbb{R}^d)$. On $X$ and $Y$ we consider norms which will both be denoted by $\| \cdot \|_X$.

Consider a function $g: X \to Y$. The Gateaux-derivative of $g$ will be denoted by $g'$. For any $x \in X$, $g'(x) \in L(X,Y)$ and $g''(x) = (g')'(x) \in L(X,L(X,Y))$. The norms $\| g'(x) \|$ and $\| g''(x) \|$ are given by the operator norms on $L(X,Y)$ and $L(X,L(X,Y))$. We shall also write $D_x g(x)$ for $g'(x)$.

Let $x \in X$. If $g$ is Gateaux-differentiable on an open neighbourhood of $x$, and $g'$ is continuous at $x$, we simply call $g$ \textit{continuously differentiable} at $x$. It is well known that $g$ is continuously differentiable at $x$ iff all partial derivatives of $g$ exist on a neighbourhood of $x$ and are continuous at $x$. If $D \subset \mathbb{R}^d$ is open, and $g$ is continuously differentiable at each point of $D$, we call $g$ \textit{continuously differentiable} on $D$.

The following version of the mean-value theorem will be used frequently in subsequent chapters.

**THEOREM 2.3.1.** Let $D \subset X$ be open and convex. Suppose $g$ is continuously differentiable on $D$, and $\tilde{x}, x \in D$. Then

$$g(\tilde{x}) - g(x) = \int_0^1 g'(x+t(\tilde{x}-x)) \cdot (\tilde{x}-x) \, dt.$$ 

The proof of this theorem can be found in ORTEGA and RHEINBOLDT (1970).

From theorem 2.3.1 the following two lemmata 2.3.2 and 2.3.3 can be derived.

**LEMMA 2.3.2.** Let $D \subset X$ be open and convex, and let $c > 0$ be given. Suppose $g$ is continuously differentiable on $D$. Then $|g(\tilde{x}) - g(x)| \leq c|\tilde{x} - x|$ (for all $\tilde{x}, x \in D$) iff $|g'(x)| \leq c$ (for all $x \in D$).

For the next lemma we consider a function $f: X \to X$, and we assume
that the norm $|\cdot|$ on $X$ is generated by an inner product $<\cdot,\cdot>$. We
then have the following analogue of lemma 2.3.2.

**Lemma 2.3.3.** Let $D \subseteq X$ be open and convex, and let $\beta \in \mathbb{R}$. Suppose $f$
is continuously differentiable on $D$. Then
$\exists \epsilon > 0$ such that $<f(x)_x, x-x> < \beta (x-x)^2$
(for all $x \in D$) if and only if $\varepsilon < \beta$ (for all $x \in D$).

We now derive some simple rules for the differentiation of products
and inverses, which will be used in the next section. Relations similar to
(2.3.1) and (2.3.3) can be found in DEN HEIJER (1979, lemma 4.2.2).

Let $D \subseteq \mathbb{R}^k$ be an open set, and $k \in \mathbb{N}$. We consider given functions

$$\Lambda_1, \Lambda_2, \Lambda_3: X \times L(X) \times X \times X$$

It is assumed that $\Lambda_3$ is invertible for all $x \in D$. The functions

$$w, U, V, W$$

are defined on $D$ by

$$w(x) = \Lambda_1(x)f(x), \quad U(x) = \Lambda_1(x)\Lambda_2(x),$$

$$V(x) = \Lambda_3(x)^{-1}, \quad W(x) = \Lambda_1(x)^k$$

(for $x \in D$).

**Lemma 2.3.4.** Suppose $\Lambda_i$ ($i=1,2,3$) and $f$ are Gateaux-differentiable
on $D$. Then also $w, U, V$ and $W$ are Gateaux-differentiable on $D$. For
arbitrary $x \in D$ and $v \in X$ we have

$$(2.3.1) \quad w'(x)v = \left[\Lambda_1'(x)v\right] f(x) + \Lambda_1(x) [f'(x)v],$$

$$(2.3.2) \quad U'(x)v = \left[\Lambda_1'(x)v\right] \Lambda_2(x) + \Lambda_1(x) [\Lambda_2'(x)v],$$

$$V'(x)v = -\Lambda_3(x)^{-1} \left[\Lambda_3'(x)v\right] \Lambda_3(x)^{-1},$$

$$(2.3.3) \quad W'(x)v = \left(\frac{k}{\ell}\right) \Lambda_1(x)^{\ell-1} \left[\Lambda_1'(x)v\right] \Lambda_1(x)^{k-\ell}.$$
For \( t \to 0 \), \( t^{-1} [\Lambda_j(x+tv)-\Lambda_j(x)] \) converges to \( \Lambda_j'(x) v \), and similarly for \( f \). We thus see that \( w \) is Gateaux-differentiable at \( x \), and (2.3.1) holds.

In a similar way it can be shown that \( U \) and \( V \) are Gateaux-differentiable on \( D \), and that (2.3.2) and (2.3.3) hold. From (2.3.1) it can be shown, by induction with respect to \( k \), that \( W \) is Gateaux-differentiable on \( V \), and that \( W' \) is given by (2.3.4).

2.3.2. Differentiation of rational expressions of operator valued functions

Let \( p(\zeta) = p_0 + p_1 \zeta + \cdots + p_k \zeta^k \), \( q(\zeta) = q_0 + q_1 \zeta + \cdots + q_k \zeta^k \) \((\zeta \in \mathcal{C})\) where \( k \in \mathbb{N}, p_j, q_j \in \mathbb{K} \) \((1 \leq j \leq k)\) and \( q_k \neq 0 \). Let \( D \) be an open set in \( \mathbb{R}^s \). Assume that \( \Lambda: \mathbb{R}^s \to \mathcal{L}(\mathbb{K}^s) \) is continuously differentiable on \( D \), and \( \Lambda(\lambda(x)) \) is invertible for all \( x \in D \). We consider the function \( R: \mathbb{R}^s \to \mathcal{L}(\mathbb{K}^s) \) defined by

\[
R(x) = [q(\Lambda(x))]^{-1} p(\lambda(x)) \quad (x \in \mathbb{R}^s).
\]

**Lemma 2.3.5.** \( R \) is continuously differentiable on \( D \), and for all \( x \in D \), \( v \in \mathbb{R}^s \) we have

\[
R'(x)v = \sum_{j=1}^{k} \left[ \sum_{\ell=1}^{j} q_{j-\ell} \Lambda(\lambda(x))^{j-\ell} - q_j \Lambda(\lambda(x))^{j-\ell} \right] \Lambda'(x) v.
\]

**Proof.** We define \( P, Q: \mathbb{R}^s \to \mathcal{L}(\mathbb{K}^s) \) by \( P(x) = p(\Lambda(x)) \), \( Q(x) = q(\Lambda(x)) \) \((x \in \mathbb{R}^s)\). From lemma 2.3.4 it follows that \( P, Q \) and \( R \) are Gateaux differentiable on \( D \), and that

\[
R'(x)v = -Q(x)^{-1} [Q'(x)v] Q(x)^{-1} Q(x)^{-1} [P'(x)v].
\]

In view of (2.3.4) we obtain

\[
Q'(x)v = \sum_{j=1}^{k} q_j \left[ \sum_{\ell=1}^{j} \Lambda(x)^{j-\ell} [\Lambda'(x) v] \Lambda(x)^{j-\ell} \right],
\]

and a similar expression for \( P'(x)v \). This leads to (2.3.6), from which we see that \( R' \) is continuous on \( D \). \( \Box \)
By using the fact that

\[ \sum_{j=1}^{k} \sum_{\ell=1}^{j} \ldots = \sum_{\ell=1}^{k} \sum_{j=\ell}^{k} \ldots , \]

we can rewrite (2.3.6) as

(2.3.7) \[ R'(x)v = \sum_{\ell=1}^{k} [q(\lambda(x))^{-1} \lambda(x)^{\ell-1}] [\lambda'(x)v] [\psi_{\ell}^{\lambda}(x)] \]

where the rational functions \( \psi_{\ell}^{\lambda} (1 \leq \ell \leq k) \) are defined by

\[ \psi_{\ell}^{\lambda}(\zeta) = q(\zeta)^{-1} \sum_{j=\ell}^{k} \left( p_{j} \zeta^{j-\ell} q_{j} - q_{j} \zeta^{j-\ell} p_{\ell} \right) (\zeta \in \mathbb{R}) . \]

We take a closer look at the degree of the numerator of the \( \psi_{\ell}^{\lambda} \). At first sight this degree seems to be larger than \( k \), which would imply \( \lim_{\zeta \to \infty} \psi_{\ell}^{\lambda}(\zeta) = \infty \). This is not so.

For arbitrary \( \zeta \in \mathbb{R} \) the \( \psi_{\ell}^{\lambda}(\zeta) \) satisfy the recurrence relation

\[ \psi_{\ell}^{\lambda}(\zeta) = p_{\ell} - q_{\ell} \lambda(\zeta)^{-1} v(\zeta) + \zeta \psi_{\ell-1}^{\lambda}(\zeta) \quad (1 \leq \ell \leq k-1) . \]

Further we have

\[ \psi_{1}(\zeta) = q(\zeta)^{-1} \sum_{j=1}^{k} \left( p_{j} \zeta^{j-1} q_{j} - q_{j} \zeta^{j-1} p_{1} \right) = q(\zeta)^{-1} \sum_{j=1}^{k} \left( p_{j} q_{j-1} - q_{j} p_{1} \right) \zeta^{j-1} = q(\zeta)^{-1} \sum_{j=1}^{k} \left( p_{j} q_{j-1} - q_{j} p_{0} \right) \zeta^{j-1} . \]

Thus we see that

\[ \psi_{1}(\zeta) = \Theta(\zeta^{-1}) (\zeta \to \infty) , \]

and in view of the recurrence relation we get
\[ \psi_{\ell}(\zeta) = O(\zeta^{-1}) \quad (\zeta \to \infty) \quad (1 \leq \ell \leq k). \]

Since we also have
\[ q(\zeta)^{-1} \ell^{-1} = O(\zeta^{-1}) \quad (\zeta \to \infty) \quad (1 \leq \ell \leq k), \]
(2.3.7) leads to the following result.

**THEOREM 2.3.6.** Let \( R \) be defined by (2.3.5). \( R \) is continuously differentiable on \( V \), and for all \( x \in V, v \in \mathbb{R}^m \) we have
\[ R'(x)v = \sum_{\ell=1}^{k} \phi_{\ell}(\lambda(x)) [\lambda'(x)v] \psi_{\ell}(\lambda(x)). \]

Here \( \phi_{\ell}, \psi_{\ell} \) are rational functions, which can be written with denominator \( q \), and which satisfy \( \phi_{\ell}(\infty) = \psi_{\ell}(\infty) = 0 \quad (1 \leq \ell \leq k), \).

2.4. SOME MATRIX RESULTS

2.4.1. Notation

In this section we will use the following notation. Let \( s \in \mathbb{N} \). On the space \( \mathbb{R}^s \) we consider the inner product \( \langle \cdot, \cdot \rangle \) and the related norm \( |x| = \langle x, x \rangle^{\frac{1}{2}} \) (for \( x \in \mathbb{R}^s \)). For arbitrary \( m \in \mathbb{N} \) we denote by \( (\cdot, \cdot) \) the Euclidean inner product on \( \mathbb{R}^m \). For a given positive definite diagonal matrix \( D = \text{diag}(d_1, \ldots, d_m) \) we define the inner product \( [\cdot, \cdot]_D \) and norm \( \| \cdot \|_D \) on \( \mathbb{R}^{sm} \) by
\[ [x, y]_D = \sum_{i=1}^{m} d_i \langle x_i, y_i \rangle, \quad \|x\|_D = [x, x]_D^{\frac{1}{2}} \]
for \( x, y \in \mathbb{R}^{sm} \), where \( x = (x_1^T, x_2^T, \ldots, x_m^T)^T \), \( y = (y_1^T, y_2^T, \ldots, y_m^T)^T \), and all \( x_i, y_i \) are column-vectors in \( \mathbb{R}^s \).

Further we use in this section the following convention. Let \( m \in \mathbb{N} \), \( A = (a_{ij}) \in L(\mathbb{R}^m) \), \( b = (b_i) \in \mathbb{R}^m \), and let \( I(s) \) be the \( s \times s \) unit-matrix. Then the Kronecker products \( A \otimes I(s) \), \( b \otimes I(s) \) will also be denoted by \( A, b \), respectively. Thus for \( v = (v_1^T, v_2^T, \ldots, v_m^T)^T \) with all \( v_i \in \mathbb{R}^s \) (or \( L(\mathbb{R}^s) \)), \( w = Av \) is given by \( w = (w_1^T, w_2^T, \ldots, w_m^T)^T \) with
\[ w_i = \sum_{j=1}^{m} a_{ij} v_j \in \mathbb{K}^s \quad (\text{or } L(\mathbb{K}^s)) \quad (1 \leq i \leq m). \]

2.4.2. Matrix results for implicit Runge-Kutta methods

In this section we shall prove some results which will be of much use in the study of stability properties of implicit Runge-Kutta methods.

Let \( m \in \mathbb{N} \) and \( \sigma \in \mathbb{R} \). We consider the following condition on an arbitrary matrix \( A \in L(\mathbb{R}^m) \).

\[
(2.4.1) \quad \text{There is a matrix } D = \text{diag}(d_1, d_2, \ldots, d_m) \text{ with } d_i > 0 \\
\quad \quad \quad \quad (1 \leq i \leq m) \text{ such that} \\
\quad \quad \quad \quad (v, DA v) \geq \sigma (Av, DA v) \quad \text{(for all } v \in \mathbb{R}^m). 
\]

The class of regular matrices \( A \in L(\mathbb{R}^m) \) satisfying (2.4.1) will be denoted by \( A_m(\sigma) \).

Let \( A \in L(\mathbb{R}^m) \). We note that \( DA + A^T D \) is positive definite for some positive definite diagonal matrix \( D \in L(\mathbb{R}^m) \) if and only if there is a \( \sigma > 0 \) such that \( A \in A_m(\sigma) \).

The following lemma is a slight modification of a result of DAHLQUIST (1975, lemma 2.2). This lemma can be proved in the same way as Dahlquist's lemma.

**Lemma 2.4.1.** Let \( \sigma \in \mathbb{R} \). Suppose \( A \in L(\mathbb{R}^m) \) satisfies (2.4.1). Then

\[ \Re [w, Aw]_D \geq \sigma \| Aw \|_D^2 \quad \text{(for all } w \in \mathbb{K}^m). \]

The next lemma can be obtained as a corollary to theorem 4.3.1. Here we give a short direct proof.

**Lemma 2.4.2.** Let \( \sigma \in \mathbb{R} \), \( A \in A_m(\sigma) \), and let \( Z = \text{diag}(\mu_1, \mu_2, \ldots, \mu_m) \) with \( \mu_i \in L(\mathbb{R}^d) \), \( \mu_i[z_i] \leq \sigma \quad (1 \leq i \leq m) \). Then \( I - AZ \) is invertible.

**Proof.** Suppose that \( u \in \mathbb{K}^m \) is such that \((I-AZ)u = 0\). Then \( A^{-1}u = Zu \), and therefore

\[ [u, A^{-1}u]_D = [u, Zu]_D. \]
where $D$ is the matrix arising in (2.4.1).

Since all $z_i$ satisfy $\mu[z_i] \leq \tau$, it follows that $\Re [u, Zu]_D \leq \tau \| u \|_D^2$. Further, we see from (2.4.1) and lemma 2.4.1 that $\Re [u, A^{-1} u]_D \geq \sigma \| u \|_D^2$. Thus we obtain

$$\sigma \| u \|_D^2 \leq \tau \| u \|_D^2,$$

which can only hold if $u = 0$.

**Lemma 2.4.3.** Let $a \in \mathbb{R}$, $A \in A_m(a)$, and let $D$ be the matrix arising in (2.4.1). There is a constant $\omega > 0$ such that

$$\| (I-AZ)^{-1} \|_D \leq (\sigma-\tau)^{-1} \omega,$$

$$\| Z(I-AZ)^{-1} \|_D \leq \omega + (\sigma-\tau)^{-1} \omega^2,$$

for all matrices $Z = \text{diag}(z_1, z_2, \ldots, z_m)$ with $z_i \in L(\mathbb{R}^n)$, $\mu[z_i] \leq \tau < \sigma$ (l.s.i.s.m).

**Proof.** Let $u \in K^m$ with $u \neq 0$, and let $v = (I-AZ)^{-1} u$, $w = Z(I-AZ)^{-1} u$. Then

$$A^{-1} v - w = A^{-1} u,$$

and hence

$$\Re [v, A^{-1} v]_D - \Re [v, w]_D = \Re [v, A^{-1} u]_D.$$

We have $\Re [v, A^{-1} u]_D \leq \| v \|_D \| A^{-1} \|_D \| u \|_D$. Using the fact that $\mu[z_i] \leq \tau$ (l.s.i.s.m) and $w = Zv$, it easily follows that $\Re [v, w]_D \leq \tau \| v \|_D^2$. Further, we see from lemma 2.4.1, that $\Re [v, A^{-1} v]_D \geq \sigma \| v \|_D^2$. Thus we obtain

$$\| v \|_D \leq (\sigma-\tau)^{-1} \| A^{-1} \|_D \| u \|_D.$$

This proves the first inequality of the lemma with $\omega = \| A^{-1} \|_D$.

Writing

$$w = A^{-1} (v-u),$$
we see that
\[ \|w\|_D \leq \|A^{-1}\|_D (\|v\|_D + \|u\|_D) \leq \|A^{-1}\|_D (\|A^{-1}\|_D (\sigma - \tau)^{-1} + 1) \|u\|_D. \]

This yields the second inequality.

Let \( \sigma \in \mathbb{R} \) and \( m \in \mathbb{N} \) with \( m \geq 2 \). In the following we deal with the class \( B_\mathbb{R}(m) \) consisting of the matrices \( A \in \mathbb{L}(\mathbb{R}^m) \) which are such that the first row of \( A \) is zero, and

\[ A = \begin{pmatrix} a_{22} & \cdots & a_{2m} \\ \vdots & \ddots & \vdots \\ a_{m2} & \cdots & a_{mm} \end{pmatrix} \in \mathbb{L}(\mathbb{R}^{m-1}) \]

belongs to \( A_{m-1}(\sigma) \).

**Lemma 2.4.4.** Let \( \sigma, \delta > 0 \) and \( A \in B_\mathbb{R}_m(\sigma) \). Then \( I - AZ \) is regular, and there are constants \( \omega_1, \omega_2 > 0 \) such that the \( s \times s \) blocks of \( (I-AZ)^{-1} \) satisfy

\[ |(I-AZ)^{-1} z_{i1}| \leq \omega_1 + \omega_2 \delta (\sigma - \tau)^{-1} \]

for all \( z = \text{diag}(z_1, z_2, \ldots, z_m) \) with \( z_i \in \mathbb{L}(\mathbb{K}^s) \), \( u[z_i] \leq \tau \leq \sigma \), and \( |z_{i1}| \leq \delta \) (\( 1 \leq i \leq m \)).

**Proof.** Let \( \bar{a}_1 = (a_{21}, a_{31}, \ldots, a_{m1})^T \) and \( \bar{e} = (1, 1, \ldots, 1)^T \in \mathbb{K}^{m-1} \). With the convention introduced in section 2.4.1 we can regard \( \bar{a}_1 \) and \( \bar{e} \) also as operators in \( \mathbb{L}(\mathbb{K}^s, \mathbb{K}^{s(m-1)}) \). Suppose \( w = (w_1, w_2, \ldots, w_m)^T \), with all \( w_i \in \mathbb{L}(\mathbb{K}^s) \), is such that \( (I-AZ)w = e \). Then \( w_1 = I \), and

\[ \bar{w} - A\bar{z} \bar{w} - \bar{e} - \bar{a}_1 z_1 = 0. \]

Here \( \bar{w} = (w_2, w_3, \ldots, w_m)^T \) and \( \bar{z} = \text{diag}(z_2, z_3, \ldots, z_m) \). Since \( A \in A_{m-1}(\sigma) \), we know from lemma 2.4.2 that \( I - \bar{A} \) is regular. It follows that

\[ \bar{w} = (I-\bar{A})^{-1} (\bar{e} + \bar{a}_1 z_1), \]

and \( I - AZ \) is regular.

Let \( \bar{Z}_1 \in \mathbb{L}(\mathbb{K}^{s(m-1)}) \) stand for the block-diagonal matrix with blocks
on the diagonal. We have

\[(I-AZ)^{-1} - (I-AZ_1)^{-1} = (I-AZ)^{-1} \lambda(\bar{z}-\bar{z}_1) (I-AZ_1)^{-1}.\]

Hence

\[(2.4.2) \quad \bar{w} = (I-AZ_1)^{-1} (\bar{e}+\bar{a}_1 z_1) + (I-AZ)^{-1} \lambda(\bar{z}-\bar{z}_1) (I-AZ_1)^{-1} (\bar{e}+\bar{a}_1 z_1).\]

Let \( \bar{D} = \text{diag}(d_1, d_2, \ldots, d_{m-1}) \) be a positive definite matrix such that \((v, \bar{D}^2v) > 0 \) (for all \( v \in \mathbb{R}^{m-1} \)). From lemma 2.4.3 we know there exists a constant \( \omega > 0 \) such that \( (I-AZ_1)^{-1} \leq (\sigma - \tau)^{-1} \omega \).

Let \( \psi_1, \psi_2, \ldots, \psi_{m-1} \) be rational functions such that

\[(\psi_1(\zeta), \psi_2(\zeta), \ldots, \psi_{m-1}(\zeta))^T = (I-A\zeta)^{-1} (\bar{e}+\bar{a}_1 \zeta) (\zeta \in \mathbb{C}).\]

It follows from lemma 2.4.2 that all \( \psi_i \) are analytic on \( \{\zeta : \zeta \in \mathbb{C}, \text{Re} \zeta < \sigma\} \), and, since \( A \) is regular, all \( \psi_i(\zeta) \) remain bounded when \( |\zeta| \to \infty \). By corollary 2.2.8 we therefore know that there exists a constant \( \omega_1 \) such that \( |\psi_i(z_1)| \leq \omega_1 \) (\( i \in \text{sym} \)). Moreover, by using lemma 2.4.6 it can easily be shown that

\[(I-AZ_1)^{-1} (\bar{e}+\bar{a}_1 z_1) = (\psi_1(z_1)^T, \psi_2(z_1)^T, \ldots, \psi_{m-1}(z_1)^T)^T.\]

The proof of the lemma now follows from (2.6.2).

The following lemma can be viewed as a corollary of lemma 2.4.6, corollary 2.2.9, and a result proved by CROUZEIX and RAVIART (1980). Since this reference is hardly available, the proof of Crouzeix and Raviart is incorporated in the following.

**Lemma 2.4.5.** Suppose \( A \in \mathbb{R}(\sigma) \) with \( \sigma > 0 \), and let \( b = e_1^T A \). Then \( I-AZ_0 \) is regular, and there is a constant \( \omega > 0 \) such that all \( s \times s \) block-elements of \( b^T(I-AZ_0)^{-1} \in L(K^{m}, K^n) \) satisfy

\[\|b^T(I-AZ_0)^{-1}\|_1 \leq (\sigma - \tau)^{-1} \omega \quad (1 \leq i \leq m),\]

for all \( Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in L(K^{m}), z_0 \in L(K^n), w[z_0] \leq \tau \leq \frac{1}{2} \sigma \).

**Proof.** The existence of \( (I-AZ_0)^{-1} \) follows from lemma 2.4.4.

We introduce the rational functions \( \phi_i (1 \leq i \leq m) \) satisfying

\[b^T(I-AZ)^{-1} = (\phi_1(\zeta), \phi_2(\zeta), \ldots, \phi_m(\zeta)) (\zeta \in \mathbb{C}).\]

We then have \( b^T(I-AZ_0)^{-1} = (\phi_1(x_0), \phi_2(x_0), \ldots, \phi_m(x_0)) \). This result can easily be proved by using
Lemma 2.4.6.

In view of corollary 2.2.9 it is now sufficient to show that all \( \phi_i \) are analytic on \( \{ \zeta; \zeta \in \mathbb{C}, \text{Re} \, \zeta > 0 \} \), and \( \phi_i^{(m)} = 0 \) (1 \( \leq i \leq m \)).

The fact that all \( \phi_i \) are analytic on the given set follows as in the proof of lemma 2.4.4, since \( \det(I-A\zeta) = \det(I-\overline{A}\zeta) \) (\( \zeta \in \mathbb{C} \)).

Further we have

\[
b^T(I-A\zeta)^{-1} = \zeta^{-1}e_m^T A\zeta(I-A\zeta)^{-1} = -\zeta^{-1}e_m^T(I-(I-A\zeta)^{-1}).
\]

The degree of the polynomial \( \det(I-A\zeta) \) equals \( m-1 \) (not smaller). Thus all entries of \( (I-A\zeta)^{-1} \) remain bounded when \( |\zeta| \to \infty \), and we see that \( \phi_i^{(m)} = 0 \) (1 \( \leq i \leq m \)).

2.4.3. Miscellaneous results

In this section some results on matrices are collected which are of a different type than the lemmata of section 2.4.2. We start with a result which has been used already in the proofs of the lemmata 2.4.4 and 2.4.5.

Let \( m \in \mathbb{N} \), and let \( V: \mathbb{C} \to L(\mathbb{C}^m) \) be a matrix-valued function such that the entries \( v_{ij}(\zeta) \) of \( V(\zeta) \) are rational functions, with real coefficients, in the variable \( \zeta \). For \( \Lambda \in L(\mathbb{C}^m) \) (\( s \in \mathbb{N} \)) we denote by \( V(\Lambda) \) the \( sm \times sm \) matrix with block-entries \( v_{ij}(\Lambda) \in L(\mathbb{C}^m) \). We shall say that \( V(\Lambda) \) exists if all \( v_{ij}(\Lambda) \) exist (cf. section 2.2.2).

Lemma 2.4.6. Let \( V \) be as above, and let \( W \) be a matrix-valued function such that \( W(\zeta) = V(\zeta)^{-1} \) (whenever \( \zeta \in \mathbb{C} \) and \( V(\zeta)^{-1} \) is defined). Suppose \( \Lambda \in L(\mathbb{C}^m) \) and \( V(\Lambda) \) exists. Then

\[
W(\Lambda) \text{ exists iff } V(\Lambda) \text{ is regular.}
\]

Further if \( V(\Lambda) \) is regular, we have \( W(\Lambda) = V(\Lambda)^{-1} \).

Proof. We denote the entries of \( W(\zeta) \) by \( w_{ij}(\zeta) \) (1 \( \leq i, j \leq m \), \( \zeta \in \mathbb{C} \)).

1. Let \( \psi(\zeta) = \det(V(\zeta)) \) (\( \zeta \in \mathbb{C} \)). Suppose \( \psi(\lambda) = 0 \) for some \( \lambda \in \sigma(\Lambda) \). Let \( x \in \mathbb{C}^m \) and \( u \in \mathbb{C}^m \) be nonzero vectors such that \( \Lambda x = \lambda x \) and \( V(\lambda)u = 0 \). Then we have

\[
V(\lambda)(u \otimes x) = (V(\lambda)u) \otimes x = 0,
\]
and thus $V(\lambda)$ is singular.

2. Assume $V(\lambda)$ is regular. From the above we see that $\psi(\cdot)^{-1}$ is analytic on $\sigma(\lambda)$. It follows that all $w_{ij}$ are analytic on $\sigma(\lambda)$, and thus $W(\lambda)$ exists.

3. We now assume that $W(\lambda)$ exists. It will be shown that $V(\lambda)W(\lambda) = I \in L(K^{SM})$, which yields the proof of the lemma.

The block-entries of $V(\lambda)W(\lambda)$ are given by

$$
\sum_{n=1}^{m} v_{jn}(\lambda) w_{nk}(\lambda) \quad (1 \leq j, k \leq m).
$$

Let $\Gamma$ be a continuously differentiable, simple, closed curve in $C$ with a positive orientation, such that $\sigma(\lambda)$ is contained in the interior of $\Gamma$, and all $v_{jk}, w_{jk}$ are analytic on and inside $\Gamma$. By applying Cauchy's integral formula for matrices (see e.g. DUNFORD and SCHWARTZ (1958)), we obtain

$$
\sum_{n=1}^{m} v_{jn}(\lambda) w_{nk}(\lambda) = \frac{1}{2\pi i} \oint_{\Gamma} \left( (\zeta I - \lambda)^{-1} \right) [ \sum_{n=1}^{m} v_{jn}(\zeta) w_{nk}(\zeta) ] d\zeta =
$$

$$
= \frac{1}{2\pi i} \oint_{\Gamma} \left( (\zeta I - \lambda)^{-1} \right) \delta_{jk} d\zeta = J \delta_{jk} \quad (1 \leq j, k \leq m).
$$

Here $\delta_{jk}$ stands for the Kronecker delta. We thus see that $V(\lambda)W(\lambda)$ is the identity operator in $L(K^{SM})$.

Suppose $f: K^S \rightarrow K^S$ is a continuously differentiable function such that $Re \langle \bar{x} - f(x), x - x \rangle \leq 0$ (for all $x, \bar{x} \in K^S$). We know, by a combination of lemma 2.3.3 and theorem 2.3.1, that there exists a $\Lambda \in L(K^S)$ such that $f(\bar{x}) - f(x) = \Lambda(\bar{x} - x)$ and $\mu[\Lambda] \leq 0$; namely $\Lambda = \int_{0}^{1} f'(x + t(\bar{x} - x)) dt$.

With the following lemma we see that such a $\Lambda$ also exists if $f$ is not continuously differentiable.

**Lemma 2.4.7.** Suppose $u, v \in K^S$ with $v \neq 0$ and $Re \langle u, v \rangle \leq 0$. Then there exists a $\Lambda \in L(K^S)$ such that $\mu[\Lambda] \leq 0$ and $u = \Lambda v$. 

PROOF. Let \( w_0 = v - u \), \( w_1 = v + u \). Then it is easily seen that

\[
(2.4.3) \quad |w_1| \leq |w_0|, \quad \text{and} \quad (w_1, w_0) + |w_0|^2 \neq 0.
\]

We define \( M \in L(K^S) \) by

\[
Mx = |w_0|^{-2}(x, w_0) w_1 \quad \text{(for} \quad x \in K^S)\).
\]

Then \( Mw_0 = w_1 \), and using (2.4.3) it can easily be shown that \( |M| \leq 1 \) and \( M + I \) is regular.

Let \( \Lambda = (M+I)^{-1}(M-I) \). Since \( M(v-u) = v + u \), it follows that \( (M-I)v = (M+I)u \), and therefore \( \Lambda v = u \). Further we have for arbitrary \( x \in K^S \),

\[
\Re \langle x, \Lambda x \rangle = \Re \langle (M+I)y, (M-I)y \rangle = |Mx|^2 - |y|^2 \leq 0.
\]

Here \( y \) stands for \( (M+I)^{-1}x \). Thus \( \mu[\Lambda] \leq 0 \). \( \Box \)

**COROLLARY 2.4.8.** Let \( \beta \in \mathbb{R} \). Suppose \( u, v \in K^S \) with \( v \neq 0 \), \( \Re \langle u, v \rangle \leq \beta |v|^2 \). Then there exists a \( \Lambda \in L(K^S) \) such that \( \mu[\Lambda] \leq \beta \) and \( u = \Lambda v \).

**PROOF.** Let \( \tilde{u} = u - \beta v \). Then \( \Re \langle \tilde{u}, v \rangle \leq 0 \). From the above lemma we know there exists a \( \Lambda \in L(K^S) \) with \( \mu[\Lambda] \leq 0 \) and \( \tilde{u} = \Lambda v \).

We take \( \Lambda = \tilde{\Lambda} + \beta I \). Then \( \mu[\Lambda] \leq \beta \) and \( u = \Lambda v \). \( \Box \)

In the following lemma we consider two matrices \( V, W \in L(K^{SM}) \) with block-entries \( V_{ij}, W_{ij} \in L(K^S) \) \((1 \leq i, j \leq m)\).

**LEMMA 2.4.9.** Assume \( V_{ij} = 0 \) \((1 \leq i \leq j \leq m)\), and \( W = (I-V)^{-1} \).

Let \( \epsilon_1, \epsilon_2, \ldots, \epsilon_m > 0 \) be such that \( |V_{ij}| \leq \epsilon_j \) \((1 \leq j < i \leq m)\). Then \( W_{ij} = 0 \) \((1 \leq i \leq j \leq m)\), \( W_{ij} = 1 \) \( \text{for} \quad (1 \leq i = j \leq m)\), and

\[
|W_{ij}| \leq \epsilon_j \prod_{k=j+1}^{i-1} (1+\epsilon_k) \quad \text{for} \quad (1 \leq j < i \leq m)\).
\]

**PROOF.** In order to find a relation between the block-entries \( V_{ij} \) and \( W_{ij} \) we consider the following equation with unknown \( u \) (and given \( v \)),
(I-V) \ u = \ v. \\

Here \ u = (u_1^T, u_2^T, ..., u_m^T) \text{ and } \ v = (v_1^T, v_2^T, ..., v_m^T) \in L(K^n, K^m). \text{ This equation can be solved recursively. We obtain}

\[(2.4.4) \quad u_i = v_i, \quad u_i = v_i + \sum_{k=1}^{i-1} V_{ik} u_k \quad \text{(2isism).} \]

Suppose \( 1 \leq j \leq m, \ v_j = 1, \ v_k = 0 \ (\text{for } k \neq j). \text{ Then } u_i = W_{ij} \ (1 \leq i \leq m). \text{ From (2.4.4) we therefore get}

\[(2.4.5) \quad W_{ij} = 0 \text{ if } i < j, \quad W_{ij} = 1 \text{ if } i = j, \]

\[W_{ij} = \sum_{k=j}^{i-1} V_{ik} W_{kj} \text{ if } i > j. \]

Let \( 1 \leq j \leq m, \ \xi_j = |W_{j+j}| \ (0 \leq j \leq m). \text{ Then } \xi_0 = 1 \text{ and it follows from (2.4.5) that}

\[\xi_n \leq \sum_{k=0}^{n-1} \xi_{j+k} \xi_k \quad (0 \leq j \leq m). \]

We define the numbers \eta_0, \eta_1, ..., \eta_{m-j} by

\[\eta_0 = 1, \quad \eta_n = \sum_{k=0}^{n-1} \xi_{j+k} \eta_k \quad (0 \leq j \leq m). \]

Then \( \eta_1 = \xi_1 \) and \( \eta_n = (1 + \xi_{j+n-1}) \eta_{n-1} \ (2 \leq j \leq m). \text{ By induction it is easily seen that } \xi_n \leq \xi_{n-j} \quad (0 \leq j \leq m), \text{ and}

\[\eta_n = \xi_{j+1} \prod_{k=j+1}^{j+n-1} (1 + \xi_k) \quad (0 \leq j \leq m). \]

\[\text{COROLLARY 2.4.10. Let the assumptions of lemma 2.4.9 hold with } \epsilon_j = \epsilon > 0 \ (1 \leq j \leq m). \text{ Then } |W_{ij}| \leq (1 + \epsilon)^{i-j} \ (1 \leq i \leq m). \]

For the next lemma we consider rational functions \( a_{ij} \) and \( b_{ij} \ (1 \leq i \leq j \leq m). \text{ We put } A(\zeta) = (a_{ij}(\zeta)) \in L(K^m) \text{ and } b(\zeta) = (b_{ij}(\zeta)) \in K^m \]
LEMMA 2.4.11. Assume $a_{ij} = 0$ (for $1 \leq i \leq j \leq m$), and all $a_{ij}, b_i$ are
analytic on $\mathbb{C}^-$. Then the statements (i) and (ii) are equivalent.

(i) $a_{ij}(\infty) = b_i(\infty) = 0$ \quad ($1 \leq i, j \leq m$), and
(ii) \begin{align*}
\lim_{\zeta \to \infty} \left| (I-A(\zeta)\zeta)^{-1} \right|_{ij} < \infty \quad (1 \leq i, j \leq m), \quad \text{and} \\
\lim_{\zeta \to \infty} \left| (I-A(\zeta)\zeta)^{-1} \right|_{ii} < \infty \quad (1 \leq i \leq m).
\end{align*}

PROOF. Let $\zeta \in \mathbb{C}$, $V(\zeta) = (v_{ij}(\zeta)) = A(\zeta)\zeta$ and $W(\zeta) = (w_{ij}(\zeta)) =
(I-A(\zeta)\zeta)^{-1}$. Using the relation (2.4.5) it can be shown inductively that
\begin{align*}
\quad w_{ij}(\zeta) = v_{ij}(\zeta) + u_{ij}(\zeta) \quad (1 \leq j < i \leq m),
\end{align*}
where $u_{ij}(\zeta)$ is a sum of products of the entries $v_{k\ell}(\zeta)$ with $k \leq i$, $\ell \geq j$ and $(k, \ell) \neq (i, j)$.

Therefore if (i) holds, we easily see that (ii) also holds.

Suppose (ii). Let $i, j$ be such that $a_{ij}(\infty) \neq 0$, $a_{k\ell}(\infty) = 0$ for
$k < i$, $\ell > j$, $(k, \ell) \neq (i, j)$. This implies that $v_{ij}$ is bounded on $\mathbb{C}^-$, whereas $|v_{ij}(\infty)| = \infty$. Hence $w_{ij}$ is not bounded on $\mathbb{C}^-$, and (ii) is
contradicted. We thus have $a_{ij}(\infty) = 0$ (1 \leq i, j \leq m).

Now let $\psi_1, \psi_2, \ldots, \psi_m$ be rational functions such that
$(\psi_1(\zeta), \psi_2(\zeta), \ldots, \psi_m(\zeta)) = b(\zeta)^T \zeta (I-A(\zeta)\zeta)^{-1} (\zeta \in \mathbb{C})$, and let $i$ be such
that $b_i(\infty) \neq 0$, $b_k(\infty) = 0$ for $k < i$. Since $v_{k\ell}(\zeta) = 0$ for $k < \ell$, $w_{k\ell}(\zeta) = 1$ for $k = \ell$, we see that $\psi_m, \psi_{m-1}, \ldots, \psi_{i+1}$ are bounded on $\mathbb{C}^-$, but $|\psi_i(\infty)| = \infty$. $\Box$
CHAPTER 3

RUNGE-KUTTA METHODS AND GENERALIZATIONS

1. INTRODUCTION

Consider the initial value problem

\[ U'(t) = f(U(t)) \quad (t \geq 0), \quad U(0) = u_0, \]

where \( f: \mathbb{R}^s \rightarrow \mathbb{R}^s \) and \( u_0 \in \mathbb{R}^s \) are known. Let \( h > 0 \) be a given stepsize. Application of a one-step method for the numerical solution of (3.1.1) results in a scheme which we write as

\[ u_{n+1} = G(u_n; h, f) \quad (n=0,1,2,\ldots). \]

Here \( G(\cdot; h, f) \) is defined on some suitable subset of \( \mathbb{R}^s \), and depends on the stepsize \( h \) and the function \( f \). If \( h \) and \( f \) are fixed we will also write \( G(\cdot) \) instead of \( G(\cdot; h, f) \).

The one-step method which determines the function \( G(\cdot; \cdot, \cdot) \) (in the above sense) will be called the method \( G \). The restriction to a constant stepsize \( h \) in the above is merely made for notational convenience. If we deal with a nonuniform grid \( \{ t_n : t_0 = 0, t_{i+1} = t_i + h_i, (i \in \mathbb{N}) \} \), application of method \( G \) to the problem (3.1.1) yields the scheme \( u_{n+1} = G(u_n; h_{n+1}, f) \) \((n=0,1,2,\ldots)\).

We recall that the local discretization errors \( \xi_h^n(t_n) \) of method \( G \) w.r.t. the solution \( U \) of (3.1.1) are defined by

\[ U(t_{n+1}) = G(U(t_n); h, f) + h \xi_{h_n}^n(t_n) \quad (n=0,1,2,\ldots). \]

The order \( p \) of the method \( G \) is the largest integer such that \( \xi_{h_n}^n(t_n) = O(h^p) \) \((h \downarrow 0\), uniformly in \( n \)) whenever \( f \) is sufficiently often differentiable (cf. HENRICI (1962)).

The best known class of one-step methods is formed by the explicit
Runge-Kutta methods. With these methods \( G(\cdot) = G(\cdot;h,f) \) is defined by

\[
(3.1.3.a) \quad G(x) = x + \sum_{i=1}^{m} b_i \, h f(y_i(x)) ,
\]

where the internal vectors \( y_i(x) \in \mathbb{K}^s \) satisfy

\[
(3.1.3.b) \quad y_i(x) = x + \sum_{j=1}^{i-1} a_{ij} \, h f(y_j(x)) \quad (1 \leq i \leq m).
\]

Here \( m \), the number of stages, is a positive integer, and \( a_{ij}, b_i \) are real parameters.

Explicit Runge-Kutta methods are frequently used for non-stiff initial value problems. However, because of their restricted stability properties (see remark 5.3.1), these methods are not suited for stiff problems. For this reason generalizations of the explicit Runge-Kutta methods have been introduced. Such generalizations will be considered in the following sections.

3.2. IMPLICIT RUNGE-KUTTA METHODS

Let \( m \in \mathbb{N}, A = (a_{ij}) \in \text{L}(m) \) and \( b = (b_i) \in \mathbb{R}^m \). This set of parameters determines a Runge-Kutta method where \( G(\cdot) = G(\cdot;h,f) \) is defined by

\[
(3.2.1.a) \quad G(x) = x + \sum_{i=1}^{m} b_i \, h f(y_i(x)) ,
\]

\[
(3.2.1.b) \quad y_i(x) = x + \sum_{j=1}^{i-1} a_{ij} \, h f(y_j(x)) \quad (1 \leq i \leq m).
\]

(for \( x \in \mathbb{K}^s \), with \( h > 0 \) and \( f: \mathbb{K}^s \rightarrow \mathbb{K}^s \) as in section 3.1). If \( A \) is strictly lower triangular, (3.2.1) reduces to (3.1.3), an explicit Runge-Kutta method. If \( a_{ij} \neq 0 \) for some \( i \) and \( j \) with \( 1 \leq i \leq j \leq m \), we call the Runge-Kutta method \( \text{implicit} \).

With implicit Runge-Kutta methods the problem of solving the internal vectors \( y_i(x) \) from the system of algebraic equations (3.2.1.b) is no longer trivial, and in practical computations some numerical iterative
method is used for this purpose. This numerical method should also be convergent in cases where the product of $h$ with the Lipschitz constant $L$ of the function $f$ is large, because the implicit Runge-Kutta methods are intended to treat such cases. For this reason one generally uses some modification of Newton's method, rather than direct (functional) iteration (see e.g. SHAMPINE (1980), FRANK, SCHNEID and UEBERHUBER (1982 B)).

By the work of Butcher (see e.g. BUTCHER (1965), GRIGORIEFF (1972)) it is known that by choosing the parameters $a_{ij}$ and $b_i$ in a suitable way, one can construct an implicit Runge-Kutta method with order $2m$, but not higher. These methods with maximal order (for a given $m$) are frequently called Gauss-methods. Other important classes of implicit Runge-Kutta methods can be found for instance in ALEXANDER (1977) and CHIPMAN (1971).

In recent years much research has been devoted to the stability and contractivity properties of implicit Runge-Kutta methods. Many implicit Runge-Kutta methods are known to be $B$-contractive or $A$-stable. A short review and references are given in chapter 5.

REMARK 3.2.1. For a nonautonomous initial value problem

$$U'(t) = f(t, U(t)) \quad (t \geq 0), \quad U(0) = u_0,$$

with $f: \mathbb{R} \times \mathbb{R}^s \to \mathbb{R}^s$, $u_0 \in \mathbb{R}^s$, a one-step method yields a scheme of the type

$$u_{n+1} = G(t_n, u_n) \quad (n = 0, 1, 2, \ldots),$$

where $G(\cdot, \cdot) = G(\cdot, \cdot; h, f)$ depends on $f$ and the stepsize $h$. For Runge-Kutta methods $G(\cdot, \cdot)$ is then defined by

$$G(t, x) = x + \sum_{i=1}^m b_i hf(t+c_ih, y_i(t, x)),$$

where $y_i(t, x) = x + \sum_{j=1}^m a_{ij} hf(t+c_jh, y_j(t, x)) \quad (1 \leq i \leq m, 1 \leq j \leq m)$

(for $t \geq 0$ and $x \in \mathbb{R}^s$). Generally it is assumed that $c_i = a_{i1} + a_{i2} + \ldots + a_{im} \quad (1 \leq i \leq m)$. The Runge-Kutta method for nonautonomous problems is then again determined by the choice of the real $m \times m$ matrix $A = (a_{ij})$ and the vector $b = (b_i) \in \mathbb{R}^m$. 
3.3. SEMI-IMPLICIT METHODS

3.3.1. Description of the methods

The use of an implicit Runge-Kutta method for solving a nonlinear initial value problem (3.1.1) numerically, involves at each integration step the solution of a nonlinear system of algebraic equations. If we use a modified Newton method for this purpose the Jacobian \( f'(x) \), or an approximation \( J(x) \) to \( f'(x) \), is needed. To avoid the nonlinear equations while retaining favourable stability properties, one can also incorporate the Jacobian directly in the method. This idea, which originates with ROSENBRUCK (1963), leads to the following generalization of the explicit Runge-Kutta methods.

Let \( G(\cdot) = G(\cdot; h, f) \) be defined by

\[
G(x) = x + \sum_{i=1}^{m} b_i (hJ(x)) hf(y_i(x)) ,
\]

\[
y_i(x) = x + \sum_{j=1}^{i-1} a_{ij} (hJ(x)) hf(y_j(x)) \quad (1 \leq i \leq m) .
\]

(for \( x \in \mathbb{R}^n \), with \( h > 0 \) and \( f: \mathbb{R}^n \rightarrow \mathbb{R}^n \) as in section 3.1). Here \( J(\cdot) = J(\cdot; h, f): \mathbb{R}^n \rightarrow L(\mathbb{R}^n) \) is a given function depending on \( h \) and \( f \), and the \( a_{ij}, b_i \) are rational functions with real coefficients (which we shall call the coefficients of \( G \)).

The class of methods (3.3.1) has been introduced by VAN DER HOUWEN (1977). In practical computations \( J(x) \) will be an approximation to \( f'(x) \). If some of the denominators of the rational functions \( a_{ij} \) and \( b_i \) are not identically equal to one, a method of the type (3.3.1) is called a semi-implicit method. To compute \( G(x) \) for a given \( x \in \mathbb{R}^n \), we then have to solve linear systems of algebraic equations of the form \( q(hJ(x))v = w \) where \( w \in \mathbb{R}^n \) is known and \( q \) is a denominator of one of the \( a_{ij} \) or \( b_i \). Unless the matrix \( J(x) \) has a special structure this is generally done by making an LU-decomposition of the matrix \( q(hJ(x)) \).

If \( \rho \in \mathbb{R} \) is such that all rational functions \( a_{ij} \) and \( b_i \) only have a pole at \( \rho \), it is sufficient to make a single LU-decomposition of \( \rho I - hJ(x) \) to solve all the linear systems arising in (3.3.1). A class of semi-implicit methods which have this favourable property is formed by the ROW-methods. These methods are given by
(3.3.2.a) \[ G(x) = x + \sum_{i=1}^{m} \beta_i hF_i(x) \]

(3.3.2.b) \[ (I - \gamma J(x)) F_i(x) = f(x + \sum_{j=1}^{i-1} a_{ij} hF_j(x)) + \sum_{j=1}^{i-1} \gamma_{ij} hJ(x) F_j(x) + \sum_{j=1}^{i-1} \delta_{ij} F_j(x) \quad (1 \leq i \leq m) \]

The real numbers \( a_{ij}, \beta_i, \gamma_{ij}, \delta_{ij} \) and \( \gamma \) are parameters defining the method. By taking

\[ \gamma_i(x) = x + \sum_{j=1}^{i-1} \frac{\gamma_{ij} hF_j(x)}{1-\gamma} \]

it can be seen by some calculations that (3.3.2) can also be written in the form (3.3.1) with coefficient functions \( a_{ij}, b_i \) defined by

\[ A(\zeta) = (a_{ij}(\zeta)) = \begin{pmatrix} \alpha_1(\zeta) \\ \vdots \\ \alpha_m(\zeta) \end{pmatrix}, \quad b(\zeta) = (b_1(\zeta), b_2(\zeta), \ldots, b_m(\zeta)) = \begin{pmatrix} \beta_1(\zeta) \\ \vdots \\ \beta_m(\zeta) \end{pmatrix} \]

where \( A \in \mathbb{L}(\mathbb{R}^m) \) is strictly lower triangular with entries \( \alpha_{ij} \), \( \beta \in \mathbb{R}^m \) has components \( \beta_i, \gamma_i \in \mathbb{L}(\mathbb{R}^m) \) is lower triangular with numbers \( \gamma \) on the diagonal and entries \( \gamma_{ij} \) below the diagonal, and \( \delta \in \mathbb{L}(\mathbb{R}^m) \) is lower triangular with diagonal elements 1 and entries \( \delta_{ij} \) below the diagonal.

The ROW-method (3.3.2) can therefore be considered as a special semi-implicit method (3.3.1), with \( 1/\gamma \) being the only pole of all \( a_{ij} \) and \( b_i \).

In (3.3.2) it is no restriction to take either all \( \gamma_{ij} \) or all \( \delta_{ij} \) equal to zero (see KAPS and WANNER (1981), and VERWER, SCHOLZ, BLOM and LOUTER-NOOL (1982)). For actual computation it is convenient to take the \( \gamma_{ij} \) equal to zero, since then the matrix-vector products \( J(x)F_j(x) \) do not have to be computed.

By ROSENBRICK (1963) semi-implicit one-step methods have been proposed which use more than one Jacobian evaluation per step. Since each new Jacobian (or Jacobian approximation) also involves a new LU-decomposition, these methods are unattractive from a computational point of view.
With the semi-implicit methods (3.3.1) we have the freedom of choosing an appropriate approximation \( J(x) = J(x; h, f) \) to the Jacobian \( f'(x) \). If the exact Jacobian \( f'(x) \) is easily available we can take \( J(x) = f'(x) \). We call the semi-implicit method (3.3.1) with \( J = f' \) a Rosenbrock method.

A second choice is to keep \( J \) fixed during the whole integration (or a large part of it). This case is also of much practical interest since solving the linear systems to compute the \( y_i(u_n) \) and \( u_{n+1} = G(u_n) \) from a given \( u_n \) will generally be rather expensive. If \( J(u_n) \) remains constant for \( n = 0, 1, 2, \ldots \), the amount of computational work is reduced considerably since the LU-decompositions of the denominators can be used throughout the integration process, provided that the stepsize is not changed. If, for example, we know in advance that

\[
J(x) = A \quad (\text{for } x \in \mathbb{R}^d),
\]

where \( A \) is a linear operator from \( \mathbb{R}^d \) to \( \mathbb{R}^d \) and \( w: \mathbb{R}^d \rightarrow \mathbb{R}^d \) has a small Lipschitz constant near the solution \( U \) of (3.1.1), the choice \( J(\cdot) = A \) seems very attractive from a computational point of view.

The situation (3.3.3) occurs for instance if an initial-boundary value problem for the semi-linear parabolic equation

\[
\frac{\partial}{\partial t} u(x,t) = \frac{\partial^2}{\partial x^2} u(x,t) + g(u(x,t)) \quad (0 \leq x \leq 1, \ t \geq 0)
\]

is solved by the method of lines, and \( g \) is a smooth function near the solution.

A strategy which has been followed by VERWEER and SCHOLZ (1982) is to use the semi-implicit scheme \( u_{n+1} = G(u_n) \) (\( n \geq 0 \)) with an exact Jacobian which is re-evaluated after every \( \nu \) steps. This corresponds with the choice \( J(u_{kv+\ell}) = f'(u_{kv}) \) (for \( \ell = 0, 1, \ldots, \nu - 1 \) and \( k = 0, 1, 2, \ldots \)). The scheme which arises then can be viewed as an application of a Rosenbrock method with \( \nu m \) stages and with stepsize \( \nu h \), by looking at the vectors \( u_{kv+1}, u_{kv+2}, \ldots, u_{kv+\nu-1} \) as internal vectors \( y_i(u_{kv}) \).

For the order conditions for the general semi-implicit methods (3.3.1) the reader is referred to VAN DER HOUWEN (1972), NØRSETT and WOLFRANET (1979). The maximal attainable order \( p^*(m) \) for a given \( m \) is known for \( m \leq 3 \). These orders are
\[ p^*(1) = 2, \quad p^*(2) = 4, \quad p^*(3) = 5. \]

Let \( q^*(m) \) stand for the maximal order which can be reached with an \( m \)-stage ROW-method. We have \( q^*(m) \leq m+1 \) (see STEIHAUG and WOLFRANDB (1979)). It was shown by KAPS and WANNER (1981) that order 5 is not possible for \( m = 4 \). For the ROW-methods we have the following results:

\[ q^*(1) = 2, \quad q^*(2) = 3, \quad q^*(3) = 4, \quad q^*(4) = 4. \]

**Remark 3.3.1.** There are two options to adapt the semi-implicit methods to nonautonomous problems \( U'(t) = f(t,U(t)) \) \( t \geq 0 \), \( U(0) = u_0 \). The first one is to use a nonautonomous version \( G(t,x) \) of the \( G(x) \) given by (3.3.1), where we read \( J(t,x) = \frac{Df(t,x)}{x} \) instead of \( J(x) \), and replace \( f(y_i(x)) \) by \( f(t+c_h,y_i(x)) \) in (3.3.1). The second possibility is to convert the nonautonomous problem to an autonomous one (see remark 1.1.2). After this conversion (3.3.1) can be applied directly.

These two options yield different results - see VERWER (1981 A) for a more detailed discussion. Note that with the ordinary Runge-Kutta methods these options would lead to the same result because of the choice \( c_i = a_{i1} + a_{i2} + \ldots + a_{im} \) (cf. remark 3.2.1).

3.3.2. Perturbed semi-implicit methods

In this section we will motivate a condition on the coefficient functions \( a_{ij}, b_i \) of the semi-implicit methods (3.3.1), that will be convenient (though not strictly necessary) for the analysis in chapter 5. This condition is related to the BS- and BSI-stability concepts of FRANK, SCHNEID and UEGERHUBER (1982 A), and to the \( \lambda \)-stability concept of CROUZEIX and RAVIART (1980), for implicit Runge-Kutta methods.

We will consider the following class of functions \( f: \mathbb{R} \rightarrow \mathbb{R} \) that was involved in the definition of \( A \)-stability (see section 1.2),

\[ f(x) = \lambda x \quad (\text{for } x \in \mathbb{R}) \text{ with } \lambda \in \mathbb{R}^-. \]

Further \( h > 0 \) will be an arbitrary stepsize, and we assume that \( J(x;h,f) = \lambda \) (for all \( x \in \mathbb{R} \)) for \( f \) given by (3.3.4).

If a semi-implicit method \( G \) of the type (3.3.1) is used for the solution of an initial value problem, at each step linear systems of
algebraic equations have to be solved. In dealing with stiff problems it is natural to require that solving these linear systems will not give rise to numerical difficulties for the class of simple test problems where $f$ is given by (3.3.4). To meet this requirement we have to assume that

\[ (3.3.5) \quad \text{the rational functions } a_{ij} \text{ and } b_i \ (1 \leq i, j \leq m) \text{ are analytic on } C. \]

We then know that $G(x) = G(x; h, f)$ is defined for the class (3.3.4) (see also section 4.4). Further we will impose conditions on the method $G$ to ensure that small perturbations will not disturb the computation of $G(x)$ and the internal vectors $y_i(x)$ too much.

Let $f: C \to C$ be given by (3.3.4), and let $x \in C$. For $\zeta \in C$ we denote by $A(\zeta)$ the strictly lower triangular $m \times m$ matrix with entries $a_{ij}(\zeta)$, and by $b(\zeta)$ the column vector in $C^m$ with components $b_i(\zeta)$. Further $y(x)$ will stand for $(y_1(x), y_2(x), \ldots, y_m(x))^T$. Then $G(x) = G(x; h, f)$ is given by

\[ (3.3.6) \quad G(x) = x + hA b(h) y(x), \]

\[ y(x) = e x + hA y(x). \]

Besides (3.3.6) we consider the slightly perturbed version

\[ (3.3.7) \quad \tilde{G}(x) = x + hA b(h) y(x) + w_0, \]

\[ \tilde{y}(x) = e x + hA y(x) + w. \]

Here $w_0 \in C$ and $w \in C^m$ are small perturbations, for instance due to roundoff errors. From (3.3.6), (3.3.7) we obtain the relations

\[ \tilde{y}(x) - y(x) = (I - hA b(h))^{-1} w, \]

\[ \tilde{G}(x) - G(x) = hA b(h) y(x) + w_0. \]

The requirement that the computation of $G(x)$ and $y(x)$ cannot be disturbed unduely by small perturbations $w_0, w$ for arbitrary $f$ satisfying (3.3.4), thus leads to the following condition.
\[ (3.3.8.a) \quad \sup_{\zeta \in \mathcal{C}} |(1 - \zeta A(\zeta))^{-1}|_{ij} < \infty \quad (1 \leq i,j \leq m) , \]

\[ (3.3.8.b) \quad \sup_{\zeta \in \mathcal{C}} |\zeta b(\zeta)^T(1 - \zeta A(\zeta))^{-1}|_1 < \infty \quad (1 \leq i \leq m) . \]

From lemma 2.4.11 we see that this condition is equivalent to

\[ (3.3.9) \quad a_{ij}(\omega) = 0 \quad (\text{for } 1 \leq j < i \leq m) \] and \[ b_i(\omega) = 0 \quad (1 \leq i \leq m) . \]

Summarizing the above we obtain the following result.

**Theorem 3.3.2.** Suppose (3.3.4)-(3.3.7) and \( h > 0 \). Let \( \| \cdot \| \) be an arbitrary norm on \( \mathbb{E}^m \). There are positive constants \( \sigma_0 \) and \( \sigma \) such that

\[ |g(x) - G(x)| \leq \sigma_0 (|w_0| + \| w \|) , \quad \| y(x) - y(x) \| \leq \sigma \| w \| \text{ for all } \lambda \in \mathbb{E}^n , \]

\( w_0 \in \mathbb{E} \) and \( w \in \mathbb{E}^m \) iff (3.3.9) holds.

**Example 3.3.3.** Consider the methods given by

\[ G_1(x;h,f) = x + (I - hf'(x))^{-1} hf(x) \] (m = 1, \( b_1(\zeta) = (1 - \zeta)^{-1} \)), and

\[ G_2(x;h,f) = x + hf(x+(I-hf'(x))^{-1}hf(x)) \] (m = 2, \( a_{21}(\zeta) = (1 - \zeta)^{-1} \), \( b_1(\zeta) = 0 \), \( b_2(\zeta) = 1 \)). Both methods can be viewed as a linearization of the Backward Euler method (method (3.2.1) with \( m = 1 \), \( A = I \) and \( b = 1 \)). If \( f \) is linear and there are no perturbations, \( G_1 \) and \( G_2 \) will yield the same numerical results.

However, if we consider perturbations \( w_0, w \) as in (3.3.7) for the simple class of testfunctions (3.3.4), we get with the first method

\[ \tilde{G}_1(x) - G_1(x) = w_0 + h\lambda(1-h\lambda)^{-1} w \quad (w_0, w \in \mathbb{E}) , \]

whereas we obtain with the second method

\[ \tilde{G}_2(x) - G_2(x) = w_0 + ((1+h\lambda)^{-1} h^2, h\lambda) w \quad (w_0 \in \mathbb{E} , w \in \mathbb{E}^2) . \]

Thus for \( |\lambda| \to \infty \), the effect of the perturbations remains bounded with method \( G_1 \), which satisfies (3.3.9). For method \( G_2 \) we have
In view of the foregoing we will confine ourselves in subsequent chapters to semi-implicit methods satisfying (3.3.9). Most well-known semi-implicit methods, such as the ROW-methods, do satisfy (3.3.9).

We note that (3.3.9) can be viewed as a BS + BSI-stability requirement on the semi-implicit methods for the class of problems (3.3.4). Also for the S-stability analysis in VERWER (1977), (3.3.9) was assumed (but not motivated as in this section).

3.4. ADAPTIVE RUNGE-KUTTA METHODS AND TRANSLATION INVARIANCE

The methods we have encountered thus far constitute the class of one-step methods which are mostly used for solving stiff problems, and we shall restrict ourselves to this class in the subsequent chapters.

A further generalization of the explicit Runge-Kutta methods was proposed by LAWSON (1967) (see also GRIGORIEFF (1972)). Modifications of Lawson's methods were given by EHLE and LAWSON (1975), FRIEDLI (1978) and STREHMEL (1981). In their general form these so called *adaptive Runge-Kutta methods* are given by the following function \( G \). For \( I: \mathbb{R}^s \rightarrow \mathbb{R}^s \) and \( h > 0 \) given, we define \( G(\cdot) = G(\cdot; h, f) \) by

\[
G(x) = \frac{\phi(hJ(x))x + \sum\limits_{i=1}^{m} b_i(hJ(x)) h\gamma_i(x)}{\beta_i(hJ(x))},
\]

\[
g_i(x) = f(y_i(x)) - J(x) y_i(x) \quad (1 \leq i \leq m),
\]

\[
y_i(x) = \frac{\phi(y_i hJ(x))x + \sum\limits_{j=1}^{i-1} a_{ij}(hJ(x)) h\gamma_j(x)}{h_{i}}, \quad (1 \leq i \leq m)
\]

(for \( x \in \mathbb{R}^s \)). Here \( \phi \) is a rational approximation to the exponential function, the \( \alpha_{ij} \) and \( \beta_i \) are rational functions, and the \( \gamma_i \) are real parameters. By some manipulation it can be seen that (3.4.1) can also be written in the form

\[
G(x) = c_0(hJ(x))x + \sum\limits_{i=1}^{m} b_i(hJ(x)) h\gamma_i(x),
\]

\[
y_i(x) = c_i(hJ(x))x + \sum\limits_{j=1}^{i-1} a_{ij}(hJ(x)) h\gamma_j(x) \quad (1 \leq i \leq m),
\]
where the $a_{i}, b_{i},$ and $c_{i}$ are rational functions. This seems like a real generalization of (3.3.1) where all $c_{i}$ are identically equal to one. In this section it will be shown however, that if not all $c_{i}$ can be taken identically equal to one, method (3.4.2) suffers from a drawback which is not present in the methods (3.3.1).

The first adaptive Runge-Kutta methods given by LAWSON (1967) are of the type (3.4.2) and cannot be written as (1.3.1). With many of the subsequent modifications the $a_{i}, b_{i},$ and $c_{i}$ in (3.4.1) were chosen such that the methods can be written as (3.3.1).

**EXAMPLE 3.4.1.** Lawson's generalization of Euler's method is given by

$$G(x) = \phi(hJ(x)) (I-hJ(x))x + \phi(hJ(x)) hf(x) ,$$

where $\phi$ is a rational approximation to the exponential function. Unless $\phi(\zeta) = (1-\zeta)^{-1} (\zeta \in \mathbb{C})$, this method of the type (3.4.1) cannot be written in the form (3.3.1).

**EXAMPLE 3.4.2.** By FRIEDLI (1978) and STREHMEL (1981) the following method was considered.

$$G(x) = \phi_0(hJ(x))x + [\phi_1(hJ(x)) - \frac{1}{c^2} \phi_2(hJ(x))] g_1(x) +$$

$$+ \frac{1}{c^2} \phi_2(hJ(x)) g_2(x) ,$$

$$y_1(x) = x ,$$

$$y_2(x) = \phi_0(chJ(x))x + c\phi_1(chJ(x)) g_1(x) ,$$

where $g_i(x) = f(y_i(x)) - J(x) y_i(x) (i=1,2), c \in \mathbb{R}, \phi_0$ is a rational approximation to the exponential function, $\phi_1(\zeta) = \frac{1}{2} [\phi_0(\zeta) - 1]$, and $\phi_2(\zeta) = \frac{1}{2} [\phi_1(\zeta) - 1] (\zeta \in \mathbb{C})$.

By some manipulation it can be seen that this method can be written in the form (3.3.1) with $m = 2$ and

$$a_{21}(\zeta) = c\phi_1(c\zeta) , b_1(\zeta) = \phi_1(\zeta) - \frac{1}{c^2} \phi_2(\zeta),$$

$$b_2(\zeta) = \frac{1}{c^2} \phi_2(\zeta) (c \in \mathbb{C}) .$$
We will show in the subsequence that those adaptive Runge-Kutta methods which do not fit into the form (3.3.1) are not translation invariant. With this we mean the following.

**Definition 3.4.3.** A one-step method $G$ is said to be translation invariant if

$$G(x; h, f) = G(x-w; h, g) + w \quad \text{(for all } x \in \mathbb{R}^s, h > 0)$$

for arbitrary $w \in \mathbb{R}^s$ and $f, g: \mathbb{R}^s + \mathbb{R}^s$ satisfying $f(x) = g(x-w)$ (for all $x \in \mathbb{R}^s$).

Translation invariance is a very natural requirement. Consider the initial value problems

$$V'(t) = g(V(t)) \quad (t \geq 0), \quad V(0) = v_0,$$

and

$$U'(t) = f(U(t)) \quad (t \geq 0), \quad U(0) = u_0,$$

where $u_0 = v_0 + w$, and $w, f, g$ are as in definition 3.4.3. The solutions $U, V$ satisfy $U(t) = V(t) + w (t \geq 0)$. If the method $G$ is translation invariant, the numerical approximations $(u_n), (v_n)$ to $U, V$, respectively, will satisfy $u_n = v_n + w (n=0, 1, 2, \ldots)$. If a method $G$ is not translation invariant, the translation vector $w$ will enter into the local discretization error of the method w.r.t. the solution $U$ of the above initial value problem. Hence this local discretization error will not only depend on derivatives of $U$ and on the function values of $f$ and its derivatives near this solution. In particular, a method which is not translation invariant will also not be $B$-convergent (see chapter 6). This will generally lead to a bad behaviour for stiff initial value problems.

**Example 3.4.4.** Consider again Lawson's generalization of Euler's method (see example 3.4.1) with $\phi(0) = 1$, $\phi(\zeta) \neq (1-\zeta)^{-1}$.

Let $f(x) = \lambda(x-w)$ (for $x \in \mathbb{E}$) with $\lambda, w \in \mathbb{E}$ given and $w \neq 0$.

Assume $J(x) = \lambda$ (for all $x \in \mathbb{E}$). The local discretization error
\[ \ell_h(t) = h^{-1} [U(t+h) - G(U(t))] \text{ w.r.t. the stationary solution } U(t) = w, \]
equal
\[ h^{-1} [1 - \phi(h\lambda)(1-h\lambda)] w. \]

Suppose \( L \leq \mathbb{R} \) and \( L \gg 1 \). Then \( \ell_h(t) \) is small for all \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda \leq 0, |\lambda| \leq L \) iff \( hL \) is small. Thus if we deal with a stiff initial value problem, the stepsize \( h \) has to be excessively small in order to ensure a small local error.

By some simple calculations it can be shown that all methods of the type (3.3.1) are translation invariant, provided that

\[ J(x+h, f) = J(x, f) \text{ (for all } x \in \mathbb{K}^s, h > 0 \text{ ) for arbitrary } w \in \mathbb{K}^s \text{ and } f, g: \mathbb{K}^s \to \mathbb{K}^s \text{ satisfying } f(x) = g(x-w) \text{ (for all } x \in \mathbb{K}^s). \]

Note that \( f'(x) = g'(x-w) \) if \( f \) and \( g \) are as in (3.4.3). The following theorem shows that the above is not true for those adaptive Runge-Kutta methods which cannot be written as (3.3.1).

**THEOREM 3.4.5.** Assume (3.4.3). Let \( G \) be a method of the type (3.4.2). Then \( G \) is translation invariant \( \iff \) \( G \) is equivalent to a method of the type (3.3.1).

**PROOF.** Suppose the method \( G \), given by (3.4.2), is translation invariant. By \( \tilde{G} \) we denote the method given by (3.3.1) with the same coefficient functions \( a_{ij} \) and \( b_i \) as \( G \).

We have \( G(0; h, f) = \tilde{G}(0; h, f) \) for all \( h > 0 \) and \( f: \mathbb{K}^s \to \mathbb{K}^s \). Since both \( G \) and \( \tilde{G} \) are translation invariant it follows that \( G(x; h, f) = \tilde{G}(x; h, f) \) for all \( x \in \mathbb{K}^s, h > 0 \) and \( f: \mathbb{K}^s \to \mathbb{K}^s \). Thus \( G \) and \( \tilde{G} \) always yield the same numerical approximations. \( \Box \)
CHAPTER 4

THE EXISTENCE OF UNIQUE SOLUTIONS TO
THE ALGEBRAIC EQUATIONS IN IMPLICIT AND SEMI-IMPLICIT METHODS

4.1. INTRODUCTION

If we approximate the solution of the initial value problem
U'(t) = f(U(t)) \quad (t \geq 0), \quad U(0) = u_0,
using an implicit Runge-Kutta method, at each step of the integration a system of algebraic equations of the following type has to be solved (cf. (3.1.2), (3.2.1.b)).

\[(4.1.1) \quad y_i(u_n) = u_n + \sum_{j=1}^{m} a_{ij} hf_j(u_n) \quad (1 \leq i \leq m).\]

It is known (see e.g. GRIGORIEFF (1972)) that if \( f: \mathbb{R}^s \to \mathbb{R}^s \) (\( s \geq 1 \)) satisfies a Lipschitz condition

\[|f(\tilde{x}) - f(x)| \leq L|\tilde{x} - x| \quad (for \ all \ \tilde{x}, x \in \mathbb{R}^s),\]

and the product \( hL \) is sufficiently small, then (4.1.1) has a unique solution. However, if the initial value problem is stiff such a restriction on \( h \) is embarrassing.

In this chapter we consider the question whether the system (4.1.1) has a unique solution for all continuous functions \( f: \mathbb{R}^s \to \mathbb{R}^s \) satisfying a one-sided Lipschitz condition

\[(4.1.2) \quad \text{Re} \ \langle f(\tilde{x}) - f(x), \tilde{x} - x \rangle \leq \beta |\tilde{x} - x|^2 \quad (for \ all \ \tilde{x}, x \in \mathbb{R}^s).\]

Here \( \beta \in \mathbb{R} \), \( \langle \cdot, \cdot \rangle \) is an arbitrary inner product on \( \mathbb{R}^s \) and \( |\cdot| \) stands for the corresponding norm.

If we deal with semi-implicit methods the similar question arises whether all the linear systems that have to be solved to compute an approximation \( u_{n+1} \) from a given \( u_n \) have unique solutions. This question is much easier to answer and will only be considered in section 4.4.
then we turn our attention to the implicit Runge-Kutta methods.

Instead of (4.1.1) we shall consider in the subsequence the more general system

\[(4.1.3) \quad y_i = \sum_{j=1}^{m} a_{ij} h f_j(y_j) \quad (1 \leq i \leq m),\]

where all functions \( f_j : \mathbb{R}^s \to \mathbb{R}^s \) are continuous and satisfy

\[(4.1.4) \quad \text{Re} \langle f_j(x) - \bar{f}_j(x), x - \bar{x} \rangle \leq \beta |x - \bar{x}|^2 \quad (\text{for all } \bar{x}, x \in \mathbb{R}^s).\]

By taking \( f_j(x) = f(x+u_j) \) and replacing \( y_j \) by \( y_j(x) = u_j \) \( (1 \leq j \leq m) \), the system (4.1.3) reduces to (4.1.1). An advantage of (4.1.3) over (4.1.1) is that also perturbed systems (4.1.1) or the systems which arise for nonautonomous problems (see remark 3.2.1) can be dealt with. These cases are covered by considering

\[\tilde{y}_j(u_n) = u_n + \sum_{j=1}^{m} a_{ij} f(t_n, c_i h, \tilde{y}_j(u_n)) + v_i \quad (1 \leq i \leq m)\]

with perturbations \( v_i \in \mathbb{R}^s \), and \( f : \mathbb{R} \times \mathbb{R}^s \to \mathbb{R}^s \), instead of (4.1.1). Such perturbed equations were considered by FRANK, SCHNEID and UEBERHUBER (1982 A,B) for proving \( B \)-consistency of some implicit Runge-Kutta methods.

In this chapter we use the notations and conventions that were introduced in section 2.4.1. Let \( A = (a_{ij}) \in L(\mathbb{R}^m) \). With the convention that the Kronecker product \( A \otimes I(s) \) will also be denoted by \( A \), the system (4.1.3) can be written as

\[(4.1.5) \quad y - h A f(y) = 0\]

where \( y = (y_1^T, y_2^T, ..., y_m^T)^T \) and \( f(y) = (f_1(y_1)^T, f_2(y_2)^T, ..., f_m(y_m)^T)^T \in \mathbb{R}^{sm} \).

If \( m = 1 \), the system (4.1.5) is essentially the same as the system of algebraic equations that arises if a linear multistep method is used to compute the approximations \( u_n \). For this case several authors have discussed the existence and uniqueness of solutions; see e.g. DAHLQUIST.
(1975), DESOUR and HANEDA (1972), and WILLIAMS (1979). Their results can also be used for diagonally implicit Runge-Kutta methods, i.e. $a_{ij} = 0$ whenever $i < j$.

The question whether the system (4.1.1) has a unique solution for stiff initial value problems was considered in CROUZEIX and RAVIART (1980), and HUNSDORFER and SPIJKER (1981). The results of these papers were combined in CROUZEIX, HUNSDORFER and SPIJKER (1983). Results similar to those in CROUZEIX and RAVIART (1980) were obtained by DEKKER (1982).

We now give a short outline of this chapter. In the sections 4.2 and 4.3 we deal with implicit Runge-Kutta methods. The case where the differential equation is linear with constant coefficients will be considered in section 4.2. In section 4.3 sufficient conditions (on $A$, $h$ and $\beta$) will be given that ensure the existence of a unique solution to (4.1.5). These results slightly generalize some results given in CROUZEIX, HUNSDORFER and SPIJKER (1983) and DEKKER (1982). Finally, in section 4.4, the semi-implicit methods will be considered.

4.2. IMPLICIT RUNGE-KUTTA METHODS FOR LINEAR DIFFERENTIAL EQUATIONS

In this section we assume that the functions $f_j$, arising in (4.1.5), are of the form

\[(4.2.1) \quad f_j(x) = Ax + w_j \quad (x \in \mathbb{R}^n, 1 \leq j \leq m)\]

where $A \in \mathbb{L}(\mathbb{R}^n)$ and $w_j \in \mathbb{R}^n (1 \leq j \leq m)$. This case occurs if the differential equation is linear with constant coefficients, $U'(t) = AU(t) (t \geq 0)$ or more general $U'(t) = AU(t) + w(t) (t \geq 0)$.

For these functions $f_j$ necessary and sufficient conditions (on $A$, $h$ and $\beta$) for the unique solvability of (4.1.5) can be given quite easily.

Writing $w = (w_1^T, w_2^T, \ldots, w_m^T)^T \in \mathbb{R}^{sm}$, $z_0 = hA$ and $Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in \mathbb{L}(\mathbb{R}^{sm})$, (4.1.5) reads for this case

\[(4.2.2) \quad (I - AZ_0)y = hAw.\]

Obviously this system has a unique solution iff the $sm \times sm$ matrix $I - AZ_0$ is regular.

In the following lemma we use the sets $\mathbf{\zeta}_r \subset \mathbf{E}$ defined by
THEOREM 4.2.1. The following three statements are equivalent. 

(i) \( I - AZ_0 \) is regular whenever \( Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in L(\mathbb{K}^s) \) with \( z_0 \in \mathbb{K}^s \), \( s \geq 1 \), \( \mu[z_0] \leq h \delta \). 

(ii) \( I - AZ_0 \) is regular for all \( z_0 \in \mathbb{K} \) with \( \Re z_0 \leq h \delta \). 

(iii) \( \sigma(A) \subseteq C \). 

PROOF. We observe that \( AZ_0 \) can be written as \( A \otimes z_0 \) for \( Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \). It follows (see e.g. MARCUS and MINC (1964)) that the spectrum \( \sigma(AZ_0) \) equals \( \sigma(A)\sigma(z_0) = \{v : v \in \sigma(A), \nu \in \sigma(z_0)\} \). This fact will be used in the subsequence. 

Obviously (i) implies (ii) if \( K = \mathbb{C} \). Assume \( K = \mathbb{R} \) and \( I - AZ_0 \) is singular, \( z_0 = z_0 + i\eta_0 \) with \( \eta_0 \leq h \delta \). Let \( d_1, d_2 \) be vectors in the \( \mathbb{R}^2 \) which are orthonormal w.r.t. the inner product \( \langle \cdot, \cdot \rangle \). As in the proof of lemma 2.2.6 we define \( z_0 \in L(\mathbb{R}^2) \) by 

\[
z_0 \cdot d_1 = \xi_0 \cdot d_1 - \eta_0 \cdot d_2, \quad z_0 \cdot d_2 = \eta_0 \cdot d_1 + \xi_0 \cdot d_2.
\]

By some calculations it can be seen that \( \mu[z_0] = \xi_0 \) and \( \xi_0 \in \sigma(z_0) \). Hence \( 1 \in \sigma(A)\sigma(z_0) = \sigma(AZ_0) \), \( I - AZ_0 \) is singular. Thus (i) also implies (ii) if \( K = \mathbb{R} \). 

Now suppose (ii) holds, and let \( z_0 \in L(\mathbb{K}^s) \) with \( \mu[z_0] \leq h \delta \). Then \( \Re v \leq h \delta \) for any \( v \in \sigma(z_0) \). It follows that \( 1 \notin \sigma(A)\sigma(z_0) \). Hence (i) holds. 

The equivalence of (ii) and (iii) follows by some elementary calculations. 

We note that for \( \beta = 0 \) the above equivalence of (i) and (ii) was given already by SPIJKER (1982 A).
4.3. GENERAL RESULTS FOR IMPLICIT RUNGE-KUTTA METHODS

4.3.1. A sufficient condition for the existence of a unique solution to (4.1.5)

In this section sufficient conditions on \( A, h \) and \( \beta \) will be given that ensure the existence of a unique solution to (4.1.5) for nonlinear functions \( f_j \).

The basic assumption on the matrix \( A = (a_{ij}) \) is the following (cf. (2.4.1)).

(4.3.1) There is a positive definite diagonal matrix

\[ D \in \mathbb{L}(\mathbb{R}^m) \]

such that \((v, DA v) \geq \sigma (Av, DA v)\) (for all \( v \in \mathbb{R}^m \)).

Here \( \sigma \in \mathbb{R} \) is a given number.

THEOREM 4.3.1. Suppose the functions \( f_j \) are continuous and satisfy (4.1.4), \( A \) satisfies (4.3.1), and \( h\beta < \sigma \). Then the system (4.1.5) has a unique solution \( y^* \in \mathbb{R}^m \), and

\[ ||y^*||_D \leq (\sigma - h\beta)^{-1} h ||F(0)||_D. \]

PROOF. Consider the functions \( \Phi, \Psi: \mathbb{R}^m \to \mathbb{R}^m \) defined by

\[ \Phi(y) = y - hAF(y), \quad \Psi(y) = y - hF(Ay) \quad (y \in \mathbb{R}^m). \]

We will first show that \( \Psi \) has a unique zero.

1. Suppose \( I - ZA \) is singular, \( Z = \text{diag}(z_1, z_2, \ldots, z_m) \), \( z_i \in \mathbb{L}(\mathbb{R}^m) \), \( \mu(z_i) \leq h\beta \) \((1 \leq i \leq m)\). It will be shown that this leads to a contradiction.

Take \( y \in \mathbb{R}^m \) such that \( y \neq 0 \), \( y = ZAy \). Then \( Ay \neq 0 \), and using lemma 2.4.1 we see that

\[ \text{Re}[ZAy, Ay]_D = \text{Re}[y, Ay]_D \geq \sigma ||Ay||^2_D. \]

Since \( \mu(z_i) \leq h\beta \) \((1 \leq i \leq m)\), it also follows that

\[ \text{Re}[ZAy, Ay]_D \leq h\beta ||Ay||^2_D. \]

which contradicts the assumption \( h\beta < \sigma \).

Thus \( I - ZA \) is regular whenever \( Z = \text{diag}(z_1, z_2, \ldots, z_m) \) with
so
2. Suppose \( Y(y) = Y(y', y \in \mathbb{K}^m) \). Then \( Y - y = hF(Ay) - hF(Ay) \). From corollary 2.4.8 we know there exists a matrix \( Z = \text{diag}(z_1, z_2, \ldots, z_m) \) with \( z_i \in L(\mathbb{K}^m), \mu[z_i] \leq h \delta \) (\( \delta \in \mathbb{R}^m \)) such that \( hF(Ay) - hF(Ay) = Z(Ay - Ay) \).

From part 1 of this proof it follows that \( \sim = y \).

Thus \( Y \) is one-to-one.

3. We will now show that \( ||Y(y)||_D = (\text{for } y \in \mathbb{K}^m) \).

For arbitrary \( \tilde{y}, y \in \mathbb{K}^m \) we have

\[
\text{Re}[Y(y) - Y(y), Ay - Ay]_D = \text{Re}[\tilde{y} - y, A\tilde{y} - Ay]_D - h \text{ Re}[F(\tilde{y}) - F(Ay), Ay - Ay]_D \geq (\sigma - h\delta) ||A\tilde{y} - Ay||_D^2.
\]

Using the Schwarz inequality it follows that

\[
||Y(\tilde{y}) - Y(y)||_D \geq (\sigma - h\delta) ||A\tilde{y} - Ay||_D.
\]

Hence we obtain for any \( y \in \mathbb{K}^m \),

\[
||Y(y)||_D \geq (\sigma - h\delta) ||Ay||_D - ||F(0)||_D = (\sigma - h\delta) ||Ay||_D - h||F(0)||_D.
\]

On the other hand we have

\[
||Y(y)||_D \geq ||y||_D - h||F(y)||_D.
\]

Thus we get for any \( y \in \mathbb{K}^m \) the relation

\[
(4.3.2) \quad ||Y(y)||_D \geq \max\{(\sigma - h\delta)||Ay||_D - h||F(0)||_D, ||y||_D - h||F(y)||_D\}
\]

Suppose there is a constant \( K_0 > 0 \) and a sequence \( \{y_k\} \) in \( \mathbb{K}^m \) such that \( ||y_k||_D \to +\infty \) while \( ||Y(y_k)||_D \leq K_0 \) (for all \( k \in \mathbb{N} \)). From (4.3.2) it follows that \( ||Ay_k||_D \leq (\sigma - h\delta)^{-1} (K_0 + h||F(0)||_D) = K_1 \). Let \( K_2 = \sup\{h||F(y)||_D: y \in \mathbb{K}^m, ||y||_D \leq K_1\} \). We then obtain from (4.3.2),
\[ \| \Psi(y) \|_D \geq \| y \|_D - K_2, \]
which contradicts the boundedness of \[ \{ \| \Psi(y) \|_D \}^j. \]

Thus \[ \lim_{\| y \|_D \to \infty} \| \Psi(y) \|_D = \infty. \]

4. From the results of the parts 2 and 3 of this proof, it can be seen that \( \Psi \) is a local homeomorphism at each point \( y \in \mathbb{R}^{sm} \). From the norm-coerciveness theorem (see e.g. ORTEGA and RHEINBOLDT (1970)) it now follows that \( \Psi \) has a unique zero \( y^0 \in \mathbb{R}^{sm} \). Moreover, using relation (4.3.2), it follows that

\[ \| Ay \|_D \leq (\sigma - h\beta)^{-1} h\| F(0) \|_D. \]

5. Between the functions \( \phi \) and \( \psi \) the following relations exist.

\[ \phi(Ay) = Ay(y) \text{ (for all } y \in \mathbb{R}^{sm}), \]
\[ \phi(y) = 0 \text{ implies } \psi(hF(y)) = 0. \]

It follows that \( \phi \) also has a zero, namely \( y^* = Ay^0 \). Further we see that if \( \phi(y) = \phi(\tilde{y}) = 0 \), then \( F(y) = F(\tilde{y}) \) (since \( \psi \) is injective), and \( y - hAF(y) = \tilde{y} - hAF(\tilde{y}) \). Hence \( y = \tilde{y}. \)

**COROLLARY 4.3.2.** Suppose (4.3.1) holds with a positive \( \sigma \). Then the system (4.1.5) has a unique solution whenever \( h > 0 \) and the functions \( f_j \) are continuous and dissipative.

We note that if \( DA + A^T D \) is positive definite for some positive definite diagonal matrix \( D \), then \( A \) is regular and (4.3.1) holds with a positive \( \sigma \). On the other hand (4.3.1) may hold with a constant \( \sigma > 0 \) for a singular matrix \( A \). If for instance all entries \( a_{ij} \) of \( A \) equal \( a > 0 \), we may take \( D = I \) and \( \sigma = (ma)^{-1} \). Therefore corollary 4.3.2 is a proper extension of theorem 1 in CROUZEIX, HUNDSDORFER and SPIJKER (1983).

Theorem 4.3.1 also contains the following result that was stated in the same paper.

**COROLLARY 4.3.3.** Suppose (4.3.1) holds with \( \sigma = 0 \). Then the system (4.1.5) has a unique solution whenever \( h > 0 \), and the functions \( f_j \) are continuous and satisfy (4.1.4) with \( \beta < 0 \).

**REMARK 4.3.4.** The \( B \)-contractive Runge-Kutta methods which are interesting from a practical point of view are such that \( B = \text{diag}(b_1, b_2, \ldots, b_m) \) is positive definite and \( BA + A^T B - bb^T \) is positive semi-definite (see
section 5.5.2). The matrix $BA + A^T B$ is then positive semi-definite and corollary 4.3.3 is thus applicable.

By FRANK, SCHNEID and UEBERHUBER (1982 A) it was shown that many well-known B-contractive methods satisfy the condition of corollary 4.3.2, and for these methods the system (4.1.5) has a unique solution as soon as the functions $f_j$ are continuous and dissipative.

In CROUZEIX, HUNSDORFER and SPIJKER (1983) an algebraically con-

tractive method and dissipative functions $f_j: \mathbb{C} \to \mathbb{C}$ were given such that (4.1.5) has no solution. This shows that the requirement $\sigma - \mu > 0$ in theorem 4.3.1 is essential and cannot be replaced by the weaker condition $\sigma - \mu \geq 0$.

4.3.2. Some extensions of the sufficient conditions

For some special matrices $A$ the sufficient conditions given in

theorem 4.3.1 admit an obvious extension.

Let $A_k$ be the $(m-1) \times (m-1)$ matrix that results if we remove the

$k$-th. row and column from $A$. Using theorem 4.3.1, the proof of the

following result is straightforward.

**COROLLARY 4.3.5.** Suppose that the $k$-th. row or the $k$-th. column of $A$

only contains zeros. If the requirement of theorem 4.3.1 holds for $A_k$

(instead of $A$), the system (4.1.5) has a unique solution.

Matrices $A$ with a zero column or row occur if the Runge-Kutta

method is a collocation method where the collocation points are based

on Lobatto or Radau points (see e.g. GRIGORIEFF (1972, pp. 37-38)).

If the Runge-Kutta method is diagonally implicit (i.e. $a_{ij} = 0$

for $i < j$), we are actually dealing with $m$ equations of the type

(4.1.5)–with $a_{ii}$ instead of $A$, and $m = 1$. These equations can be

solved one after another. In this case theorem 4.3.1 can be applied

with $m = 1$.

As an illustration of the above we consider the following example

(see also DAHLQUIST (1975)).
EXAMPLE 4.3.6. For the trapezoidal rule we have

\[ A = \begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix}. \]

This method is diagonally implicit, and the first row of \( A \) is zero. Theorem 4.3.1 is not directly applicable. However, the implicit equation that has to be solved reads

\[ y_2(u_n) = u_n + \frac{1}{2} hf(u_n) + \frac{1}{2} hf(y_2(u_n)). \]

Taking \( y = y_2(u_n) - u_n - \frac{1}{2} hf(u_n) \), \( F(x) = f(x + u_n + hf(u_n)) \) (\( x \in \mathbb{R}^\beta \)), this equation is transformed into

\[ y = \frac{1}{2} hF(y). \]

From theorem 4.3.1 it can now be seen that if \( h \beta < 2 \) and \( F \) satisfies (4.1.4) (i.e. \( f \) satisfies (4.1.2)) this equation has a unique solution.

REMARK 4.3.7. Suppose \( \beta = 0 \) and \( h > 0 \). The question what conditions have to be imposed on \( A \) to ensure that the system (4.1.5) has a unique solution whenever (4.1.4) holds can be answered completely in two restricted cases.

In the first case we assume that \( \mathbb{R}^\beta = \mathbb{R}^l \). Then the following result can be proved.

\[ (4.3.2) \quad \text{The system (4.1.5) has a unique solution for all continuous functions } f_j : \mathbb{R} \to \mathbb{R} \text{ satisfying (4.1.4) with } \beta = 0 \quad (1 \leq j \leq m) \iff \text{all principal subdeterminants of } A \text{ are nonnegative.} \]

Also if \( m \leq 2 \) (and \( \mathbb{R}^\beta \) is arbitrary) the question can be answered completely. Using essentially the same technique as in the proof of theorem 4.3.1, the following equivalence can be proved.

\[ (4.3.3) \quad \text{If } m \leq 2, \text{ the statements (i), (ii), (iii) and (iv) are equivalent.} \]

(i) System (4.1.5) has a unique solution for all continuous functions \( f_j \) (\( 1 \leq j \leq m \)) satisfying (4.1.4) with \( \beta = 0 \).
(ii) $I - AZ$ is regular whenever $Z = \text{diag}(z_1, z_2, \ldots, z_m)$ with $z_i \in \mathbb{L}^{s}$, $s \geq 1$, $\mu[z_i] \leq 0 \ (i \leq m)$.

(iii) $I - AZ$ is regular whenever $Z = \text{diag}(\zeta_1, \zeta_2, \ldots, \zeta_m)$ with $\zeta_i \in \mathbb{S}$, $\Re \zeta_i \leq 0 \ (i \leq m)$.

(iv) All principal subdeterminants of $A$ are zero, or all principal subdeterminants of $A$ are nonnegative and trace $(A) > 0$.

It is a conjecture that the above statements (i), (ii) and (iii) are also equivalent if $m > 2$.

By (4.3.3) it is shown that the condition on $A$ imposed in (4.3.2) is not sufficient to ensure the existence and uniqueness of solutions to (4.1.5) in the general case $\mathbb{R}^s \neq \mathbb{R}^1$.

We note that the above results (4.3.2) and (4.3.3) can be extended to include arbitrary $\beta \in \mathbb{R}$.

4.4. Semi-implicit methods

We now consider the case that a semi-implicit method (3.3.1) is used to approximate the solution $U$ of $U'(t) = f(U(t)) \ (t \geq 0)$, $U(0) = u_0$.

We assume that the approximation $J(\cdot) = J(\cdot; h, \beta)$ to $f'$ satisfies

$$(4.4.1) \quad \mu[J(x)] \leq \beta \quad \text{(for all } x \in \mathbb{R}^d) .$$

Note that if the function $f$ is continuously differentiable then the one-sided Lipschitz condition (4.1.2) is equivalent to $\mu[f'(x)] \leq \beta$ (for all $x \in \mathbb{R}^d$) — see lemma 2.3.3. The assumption (4.4.1) is therefore a natural one.

Let $\psi$ stand for one of the coefficient functions $a_{ij}, b_{ij}$ of the semi-implicit method $G$. If we compute from a known $u_n = U(t_n)$ a consecutive approximation $u_{n+1} = U(t_{n+1})$, we have to solve linear systems of the type

$$q(hJ(u_n))v = p(hj(u_n))hf(y_j(u_n))$$

where $v \in \mathbb{R}^d$ is the unknown, $y_j(u_n)$ has been computed already, and $p, q$ are polynomials such that $\psi(\zeta) = p(\zeta)/q(\zeta) \ (\zeta \in \mathbb{S})$. Clearly this linear system has a unique solution iff $q(hJ(u_n))$ is regular, i.e.
ψ(hJ(u_n)) exists (cf. section 2.2.2). Using lemma 2.2.6 the question whether \( u_{n+1} \) is uniquely determined can be answered very easily.

**Corollary 4.4.1.** Let \( h > 0 \) and \( \beta \in \mathbb{R} \) be given. The linear systems of algebraic equations arising in (3.3.1) all have unique solutions whenever \( s \in \mathbb{N} \) and \( J(\cdot) : \mathbb{K}^n \rightarrow L(\mathbb{K}^n) \) satisfies (4.4.1) iff all rational functions \( a_{ij}, b_i \) are analytic on \( \{ \xi : \xi \in \mathbb{E}, \text{Re } \xi > h \beta \} \).
5.1. INTRODUCTION

In this chapter we consider again the initial value problem

\begin{align}
(5.1.1.a) \quad U'(t) &= f(U(t)) \quad (t < 0), \\
(5.1.1.b) \quad U(0) &= u_0,
\end{align}

where \( f: \mathbb{K}^s \to \mathbb{K}^s \) and \( u_0 \in \mathbb{K}^s \) are known. Further \( \langle \cdot, \cdot \rangle \) will stand for an arbitrary inner product on \( \mathbb{K}^s \), and \( |x| = \langle x, x \rangle^{1/2} \) (for all \( x \in \mathbb{K}^s \)).

The one-step schemes for the numerical solution of (5.1.1) are written as

\[ u_{n+1} = G(u_n; h, f) \quad (n = 0, 1, 2, \ldots). \]

Here \( h > 0 \) is the stepsize and \( u_n \approx U(nh) \quad (n = 0, 1, 2, \ldots) \). We consider methods where \( G(\cdot) = G(\cdot; h, f) \) is defined on some suitable subset of the \( \mathbb{K}^s \) by

\begin{align}
(5.1.2.a) \quad G(x) &= x + \sum_{i=1}^m b_i(hJ(x)) \, hf(y_i(x)), \\
(5.1.2.b) \quad y_i(x) &= x + \sum_{j=1}^m a_{ij}(hJ(x)) \, hf(y_j(x)) \quad (1 \leq i \leq m),
\end{align}

where the internal vectors \( y_i(x) \in \mathbb{K}^s \) satisfy

The functions \( a_{ij} \) and \( b_i \) are rational functions with real coefficients and \( J(\cdot) = J(\cdot; h, f): \mathbb{K}^s \to L(\mathbb{K}^s) \) is a given function. Generally we will have \( J(x) = f'(x) \) (\( x \in \mathbb{K}^s \)).

The semi-implicit methods of section 3.3 fit into the form (5.1.2) with \( a_{ij} = 0 \) for \( 1 \leq i \leq j \leq m \). If all \( a_{ij} \) and \( b_i \) are constant,
(5.1.2) defines a Runge-Kutta method.

Let $\beta \in \mathbb{R}$, and let $\mathcal{V} \subset \mathbb{R}^n$ be open and convex. Assume $f$ is continuous and satisfies the one-sided Lipschitz condition

$$\text{Re} \langle f(\tilde{x}) - f(x), \tilde{x} - x \rangle \leq \beta |\tilde{x} - x|^2 \quad \text{(for all } \tilde{x}, x \in \mathcal{V}).$$

As is well known (see e.g. DAHLQUIST (1959)) (5.1.3) implies that for any two solutions $\overline{u}, u$ of the differential equation (5.1.1.a) with trajectories in $\mathcal{V}$, we have

$$|\overline{u}(t+h) - u(t+h)| \leq e^{\beta h} |\overline{u}(t) - u(t)|$$

for arbitrary $h > 0$ and $t \geq 0$. The reverse also holds. In (5.1.4) the Lipschitz constant of $f$ is not involved. This makes the estimate useful for stiff problems. In particular if $\beta = 0$, we have for all $h > 0$ and $t \geq 0$,

$$|\overline{u}(t+h) - u(t+h)| \leq |\overline{u}(t) - u(t)|.$$

We see that an error in the initial value $u_0$ will then not be amplified.

In this chapter we want to investigate in which cases the properties (5.1.4) and (5.1.5) carry over to the numerical approximations computed from a method (5.1.2). For this purpose we first take a look at the class of simple test problems where $\mathbb{R}^n = \mathbb{R}^1$ and $f$ is linear,

$$f(x) = \lambda x \quad \text{(for } x \in \mathbb{R}) \quad \text{with } \lambda \in \mathbb{C}, \text{Re} \lambda \leq \beta.$$

This is a special case of (5.1.3). About the behaviour of numerical solutions for such simple functions $f$ much is known already. We shall therefore not study this case for specific methods, but simply make assumptions about the numerical approximations for the problems (5.1.6).

The main question we consider in this chapter is the following.

To what extent do the conclusions about the numerical approximations which can be drawn for the simple test problems (5.1.6) carry over to nonscalar and nonlinear differential equations satisfying (5.1.3)?
We introduce some terminology for methods \( G \) given by (5.1.2).

**DEFINITION 5.1.1.** Let \( f: \mathbb{R}^s \rightarrow \mathbb{R}^s \), and let \( D \) be an arbitrary subset of \( \mathbb{R}^s \). Assume \( h > 0 \) and \( G(\cdot;h,f) \) is defined on \( D \). Method \( G \) is said to be \textit{contractive} on \( D \) (for \( f \) and \( h \)) if

\[
|G(\tilde{x};h,f)-G(x;h,f)| \leq |\tilde{x}-x| \quad (\text{for all } \tilde{x}, x \in D).
\]

If the above holds for all \( h > 0 \) the method \( G \) is called \textit{unconditionally contractive} on \( D \) (for \( f \)).

In the subsequence we will generally impose conditions on \( f \) such that \( G(\cdot;h,f) \) is continuously differentiable at a given point of interest \( x_0 \in \mathbb{R}^s \). For these cases we also consider

**DEFINITION 5.1.2.** Let \( f: \mathbb{R}^s \rightarrow \mathbb{R}^s \) and \( x_0 \in \mathbb{R}^s \). Assume \( h > 0 \), and \( G(\cdot;h,f) \) is defined on an open neighbourhood of \( x_0 \) and continuously differentiable at \( x_0 \). Method \( G \) is said to be \textit{locally contractive} at \( x_0 \) (for \( f \) and \( h \)) if

\[
|G'(x_0;h,f)| \leq 1.
\]

If this holds for all \( h > 0 \) we call method \( G \) \textit{unconditionally locally contractive} at \( x_0 \) (for \( f \)).

From lemma 2.3.2 we obtain a result that gives a justification for the term "locally contractive".

**COROLLARY 5.1.3.** Let \( f: \mathbb{R}^s \rightarrow \mathbb{R}^s \), \( h > 0 \), and let \( D \subset \mathbb{R}^s \) be open and convex. Assume \( G(\cdot;h,f) \) is defined and continuously differentiable on \( D \). Then \( G \) is contractive on \( D \) (for \( f \) and \( h \)) iff \( G \) is locally contractive at each point \( x_0 \in D \) (for \( f \) and \( h \)).

If a method \( G \) is unconditionally contractive on \( D \) for \( f \), then the analogue of (5.1.5) holds for the numerical approximations; if \( \{\tilde{u}_n\} \), \( \{u_n\} \) are two sequences in \( D \) computed from method \( G \) with starting vectors \( \tilde{u}_0, u_0 \in D \) and arbitrary \( h > 0 \), then
\[ |u_{n+1} - u_n| = |u_n - u_n| \quad (n=0,1,2,...). \]

With the above terminology we can reformulate the important concepts of A-stability and B-contractivity. A method \( G \) is A-stable if \( G \) is unconditionally contractive on \( \mathbf{E} \) for all functions \( f \) satisfying (5.1.6) with \( \beta = 0 \). If \( G \) is unconditionally contractive on \( \mathbf{K}^k \) for all \( f \) satisfying (5.1.3) with \( \beta = 0 \), \( G \) is said to be B-contractive.

In spite of the simplicity of the class of functions \( f \) (scalar and linear) involved in the definition of A-stability, numerical experience has shown that A-stable methods generally work rather well on much more complicated stiff problems. In the present chapter we shall mainly be concerned with methods which are A-stable but not B-contractive. For such methods conditions on dissipative functions \( f \) will be imposed which guarantee unconditional contractivity. Also conditional contractivity results will be presented where the restriction on the stepsize \( h \) is such that the product of \( h \) and the Lipschitz constant \( L \) of \( f \) may be arbitrary large.

We now give an outline for the rest of this chapter.

The subsequent analysis will be based on a result of section 5.2 where a useful expression for \( G'(x;h,f) \) will be derived.

In section 5.3 we shall consider linear systems of differential equations. For such systems far reaching conclusions can be drawn from the behaviour of the methods for the simple scalar testproblems (5.1.6).

In section 5.4 semi-implicit methods are considered. We shall mainly deal with Rosenbrock methods \( (J(x)=f'(x)) \), and semi-implicit methods using a fixed Jacobian approximation. Although these methods are not B-contractive, it will be shown that they can be unconditionally contractive for dissipative functions \( f \) which, in some sense, do not differ too much from a linear function. For arbitrary nonlinear stiff systems conditional contractivity results are presented. Further it will be shown that these contractivity results do not hold for the semi-implicit methods with \( J(x) = f'(x+chf(x)) \), \( c \neq 0 \).

Finally, in section 5.5, we review some results on B-contractive implicit Runge-Kutta methods, and give a short analysis for a class of implicit Runge-Kutta methods which are not B-contractive.
5.2. PRELIMINARY RESULTS

Consider a method $G$ defined by (5.1.2). Let $s \in \mathbb{N}$, $f: \mathbb{R}^s \to \mathbb{R}^s$ and $h > 0$ be given, and let $\mathcal{D} \subset \mathbb{R}^s$ be an open, convex set. We assume that $G(x)$ and the vectors $y_i(x)$ $(1 \leq i \leq m)$ are well defined by (5.1.2) for any point $x \in \mathcal{D}$ (i.e. the $a_{ij}(hJ(x))$ and $b_i(hJ(x))$ exist, and the system (5.1.2.1b) has a unique solution).

Throughout this chapter the following notations will be used frequently. For a given $z \in L(\mathbb{R}^s)$ and $x \in \mathbb{R}^s$ we write

$$b(z)^T = (b_1(z), b_2(z), \ldots, b_m(z)) \in L(\mathbb{R}^s, \mathbb{R}^s),$$

$$A(z) = \begin{pmatrix}
a_{11}(z) & a_{12}(z) & \cdots & a_{1m}(z) \\
a_{21}(z) & a_{22}(z) & \cdots & \vdots \\
\vdots & \vdots & \ddots & a_{m2}(z) \\
a_{m1}(z) & \cdots & \cdots & a_{mm}(z)
\end{pmatrix} \in L(\mathbb{R}^{sm}),$$

$$y(x) = \begin{pmatrix}
y_1(x) \\
y_2(x) \\
\vdots \\
y_m(x)
\end{pmatrix} \in \mathbb{R}^{sm} \quad \text{and} \quad F(y(x)) = \begin{pmatrix}
f(y_1(x)) \\
f(y_2(x)) \\
\vdots \\
f(y_m(x))
\end{pmatrix} \in \mathbb{R}^{sm}.$$ 

Further $e$ will stand for $e^{(m)} \otimes I^{(s)} = (1^{(s)})^T \in \mathbb{R}^m$, $I^{(s)}$ is the $s \times s$ unit matrix, and $\otimes$ denotes the Kronecker product. Note that for any vector $v \in \mathbb{R}^s$ we have $ev = e^{(m)} \otimes v$.

With the above notation we can rewrite (5.1.2) as

(5.2.1.a) \quad $G(x) = x + b(z)^T \ hF(y(x))$, 

(5.2.1.b) \quad $y(x) = ex + A(z) \ hF(y(x))$,

where $z$ stands for $hJ(x)$.

For fixed $x_0 \in \mathcal{D}$ we use the notations

$$z_0 = hJ(x_0), \quad z_i = hF(y_i(x_0)) \quad (1 \leq i \leq m),$$

$$Z = \text{diag}(z_1, z_2, \ldots, z_m) \quad \text{and} \quad Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in L(\mathbb{R}^{sm}).$$
Further we write for arbitrary \( v \in \mathbb{K}^8 \),

\[
D_x b(z_0)^T v = (D_{x_1} b_1(hJ(x_0)) v, D_{x_2} b_2(hJ(x_0)) v, \ldots, D_{x_m} b_m(hJ(x_0)) v) \in L(\mathbb{K}^{sm}, \mathbb{K}^8),
\]

where \( D_{x_i} b_i(hJ(x_0)) \) stands for the Gateaux-derivative of the function \( b_i(hJ(\cdot)) \) at \( x_0 \). In a similar way we write

\[
D_x A(z_0)v \in L(\mathbb{K}^{sm}) \text{ for the matrix with block-entries}
\]

\[
D_{x_{ij}} a_{ij}(hJ(x_0))v \in L(\mathbb{K}^8) \quad (1 \leq i, j \leq m).
\]

In the following theorems useful expressions will be presented for

\[
G'(x_0) = G'(x_0; h, f).
\]

These expressions will be starting point for the analysis of the error propagation in the subsequent sections.

**THEOREM 5.2.1.** Let \( D \subset \mathbb{K}^8 \) be open and convex, \( h > 0 \), and \( x_0 \in D \).

Assume \( f \) and \( J(\cdot) = J(\cdot; h, f) \) are continuously differentiable on \( D \), and there exists an open neighbourhood \( E \) of \( x_0 \) such that \( G(x) \), \( y_i(x) \) (for \( 1 \leq i \leq m \)) are well defined by (5.2.1) and the vectors \( y_i(x) \) depend continuously on \( x \) (for \( x \in E \)). Assume further that \( y_i(x_0) \in D \) (for \( 1 \leq i \leq m \)) and \( I - A(z_0)Z \) is regular. Then \( G(\cdot) = G(\cdot; h, f) \) is continuously differentiable at \( x_0 \), and for any \( v \in \mathbb{K}^8 \) we have

\[
(5.2.2) \quad G'(x_0)v = v + b(z_0)^T Z(I - A(z_0)Z)^{-1} ev + [D_x b(z_0)^T v] hF(y(x_0)) + b(z_0)^T Z(I - A(z_0)Z)^{-1} [D_x A(z_0)v] hF(x_0).
\]

**PROOF.** Let \( v \in \mathbb{K}^8 \) and let \( t > 0 \) be small enough to have \( \tilde{x}_0 = x_0 + tv \in D \cap E \) and \( y_i(\tilde{x}_0) \in D \) (for \( 1 \leq i \leq m \)). We put \( \tilde{z}_0 = hJ(\tilde{x}_0) \),

\[
\tilde{z}_i = \int_0^1 hF'(y_i(x_0) + \tau(y_i(\tilde{x}_0) - y_i(x_0))) d\tau \quad (1 \leq i \leq m),
\]

and \( \tilde{Z} = \text{diag}(\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_m) \).

In view of the mean-value theorem 2.3.1 we have
Using (5.2.1.b) we thus obtain

\[ y(\tilde{x}_0) - y(x_0) = e[\tilde{x}_0-x_0] + A(z_0) \mathcal{Z}[y(\tilde{x}_0)-y(x_0)] + + [A(\tilde{x}_0)-A(z_0)] hF(y(\tilde{x}_0)). \]

Since \( \mathcal{Z} + Z \) for \( t > 0 \), \( I - A(z_0)Z \) is regular for \( t > 0 \) sufficiently small. We then have

\[ (5.2.3) \quad y(\tilde{x}_0) - y(x_0) = (I-A(z_0)Z)^{-1} (e[\tilde{x}_0-x_0]+[A(\tilde{x}_0)-A(z_0)] hF(y(\tilde{x}_0))). \]

Further we obtain from (5.2.1.a),

\[ (5.2.4) \quad G(\tilde{x}_0) - G(x_0) = [\tilde{x}_0-x_0] + b(z_0)^T \mathcal{Z}[y(\tilde{x}_0)-y(x_0)] + + [b(\tilde{x}_0)^T-b(z_0)^T] hF(y(\tilde{x}_0)). \]

By using (5.2.3) and the relation

\[ A(\tilde{x}_0) - A(z_0) = \int_0^1 D_x A(hJ(x_0+tv))tv \, dt, \]

we see that for \( t > 0 \), \( \frac{1}{t} [y(x_0+tv)-y(x_0)] \) converges to

\[ (5.2.5) \quad (I-A(z_0)Z)^{-1} (e[v+D_x A(z_0)v] hF(y(x_0))). \]

Hence \( y \) is Gateaux-differentiable at \( x_0 \), and \( y'(x_0)v \) is given by (5.2.5). It follows that the derivative is a continuous function at \( x_0 \).

In a similar way, by using (5.2.4), it can be shown that \( G \) is continuously differentiable at \( x_0 \), and (5.2.2) holds.

\[ \text{THEOREM 5.2.2.} \quad \text{Assume that the conditions of theorem 5.2.1 hold, and} \]

\[ I - A(z_0)Z_0 \text{ is regular. Then we have for any } v \in \mathbb{R}^S, \]

\[ (5.2.6) \quad G'(x_0)v = \phi(z_0)v + b(z_0)^T (I-A(z_0)Z_0)^{-1} (Z-Z_0) (I-A(z_0)Z)^{-1} ev + + [D_x b(z_0)^T v] hF(y(x_0)) + b(z_0)^T Z (I-A(z_0)Z)^{-1} [D_x A(z_0) v] hF(y(x_0)), \]
where

\[(5.2.7) \quad \psi(z_0) = I + b(z_0)^T z_0 (I - A(z_0) z_0)^{-1} e \in L(\mathbb{K}^8).\]

**PROOF.** If \( \psi_1 \) and \( \psi_2 \) are two rational functions, then \( \psi_1(z_0) \) and \( \psi_2(z_0) \) will commute. Using this fact it is easily seen that

\[A(z_0)^T z_0 = z_0 A(z_0).\]

Further we have

\[
Z (I - A(z_0) z_0)^{-1} - (I - Z_0 A(z_0))^{-1} Z_0 =
\]

\[
= (I - Z_0 A(z_0))^{-1} (Z_0 - Z) (I - A(z_0) Z)^{-1},
\]

\[
Z_0 (I - A(z_0) Z_0)^{-1} - (I - Z_0 A(z_0))^{-1} Z_0 = 0.
\]

From these relations and \((5.2.2)\) the proof easily follows.

In formula \((5.2.6)\) several contributions to \( G'(x_0) \) can be seen. First there is the part \( \psi(z_0) \) which is present even if \( f \) is linear. The second part is \( b(z_0)^T A(z_0) z_0^{-1} (Z_0 - Z) (I - A(z_0) Z)^{-1} \) ev. This part vanishes if \( Z = Z_0 \), i.e. \( f'(y_0(x_0)) = J(x_0) (1 \leq m) \), which is the case if \( f \) is affine and \( J = f' \). The remaining contribution is zero if \( D_x b(z_0)^T = 0 \) and \( D_x A(z_0) = 0 \). This happens if we are dealing with an ordinary Runge-Kutta method, or if \( J \) is constant (e.g. if \( f \) is affine, \( J = f' \)). For the case that \( f \) is affine we therefore obtain the following result.

**THEOREM 5.2.3.** Let \( f(x) = Ax + w \) and \( J(x) = A \) (for all \( x \in \mathbb{K}^8 \)), with \( A \in L(\mathbb{K}^8) \) and \( w \in \mathbb{K}^8 \). Put \( z_0 = h A \). Assume all \( a_{ij}(z_0) \) and \( b_{1j}(z_0) \) (1 \( \leq i, j \leq m \)) exist, and \( I - A(z_0) Z_0 \) is regular. Then \( G(x;h,f) \) is defined for all \( x \in \mathbb{K}^8 \), and

\[
G(\tilde{x};h,f) - G(x;h,f) = \psi(z_0) (\tilde{x} - x) \quad \text{(for all } \tilde{x}, x \in \mathbb{K}^8),
\]

where \( \psi(z_0) \) is given by \((5.2.7)\).
PROOF. From the assumptions it can easily be seen that $G(x)$ and $y(x)$ are well defined by (5.1.2) and $y(x) - y(x) = (I - A(z_0)z_0)^{-1} e(x - x)$ for all $x, x \in R^n$ (cf. (5.2.3)). Thus $y(x)$ depends continuously on $x$ (for any $x \in R^n$).

Application of theorem 5.2.2, with $D = R^n$, yields

$$G'(x) = \phi(z_0) \quad (\text{for all } x \in R^n)$$

The proof now follows from the mean-value theorem 2.3.1.

**COROLLARY 5.2.4.** Suppose the conditions of theorem 5.2.3 hold with $w = 0$. Then $G(x; h, f) = \phi(z_0)x$ (for all $x \in R^n$).

**PROOF.** The proof follows from theorem 5.2.3 by noticing that $G(0; h, f) = 0$, or, more directly, from (5.2.1.a) and (5.2.1.b).

In the following lemma it will be shown that $\phi(z_0)$ is a rational expression in $z_0$. This is a generalization of a result obtained by Stetter (1973, pp. 132,152) for Runge-Kutta methods.

**LEMMA 5.2.5.** Assume $z_0 \in L(K^n)$ is such that all $a_{ij}(z_0)$ and $b_i(z_0)$ exist, and $I - A(z_0)z_0$ is regular. Let $\phi(z_0)$ be defined by (5.2.7), and let the rational function $\psi$ be defined by

$$(5.2.8) \quad \psi(\xi) = 1 + b(\xi)^T \xi (I - A(\xi)\xi)^{-1} e(\xi)$$

(for all $\xi \in D$ such that $a_{ij}(\xi)$ and $b_i(\xi)$ are regular, and $I - A(\xi)\xi$ is invertible). Then $\psi(z_0)$ exists, and $\psi(z_0) = \phi(z_0)$.

**PROOF.** For all appropriate $\xi$ we have

$$\psi(\xi) = 1 + \sum_{i,j=1}^{m} b_i(\xi) w_{ij}(\xi) \, ,$$

where the $w_{ij}(\xi)$ are the entries of $W(\xi) = (I - A(\xi)\xi)^{-1}$. By using lemma 2.4.6 we see that $w_{ij}(z_0)$ is the $i,j$-th block of $(I - A(z_0)z_0)^{-1}$. It follows that $\psi(z_0) \in L(R^n)$ exists, and

$$\psi(z_0) = 1 + \sum_{i,j=1}^{m} b_i(z_0) z_0 w_{ij}(z_0) \, .$$
Hence \( \psi(z_0) = I + b(z_0)^T Z_0 (I-A(z_0)Z_0)^{-1} e \).

In view of the above, the function defined by (5.2.8) will also be denoted by \( \psi \). This rational function is called the stability function of the method \( G \).

5.3. LINEAR DIFFERENTIAL EQUATIONS

In this section we will assume that the Jacobian approximation \( J \), which is used in (5.1.2), is such that \( J(x) = f'(x) \) (for all \( x \in \mathbb{K}^S \)) if \( f \) is an affine function (i.e. \( f' \) is constant).

Suppose

\[ f(x) = \lambda x \quad (\text{for } x \in \mathbb{K}^S) \]

where \( \lambda \in \mathbb{L}^S \). In section 5.2 we have seen that the methods \( G \) given by (5.1.2) are such that

(5.3.1) \( G(x; h, f) = \phi(h\lambda)x \quad (\text{for } x \in \mathbb{K}^S, h > 0) \)

where \( \phi \) is a rational function with real coefficients, the stability function of the method. Methods with this property are said to have a rational structure (cf. SPIJKER (1982 B)).

For a given stability function \( \phi \) we define \( \Phi : \mathbb{R} \to \overline{\mathbb{R}} \) by

(5.3.2) \( \Phi(t) = \sup \{ |\phi(\xi)| : \xi \in \mathbb{R}, \text{Re } \xi > t, \phi \text{ is regular at } \xi \} \quad (t \in \mathbb{R}) \).

With this notation a method \( G \), with stability function \( \phi \), is A-stable iff \( \Phi(0) \leq 1 \). Note that \( \phi \) is an approximation to the exponential function: \( \phi(\zeta) = e^\zeta + O(\zeta^{p+1}) \) (\( \zeta > 0 \)), where \( p \) is the order of the method.

If \( p > 0 \) we therefore have \( \Phi(0) \geq 1 \).

REMARK 5.3.1. If the method \( G \) is explicit (all \( a_{ij}, b_i \) are polynomials and \( a_{ij} = 0 \) (\( i \neq j \))), and has order \( \geq 1 \), \( \phi \) is a nonconstant polynomial. Therefore such a method cannot be A-stable.

DEFINITION 5.3.2. Let \( \phi \) be the stability function of method \( G \). If

\( \Phi(t) < 1 \) (for all \( t < 0 \)), \( G \) is called strongly A-stable. In case \( G \) is
A-stable and $|\psi(\infty)| = 0$, $G$ is said to be L-stable.

Note that if a method $G$ is A-stable, the stability function $\psi$ has no essential singularities in $\mathbb{C}^-$. From the maximum modulus theorem it therefore follows that $G$ is strongly A-stable iff $G$ is A-stable and $|\psi(\infty)| < 1$.

**Remark 5.3.3.** Suppose $K^\beta = \mathbb{C}^1$, $h > 0$ and $f(x) = \lambda x$ (for $x \in \mathbb{C}$) with $\lambda \in \mathbb{C}$, Re $\lambda < \beta$. Here $\beta \in \mathbb{R}$ is a given number.

Let $\tilde{u}_0, u_0 \in \mathbb{C}$ be arbitrary. Consider the solutions $\tilde{U}, U$ of the differential equation $U'(t) = \lambda U(t)$ ($t > 0$) with initial values $\tilde{u}_0, u_0$, respectively. Then

$$|\tilde{U}(t_1) - U(t_1)| = |e^{\lambda t_1}| |\tilde{u}_0 - u_0| \leq e^{h\beta} |\tilde{u}_0 - u_0|.$$  

For the numerical approximations $\tilde{u}_1 = G(\tilde{u}_0, t_1, f)$, $u_1 = G(u_0, t_1, f)$ we have in view of (5.3.1),

$$|\tilde{u}_1 - u_1| = |\psi(h\lambda)| |\tilde{u}_0 - u_0| < \psi(h\beta)| |\tilde{u}_0 - u_0|$$

(provided that $\psi(h\lambda)$ is defined).

Suppose $\beta < 0$. Then $e^{h\beta} < 1$, and therefore the "error" $\tilde{u}_0 - u_0$ is damped out by the differential equation. If the numerical method $G$ is strongly A-stable, the numerical approximations will show a similar behaviour. For an L-stable method this damping out is strong if $h\beta < 0$, because we have for such a method $\psi(h\beta) \to 0$ (if $h\beta \to -\infty$).

There is however a drawback with strongly A-stable (and L-stable) methods: they may be too stable. Since we have $|\psi(\infty)| < 1$, there is a $\lambda > 0$ such that $|\psi(h\lambda)| < 1$ whereas $|e^{h\lambda}| > 1$. For this $\lambda$ the numerical scheme is thus contractive although the difference between two exact solutions of the differential equation increases. Consequences of this too stable behaviour have been investigated by LINDBERG (1974).

The following result shows that the conclusions about the error propagation in the numerical schemes that can be drawn from the one-dimensional linear testequation (5.1.6) carry over to arbitrary systems of linear differential equations with constant coefficients. For this it is essential that we deal with a norm which is generated by an inner product (see e.g. SPIJKER (1982 B)).
COROLLARY 5.3.4. Let \( G \) be a method of the type (5.1.2), and let \( \beta \in \mathbb{R} \) and \( h > 0 \). Assume \( f(x) = Ax + w \) and \( J(x) = \Lambda \) (for all \( x \in \mathbb{R}^n \)) where \( w \in \mathbb{R}^n \) and \( \Lambda \in L(\mathbb{R}^n) \) satisfies \( \mu[\Lambda] \leq \beta \). Then

\[
|G(\tilde{x};h,f) - G(x;h,f)| \leq \delta(h\beta) |\tilde{x} - x|
\]

whenever \( G(\tilde{x};h,f) \) and \( G(x;h,f) \) are defined.

The proof of this corollary follows directly from the theorems 5.2.3, 2.2.7 and lemma 5.2.5. We note that if all \( a_{i,j}, b_i \) \((1 \leq i, j \leq n)\) are analytic on \( \{z: \zeta \in \mathbb{C}, \text{Re} \zeta < h\beta\} \), and \( I - A(\zeta) G \) is regular for all \( \zeta \in \mathbb{C} \) with \( \text{Re} \zeta \leq h \beta \), then it follows from the lemmata 2.2.6 and 2.4.6 that \( G(x;h,f) \) is defined for all \( x \in \mathbb{R}^n \) in the above corollary.

In particular we get for dissipative linear differential equations with constant coefficients the following result.

COROLLARY 5.3.5. Let \( G \) be an \( A \)-stable method of the type (5.1.2). Let \( f(x) = Ax + w \) and \( J(x) = \Lambda \) (for all \( x \in \mathbb{R}^n \)) where \( w \in \mathbb{R}^n \) and \( \Lambda \in L(\mathbb{R}^n) \) with \( \mu[\Lambda] \leq 0 \). Then any two sequences of numerical approximations \( \{\tilde{u}_n\}, \{u_n\} \) computed from this method with stepsize \( h > 0 \) and starting vectors \( \tilde{u}_0, u_0 \), respectively, satisfy the contractivity relation

\[
|\tilde{u}_{n+1} - u_{n+1}| \leq |\tilde{u}_n - u_n| \quad (n=0,1,2,\ldots).
\]

REMARK 5.3.6. The nonlinear methods of LAMBERT (1974) and WAHBEQ (1978), which do not fit into the form (5.1.2), have no rational structure (although such methods are often called rational methods). For these methods the nice conclusions of the corollaries 5.3.4 and 5.3.5 cannot be drawn.

5.4. SEMI-IMPLICIT METHODS

5.4.1. Negative B-contractivity results

In this section we consider the class of semi-implicit methods (3.3.1). We shall mainly deal with the Rosenbrock methods and semi-implicit methods using a fixed Jacobian approximation. To begin with it will be shown that these methods cannot be B-contractive.

The following theorem was proved by VANSELOV (1979) for a bit more
restricted class of methods. We note that by SANDBERG and SHICHMAN (1968) it was shown before that the simple Rosenbrock method given by \( G(x;h,f) = x + (I-hf'(x))^{-1} hf(x) \) is not \( B \)-contractive. The proof presented here is a straightforward generalization of Vanselov's proof.

In the following theorems we will assume that the order of \( G \) is at least one, to exclude the trivial method \( G(x;h,f) = x \) (for all \( x \in \mathbb{K}^s \) \( (s \in \mathbb{N}) \), \( h > 0 \), \( f: \mathbb{K}^s \to \mathbb{K}^s \)).

**Theorem 5.4.1.** Let \( G \) be a Rosenbrock method of the type (3.3.1) with order \( \geq 1 \). Then \( G \) is not \( B \)-contractive.

**Proof.** Beside the Rosenbrock method \( G \) given by

\[
G(x;h,f) = x + \sum_{i=1}^{m} b_i (hf'(x)) \, hf(y_i(x)) ,
\]

\[
y_i(x) = x + \sum_{j=1}^{i-1} a_{ij} (hf'(x)) \, hf(y_j(x)) \quad \text{for} \quad 1 \leq i \leq m ,
\]

we also consider the explicit Runge-Kutta method \( \tilde{G} \)

\[
\tilde{G}(x;h,f) = x + \sum_{i=1}^{m} b_i (hf'(x)) \, hf(y_i(x)) ,
\]

\[
\tilde{y}_i(x) = x + \sum_{j=1}^{i-1} a_{ij} \, hf(y_j(x)) \quad \text{for} \quad 1 \leq i \leq m ,
\]

with \( a_{ij} = a_{ij}(0) \) \( (1 \leq j \leq i \leq m) \), \( b_i = b_i(0) \) \( (1 \leq i \leq m) \). Note that since the order of \( G \) is at least one the \( a_{ij} \) and \( b_i \) can be defined in \( 0 \) (no essential singularities), and we have \( b_1 + b_2 + \ldots + b_m = 1 \) (see e.g. VAN DER HOUWEN (1977)). Therefore the order of \( \tilde{G} \) is also at least one, and the stability function \( \tilde{\gamma} \) of \( \tilde{G} \) is a nonconstant polynomial (cf. remark 5.3.1). It follows that there are numbers \( \delta < 0 \), \( h > 0 \) and \( x_0 \neq 0 \) such that, for \( f(x) = bx \) \( (x \in \mathbb{R}) \),

\[
|\tilde{G}(x_0;h,f)| > |x_0| .
\]

Let \( \epsilon > 0 \) be such that \( \epsilon < |x_0| \) and \( \epsilon < |\tilde{y}_{i_0}(x_0) - x_0| \) whenever \( 1 \leq i \leq m \), \( \tilde{y}_{i_0}(x_0) \neq x_0 \). We take
\[ \tilde{f}(x) = f(x) + g(x) \quad (x \in \mathbb{R}), \]

where \( g \) is a differentiable real function such that \( g(x_0) = 0 \),
\( g'(x_0) = -\beta \), \( g(x) = 0 \) (for \( |x-x_0| > \epsilon \)), \( |g'(x)| \leq \beta \) (for all \( x \in \mathbb{R} \)).

Then
\[ G(x_0;h,\tilde{f}) = \tilde{g}(x_0;h,f) \quad G(0;h,\tilde{f}) = 0. \]

Therefore
\[ |G(x_0;h,\tilde{f}) - G(0;h,\tilde{f})| > |x_0| \]

although \( \tilde{f} \) is dissipative.

\textbf{Theorem 5.4.2.} Let \( G \) be a semi-implicit method of the type (3.3.1) with a constant Jacobian approximation \( J \). Suppose the order of \( G \) is at least one. Then \( G \) is not \( B \)-contractive.

\textbf{Proof.} Consider the dissipative function \( f: \mathbb{R} \rightarrow \mathbb{R} \) defined by \( f(x) = -x^3 \) (\( x \in \mathbb{R} \)). Assume \( J(x) = J_0 \in \mathbb{R} \) (for all \( x \in \mathbb{R} \)), and let \( h > 0 \) be arbitrary. Using (3.3.1) it is easily seen that \( G(x) = G(x;h,f) \) is a polynomial in \( x \), and \( G(x) = x + O(x^2) \) (\( x \rightarrow 0 \)). Since the order of \( G \) is at least one, \( G(x) \) is not identically equal to \( x \), and therefore the degree of \( G(x) \) is larger than one. Hence
\[ |G(x_0;h,f) - G(0;h,f)| > |x| \]
for \( x \in \mathbb{R} \) sufficiently large.

Within the \( B \)-contractivity framework, i.e. we consider nonlinear functions \( f \) satisfying the one-sided Lipschitz condition (5.1.3), contractivity results and results on the error propagation per step for semi-implicit methods will be derived in the subsequent sections. There we will impose some additional conditions on the functions \( f \). Some results in this direction can be found in the papers of Sandberg and Shichman (1968), Trigiante (1977) and Hundsdorfer (1981), for some simple Rosenbrock methods (covered by the methods considered in example 5.4.20).

For rather general semi-implicit methods using a fixed Jacobian
approximation $J$ and functions $f$ which are known to be of the type

$$f(x) = Jx + g(x) \quad (\text{for } x \in \mathbb{R}^k),$$

where $g$ is a function with a small Lipschitz constant on the $\mathbb{R}^k$, nice results have been obtained by Hairer, Bader and Lubich (1982) and, following the same line, by Strehmel and Weiner (1982 A). These results are not valid for semi-implicit methods where $J(x)$ may be varying on the $\mathbb{R}^k$, such as the Rosenbrock methods.

A different approach was followed by Verwer (1977), who considered the general semi-implicit methods (3.3.1) for the nonautonomous, 1-dimensional, linear $S$-stability model problem

$$f(t,x) = \lambda(x-g(t)) + g'(t) \quad (t \in \mathbb{R}, x \in \mathbb{C})$$

with $\lambda \in \mathbb{C}$ and $g: \mathbb{R} \to \mathbb{C}$ a smooth function. Similar investigations have been carried out afterwards by Strehmel (1991), Strehmel and Weiner (1982 B). Although this model problem is more general than the $A$-stability model problem (5.1.6), it is still rather restricted (see e.g. remark 5.4.28).

In Verwer (1982) a more general nonlinear model problem was considered, consisting of two coupled differential equations of the singularly perturbed type. This system contains a small parameter $\varepsilon$, and if $\varepsilon$ tends to zero the stiffness is more and more increased. Verwer was concerned with certain accuracy and boundedness properties which hold uniformly in $\varepsilon$. A similar boundedness property was considered by Van Veldhuizen (1973, 1974, 1981, 1983) for a 2-dimensional linear nonautonomous model problem (the $D$-stability model problem).

These results of van Veldhuizen and Verwer are not covered by the results in this chapter. For instance the so-called internal $A$-stability concept of Verwer (1977), which was shown to be useful through numerical experiments, hardly shows up in our results (cf. example 5.4.11). The more restricted model problems seem to be better suited to detect differences within the class of Rosenbrock methods. The investigation carried out in this chapter is more devoted to the question what extra conditions on the nonlinear functions $f$ satisfying (5.1.3) have to be imposed to ensure a favourable error propagation, for instance contractivity.
5.4.2. An upper bound for $|G'(x;h,f)|$

In view of the negative results of the previous section (the theorems 5.4.1, 5.4.2) there is a need for a theory that shows for what kind of nonlinear functions $f$ the error propagation will be favourable. In this section an upper bound for $|G'(x;h,f)|$ will be given. Using this upper bound positive results will be obtained in the subsequent sections.

We consider a semi-implicit method $G$ of the type (3.3.1) satisfying (3.3.5) and (3.3.9). Let $\theta$ be the largest number such that all $a_{ij}$ and $b_i$ are analytic on $\{z : z \in \mathbb{C}, \Re \leq \theta^{-1}\}$. From (3.3.5) it follows that $\theta > 0$.

With the notation introduced in section 5.2 the method $G$ is given by

$$G(x_0;h,f) = x_0 + b(x_0)^T hF(y(x_0)),$$

$$y(x_0) = ex_0 + A(z_0) hF(y(x_0))$$

(for $x_0 \in \mathbb{R}^s$ with $h > 0$, $f : \mathbb{R}^s \to \mathbb{R}^s$, $s \in \mathbb{N}$). Here $y(x_0) = (y_1(x_0)^T, \ldots, y_m(x_0)^T)^T, F(y(x_0)) = (f(y_1(x_0))^T, f(y_2(x_0))^T, \ldots, f(y_m(x_0))^T)^T$ and $z_0$ stands for $h_j(x_0)$. As in section 5.2, $hf'(y_j(x_0))$ will be denoted by $z_j$ ($1 \leq j \leq m$), $Z = \text{diag}(z_1, z_2, \ldots, z_m)$, and $Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in \mathbb{L}(\mathbb{R}^m)$.

Let $\beta \in \mathbb{R}$ and let $\alpha, \gamma, \delta, \epsilon : \mathbb{R}^+ \to \mathbb{R}$ be given functions. For notational convenience we put

$$\Delta(t, \xi) = \delta(t) + \epsilon(t) \xi \quad \text{(for } t, \xi \in \mathbb{R}^+ \text{)}.$$

Further we define

(5.4.1) \hspace{1cm} h_0 = (2\theta \beta)^{-1} \text{ if } \beta > 0, \hspace{0.5cm} h_0 = \infty \text{ if } \beta \leq 0.

Let $h \in (0, h_0)$ . On the functions $f$ and $J(\cdot) = J(\cdot; h, f)$ the following assumptions (5.4.2)-(5.4.7) will be made. This set of assumptions will be denoted by $(A)$.

(5.4.2) \hspace{1cm} $|\cdot|$ is an inner product-norm on $\mathbb{R}^s$, $s \in \mathbb{N}$, $x_0 \in \mathbb{R}^s$, $r_0 > 0$, and $D_0 = \{x : x \in \mathbb{R}^s, |x-x_0| < r_0 \}.$
\[(5.4.3)\] \(f: \mathbb{R}^n \rightarrow \mathbb{R}^n\) and \(J: \mathbb{R}^n \rightarrow L(\mathbb{R}^n)\) are continuously differentiable on \(D_0\).

\[(5.4.4)\] \(|(I-h0J(x_0))^{-1} hf(x_0)| \leq \alpha(h)\).

\[(5.4.5)\] \(\mu[J(x_0)] \leq 8\).

\[(5.4.6)\] \(|(I-h0J(x_0))^{-1} hJ'(x_0)| \leq \gamma(h)\).

\[(5.4.7)\] \(|(I-h0J(x_0))^{-1} h(J(x_0)-f'(x))| \leq \delta(h) + \varepsilon(h) |x-x_0|\) (for all \(x \in D_0\)).

In the applications in the subsequent sections the assumptions (5.4.4), (5.4.6) and (5.4.7) will be replaced by more simple, concrete ones, which are however more restrictive.

From section 4.4 it can be seen that the assumptions \(h \in (0,h_0)\), (5.4.2) and (5.4.5) together imply that \(G(x_0;h,f)\) is defined. From the same assumptions and the corollaries 2.2.8 and 2.2.9 it also follows that there is a constant \(\omega > 0\), only depending on the coefficients of the method \(G\), such that

\[(5.4.8)\] \[\max_{1 \leq i, j \leq m} \{|a_{ij}(x_0)|, |b_{ij}(x_0)| \leq \omega (1-h0\delta)^{-1}, \text{ and} \]

\[\max_{1 \leq i, j \leq m} \{|a_{ij}(x_0)\bar{z}_0|, |a_{ij}(x_0)(1-\delta z_0)|, \]

\[|b_{ij}(x_0)\bar{z}_0|, |b_{ij}(x_0)(1-\delta z_0)| \leq \omega .\]

For \(h \in (0,h_0)\) we define recursively for \(i = 1,2,...,m\),

\[(5.4.9.a)\] \(\rho_i(h) = \omega \sum_{j=1}^{i-1} \sigma_j(h)\),

\[(5.4.9.b)\] \(\sigma_i(h) = \alpha(h) + \theta^{-1} \rho_i(h) + \Delta(h,\rho_i(h)) \rho_i(h)\),

\[(5.4.9.c)\] \(\tau_i(h) = \theta^{-1} \omega + \omega \Delta(h,\rho_i(h))\).

**Lemma 5.4.3.** Suppose the semi-implicit method \(G\) satisfies (3.3.5) and (3.3.9). Suppose further that \(h \in (0,h_0)\), \((\Lambda), \rho_m(h) < r_0\). Then all \(y_i(x_0) \in D_0\), and
\(|y_i(x_0) - x_0| \leq \rho_i(h) \quad (1 \leq i \leq m),
\)
\(|(I-\theta z_0)^{-1} hf(y_i(x_0))| \leq \sigma_i(h) \quad (1 \leq i \leq m).
\)

**Proof.** The vectors \(y_i = y_i(x_0) \quad (1 \leq i \leq m)\) satisfy
\[
y_i - x_0 = \sum_{j=1}^{i-1} a_{ij}(x_0) (I-\theta z_0) (I-\theta z_0)^{-1} hf(y_j).
\]

If \(y_i \in V_0\) we obtain by Taylor expansion
\[
hf(y_i) = hf(x_0) + \int_0^1 hf'(x_0 + t(y_i - x_0)) \ dt(y_i - x_0) =
= hf(x_0) + z_0(y_i - x_0) + \int_0^1 [hf'(x_0 + t(y_i - x_0)) - z_0] \ dt(y_i - x_0).
\]

Hence
\[
(I-\theta z_0)^{-1} hf(y_i) = (I-\theta z_0)^{-1} hf(x_0) + 
+ \sum_{j=1}^{i-1} a_{ij}(x_0) z_0 (I-\theta z_0)^{-1} hf(y_j) + 
+ \int_0^1 (I-\theta z_0)^{-1} [hf'(x_0 + t(y_i - x_0)) - z_0] \ dt(y_i - x_0).
\]

The assertion of the lemma clearly holds for \(i = 1\), since \(y_1 = x_0\).

Using (5.4.8)-(5.4.11) and \(\rho_j(h) \leq \rho_m(h) \quad (1 \leq j \leq m)\), the assertion is easily proved for \(i = 2, 3, \ldots, m\) by induction.

**Corollary 5.4.4.** Under the assumptions of lemma 5.4.3 it follows that
\(G(\cdot, h, f)\) is continuously differentiable at \(x_0\).

**Proof.** From the assumptions \(h \in (0, h_0)\), (5.4.2), (5.4.3) and (5.4.5), and
lemma 5.4.3, it can be seen that there exists an open, convex region
\(E \subset V_0\) containing \(x_0\) such that the following holds: \(y_1(x), y_2(x), \ldots, y_m(x)\),
\(G(x)\) are defined and depend continuously on \(x\) (for all \(x \in \bar{E}\)).

The proof is now an immediate consequence of lemma 5.4.3 and
theorem 5.2.1.

From lemma 5.4.3 and (5.4.7) we obtain
COROLLARY 5.4.5. Under the assumptions of lemma 5.4.3, we have

\[ |(I-\Theta z_0)^{-1}(z_i - z_0)^s| \leq \Delta(h, z_0^s(h)) \quad (1 \leq i \leq m). \]

LEMMA 5.4.6. Let the assumptions of lemma 5.4.3 hold. Then

\[ |a_{ij}(z_0)z_j| \leq \tau_j(h), \quad |b_{ij}(z_0)z_j| \leq \tau_i(h) \quad (1 \leq i, j \leq m). \]

For the \( i, j \)-th, \( s \times s \) block \( [(I-A(z_0)^s)^{-1}]_{ij} \) of the \( s \times s \) matrix \((I-A(z_0)^s)^{-1}\) we have

\[ |[(I-A(z_0)^s)^{-1}]_{ij}| \leq \prod_{k=j}^{m-1} (1+\tau_k(h)) \quad (1 \leq i, j \leq m). \]

PROOF. We have

\[ |a_{ij}(z_0)z_j| \leq |a_{ij}(z_0)z_j| + |a_{ij}(z_0)(I-\Theta z_0)| \quad |(I-\Theta z_0)^{-1}(z_j - z_0)|. \]

Using (5.4.8), (5.4.9) and corollary 5.4.5 we thus get \( |a_{ij}(z_0)z_j| \leq \tau_j(h) \). In the same way it follows that \( |b_{ij}(z_0)z_j| \leq \tau_i(h) \).

From lemma 2.4.9 we see that

\[ |[(I-A(z_0)^s)^{-1}]_{ij}| \leq \tau_j(h) \prod_{k=j}^{i-1} (1+\tau_k(h)) \quad \text{if } i > j, \]

whereas \( |[(I-A(z_0)^s)^{-1}]_{ij}| \) equals 1 if \( i = j \), and 0 if \( i < j \). The upper bound of the lemma thus follows.

Using the above lemmata and the expression for \( G'(x_0;h,f) \) given in theorem 5.2.2, we are now able to give an upper bound for \( |G'(x_0;h,f)| \).

THEOREM 5.4.7. Suppose the semi-implicit method \( G \) satisfies (3.3.5) and (3.3.9), and \( h \in (0,h_0) \), (A), \( \rho_m(h) < \rho_0 \). Let \( \phi \) be the stability function of \( G \), and let \( \Phi \) be defined by (5.3.2). There are polynomials (in two variables) \( P, Q \) and \( R \), with nonnegative coefficients which only depend on the coefficients of the method \( G \), such that
\[(5.4.12) \quad |G'(x_0; h, f)| \leq \delta(h) + \delta(h) \quad P(\alpha(h)\varepsilon(h), \delta(h)) + \alpha(h) \quad \varepsilon(h) \quad Q(\alpha(h)\varepsilon(h), \delta(h)) + \alpha(h) \quad \gamma(h) \quad R(\alpha(h)\varepsilon(h), \delta(h)).\]

**REMARK 5.4.8.** In the following proof it will also be shown that there is a polynomial \( S \), only depending on the coefficients of the method \( G \), such that the condition
\[
\rho_m(h) < r_0
\]
can be written as
\[(5.4.13) \quad \alpha(h) \quad S(\alpha(h)\varepsilon(h), \delta(h)) < r_0.\]

**PROOF** (of theorem 5.4.7 and remark 5.4.8).

We start by estimating the terms appearing on the right-hand side of the expression (5.2.6) for \( G'(x_0; h, f) \). We will use the lemmata 5.4.3, 5.4.6, and corollary 5.4.5.

We have
\[
|b(z_0)^T(I-A(z_0)z_0)^{-1}(z-z_0)(I-A(z_0)z_0)^{-1}e| =
\]
\[
= \left| \sum_{i,j,k=1}^{m} b_i(z_0)(I-A(z_0)z_0)^{-1}_{ij}(z_j-z_0)(I-A(z_0)z_0)^{-1}_{jk} \right| =
\]
\[
= \left| \sum_{i,j,k=1}^{m} b_i(z_0)(I-\delta z_0)(I-A(z_0)z_0)^{-1}_{ij}(I-\delta z_0)^{-1}_{jk} \right| \leq
\]
\[
\leq m^3 \max_{1 \leq i \leq m} |b_i(z_0)(I-\delta z_0)| \max_{1 \leq i, j \leq m} \left| (I-A(z_0)z_0)^{-1}_{ij} \right| \leq
\]
\[
\leq \Omega_1 \Delta(h, \rho_m(h)) \Pi (1+r_k(h)),
\]
where \( \Omega_1 = m^3 \omega(1+\omega)^{-1} \). Here we have used the fact that the \( i, j \)-th block of \( (I-A(z_0)z_0)^{-1} \) is a rational expression in \( z_0 \) (see e.g. lemma 2.4.6), and that two rational expressions in \( z_0 \) commute. Besides the
norms of \((I-A(z_0)z_0)^{-1}\) are estimated by \((1+\theta^{-1})^{m-1}\) (see corollary
2.4.10 and (5.4.8)).

Using theorem 2.3.6 and corollary 2.2.8 it can be seen that there is an

\(\omega' > 0\) such that all \(\|D_a^i(x_0)v_l(I-\theta z_0)\|\) and \(\|D_x^i(x_0)v_l(I-\theta z_0)\|

are bounded by \(\omega'\|(I-\theta z_0)^{-1}h_j'(x_0)v_l\|\) for arbitrary \(v_l \in \mathbb{R}^n\). Therefore

\[
|D_xb(z_0)^Tv_l|h(x_0)l_l \leq m \max \{D_xb(z_0)^Tv_l(I-\theta z_0)^{-1}h(x_0)l_l \leq
\|D_xa^i(x_0)v_l(I-\theta z_0)^{-1}h(x_0)l_l \leq
\leq \Omega_2 \gamma(h)s_m(h) |v_l|
\]

with \(\Omega_2 = m\omega'\).

The last term on the right-hand side of (5.2.6) is estimated in a
similar way. Note that \(A(z_0)\), and therefore also \(D_xA(z_0)v\), are strictly
lower block-triangular.

\[
|b(z_0)^Tv(I-A(z_0)z_0)^{-1}D_xA(z_0)v|h(x_0)l_l \leq
\leq m \max \{D_xb(z_0)^Tv(I-\theta z_0)^{-1}h(x_0)l_l \leq
\leq \Omega_3 \gamma(h)s_m(h) \tau_m(h) \prod_{j=2}^{m-1} (1+\theta_l(h))
\]

with \(\Omega_3 = m^3 \omega'\). We define \(s_0(h) = 0\) for the case that \(m = 1\).

Let \(\delta_1(h) (1 \leq i \leq m)\) be defined by

\[
(5.4.14.a) \quad \delta_1(h) = 1 + \omega \sum_{j=1}^{i-1} \delta_j(h) [\theta^{-1} + \delta(h) + \alpha(h)c(h)\omega \sum_{j=1}^{i-1} \delta_j(h)].
\]

In view of (5.4.9) we have \(s_i(h) = \alpha(h) \delta_1(h) (1 \leq i \leq m)\), and
(5.4.14.b) \( \tau_i(h) = \theta^{-1} \omega + \omega \sum_{j=1}^{i-1} \delta_j(h) \).

Thus we see that \( \delta_i(h) \) and \( \tau_i(h) \) can be written as polynomials in \( \alpha(h) \epsilon(h) \) and \( \delta(h) \). We further have

\[ \Delta(h, \rho_i(h)) = \delta(h) + \alpha(h) \epsilon(h) \omega \sum_{j=1}^{i-1} \delta_j(h). \]

Inserting this in the above estimates for the terms of (5.2.6), we obtain (5.4.12) with

(5.4.15.a) \( P(\alpha(h) \epsilon(h), \delta(h)) = \Omega_1 \prod_{k=1}^{m-1} (1+\tau_k(h)) \),

(5.4.15.b) \( Q(\alpha(h) \epsilon(h), \delta(h)) = \Omega_2 \sum_{j=1}^{m-1} \delta_j(h) \prod_{k=1}^{m-1} (1+\tau_k(h)) \),

(5.4.15.c) \( R(\alpha(h) \epsilon(h), \delta(h)) = \Omega_3 \sum_{j=1}^{m-1} \delta_j(h) + \Omega_3 \sum_{k=1}^{m-1} (1+\tau_k(h)) \).

Since \( \rho_m(h) = \omega \alpha(h) [\delta_1(h) + \delta_2(h) + \ldots + \delta_{m-1}(h)] \), we also see from the above that the condition \( \rho_m(h) < \tau_0 \) can be written as (5.4.13) with

(5.4.15.d) \( S(\alpha(h) \epsilon(h), \delta(h)) = \omega \sum_{j=1}^{m-1} \delta_j(h). \)

REMARK 5.4.9. If \( m = 1 \), we have \( P = \Omega_1 \), \( R = \Omega_2 \) and \( Q = S = 0 \). Here \( P, Q, R \) and \( S \) are the polynomials arising in theorem 5.4.7 and remark 5.4.8, and \( \Omega_1, \Omega_2 \) are the constants defined in the proof of theorem 5.4.7. Thus condition (5.4.13) is always fulfilled, and (5.4.12) reads

\[ |G'(x_0; h, f)| \leq \delta(h) + \Omega_1 \delta(h) + \Omega_2 \alpha(h) \gamma(h). \]

EXAMPLE 5.4.10. Consider the one-stage method \( G \), with one parameter \( \theta \in (0, 1) \), given by

\[ G(x; h, f) = x + (I-hhJ(x))^{-1} hf(x). \]
The stability function of this method equals
\[ \phi(\zeta) = (1-\theta\zeta)^{-1} (1+\omega(1-\theta)\zeta) \quad (\zeta \in \mathbb{C}) . \]

By some calculations it follows that
\[ \phi(t) = \max(\theta^{-1} (1-\theta), (1-\theta t)^{-1} (1+\omega t)) \quad (\text{for } t < \theta^{-1}) . \]

We can take \( \Omega_1 = 1 \) and \( \Omega_2 = 0 \) (namely \( m = 1, \omega = 1 \) and \( \omega' = 0 \)). Hence
\[ |G'(x_0;\xi,h,f)| \leq \phi(h\delta) + \delta(h) + \theta(h)\gamma(h) \]
whenever (A) holds and \( 1 - 2h\delta > 0 \) (i.e. \( h \in (0,h_0) \)).

In this case the stepsize restriction \( 1 - 2h\delta > 0 \) can be weakened to \( 1 - h\delta > 0 \).

**EXAMPLE 5.4.11.** Consider the two-stage method with
\[ a_{21}(\zeta) = (1-\theta\zeta)^{-1} \xi \quad (\text{for } \zeta \in \mathbb{C}) , \]
\[ b_i(\zeta) = (1-\theta\zeta)^{-1} \eta_i \quad (\text{for } i = 1,2, \zeta \in \mathbb{C}) , \]
where \( \theta > 0 \) and \( \eta_1, \eta_2, \xi \in \mathbb{R} \). With \( \theta = 1 - \frac{1}{2} \), \( \eta_1 = 0 \), \( \eta_2 = 1 \), \( \xi = \frac{1}{2} (\sqrt{2}-1) \) we obtain a well known method proposed by ROSENROCK (1963).

With \( \theta = \frac{1}{2} + \frac{1}{6} \sqrt{3} \), \( \eta_1 = 3/4 \), \( \eta_2 = 1/4 \) and \( \xi = -\frac{2}{3}\sqrt{3} \) the third order method of CALAHAN (1968) appears.

From (5.4.14), (5.4.15) with \( m = 2, \omega = \max(|\eta_1|,|\eta_2|,|\xi|) \), \( \omega' = 0\omega \), we obtain for this example
\[
\begin{align*}
P(a(h)\varepsilon(h),\delta(h)) &= [\Omega_1(1+\theta^{-1} \omega)] + [\Omega_2 \omega] \delta(h) , \\
Q(a(h)\varepsilon(h),\delta(h)) &= [\Omega_1 \omega (1+\theta^{-1} \omega)] + [\Omega_2 \omega^2] \delta(h) , \\
R(a(h)\varepsilon(h),\delta(h)) &= [\Omega_2 (1+\theta^{-1} \omega) + \Omega_3 \delta^{-1} \omega] + [(\Omega_2+\Omega_3) \omega] \delta(h) + \\
&+ [(\Omega_2+\Omega_3) \omega^2] \sigma(h) \varepsilon(h) , \\
S(a(h)\varepsilon(h),\delta(h)) &= \omega ,
\end{align*}
\]
with \( \Omega_1 = 8\omega(1 + \theta_1) \), \( \Omega_2 = 2\theta_\omega \) and \( \Omega_3 = 8\theta_\omega \). With these \( P, Q \) and \( R \) we get an upper bound for \( G'(x_0; h, f) \) from theorem 5.4.7.

This result can be improved a little by using the internal stability function \( \Phi_1(t) = 1 + a_{21}(t) \Phi_1(t) \), and \( \Phi_1(t) = \sup |\Phi_1(t)| \), \( t \in \mathbb{C}, \Re t \in \mathbb{R} \). We have used in this section the estimate

\[ |\Phi_1(t)| \leq 1 + |a_{21}(t)|, \]

but this may be crude, for instance if it is known that \( \Phi_1 \) is \( L \)-acceptable (i.e. \( \Phi_1(0) \leq 1, \Phi_1(\infty) = 0 \)). For this example we give a more precise analysis.

We suppose that (A) holds, \( y_1(x_0) \in D_0 \) and \( h \in (0, h_0) \). By writing out (5.2.6) we get

\[
G'(x_0)v = \Phi(z_0)v + \{n_1(1 - \theta z_0)^{-1}(z_1 - z_0) + \\
+ n_2(1 - \theta z_0)^{-1}(z_2 - z_0)(1 + \xi(1 - \theta z_0)^{-1}z_1) + \\
+ n_2(1 - \theta z_0)^{-1}z_0(1 + \xi(1 - \theta z_0)^{-1}(z_1 - z_0))v + \\
+ \{n_1 \Phi(1 - \theta z_0)^{-1}[hJ'(x_0)v](1 - \theta z_0)^{-1}h \Phi(x_0) + \\
+ n_2 \Phi(1 - \theta z_0)^{-1}[hJ'(x_0)v](1 - \theta z_0)^{-1}h \Phi(y_2(x_0)) + \\
+ \{n_2 \Phi(1 - \theta z_0)^{-1}z_2(1 - \theta z_0)^{-1}[hJ'(x_0)v](1 - \theta z_0)^{-1}h \Phi(x_0) \}.
\]

We have \( y_2(x_0) - x_0 = \xi(1 - \theta z_0)^{-1}h \Phi(x_0) \), \( 1 + \xi(1 - \theta z_0)^{-1}z_1 = \Phi(z_0) + \\
+ \xi(1 - \theta z_0)^{-1}(z_2 - z_0) \), which leads to

\[
\begin{align*}
|y_2(x_0) - x_0| &\leq |\xi| \alpha(h) =: \rho_2^*(h), \\
|I + \xi(1 - \theta z_0)^{-1}z_1| &\leq \Phi_1(h \delta) + |\xi| \delta(h) =: 1 + \tau_1^*(h).
\end{align*}
\]

Since \( \rho_2^*(h) \leq \rho_2(h) \), \( \tau_1^*(h) \leq \tau_1(h) \) these estimates are sharper than the ones obtained from the lemmata 5.4.3 and 5.4.6. We also have

\[
|\xi(1 - \theta z_0)^{-1}h \Phi(y_2(x_0))| \leq \Phi_1(h \delta) \alpha(h) + \\
+ [\delta(h) + \epsilon(h)\rho_2^*(h)] \rho_2^*(h) =: \sigma_2^*(h),
\]

which follows from
\[(I-\partial z_0)^{-1} hf(y_2(x_0)) = \phi_1(z_0) (-\partial z_0)^{-1} hf(x_0) + \]
\[+ \int_0^1 (I-\partial z_0)^{-1} [hf'(x_0+t(y_2(x_0)-z_0)) - z_0] \, dt (y_2(x_0)-x_0) \]

(see (5.4.1)). Inserting these estimates in the expression for \( G'(x_0) \) yields the upper bound
\[
|G'(x_0)| \leq \phi(\varepsilon h) + \left( |\eta_1| + |\eta_2| \phi_1(h\varepsilon) + |\eta_2| \varepsilon \delta(h) \right) \delta(h) + \\
+ \left( |\eta_2| \phi_1(h\varepsilon) + |\eta_2| \varepsilon \delta(h) \right) \alpha(h) \varepsilon(h) + \\
+ \left( |\eta_1| + |\eta_2| \phi_1(h\varepsilon) + |\eta_2| \varepsilon \delta(h) + 2 |\eta_2| \varepsilon \delta(h) + 2 |\eta_2| \varepsilon \theta \alpha(h) \varepsilon(h) \right) \]
\[
\alpha(h) \varepsilon(h) .
\]

This result is only a slight quantitative improvement over the result we obtained directly from theorem 5.4.7. In particular it does not reveal the importance of the internal A-stability concept (see VERWER (1977)), which has been shown to be useful by means of numerical experiments in VERWER (1977). More restricted model problems (see e.g. VAN VELDHUIZEN (1981), VERWER (1982)) seem to be better suited to deal with refinements on theorem 5.4.7.

5.4.3. A general contractivity result

In this section theorem 5.4.7 will be applied to obtain contractivity results for semi-implicit methods. In the subsequent sections these results will be used for concrete choices of the Jacobian approximation \( J \). The contractivity results show what kind of extra conditions on the dissipative functions \( f \) are sufficient to have for the numerical approximations the analogue of property (5.1.5),
\[
|\bar{U}(t+h)-U(t+h)| \leq |\bar{U}(t)-U(t)| \quad (\text{for all } t \geq 0 \ , \ h > 0 ) .
\]

A requirement on the method will be that the method is A-stable. Otherwise we cannot even get a contractivity result for the class of simple dissipative testproblems (5.1.6). It will turn out that we have to require a bit more than A-stability, namely strong A-stability (cf. definition 5.3.2), if we deal with nonlinear functions \( f \) (see the theorems
We shall be concerned with a semi-implicit method \( G \) which satisfies (3.3.5) and (3.3.9). The positive constant \( \theta \) is defined as in section 5.4.2.

Let \( \sigma_0, \gamma_0, \delta_0, \varepsilon_0 > 0 \) and \( \beta_0 \in \mathbb{R} \) be given constants, and let \( h_0 \) be defined by (5.4.1) with \( \beta = \beta_0 \). We consider the following set of assumptions \((A_0)\) on the functions \( f \) and \( J(\cdot) = J(\cdot; h, f) \). \((A_0)\) consists of (5.4.2) and the assumption that (5.4.3) and the following conditions (5.4.16)-(5.4.19) hold for all \( h \in (0, h_0) \).

\[
\begin{align*}
(5.4.16) & \quad |f(x_0)| \leq \sigma_0, \\
(5.4.17) & \quad \mu[J(x_0)] = \beta_0, \\
(5.4.18) & \quad |J'(x_0)| \leq \gamma_0, \\
(5.4.19) & \quad |J(x_0) - f'(x)| \leq \delta_0 + \varepsilon_0|x-x_0| \quad \text{(for all } x \in V_0) .
\end{align*}
\]

From corollary 2.2.11 we see that (5.4.17) implies

\[
|(I-h\delta J(x_0))^{-1}| \leq (1-h\delta_0)^{-1},
\]

for all \( h \in (0, h_0) \). Therefore (5.4.4)-(5.4.7) hold with \( \alpha(h) = (1-h\delta_0)^{-1} h_0, \beta = \beta_0, \gamma(h) = (1-h\delta_0)^{-1} h \gamma_0, \delta(h) = (1-h\delta_0)^{-1} h \delta_0 \) and \( \varepsilon(h) = (1-h\delta_0)^{-1} h \varepsilon_0 \). The results of section 5.4.2 will be applied with these choices.

**Theorem 5.4.12.** Let \( G \) be a strongly \( \lambda \)-stable semi-implicit method satisfying (3.3.5) and (3.3.9). Then the following holds.

\[
(B_0) \quad \text{There are constants } c_0, c_1, c_2, c_3 > 0 \text{ such that } G \text{ is unconditionally locally contractive at } x_0 \text{ for } f, \quad \text{whenever } (A_0) \text{ holds with } \beta_0 < 0, \sigma_0/(|\beta_0| \lambda_0) \leq c_0, \quad \sigma_0 \gamma_0/\beta_0 \leq c_1, \quad c_0 \beta_0 \geq c_2 \text{ and } \delta_0/|\beta_0| \leq c_3 .
\]

These constants \( c_0, c_1, c_2 \) and \( c_3 \) only depend on the coefficients of the method \( G \). Moreover there exists a constant \( c_3^* > 0 \), only depending on the coefficients of \( G \), such that
For any given \( c_0, c_1, c_2 \geq 0 \) and \( c_3 \in (0, c_3^* ) \), there is a \( K > 0 \) such that \( G \) is locally contractive at \( x_0 \) for \( f \) and all \( h > 0 \) with \( h|\beta_0| \leq K \), whenever \( (A_0) \) holds with \( \beta_0 < 0 \), \( a_0/|\beta_0| r_0 \leq c_0 \), \( a_0^2/\beta_0^2 \leq c_1 \), \( a_0^3/\beta_0^3 \leq c_2 \) and \( a_0^4/\beta_0^4 \leq c_3 \).

Here \( K \) only depends on \( c_0, c_1, c_2, c_3 \) and on the coefficients of \( G \).

**PROOF.** In this proof we apply theorem 5.4.7 with \( \alpha(h), \beta, \gamma(h), \delta(h), \varepsilon(h) \) as indicated above this theorem.

From theorem 2.2.4 it is known that there are constants \( \lambda > 0 \) and \( t^* < 0 \) such that the function \( \tilde{\phi} \), defined on \((-\infty, 0] \) by \( \tilde{\phi}(t) = 1 + \lambda t \) (for \( t^* \leq t \leq 0 \)), \( \tilde{\phi}(t) = 1 + \lambda t^* \) (for \( t < t^* \)), satisfies

\[
\phi(t) \leq \tilde{\phi}(t) \quad \text{(for all } t \leq 0). \]

Let \( c_1(0), c_2(0), c_3(0) \) be positive numbers. Suppose \( \beta_0 < 0 \), \( \alpha_0 \gamma_0/\beta_0^2 \leq c_1(0), \alpha_0 \gamma_0/\beta_0^2 \leq c_2(0), \) and \( \delta_0/|\beta_0| \leq c_3(0) \). We denote by \( P_0, Q_0, R_0, S_0 \) the function values at the point \((\theta, c_2, \theta, c_3) \) of the polynomials \( P, Q, R, S \), respectively. These are the polynomials arising in theorem 5.4.7 and remark 5.4.8. By taking \( z_0 > 0 \) such that \( c_0 S_0 \leq r_0 \), it is easily seen that (5.4.13) holds for all \( h > 0 \) whenever \( a_0/|\beta_0| r_0 \leq c_0 \).

Further we see from theorem 5.4.7 that

\[
\left| G'(x_0; h, f) \right| \leq \phi(-k) + (1 + 8k)^{-1} k(\delta_0/|\beta_0|) P_0 + \]
\[
+ (1 + 8k)^{-2} k^2(\alpha_0 \gamma_0/\beta_0^2) Q_0 + (1 + 8k)^{-2} k^2(\alpha_0 \gamma_0/\beta_0^2) R_0,
\]

where \( k \) stands for \( h|\beta_0| \). It follows that \( \left| G'(x_0; h, f) \right| \leq 1 \) for all \( h > 0 \) if \( \delta_0/|\beta_0|, \alpha_0 \gamma_0/\beta_0^2 \) and \( \alpha_0 \gamma_0/\beta_0^2 \) are sufficiently small. Hence we obtain \((B_0)\).

For proving \((C_0)\) we also suppose that \( c_0(0) > 0 \) and \( a_0/|\beta_0| r_0 \leq c_0(0) \). If \( k = h|\beta_0| \) satisfies \((1 + 8k)^{-1} k c_0(0) S_0 \leq 1 \), (5.4.13) will hold. From (5.4.12) we see that

\[
\left| G'(x_0; h, f) \right| \leq 1 - \lambda k + k(\delta_0/|\beta_0|) P(0, 0) + Mk^2 (k + 0)
\]
where $M$ only depends on $a_0^2/\beta_0^2$, $a_0^2/\beta_0^2$ and $\delta_0/|\beta_0|$. Therefore 
(C0) holds with $c_3^* = \lambda/P(0,0)$.

REMARK 5.4.13. Statement (C0) is equivalent to the following statement 
(D0), which seems at first sight to be a bit stronger.

(D0) For $c_0, c_1, c_2 > 0$, $c_3 \in (0, c_3^*)$ given, there is a $K > 0$ 
such that $G$ is locally contractive at $x_0$, for $f$ and 
all $h > 0$ with $h \max(a_0/(r_0^c_0), (a_0^c_0/c_1)^{1/2}, (a_0^c_2/c_2)^{1/2}, \delta_0/c_3) \leq \kappa$, whenever (A0) holds with $\beta_0 > 0$, $a_0/(|\beta_0| r_0^c) \leq c_0$ , 
a_0^c_0/\beta_0^2 \leq c_1$, $a_0^c_0/\beta_0^2 \leq c_2$ and $\beta_0/|\beta_0| \leq c_3$.

The equivalence of (C0) and (D0) can easily be proved by using the 
following fact: if (A0) holds with constants $a_0, \beta_0, \gamma_0, \delta_0, \varepsilon_0, \tau_0$ , and 
if $\beta_0^c > \beta_0$ , then (A0) also holds with constants $a_0, \beta_0^c, \gamma_0, \delta_0, \varepsilon_0$ and 
$\tau_0$.

REMARK 5.4.14. If $m = 1$ we may take $c_0 = c_2 = \infty$ in the statements 
(B0), (C0) and (D0). This can be seen from remark 5.4.9 and the proof 
of theorem 5.4.12.

The reason for this is that the condition $a_0/(|\beta_0| r_0) \leq c_0$ is only 
needed to ensure that all the intermediate vectors $y_1(x_0), y_2(x_0), \ldots, 
y_m(x_0)$ are in $D_0$ , and $\varepsilon_0$ is only used to give an upper bound for 
$|J(x_0)-f'(y_1(x_0))|$ (i=2,3,\ldots,m) . If $m = 1$ , there is only one inter­
mediate vector $y_1(x_0)$, and $y_1(x_0) = x_0$.

5.4.4. Rosenbrock methods

The previous results will now be applied for concrete choices for the 
Jacobian approximations $J(\cdot) = J(\cdot; h, f)$. The first choice we consider 
is $J(x) = f'(x)$, i.e. we are dealing with a Rosenbrock method.

We consider a Rosenbrock method $G$ satisfying (3.3.5) and (3.3.9). Let 
$\theta > 0$ be defined as in section 5.4.2.

Suppose $\beta_0 \in \mathbb{R}$ and $a_0, \gamma_0, \delta_0, \varepsilon_0 \in \mathbb{R}^+$. We will consider functions $f$ 
that satisfy the set of assumptions (A1) consisting of (5.4.2) and 
(5.4.20)-(5.4.23).
(5.4.20) $f$ is twice continuously differentiable on $\mathcal{D}_0$.

(5.4.21) $|f(x_0)| \leq \alpha_0$.

(5.4.22) $u[f'(x_0)] \leq \beta_0$.

(5.4.23) $|f''(x)| \leq \gamma_0$ (for all $x \in \mathcal{D}_0$).

Then (A0) holds with $\delta_0 = 0$ and $\epsilon_0 = \gamma_0$ (see (5.4.16)-(5.4.19)), and
(A) holds with $\beta = \beta_0$, $\delta(h) = 0$, $a(h) = (1-h\delta_0)^{-1}h_0\alpha_0$, and $\gamma(h) = \epsilon(h) = (1-h\delta_0)^{-1}h_0$ (see (5.4.3)-(5.4.7)). Further we will take the same step-size restriction as in the previous sections; we take $h \in (0,h_0)$ where $h_0$ is defined by (5.4.1) with $\beta = \beta_0$.

In order to ensure that all the internal vectors $y_i(x_0)$ are in $\mathcal{D}_0$ and $G(\cdot;h,f)$ is continuously differentiable at $x_0$ we will require (instead of (5.4.13) for the general case)

(5.4.24) \[ (1-h\delta_0)^{-1}h_0 \alpha_0 S_i((1-h\delta_0)^{-2}h^2\alpha_0 y_0) < \gamma_0. \]

Here $S_i(\xi) = S(\xi,0)$ (for $\xi \in \mathbb{R}^+$) where $S$ is the polynomial defined by (5.4.14.a) and (5.4.15.d). If $m = 1$ then $S_i$ is identically equal to zero, and in case $m = 2$ $S_i$ is constant.

By application of theorem 5.4.7 we obtain the following result.

**Theorem 5.4.15.** Let $G$ be a Rosenbrock method satisfying (3.3.5) and (3.3.9). Assume $h \in (0,h_0)$, (A), and (5.4.24). Then we have

(5.4.25) $|G'(x_0;h,f)| \leq \Phi(h_0) + P_1((1-h\delta_0)^{-2}h^2\alpha_0 y_0)$

where $P_1$ is a polynomial satisfying $P_1(0) = 0$.

The above polynomial $P_1$ can be calculated from (5.4.14), (5.4.15) and the relation $P_1(\xi) = \xi Q(\xi,0) + \xi R(\xi,0)$ (for $\xi \in \mathbb{R}^+$). Note that $P_1$ only depends on the coefficients of the method $G$.

For fixed $h \in (0,h_0)$ and $\beta_0 \in \mathbb{R}$, the inequality (5.4.25) shows that the effect of the nonlinearity of the function $f$ is small if $\alpha_0 y_0$ is small. It will be shown in example 5.4.29 that if the product $\alpha_0 y_0$ is allowed to be large the error propagation with the Rosenbrock method $G$ may be unfavourable, no matter how good the method works on
linear stiff systems.

From theorem 5.4.12 we obtain

**THEOREM 5.4.16.** Let \( G \) be a strongly \( A \)-stable Rosenbrock method satisfying \((3.3.5)\) and \((3.3.9)\). Then the following statements hold.

\[
\begin{align*}
(B_1) & \quad \text{There are } c_0, c_1 > 0 \text{ such that } G \text{ is unconditionally locally contractive at } x_0 \text{ for } f \text{ whenever } (A_1) \text{ holds with } \beta_0 < 0, a_0/(|\beta_0| \rho_0) \leq c_0 \text{ and } a_0' \rho_0 / \beta_0^2 \leq c_1.

(C_1) & \quad \text{For any given } c_0, c_1 > 0 \text{ there is a } K > 0 \text{ such that } G \text{ is locally contractive at } x_0 \text{ for } f \text{ and all } h > 0 \text{ with } h|\beta_0| \leq K, \text{ whenever } (A_1) \text{ holds with } \beta_0 < 0, a_0/(|\beta_0| \rho_0) \leq c_0 \text{ and } a_0' \rho_0 / \beta_0^2 \leq c_1.
\end{align*}
\]

In view of remark 5.4.14 we may take \( c_0 = \infty \) in statement \((B_1)\) if \( m = 1 \).

We consider the following application of theorem 5.4.16. Let \( f: \mathbb{R}^n \to \mathbb{R}^n \) be twice continuously differentiable. Suppose \( U \) is a solution of the differential equation \( U'(t) = f(U(t)) \) \((t \geq 0)\), that converges to a stationary solution \( u^* \) satisfying

\[ u[f'(u^*)] < 0. \]

Let further \( G \) be a strongly \( A \)-stable Rosenbrock method satisfying \((3.3.5)\) and \((3.3.9)\). We define

\[
\ell(h,x) = h^{-1}[V(h,x) - G(x; h, f)] \quad (h > 0, \ x \in \mathbb{R}^n)
\]

where \( V(h,x) \) stands for the solution at \( t = h \) of the initial value problem \( V'(t) = f(V(t)) \) \((t \geq 0)\), \( V(0) = x \). It can be proved that, for \( x \) sufficiently close to \( u^* \), both \( V(h,x) \) and \( G(x; h, f) \) are defined for arbitrary \( h > 0 \), and depend continuously on \( x \). Since \( G(u^*; h, f) = u^* \) and \( V(h,u^*) = u^* \) (for all \( h > 0 \)), we have

\[
\lim_{x \to u^*} \ell(h,x) = 0 \quad (\text{for all } h > 0).
\]
The local discretization error of method $G$ w.r.t. $U$ at time $t$ equals $\ell(h,U(t))$. Thus we see that as $U(t)$ approaches $u^*$, the local error will permit a (rather) large stepsize. The following corollary of theorem 5.4.16 shows that if the numerical approximation $u_n$ to $U(t)$ is close to $u^*$, a large stepsize will not lead to an unfavourable error propagation.

**COROLLARY 5.4.17.** Let $G$ be a strongly $A$-stable Rosenbrock method satisfying (3.3.5) and (3.3.9). Suppose $f: \mathbb{R}^s + \mathbb{R}^s$ is twice continuously differentiable on $\mathbb{R}^s$, and $u^* \in \mathbb{R}^s$ is such that $f(u^*) = 0$, $u[f'(u^*)] < 0$. Then there exists an open neighbourhood $V$ of $u^*$ such that $G$ is unconditionally contractive on $V$ for $f$.

**PROOF.** Let $\beta_0 = \|f'(u^*)\|$, $\gamma_0 = 2\|f''(u^*)\|$, and let $r_0 > 0$ be such that $\|f'(x)\| < \beta_0$, $|f''(x)| < \gamma_0$ for all $x \in \mathbb{R}^s$ with $|x-u^*| < 2r_0$.

We take $\mathcal{V} \subset \mathbb{R}^s$ such that $\mathcal{V}$ is open and convex, $u^* \in \mathcal{V} \subset \{ x: x \in \mathbb{R}^s, |x-u^*| < r_0 \}$. Then (5.4.20)-(5.4.23) are fulfilled for any $x_0 \in \mathcal{V}$. From theorem 5.4.16 it thus follows that $G$ is unconditionally locally contractive at each point $x_0 \in \mathcal{V}$.

In view of corollary 5.1.3 the proof is completed.

In theorem 5.4.16 it has been required that $G$ is strongly $A$-stable. It will now be shown that this requirement is essential.

**THEOREM 5.4.18.** The conclusions $(B_1)$ and $(C_1)$ of theorem 5.4.16 do not hold on the class of $A$-stable Rosenbrock methods satisfying (3.3.5) and (3.3.9).

**PROOF.** Consider an arbitrary Rosenbrock method $G$ with $m = 1$, $b_1 \neq 0$, which is $A$-stable but not strongly $A$-stable. Let $\beta_0 < 0$ and $\alpha_0, \gamma_0, \beta > 0$ be arbitrary, and let $h \in (0,1)$ be such that $b_1(\zeta)$ is regular at $\zeta = h\beta_0$, and $b_1'(h\beta_0) \neq 0$. Note that $b_1^{(m)}(\zeta)$ exists in $\mathbb{R}$ since $G$ is $A$-stable and $\phi(\zeta) = 1 + cb_1(\zeta)$ ($\zeta \in \mathbb{R}$).

We take $\mathbb{K}^s = \mathbb{R}^2$. On the $\mathbb{R}^2$ we consider the Euclidean inner product. Let $x_0 = 0 \in \mathbb{R}^2$, $\sigma > 1$, and let $f: \mathbb{R}^2 \to \mathbb{R}^2$ be defined by
\( f(x) = \begin{pmatrix} a_0x_1 + b_1x_2 \\ c_0x_2 \end{pmatrix} \) (for \( x = (x_1, x_2) \in \mathbb{R}^2 \)).

This can be written as

\[
 f(x) = f_0 + f'_0 x + \frac{1}{2} f''_0 x^2 
\]

where \( f_0 = a_0 e_1 \), \( f'_0 = \text{diag}(b_0, c_0) \), and \( f''_0 \in L(\mathbb{R}^2, L(\mathbb{R}^2)) \) is defined by

\[
 f''_0 v = \gamma_0 [\langle u, e_1 \rangle < v, e_2 > + \langle u, e_2 \rangle < v, e_1 >] e_1 \quad \text{(for } u, v \in \mathbb{R}^2 \text{).}
\]

Here \( e_1 = (1, 0)^T \) and \( e_2 = (0, 1)^T \).

We have \( f(x_0) = f_0 \), \( f'(x_0) = f'_0 \), \( f''(x) = f''_0 \) (for all \( x \in \mathbb{R}^2 \)).

By some calculations it follows that \( l f(x_0) l = a_0 \), \( u [f'(x_0)] = b_0 \)

and \( l f''(x) l = \gamma_0 \) (for all \( x \in \mathbb{R}^2 \)). Thus we see that the assumption \( (A_1) \) is fulfilled with \( r_0 > 0 \) arbitrary.

From formula (5.2.6) we obtain

\[
 G'(x_0; h, f) v = \phi(hf'_0)v + [D b_1(hf'_0)v]hf_0
\]

for arbitrary \( v \in \mathbb{R}^2 \). Further we have in view of theorem 2.3.6

\[
 D b_1(hf'_0)v = \sum_{i=1}^{k} c_i(hf'_0) [hf''_0 v] d_i(hf'_0)
\]

where \( k \in \mathbb{N} \) and the \( c_i, d_i \) are rational functions with \( b'_1(\zeta) = c_1(\zeta)d_1(\zeta) + c_2(\zeta)d_2(\zeta) + \ldots + c_k(\zeta)d_k(\zeta) \) (\( \zeta \in \xi \)). Taking \( v = e_2 \)

we thus obtain

\[
 [D b_1(hf'_0)e_2]hf_0 = b'_1(hg_0) h^2 a_0 Y_0 e_1
\]

Hence

\[
 G'(x_0; h, f)e_2 = \phi(hg_0)e_2 + b'_1(hg_0) h^2 a_0 Y_0 e_1
\]

Since \( G \) is merely A-stable, we have \( \lim_{\alpha \to \infty} \phi(hg_0) = 1 \). Therefore

\[
 |G'(x_0; h, f)| > 1 \text{ if } \sigma \text{ is chosen sufficiently large.}
\]
The above theorem is a slight extension of a result given in HUNSDORFER (1981). In the same paper a 2-dimensional example was presented showing that if \( \mu[f'(x)] \leq 0 \) on some open region around \( x_0 \) and \( a_0 y_0 > 0 \) is arbitrarily small we need not have contractivity for strongly A-stable methods. Therefore the requirement \( \beta_0 < 0 \) in theorem 5.4.16 is also essential.

For the cases that \( \beta_0 = 0 \) or \( G \) is A-stable but not strongly A-stable, we shall derive in the following remark a stability result on finite intervals for sufficiently small stepsizes. In this result the Lipschitz constant of the function \( f \) is not involved (in contrast to the classical stability results for nonstiff initial value problems such as in HENRICI (1962)).

**REMARK 5.4.19.** Let \( \alpha_0, \gamma_0, \tau_0 > 0 \) and \( \beta_0 \leq 0 \). Let further \( T > 0 \) and \( D \subset \mathbb{K}^s \) be open and convex. Suppose \( f: \mathbb{K}^s \to \mathbb{K}^s \) is such that \((A_i)\) holds for any \( x_0 \in D \). We consider solutions \( U \) on the interval \([0,T]\) of the differential equation \( U'(t) = f(U(t)) \) \((0 \leq t \leq T)\) with trajectories in \( D \).

Let \( \tilde{u}_n, u_n \in D \) \((1 \leq n \leq T/h)\) be two sequences computed from an A-stable Rosenbrock method \( G \) satisfying \((3.3.5)\) and \((3.3.9)\), with stepsize \( h \in (0, H] \) and starting vectors \( \tilde{u}_0, u_0 \in D \). Here \( H \in (0, T] \) is such that \((5.4.24)\) holds whenever \( h \in (0, H] \).

If \( \beta_0 = 0 \) or \( G \) is not strongly A-stable, theorem 5.4.16 cannot be applied. However, we do have in view of theorem 5.4.15 and lemma 2.3.2,

\[
|\tilde{u}_n - u_n| \leq [1 + P_1 ((1-h\theta \phi_0)^{-2} h a_0 y_0)] |\tilde{u}_{n-1} - u_{n-1}|,
\]

and therefore

\[
|\tilde{u}_n - u_n| \leq [1 + P_1 ((1-h\theta \phi_0)^{-2} h a_0 y_0)]^n |\tilde{u}_0 - u_0|,
\]

for all \( n \in \mathbb{N} \) with \( 1 \leq n \leq T/h \). Since \( P_1 (0) = 0 \), it follows that there exists a constant \( c > 0 \), which only depends on \( a_0 y_0, \beta_0 \) and the coefficients of \( G \), such that

\[
|\tilde{u}_n - u_n| \leq c h^T |\tilde{u}_0 - u_0| \quad (\text{for all } h \in (0, H], \ 1 \leq n \leq T/h).
\]

Thus we have stability on the finite interval \([0,T]\).
This result has only practical value if the interval \([0,T]\) is not too long, because the stepsize has to be restricted in order to get a moderate stability factor \(e^{chT}\).

EXAMPLE 5.4.20. Consider the Rosenbrock method \(G\) given by

\[
G(x;h,f) = x + (I-h\beta f'(x))^{-1} hf(x)
\]

with \(\theta \in (0,1]\). By example 5.4.10 (with \(J(x) = f'(x)\), \(a(h) = (1-h\theta_0)^{-1} h\alpha_0\), \(\beta = \beta_0\), \(\gamma(h) = (1-h\theta_0)^{-1} \gamma_0\) and \(\delta(h) = 0\)) we see that

\[
|G'(x_0;h,f)| \leq \theta(h_0) + \theta(1-h\theta_0)^{-2} h^2 \alpha_0 \gamma_0
\]

whenever \((A_1)\) holds and \(1 - h\beta > 0\). Here \(\theta(t) = \max(t^{-1}(1-\theta), (1-\theta t)^{-1} (1+(1-\theta t))\) (for \(t < \theta^{-1}\)). If \(\theta \geq \frac{1}{2}\) the method is \(A\)-stable. For \(\theta > \frac{1}{2}\) we have strong \(A\)-stability.

Suppose \(\theta > \frac{1}{2}\). By some calculations (see e.g. HUNDSDORFER (1981)) it can be shown that if

\[
\beta_0 < 0 \quad \text{and} \quad \alpha_0 \gamma_0 / \beta_0^2 \leq 2\theta - 1,
\]

then \(|G'(x_0;h,f)| \leq 1\) for all \(h > 0\) and \(f\) satisfying \((A_1)\). Thus we may take \(c_0 = \infty\), \(c_1 = 2\theta - 1\) in statement \((B_1)\) of theorem 5.4.10.

If \(\theta = \frac{1}{2}\) we get no contractivity results. Using the stability property discussed in remark 5.4.19 it will be shown in section 6.3 that we do have convergence of the numerical approximations computed from this method to the exact solution \(U\) of \((5.1.1)\) on a finite interval. This solution \(U\) may be arbitrarily stiff.

5.4.5. Semi-implicit methods with a constant Jacobian approximation

In this section we regard semi-implicit methods \(G\) satisfying \((3.3.5)\) and \((3.3.9)\), which use a constant Jacobian approximation (i.e. \(J(x;h,f)\) does not depend on \(x\)).

Let \(\alpha_0, \delta_0 \geq 0\) and \(\beta_0 \in \mathbb{R}\) be given constants. We will use again the stepsize restriction \(h \in (0,h_0)\) where \(h_0 > 0\) is defined by \((5.4.1)\) with \(\theta\) as in section 5.4.2 and \(\beta = \beta_0\). Further we will assume that \((A_0)\)
holds with $\gamma_0 = \epsilon_0 = 0$ (see (5.4.18), (5.4.19)). This assumption will be denoted by $(A_2)$.

We might also take the assumption $(A_0)$ with $\gamma_0 = 0$ and $\epsilon_0 \neq 0$, but this would only complicate the results without providing new insights. If it is known that $f(x) = Ax + w(x)$ for $x \in \mathbb{R}^s$ where $A \in L(\mathbb{R}^s)$ and $w: \mathbb{R}^s \to \mathbb{R}^s$ has a small Lipschitz constant near the solution $U$ of (5.1.1), the assumption $(A_2)$ is a natural one.

Results similar to the theorems 5.4.21 and 5.4.22 in this section have been obtained by HAIRER, BADER and LUBICH (1982) for the ROW-methods, and by STREHMEI and WEINER (1982 A) for a class of adaptive Runge-Kutta methods. In these papers it was assumed, in addition to $(A_2)$, that $r_0 = 0$. It will turn out in the subsequent that this extra condition makes the assumption $|f(x_0)| = \alpha_0$ unnecessary. However the class of functions $f$ satisfying $(A_2)$ is reduced considerably if we take $r_0 = \infty$.

Let $h \in (0, h_0)$, and let $S_2(\xi) = S(0, \xi)$ (for $\xi \in \mathbb{R}^s$) where $S$ is the polynomial defined by (5.4.14.a), (5.4.15.d). In order to ensure that the internal vectors $y_i(x_0)$ are in $D_0$, and $G(\cdot, h, f)$ is continuously differentiable at $x_0$ we will assume

$$
(5.4.26) \quad (1-h\theta_0)^{-1} h_0 S_2((1-h\theta_0)^{-1} h_0) < \tau_0
$$

(cf. lemma 5.4.3, corollary 5.4.4 and remark 5.4.8 with $\alpha(h) = (1-h\theta_0)^{-1} h_0$, $\beta = \beta_0$, $\gamma(h) = 0$, $\delta(h) = (1-h\theta_0)^{-1} h_0$, $\epsilon(h) = 0$).

Again (5.4.26) will always hold if $m = 1$, since then $S_2 = 0$. If $m = 2$ $S_2$ is constant.

From theorem 5.4.7 we obtain the following result that shows what kind of effect on the error propagation the use of a constant $J$ will have in case the function $f$ is nonlinear.

THEOREM 5.4.21. Let $G$ be a semi-implicit method using a constant Jacobian approximation, such that (3.3.5) and (3.3.9) hold. Assume $h \in (0, h_0)$, $(A_2)$ and (5.4.26). Then we have

$$
(5.4.27) \quad |G'(x_0; h, f)| \leq \Phi(h\theta_0) + P_2((1-h\theta_0)^{-1} h_0)
$$

where $P_2$ is a polynomial with $P_2(0) = 0$, which only depends on the coefficients of $G$. 

The above polynomial $P_2$ can be defined as $P_2(\xi) = \xi P(0,\xi)$ ($\xi \in \mathbb{R}^+$), where $P$ is the polynomial defined by (5.4.14), (5.4.15.a).

As a consequence of theorem 5.4.12 we get the following contractivity result.

**Theorem 5.4.22.** Let $G$ be a semi-implicit method using a constant Jacobian approximation, such that (3.3.5) and (3.3.9) hold. Suppose $G$ is strongly $h$-stable. Then we have

\[(B_2) \quad \text{There are } c_0, c_3 > 0 \text{ such that } G \text{ is unconditionally locally contractive at } x_0 \text{ for } f \text{ whenever } (A_2) \text{ holds with } \beta_0 < 0, a_0/(|\beta_0|r_0) \leq c_0 \text{ and } \delta_0/|\beta_0| \leq c_3.\]

Furthermore there exists a constant $c_3 > 0$ (only depending on the coefficients of $G$) such that

\[(C_2) \quad \text{For any given } c_0 > 0, c_3 < (0, c_3^*), \text{ there is a } K > 0 \text{ such that } G \text{ is locally contractive at } x_0 \text{ for } f \text{ and all } h > 0 \text{ with } h|\beta_0| \leq K, \text{ whenever } (A_2) \text{ holds with } \beta_0 < 0, a_0/(|\beta_0|r_0) \leq c_0 \text{ and } \delta_0/|\beta_0| \leq c_3.\]

In the statement (C_2) the condition $h|\beta_0| \leq K$ may be replaced by $h \max(a_0/(r_0c_0), \delta_0/c_3) \leq K$ (see remark 5.4.13). For $r_0 = \infty$ we thus obtain a basic result of HAIRER, BADER and LUBICH (1982) (proved by them for the ROW-methods).

**Corollary 5.4.23.** Let $G$ be a semi-implicit method using a constant Jacobian approximation, such that (3.3.5) and (3.3.9) hold. Suppose $G$ is strongly $h$-stable, and $r_0 = \infty$. Then there is a constant $c_3^* > 0$ such that

\[\text{For any } c_3 < (0, c_3^*), \text{ there is a } K > 0 \text{ such that } G \text{ is locally contractive at } x_0 \text{ for } f \text{ and all } h > 0 \text{ with } h|\beta_0| \leq K, \text{ whenever } (A_2) \text{ holds with } \beta_0 < 0 \text{ and } \delta_0/|\beta_0| \leq c_3.\]

From the proof of theorem 5.4.12 it follows that $c_3^*$ can be taken as $\lambda/P_2'(0)$, where $P_2$ is the polynomial arising in (5.4.27) and $\lambda > 0$. 


is such that $\theta(t) \leq 1 + \lambda t + O(t^2)$ 

Note that if $m = 1$, we may take $c_0 = \infty$ in theorem 5.4.22. This follows from remark 5.4.14. Thus in that case there is no need for a bound on $|f(x_0)|$. Also if $r_0 = \infty$, the requirement $|f(x_0)| \leq a_0$ vanishes. The reason for this is that the condition on $a_0/(|R_0|R_0)$ was only needed to make sure that the vectors $y_1(x_0)$ are in $U_0$.

By a counter example the following result was proved by HAIRER, BADER and LUBICH (1982).

THEOREM 5.4.24. The conclusions (B$_2$) and (C$_2$) do not hold on the class of $A$-stable semi-implicit methods using a constant Jacobian approximation $J$, and satisfying (3.3.5) and (3.3.9).

REMARK 5.4.25. In case $G$ is not strongly $A$-stable or $\beta_0 = 0$, we have no contractivity results of the type (B$_2$), (C$_2$) or (D$_2$). As with the Rosenbrock methods (cf. remark 5.4.19) we do have stability on finite intervals.

Let $G$ be an $A$-stable semi-implicit method using a constant Jacobian approximation, such that (3.3.5) and (3.3.9) hold. Suppose $a_0, \delta_0, r_0 > 0$ and $\beta_0 \leq 0$. Suppose further that $\mathcal{V} \subset \mathbb{R}^n$ is open and convex, and $T > 0$. If (A$_2$) holds for all $x_0 \in \mathcal{V}$, and $h \in (0,T)$ is such that (5.4.26) is valid, we have

$$|\tilde{u}_n - u_n| \leq [1 + P_2(1 - h\delta_0^{-1}h\delta_0)]^n |\tilde{u}_0 - u_0|$$

whenever the $\tilde{u}_n, u_n \in \mathcal{V}$ ($1 \leq n \leq T/h$) are computed from $G$ with stepsize $h$.

Here $P_2$ is the polynomial arising in theorem 5.4.21.

Since $P_2(0) = 0$ we have

$$[1 + P_2((1 - h\delta_0^{-1}h\delta_0)]^n + e^{P_2'(0)\delta_0 t} (h \in (0, nh = t)$$

It follows that we have the stability relation

$$|\tilde{u}_n - u_n| \leq c|\tilde{u}_0 - u_0|$$

with a stability factor $c$ which only depends on $T, \beta_0, \delta_0$ and the coefficients of $G$. 


Note that this stability relation is suited for stiff problems since
the Lipschitz constant of \( f \) is not involved.

**Example 5.4.26.** We consider the counterpart of the Rosenbrock method treated
in example 5.4.20 (see also HAIER, BADER and LÜRICH (1982)). The method
is given by

\[
G(x;h,f) = x + (I-h\delta J_0)^{-1} hf(x) \quad (x \in \mathbb{R}^d)
\]

with \( J_0 \) depending on \( h \) and \( f \), and \( \theta \in (3,1) \). From remark 5.4.10
(with the appropriate \( \alpha(h),\beta,\gamma(h) \) and \( \delta(h) \)) it is easily seen that

\[
|G'(x_0;h,f)| \leq \phi(h\delta_0) + (1-h\delta_0)^{-1} h\delta_0
\]

whenever \( (A_2) \) holds and \( 1 - h\delta_0 > 0 \). Here \( \phi(t) = \max(\theta^{-1}(1-\theta), (1-\theta t)^{-1}(1+(1-\theta)t)) \) (for \( t < \theta^{-1} \)).

Suppose \( \theta > \frac{1}{2} \). If we have

\[
\beta_0 < 0 \quad \text{and} \quad \delta_0/|\beta_0| \leq 2\theta - 1,
\]

then \( \phi(h\delta_0) + (1-h\delta_0)^{-1} h\delta_0 \leq 1 \) for all \( h > 0 \). Thus we may take
\( c_0 = -\infty \) and \( c_3 = 2\theta - 1 \) in statement (B2) of theorem 5.4.22.

For \( \theta > \frac{1}{2} \) and \( h > 0 \) close to zero, we have

\[
\phi(h\delta_0) + (1-h\delta_0)^{-1} h\delta_0 = 1 + (1-h\delta_0)^{-1} h(\delta_0 + \delta_0^*).
\]

Therefore we get no contractivity result at all if \( \delta_0/|\beta_0| > 1 \). By some
calculations it can be shown that if \( 2\theta - 1 < \delta_0/|\beta_0| \leq 1 \), we have
contractivity at \( x_0 \) for all step sizes \( h > 0 \) with

\[
h|\beta_0| \leq \theta^{-1}(2\theta-1) \left[ \delta_0/|\beta_0| - (2\theta-1) \right]^{-1}.
\]

Thus we may take \( c_3^* = 1 \) and \( K = \theta^{-1}(2\theta-1) \left[ c_3 - (2\theta-1) \right]^{-1} \) (for \( c_3 \in \epsilon (2\theta-1,1) \)) in statement (C2) of theorem 5.4.22.
5.4.6. A third choice for $J(\cdot;h,f)$

In this section we will regard a choice for the Jacobian approximation where we do not have a bound for the error propagation per step without the Lipschitz constant of $f$ being involved (as in the theorems 5.4.15, 5.4.21).

For $h > 0$, $f: \mathbb{K}^s \rightarrow \mathbb{K}^s$ we will consider $J(\cdot) = J(\cdot;h,f)$ given by

\begin{equation}
J(x) = f'(x+chf(x)) \quad \text{(for } x \in \mathbb{K}^s). \tag{5.4.28}
\end{equation}

This choice was proposed by SCHOLZ (1978). The constant $c$ can be used to increase the order of consistency of the method, without introducing any additional computational work (see e.g. VERWER (1980)). Using a result of VERWER (1977) it was shown that the nonautonomous version of these semi-implicit methods are S-stable as soon as they are strongly A-stable. In the nonautonomous version of semi-implicit methods we replace $J(x)$ by $\dot{J}(t,x) \equiv D_x f(t,x)$, and we read $f(t+cih, y_i(x))$ instead of $f(y_i(x))$ (cf. remark 3.3.1).

It will be shown that, in spite of the S-stability, one may expect numerical difficulties for these methods in dealing with stiff systems where $f$ satisfies (A1), even with $a_0\gamma_0$ small. At first sight this is somewhat surprising, since

$$|f'(x_0+chf(x_0))-f'(x_0)| \leq |c| \, h x_0 \gamma_0$$

if $|c| \, h x_0 < r_0$ and $f$ satisfies (A1). Thus for moderate stepsizes $h$ and small $a_0\gamma_0$, the difference between $J(x_0)$ and $f'(x_0)$ is small. Nevertheless it will be shown in theorem 5.4.27, that the error propagation for the semi-implicit methods with $J(x) = f'(x+chf(x))$ can be considerably worse than with the methods where $J(x) = f'(x)$.

If we consider only scalar differential equations the situation is much better - see remark 5.4.28. For such equations this choice of $J$ may well be favourable.

The occurrence of the bad error propagation is caused by the following. We have

$$J'(x_0)v = f''(x_0+chf(x_0))[(1+chf'(x_0))v] \quad \text{(for } v \in \mathbb{K}^s).$$
Thus \( J'(x_0)v \) can be very large even if \((A_i)\) holds with \( \alpha_0, \gamma_0 \) small, due to the fact that \(|f'(x_0)|\) is not restricted. The terms in the expression (5.2.6) for \( G'(x_0;h,f) \) where \( J'(x_0)v \) is involved will therefore generally blow up for stiff systems.

**THEOREM 5.4.27.** Let \( G \) be an arbitrary semi-implicit method with \( m = 1 \), \( b_1 \neq 0 \), and \( J \) given by (5.4.28) with \( c \neq 0 \). Then we have for arbitrary \( \alpha_0, \gamma_0, r_0 \), \( H > 0 \) and \( \beta_0 < 0 \),

\[
\sup \{|G'(x_0;h,f)| : f \text{ satisfies } (A_1), h \in (0,H)\} = +\infty.
\]

**PROOF.** From formula (5.2.6) we obtain, for suitable \( h \) and \( f \),

\[
(5.4.29) \quad G'(x_0;h,f)v = \phi(hJ(x_0))v + b_1(hJ(x_0)) [hf'(x_0) - hJ(x_0)]v + \]

\[
+ [D_x b_1(hJ(x_0)v)] hf(x_0).
\]

We take the same test equation as in the proof of theorem 5.4.18. Thus \( \mathbb{R}^8 = \mathbb{R}^2 \), \( \langle \cdot, \cdot \rangle \) stands for the Euclidean inner product, \( x_0 = 0 \), and

\[
f(x) = f_0 + f_0'x + \frac{1}{2}[f''0x]x (\text{for } x \in \mathbb{R}^2),
\]

where \( f_0 = \alpha_0 e_1, f_0' = \text{diag}(\beta_0, \gamma_0), [f''0u]v = \gamma_0 \langle u, e_1 > < v, e_2 > + \langle u, e_2 > < v, e_1 > e_1 \) (for \( u, v \in \mathbb{R}^2 \)). The constant \( \sigma > 1 \) will be specified later.

For this function \( f \) we have

\[
J(x_0) = \begin{pmatrix}
\beta_0 & h\sigma_0 \gamma_0 \\
0 & \sigma_0^2
\end{pmatrix}, \quad J'(x_0)e_2 = \begin{pmatrix}
\gamma_0 (1 + \sigma h \beta_0) & 0 \\
0 & 0
\end{pmatrix}.
\]

Note that \( u[J(x_0)] < 0 \) if \( \beta_0 < 0 \) and \( h > 0 \) is not too large. If \( \sigma \to \infty \), \( u[J(x_0)] \) converges to \( \beta_0 \).

In the same way as in the proof of theorem 5.4.18 we obtain

\[
[D_x b_1(hJ(x_0)v)] hf(x_0) = b_1'(h\beta_0) h^2 \alpha_0 \gamma_0 (1 + \sigma h \beta_0) e_1.
\]

Further we have
\[ b_1(hJ(x_0)) \left[ hf'(x_0) - hJ(x_0) \right] e_2 = -b_1(h\tilde{\sigma}_0) h^2 c a_0 \gamma_0 e_1. \]

Thus we arrive at
\[ G'(x_0; h, f) e_2 = \phi(hJ(x_0)) e_2 - b_1(h\tilde{\sigma}_0) h^2 c a_0 \gamma_0 e_1 + \]
\[ + b_1'(h\tilde{\sigma}_0) h^2 a_0 \gamma_0 (1 + c h \sigma^2) e_1. \]

Assume that \( \phi \) is bounded on \( C^- \) (otherwise we even have a scalar, linear counter example). Then \( b_1 \) is not constant. Take \( h \in (0, H] \) such that \( b_1'(h\tilde{\sigma}_0) \neq 0 \). From (5.4.30) we now see that \( |G'(x_0; h, f)| \rightarrow \infty \) (for \( s = + \)).

**REMARK 5.4.28.** For \( s = 1 \) it can easily be proved, by using (5.4.29), that if \( m = 1 \), (3.3.5) and (3.3.9) hold, \( \mu[J(x_0)] \leq \tilde{\sigma}_0 \), \((A_1)\), and \( x_0 + chf(x_0) \in D_0 \), then
\[ |G'(x_0; h, f)| \leq \Theta(h\tilde{\sigma}_0) + \Omega(1 - h\tilde{\sigma}_0)^{-1} h^2 a_0 \gamma_0. \]

Here \( \Omega \) and \( \Theta \) are constants determined by the method. If \( f \) satisfies \((A_1)\) and \(|c| h\sigma_0 < \sigma_0 \) we have \( \mu[J(x_0)] \leq \tilde{\sigma}_0 + |c| h\sigma_0 \gamma_0 \). It follows that a (conditional) contractivity result of the type \((C)\) as in the theorems 5.4.16, 5.4.22 holds for scalar initial value problems where \( f \) satisfies \((A_1)\). Thus here the situation is totally different from the one in the proof of theorem 5.4.27, where we took \( s = 2 \).

Thus we see that considering only one-dimensional test problems leads to much too optimistic results on the error propagation for such methods.

The S-stability model problem is one-dimensional (though nonautonomous). Moreover if the nonautonomous form of these semi-implicit methods with \( J(t,x) = f_x(t,x + \chi(f(t,x))), \) is applied to the S-stability model problem \( J(t,x) \) will be constant. Therefore the bad error propagation as in the proof of theorem 5.4.27 cannot occur.

5.4.7. Modifications of the results

In this section we consider some modifications of the previous results.

We consider a Rosenbrock method satisfying (3.3.5) and (3.3.9). The estimate (5.4.25) for \( |G'(x_0; h, f)| \) is only applicable if bounds for
If \( f(x_0) \) and \( f''(x) \) \((x = x_0)\) are available.

In the general situation, where no special structure of \( f \) is assumed, these bounds are necessary as will be shown by the following example.

**EXAMPLE 5.4.29.** Consider an arbitrary Rosenbrock method with \( m = 1 \), \( b_j \neq 0 \). Let \( h > 0 \), \( x_0 \in \mathbb{R} \) and let \( g: \mathbb{R} \to \mathbb{R} \) be twice continuously differentiable. We assume that \( b'_1(hg'(x_0)) \neq 0 \).

Let \( \sigma_1 \) and \( \sigma_2 \) be positive numbers, and let the function \( f: \mathbb{R} \to \mathbb{R} \) be defined by

\[
f(x) = g(x) + \sigma_1 + \|\sigma_2(x-x_0)^2 \quad \text{ (for } x \in \mathbb{R}).
\]

From formula (5.2.6) it follows that

\[
G'(x_0;h,f) = \phi(hg'(x_0)) + b'_1(hg'(x_0)) h^2(g''(x_0) + \sigma_2)(g(x_0) + \sigma_1).
\]

Thus we see that

\[
|G'(x_0;h,f)| \to \infty \quad \text{ (for } \sigma_1 + \sigma_2 \to \infty). \]

If we assume that the solution of the differential equation \( u'(t) = f(U(t)) \) passing through \( x_0 \) at time \( t = t_0 \) is slowly varying, then \( |u'(t_0)| = |f(x_0)| \) is moderate. Thus if the initial value problem (5.1.1) with \( u_0 = x_0 \) is stiff, the assumption \( |f(x_0)| \leq a_0 \), with \( a_0 \) moderate, is reasonable. It will be shown at the end of this section that contractivity results are sometimes possible for non-smooth solutions where \( |f(x_0)| \) is very large.

The second assumption, \( |f''(x)| \) is moderate for \( x \) near \( x_0 \), may be embarrassing for stiff problems.

**EXAMPLE 5.4.30.** Consider the following simple system of singularly perturbed differential equations

\[
U_1'(t) = g_1(U_1(t),U_2(t)) \, ,
\]

\[
U_2'(t) = g_2(U_2(t)) \, ,
\]

Here \( g_1: \mathbb{R}^2 \to \mathbb{R} \) and \( g_2: \mathbb{R} \to \mathbb{R} \) are smooth functions with bounded second
Gateaux-derivatives, $g_2$ is dissipative, and $\sigma$ is a large positive parameter.

Let $f_0(x) = (g_1(x_1, x_2), \sigma g_2(x_2))^T$ (for $x = (x_1, x_2)^T \in \mathbb{R}^2$), $\sigma > 0$, and $D_0 = \{x_0 \in \mathbb{R}, |f_0(x_0)| \leq a_0 \}$. For any $x_0 = (x_1(0), x_2(0))^T \in \mathbb{R}^2$ with $g_2'(x_2(0)) \neq 0$, we have

$$|f_0''(x_0)| \to \infty \quad (\text{for } \sigma \to \infty) \quad \text{whereas} \quad \mu[f'(x_0)]$$

is uniformly bounded for $\sigma > 0$. Thus the estimate (5.4.25) for $G'(x_0; h, f)$ (with $x_0 \in D_0$, $r_0 = \mu[f'(x_0)]$, $\gamma_0 = \sup_{x \in \mathbb{R}^2} |f''(x)|$) is only applicable if an upper bound for $\sigma$ is known.

Modification 1. The results of section 5.4.4 for Rosenbrock methods will be modified in such a way that smooth solutions of the above singularly perturbed system can be treated no matter how large $\sigma$ is. Such a modification was proposed to the author by M. VAN VELDHUIZEN.

The assumption $|f''(x)| \leq \gamma_0$ in ($\Lambda_1$) will be replaced by

\begin{equation}
(5.4.31) \quad |(I-tf'(x_0))^T tf''(x_0)| \leq \gamma_0^* \quad (\text{for all } t > 0, x \in D_0).
\end{equation}

By ($\Lambda_1^*$) we denote the set of assumptions ($\Lambda_1$) with the above modification. Thus ($\Lambda_1^*$) consists of (5.4.2) together with the assumptions that $f$ is twice continuously differentiable on $D_0$, $|f(x_0)| \leq a_0$, $\mu[f'(x_0)] \leq \beta_0$ (cf. (5.4.20)-(5.4.22)), and (5.4.31). For convenience we will assume that $\beta_0 > 0$. We then known that $I - tf'(x_0)$ is regular for all $t > 0$ (see corollary 2.2.11).

Further we will consider again a Rosenbrock method $G$ satisfying (3.3.5) and (3.3.9), and $\theta > 0$ is defined as in section 5.4.2. The general results of section 5.4.2 may now be applied with $\alpha(h) = (1-h \theta_0)^{-1} h_0$, $\beta = \beta_0$, $\gamma(h) = \epsilon(h) = \theta^{-1} \gamma_0^*$, $\delta(h) = 0$ and $h_0 = \epsilon_0$.

In order to ensure that the intermediate vectors $y_1(x_0)$ all belong to $D_0$, and that $G$ is continuously differentiable at $x_0$, we now get the following requirement

\begin{equation}
(5.4.32) \quad (1-h \epsilon_0)^{-1} h_0 S_1^* ((1-h \theta_0)^{-1} h_0 \epsilon_0^*) < r_0,
\end{equation}

where $S_1^*(t) = S_1(\epsilon^{-1} t)$ (for $t \in \mathbb{R}^+$), and $S_1$ is the polynomial we encountered in (5.4.24) (cf. also remark 5.4.8, (5.4.13)).

From theorem 5.4.7 we obtain a modified version of theorem 5.4.15 for the Rosenbrock methods. The polynomial $P_1^*$ is given by $P_1^*(t) = P_1(\epsilon^{-1} t)$.
(t ∈ R⁺), P₁ being the polynomial from theorem 5.4.15.

**THEOREM 5.4.31.** Let G be a Rosenbrock method satisfying (3.3.5), (3.3.9).
Assume \((A₁^*)\) with \(\theta₀ ≤ 0\), and (5.4.32). Then

\[(5.4.33) \quad |G'(x₀; h, f)| ≤ φ(\theta₀) + P₁^*((1-hθ₀)^{-1}hθ₀^*)\]

where the polynomial \(P₁^*\) is determined by the coefficients of the method G and satisfies \(P₁^*(0) = 0\).

The proof of the following theorem is essentially the same as the proof of theorem 5.4.12.

**THEOREM 5.4.32.** Suppose G is a strongly A-stable Rosenbrock method satisfying (3.3.5) and (3.3.9). Then the following holds.

\[(B₁) \quad \text{There are } c₀, c₁ > 0 \text{ such that } G \text{ is unconditionally locally contractive at } x₀ \text{ for } f \text{, whenever } (A₁^*) \text{ holds with } θ₀ < 0, a₀/(β₀ |r₀|) ≤ c₀ \text{ and } α₀^*/|β₀| ≤ c₁.\]

Moreover there is a constant \(c₁^* > 0\) such that

\[(C₁^*) \quad \text{For any } c₀ > 0 \text{ and } c₁ \in (0, c₁^*), \text{ there is a } K > 0 \text{ such that } G \text{ is locally contractive at } x₀ \text{ for } f \text{ and all } h > 0 \text{ with } h|θ₀| ≤ K, \text{ whenever } (A₁^*) \text{ holds with } θ₀ < 0, a₀/(β₀ |r₀|) ≤ c₀ \text{ and } α₀^*/|β₀| ≤ c₁.\]

**EXAMPLE 5.4.33.** Consider again the θ-Rosenbrock method of example 5.4.20,

\[G(x; h, f) = x + (I-hθf'(x))^{-1} hf(x)\]

with \(θ \in (0, 1]\). Assuming that \((A₁^*)\) holds with \(θ₀ ≤ 0\), we obtain from the upper bound given in example 5.4.10,

\[|G'(x₀; h, f)| ≤ φ(θ₀) + (1-hθ₀)^{-1} hθ₀^*.\]

This estimate has the same form as the one in example 5.4.26. If \(θ > \frac{1}{2}\) (i.e. the method is strongly A-stable) and \(α₀^*/|β₀| ≤ 2θ - 1\) we thus have
unconditional contractivity at $x_0$. In case $2\theta - 1 < \sigma_0 \gamma_0 / |\beta_0| \leq 1$ we have contractivity for the stepsizes $h > 0$ such that $h |\beta_0| \leq 2^{-1} (2\theta - 1) [ (\sigma_0 \gamma_0^* |\beta_0| ) - (2\theta - 1) ]^{-1}$.

**Example 5.4.34.** Let $f: \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be given by

$$f(x) = \begin{pmatrix} \frac{1}{2} - x_1 + x_1 x_2 \\ \frac{1}{\sigma} (-x_2^2 + x_2^2) \end{pmatrix} \quad \text{(for } x = (x_1, x_2) \in \mathbb{R}^2\text{)}$$

with $\sigma > 1$, and let $x_0 = 0 \in \mathbb{R}^2$. On the $\mathbb{R}^2$ we consider the Euclidean norm.

In example 5.4.30 we have seen that the results of section 5.4.4 cannot be applied if $\sigma$ is allowed to be arbitrary large. With the modified results we can prove for strongly $A$-stable Rosenbrock methods contractivity at $x_0$ uniformly for $\sigma > 0$.

By some calculations we obtain

$$(I - tf'(x_0))^{-1} [tf''(x)u]v = \begin{pmatrix} (1 + t)^{-1} t (u_1 v_2 + u_2 v_1) \\ ((1 + t)^{-1} 2t u_1 v_2 \end{pmatrix}$$

for $u = (u_1, u_2)^T$, $v = (v_1, v_2)^T \in \mathbb{R}^2$, and $x \in \mathbb{R}^2$ arbitrary. It follows that $A^*$ holds with $r_0 = 0$, $u_0 = \frac{1}{3}$, $\beta_0 = -1$, and $\gamma_0^* = \sqrt{5}$ for any $\sigma > 0$.

Let $G$ be the $\theta$-Rosenbrock method of example 5.4.33. Suppose $\theta > 1 - \frac{1}{2} + \frac{1}{6} / \sigma$. Then we have unconditional contractivity for this problem near $x_0 = 0$, no matter how large $\sigma > 0$ is.

**Modification 2.** We now consider another modification of the results of section 5.4.4. For convenience we confine ourselves again to the Rosenbrock methods. This modification can however also be considered for the methods where $J$ is constant.

It will be shown that the Rosenbrock methods can be locally contractive at a point $x_0 \in \mathbb{R}^n$ for $|f(x_0)|$ extremely large, if we have a situation that the (in modulus) large eigenvalues of $f'(x_0)$ are the cause for this large $|f(x_0)|$. Note that in example 5.4.29 this was not the case. The possibility of treating the case where $|f(x_0)|$ is large was pointed out by
E. Hairer (private communications), who also suggested a modification of the following kind.

In the set of assumptions \( (A) \) we now replace the assumption 
\[ |f(x_0)| \leq a_0 \]
by
\[ |(1-tf'(x_0))^{-1}tf(x_0)| \leq a_0^* \quad (\text{for all } t > 0). \]

\( (A^{**}) \) stands for the assumptions \( (5.4.2), (5.4.34) \) together with the assumptions that \( f \) is twice continuously differentiable on \( D_0 \),
\[ \|f'(x_0)\| \leq \beta_0 \quad \text{and} \quad |f''(x)| \leq \gamma_0 \quad (\text{for all } x \in D_0) \quad (\text{cf. } (5.4.20), (5.4.22), (5.4.23)). \] As in modification 1 we assume that \( \beta_0 \leq 0 \).

The assumption \( (5.4.34) \) may hold for moderate \( a_0^* \) while \( |f(x_0)| \) is very large.

**Example 5.4.35.** Let \( x_0 = (1,1)^T \) and \( f: \mathbb{R}^2 \to \mathbb{R}^2 \) be defined by
\[ f(x) = (-x_1^2 + x_2^2, -10^6x_2) \quad (\text{for } x = (x_1, x_2)^T \in \mathbb{R}^2). \]

Then \( \|f'(x_0)\| \leq 1 \), \( |f''(x)| \leq 2 \) (for all \( x \in \mathbb{R}^2 \)). Further \( (5.4.34) \) holds with \( a_0^* = \sqrt{5} \), whereas \( |f(x_0)| \approx 10^6 \).

Starting from the assumptions \( (A^{**}) \) instead of \( (A) \), results similar to the theorems 5.4.15, 5.4.16 can be proved for the Rosenbrock methods \( G \) satisfying \( (3.3.5), (3.3.9) \). We apply the general results of section 5.4.2 with \( \alpha(h) = 6^{-1}a_0^* \), \( \beta = \beta_0 \), \( \gamma(h) = \varepsilon(h) = (1-h\theta\delta_0)^{-1} \gamma_0 \), \( \delta(h) = 0 \) and \( h_0 = \circ \).

Let \( P_1^*, S_1^* \) be the polynomials arising in \( (5.4.32), (5.4.33) \). If we have
\[ a_0^* \quad S_1^* ((1-h\theta\delta_0)^{-1}h_0\delta_0 y_0) < \theta r_0, \]
then all \( y_1(x_0) \in D_0 \) and \( G \) is continuously differentiable at \( x_0 \) (see section 5.4.2 with \( S_1^*(\xi) = S(\theta^{-1}\xi, 0) \) \( (\xi \in \mathbb{R}^2) \)). Note that \( (5.4.35) \) only holds if \( a_0^* \) is sufficiently small, unless \( m = 1 \) \( (S_1^* = 0) \).

Using theorem 5.4.7 it follows that
\[ |G'(x_0, h, f)| \leq \Phi(h\delta_0) + P_1^* ((1-h\theta\delta_0)^{-1}h_0\delta_0 y_0), \]
whenever \((A_1^{**})\) holds with \(\beta_0 \leq 0\), and (5.4.35) is fulfilled.

With the above upper bound (5.4.36) we can prove, in the same way as theorem 5.4.12, the following contractivity properties of strongly \(\Lambda\)-stable Rosenbrock methods.

**THEOREM 5.4.36.** Let \(G\) be a strongly \(\Lambda\)-stable Rosenbrock method satisfying 
(3.3.5) and (3.3.9). Then we have

\[(B_1^{**}) \quad \text{There are } c_0, c_1 > 0 \text{ such that } G \text{ is unconditionally}
\text{locally contractive at } x_0 \text{ for } f, \text{ whenever } (A_1^{**}) \text{ holds}
\text{with } \beta_0 < 0, \alpha_0^*/r_0 \leq c_0 \text{ and } x_0^*/|\beta_0| \leq c_1.
\]

Moreover there are constants \(c_0^*, c_1^* > 0\), which only depend on the
coefficientes of \(G\), such that

\[(C_1^{**}) \quad \text{For } c_0 \in (0, c_0^*), c_1 \in (0, c_1^*) \text{ given there is a } K > 0
\text{ such that } G \text{ is locally contractive at } x_0 \text{ for } f \text{ and}
\text{all } h > 0 \text{ with } h|\beta_0| \leq K, \text{ whenever } (A_1^{**}) \text{ holds}
\text{with } \beta_0 < 0, \alpha_0^*/r_0 \leq c_0 \text{ and } \alpha_0^*/|\beta_0| \leq c_1.
\]

The extra condition \(c_0 < c_0^*\) in statement (\(C_1^{**}\)) which was not present
in (\(C_1^*\)), is needed here because (5.4.35) does not automatically hold for
\(h > 0\) sufficiently small. For \(m = 1\) we have \(S_1^* = 0\), and we may then
take \(c_0^* = \infty\).

The same modification - replacing \(|f(x_0)| \leq \alpha_0\) by (5.4.36) -
can also be used for the semi-implicit methods using a constant Jacobian
approximation \(J\), thus yielding contractivity results where \(|f(x_0)|\)
may be large.

5.4.8. A numerical illustration

The results on the various choices for the Jacobian approximation \(J\)
will be illustrated by applying some simple semi-implicit methods to the
differential equation

\[U_1'(t) = 1 - U_1(t) + \gamma U_1(t) U_2(t),\]
\[U_2'(t) = -10^6 U_2(t).\]
The parameter \( \gamma \) will be used to vary the nonlinearity of the problem. All solutions of this equation are stable and converge to the stationary solution \( u^* = (1,0)^T \). The second component of a solution is always damped out very quickly.

As initial vectors we take \( u_0 = (0,0)^T \) and \( \tilde{u}_0 = (0,10^{-3})^T \). Let \( \tilde{U}, U \) stand for the solutions of the differential equation with \( \tilde{U}(0) = \tilde{u}_0 \), \( U(0) = u_0 \). For the first component \( U_1 \) of the solution \( U \) we have \( U_1(t) = 1 - e^{-t} \), and for those values of \( \gamma \) that will be considered \( (\gamma \in (0,10^6)) \) we have \( |\tilde{U}_1(t) - U_1(t)| \leq 10^{-3} \) (for all \( t > 0 \)). The rounded values of \( U_1(t) \) are listed in the following table for \( t = 0.1, 0.5, 1, 2 \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_1(t) )</td>
<td>0.095</td>
<td>0.393</td>
<td>0.632</td>
<td>0.865</td>
</tr>
</tbody>
</table>

The semi-implicit methods we will consider are given by

\[
G(x; h, f) = x + (I - h\theta J(x))^{-1} hf(x),
\]

where we take \( \theta = \frac{1}{2} \) or 1, and \( J(x) = f'(x), f'(u_0) (= \text{diag}(-1, -10^6)), f'(x+hf(x)) \). For the stepsize we take \( h = 1/10 \). The order of these methods is 2 if \( \theta = \frac{1}{2} \) and \( J(x) = f'(x) \) or \( f'(x+hf(x)) \), and 1 otherwise.

In the following tables the first components \( u_{n,1} \approx U_{n,1}(nh) \) and \( \tilde{u}_{n,1} \approx \tilde{U}_{n,1}(nh) \) are listed. If \( J(x) = f'(x) \) or \( J(x) = f'(u_0) \), and \( \gamma \) is not too large, these approximations also stay close to each other and converge to 1, as the exact solutions do. For \( J(x) = f'(x+hf(x)) \) the approximations are very inaccurate, even if \( \gamma \) is moderate.
CASE 1: $J(x) = f'(x)$.

<table>
<thead>
<tr>
<th>$\theta = \frac{1}{2}$</th>
<th>all $\gamma$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = 10^2$</th>
<th>$\gamma = 10^4$</th>
<th>$\gamma = 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
</tr>
<tr>
<td>$t = 0.1$</td>
<td>0.095</td>
<td>0.095</td>
<td>0.096</td>
<td>0.182</td>
<td>$-2.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>$t = 0.5$</td>
<td>0.394</td>
<td>0.394</td>
<td>0.394</td>
<td>0.521</td>
<td>$-2.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>0.632</td>
<td>0.632</td>
<td>0.632</td>
<td>0.737</td>
<td>$-4.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>0.865</td>
<td>0.865</td>
<td>0.865</td>
<td>0.931</td>
<td>$-8.0 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

CASE 2: $J(x) = f'(u_0)$.

<table>
<thead>
<tr>
<th>$\theta = \frac{1}{2}$</th>
<th>all $\gamma$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = 10^2$</th>
<th>$\gamma = 10^4$</th>
<th>$\gamma = 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
</tr>
<tr>
<td>$t = 0.1$</td>
<td>0.091</td>
<td>0.091</td>
<td>0.092</td>
<td>1.000</td>
<td>$-0.001$</td>
</tr>
<tr>
<td>$t = 0.5$</td>
<td>0.379</td>
<td>0.379</td>
<td>0.380</td>
<td>1.000</td>
<td>0.316</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>0.614</td>
<td>0.614</td>
<td>0.615</td>
<td>1.000</td>
<td>0.576</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>0.851</td>
<td>0.851</td>
<td>0.851</td>
<td>1.000</td>
<td>0.836</td>
</tr>
</tbody>
</table>

CASE 2: $J(x) = f'(u_0)$. 

<table>
<thead>
<tr>
<th>$\theta = \frac{1}{2}$</th>
<th>all $\gamma$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = 10^2$</th>
<th>$\gamma = 10^4$</th>
<th>$\gamma = 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$u_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
<td>$\tilde{u}_{n,1}$</td>
</tr>
<tr>
<td>$t = 0.1$</td>
<td>0.095</td>
<td>0.095</td>
<td>0.095</td>
<td>0.095</td>
<td>0.095</td>
</tr>
<tr>
<td>$t = 0.5$</td>
<td>0.394</td>
<td>0.394</td>
<td>0.395</td>
<td>0.249</td>
<td>$7.7 \times 10^6$</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>0.632</td>
<td>0.632</td>
<td>0.629</td>
<td>0.083</td>
<td>$-6.0 \times 10^{16}$</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>0.865</td>
<td>0.869</td>
<td>0.860</td>
<td>0.084</td>
<td>$3.6 \times 10^{36}$</td>
</tr>
</tbody>
</table>
\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\theta = 1 & \text{all } \gamma & \gamma = 1 & \gamma = 10^2 & \gamma = 10^4 & \gamma = 10^6 \\
\hline
& u_{n,1} & \tilde{u}_{n,1} & \tilde{u}_{n,1} & \tilde{u}_{n,1} & \tilde{u}_{n,1} \\
\hline
t = 0.1 & 0.091 & 0.091 & 0.091 & 0.091 & 0.091 \\
t = 0.5 & 0.379 & 0.379 & 0.379 & 0.379 & 0.379 \\
t = 1 & 0.614 & 0.614 & 0.614 & 0.614 & 0.614 \\
t = 2 & 0.851 & 0.851 & 0.851 & 0.851 & 0.851 \\
\hline
\end{array}
\]

CASE 3: \( J(x) = f'(x+hf(x)) \).

\[
\begin{array}{|c|c|c|c|}
\hline
\theta = \frac{1}{4} & \text{all } \gamma & \gamma = 0.1 & \gamma = 1 \\
\hline
& u_{n,1} & \tilde{u}_{n,1} & \tilde{u}_{n,1} \\
\hline
t = 0.1 & 0.095 & 0.065 & 0.017 \\
t = 0.5 & 0.394 & 0.452 & -0.025 \\
t = 1 & 0.632 & 0.737 & -0.043 \\
t = 2 & 0.865 & 0.931 & -0.087 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\theta = 1 & \text{all } \gamma & \gamma = 0.1 & \gamma = 1 \\
\hline
& u_{n,1} & \tilde{u}_{n,1} & \tilde{u}_{n,1} \\
\hline
t = 0.1 & 0.091 & 0.048 & 0.009 \\
t = 0.5 & 0.379 & 0.349 & 0.323 \\
t = 1 & 0.614 & 0.596 & 0.579 \\
t = 2 & 0.815 & 0.844 & 0.837 \\
\hline
\end{array}
\]
Comparison of the methods with $\theta = 1$ and those with $\theta = \frac{1}{2}$ shows that if $t$ and $y$ are large, the approximations with $\theta = 1$ are better. This is in agreement with the results on the error propagation of the previous sections (cf. the examples 5.4.20, 5.4.26). It should be noted that also the local errors are responsible for this behaviour. If $\theta = 1$ the second component of the numerical solution will always be damped out very quickly since the method is then L-stable. If $\theta = \frac{1}{2}$ this is not the case, and this will disturb the computation of the first component $\tilde{u}_{n,1}$.

Besides the bad behaviour of the methods with $J(x) = f'(x+hf(x))$, which was predicted in theorem 5.4.27, the most striking thing in these tables is the very robust character of the approximations $\tilde{u}_{n,1}$ computed with $\theta = 1$ and $J(x) = f'(u_0)$. Note that for large $y$ we have $|f''(u_0)| |f(u_0)| \approx \gamma 10^3$ and $|f'(u_0) - f'(u_0)| = \gamma 10^{-3}$. Therefore the assumptions $(A_1)$ on the Rosenbrock method only hold with $\alpha_0 = 10^3$ if $x_0 = \tilde{u}_0$, whereas the constant $\delta_0$, arising in the assumptions $(A_2)$ for the semi-implicit method which uses $f'(u_0)$ as the fixed Jacobian approximation, can be taken much smaller, $\delta_0 \approx \gamma 10^{-3}$.

The above tables do of course not tell us whether the semi-implicit methods are suited for more complicated stiff systems. Numerical tests for this purpose can be found for instance in GOTTWALD and WANNER (1981).

5.5. IMPLICIT RUNGE-KUTTA METHODS

5.5.1. An upper bound for the error propagation per step

In this section we shall use the notation introduced in section 2.4. This notation is consistent with the one which has been used in the rest of this chapter.

Let $G$ be an implicit $m$-stage Runge-Kutta method given by

\begin{equation}
G(x;h,f) = x + b^T hF(y(x)),
\end{equation}

where $y(x)$ satisfies

\begin{equation}
y(x) = ex + A hF(y(x))
\end{equation}

for $x \in \mathbb{R}^s$ and $h > 0$, $f: \mathbb{R}^s \rightarrow \mathbb{R}^s$, $s \in \mathbb{N}$. Here $y(x) = (y_1(x)^T, y_2(x)^T, \ldots, y_m(x)^T)^T$ and $F(y(x)) = (f(y_1(x))^T, f(y_2(x))^T, \ldots$
\[ f(y(x))^T \] are vectors in the \( \mathbb{R}^m \), and \( A = (a_{ij}) \in L(\mathbb{R}^m) \), 
\( b = (b_i) \in \mathbb{R}^m \) contain the coefficients of the method.

From the theorems 5.2.1 and 5.2.2 the following result is obtained.

**Theorem 5.5.1.** Let \( h > 0 \), \( x_0 \in \mathbb{K}^s \) and \( z_0 \in \mathrm{L}(\mathbb{K}^s) \). Assume \( f : \mathbb{K}^s \rightarrow \mathbb{K}^s \) is continuously differentiable on \( \mathbb{K}^s \), and (5.5.1.b) has a unique solution \( y(x) \) which depends continuously on \( x \) (for all \( x \in \mathbb{K}^s \)). Assume further that \( I - AZ_0 \) and \( I - A\widetilde{Z} \) are regular, where \( Z_0 = \text{diag}(z_0, z_0, \ldots, z_0) \in \mathrm{L}(\mathbb{K}^m) \), \( Z = \text{diag}(z_1, z_2, \ldots, z_m) \) with \( z_i = hf'(y_i(x_0)) \) (1sism). Then \( G(\cdot) = G(\cdot; h, f) \) is continuously differentiable at \( x_0 \), and we have

\[
(5.5.2) \quad G'(x_0; h, f) = I + b^T (I - AZ_0)^{-1} e,
\]
\[
(5.5.3) \quad G'(x_0; h, f) = \phi(z_0) + b^T (I - AZ_0)^{-1} Z Z_0 (I - A\widetilde{Z})^{-1} e
\]

where \( \phi \) stands for the stability function of \( G \).

**Remark 5.5.2.** Assume that \( f \) satisfies the one-sided Lipschitz condition (5.1.3) with \( D = \mathbb{K}^s \). Then the matrices \( z_i \in \mathrm{L}(\mathbb{K}^s) \) in theorem 5.5.1 satisfy \( u[z_i] \leq h\delta \) (1sism) (cf. lemma 2.3.3).

If \( f \) is not continuously differentiable we still know from corollary 2.4.8 that for arbitrary \( \tilde{x}, x \in \mathbb{K}^s \) there are \( \tilde{z}_i \in \mathrm{L}(\mathbb{K}^s) \) with \( u[\tilde{z}_i] \leq h\delta \) such that \( hf(y_i(\tilde{x})) - hf(y_i(x)) = \tilde{z}_i(y_i(\tilde{x}) - y_i(x)) \) (1sism), provided that \( y_i(\tilde{x}), y_i(x) \) are well defined by (5.5.1.b). Let \( \tilde{Z} = \text{diag}(\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_m) \).

If \( I - A\widetilde{Z} \) is regular we obtain

\[
G(\tilde{x}; h, f) - G(x; h, f) = (I + b^T Z (I - AZ_0)^{-1} e) (\tilde{x} - x).
\]

From theorem 5.5.1 we obtain a similar result, but there we also know that \( \tilde{z}_i \approx hf'(y_i(x)) \) if \( \tilde{x} \) is close to \( x \). This property is useful for the nonlinear stability analysis of Runge-Kutta methods which are not \( B \)-contractive (see section 5.5.3).

Consider the function \( \psi : \mathbb{R} \rightarrow \mathbb{R}^+ \cup \{\infty\} \) defined by

\[
(5.5.4) \quad \psi(t) = \sup(\|I + b^T Z (I - AZ_0)^{-1} e\| : Z = \text{diag}(z_1, z_2, \ldots, z_m), z_i \in \mathrm{L}(\mathbb{K}^s), u[z_i] \leq h\delta (1sism), i \in \mathbb{N}, \text{ and } (I - AZ)^{-1} \text{ exists}).
\]
From (5.5.2) or remark 5.5.2 we see by comparison with corollary 5.3.4 that \( \Psi \) is an analogue of \( \Phi \) (cf. (5.3.2)) for nonlinear differential equations; similar to corollary 5.3.4 we now have

**Corollary 5.5.3.** Let \( h > 0 \), \( \theta \in \mathbb{R} \), and suppose that \( f: \mathbb{R}^g \to \mathbb{R}^g \) satisfies \( \Re \langle f(\tilde{x}) - f(x), \tilde{x} - x \rangle \leq \theta |\tilde{x} - x|^2 \) (for all \( \tilde{x}, x \in \mathbb{R}^g \)). Then

\[
|G(\tilde{x};h,f) - G(x;h,f)| \leq \Psi(h\theta) |\tilde{x} - x|
\]

whenever \( G(\tilde{x};h,f) \) and \( G(x;h,f) \) are defined by (5.5.1).

**Remark 5.5.4.** If \( m = 1 \) we obtain from (5.5.2) the relation \( G'(x_0;h,f) = \Phi(z_1) \). It is easily seen that we now even have \( \Psi = \Phi \).

**Example 5.5.5.** Let \( m = 1 \), \( A = \theta \in (0,1] \) and \( b = 1 \). Let \( G \) be defined by (5.5.1). If \( \theta = \frac{1}{2} \) this is the implicit midpoint rule, and if \( \theta = 1 \) the backward Euler method. The stability function of this method is given by

\[
\Phi(z) = (1-\theta z)^{-1} (1+(1-\theta)z) \quad (z \in \mathbb{C}).
\]

We therefore have (see example 5.4.10 and remark 5.5.4)

\[
\Psi(t) = \Phi(t) = \max(\theta^{-1}(1-\theta), (1-\theta t)^{-1}(1+(1-\theta) t)) \quad (t \in \mathbb{R}).
\]

The upper bound for the error propagation per step we obtain for this method from corollary 5.5.3 can also be found in BURRAGE and BUTCHER (1979).

From corollary 5.5.3 we see in particular that if the method \( G \) is such that \( \Psi(0) = 1 \), then \( G \) is \( \mathbb{R} \)-contractive. This result (even a stronger version) has been known already as we shall see in the next section.

### 5.5.2. Algebraically contractive Runge-Kutta methods

In this section some nonlinear contractivity results on implicit Runge-Kutta methods will be reviewed.

**Definition 5.5.6.** The Runge-Kutta method \( G \) with coefficients \( a_{ij}, b_i \) (\( i \leq j \leq m \)) is called algebraically contractive if all \( b_i \) are nonnegative.
and the matrix $A^T B + B A - b b^T$ is positive semi-definite. Here $B = \text{diag}(b_1, b_2, \ldots, b_m)$.

This definition is due to BURRAGE and BUTCHER (1979), who used the term algebraically stable, and CROUZEIX (1979). In the same papers the following theorem 5.5.7 was proved.

**THEOREM 5.5.7.** Suppose the Runge-Kutta method $G$ is algebraically contractive. Then $G$ is $B$-contractive.

For methods which are not equivalent to a method with fewer stages, algebraic contractivity is also necessary for $B$-contractivity (see HUNDSDORFER and SPIJKER (1981)), and we may strengthen the definition of algebraic contractivity by requiring that all the coefficients $b_i$ are strictly positive (see DAHLQUIST and JELTSCH (1979)). Further important contributions to the theory of algebraically contractive Runge-Kutta methods can be found in HAIRER and WANNER (1981), HAIRER (1982), and HAIRER and TUERKE (1983).

The following theorem can easily be proved using the results of BURRAGE and BUTCHER (1979), or, more directly, by applying the lemma 3.2 of DAHLQUIST and JELTSCH (1979).

**THEOREM 5.5.8.** The Runge-Kutta method $G$ is algebraically contractive iff $|1 + b Z (I - AZ)^{-1}| \leq 1$ for all $Z = \text{diag}(z_1, z_2, \ldots, z_m)$ such that $z_1 \in C$, Re $z_1 \leq 0$ ($1 \leq i \leq m$), and $I - AZ$ is regular.

It thus follows from the theorems 5.5.7, 5.5.8 that for $t = 0$ we may restrict ourselves to $z_1 \in C$ instead of $z_1 \in L(C)$ ($s \in \mathbb{N}$) in the definition of $\Psi(t)$, without violating corollary 5.5.3.

5.5.3. A special class of non-$B$-contractive methods

There are popular Runge-Kutta methods which are not $B$-contractive, but work rather well on stiff problems. The trapezoidal rule is the best known example of such a method. It is used for instance in the code TRAPEX (see e.g. ENRIGHT, HULL and LINDBERG (1975)).

In view of this observation we will present in this section a short analysis for a class of non-$B$-contractive Runge-Kutta methods including the trapezoidal rule. This analysis is similar to the one given in section 5.4 for the semi-implicit methods.
Let $\theta > 0$ be a given constant. In the following we consider the class of Runge-Kutta methods that satisfy the condition

\[(M) \quad e_1^T A = 0, \quad e_m^T A = b^T, \quad \text{and} \]

\[\bar{A} = \begin{pmatrix} a_{22} & a_{23} & \cdots & a_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m2} & a_{m3} & \cdots & a_{mm} \end{pmatrix} \in \mathbb{R}_{m-1}^m \{1/\theta\}.
\]

We recall (cf. section 2.4.2) that $\bar{A} \in \mathbb{R}_{m-1}^m \{1/\theta\}$ iff $\bar{A} \in L(\mathbb{R}^{m-1})$ is regular and there exists a positive definite matrix $\bar{D} = \text{diag}(d_1, d_2, \ldots, d_{m-1})$ such that

\[(v, \bar{D}A \bar{v}) \geq (1/\theta) (A \bar{v}, \bar{D}A \bar{v}) \quad (\text{for all } v \in \mathbb{R}^{m-1}).\]

This class of Runge-Kutta methods has been considered in CROUZET and RAVIART (1980), where also some remarks on the computational efficiency and results on the order of such methods can be found.

Using $e_1^T A = 0$ (the first row of $A$ is zero), it can easily be shown that a method which satisfies (M) cannot be algebraically contractive. Therefore, unless the method is reducible to a method with fewer stages, a method satisfying (M) is not $B$-contractive.

On the function $f$ the following assumptions (5.5.5)-(5.5.9) will be made. We denote this set of assumptions by $(A_3)$.

(5.5.5) The norm $|\cdot|$ on the $\mathbb{K}^s$ is generated by an inner product $\langle \cdot, \cdot \rangle$, $s \in \mathbb{N}$, $x_0 \in \mathbb{K}^s$, $r_0 > 0$, and $D_0 = \{x : x \in \mathbb{K}^s, |x - x_0| < r_0\}$,

(5.5.6) $f : \mathbb{K}^s \to \mathbb{K}^s$ is twice continuously differentiable on $\mathbb{K}^s$,

(5.5.7) $|f(x_0)| \leq a_0$,

(5.5.8) $|f'(x)| \leq \beta_0$ (for all $x \in \mathbb{K}^s$),

(5.5.9) $|f''(x)| \leq \gamma_0$ (for all $x \in D_0$).

Here $a_0, \gamma_0 \geq 0$ and $\beta_0 \in \mathbb{R}$ are given constants.

Further we will use the stepsize restriction $h \in (0, h_0)$ where

(5.5.10) $h_0 = 1/(2\beta_0)$ if $\beta_0 > 0$, $h_0 = \infty$ if $\beta_0 \leq 0$. 
REMARK 5.5.9. By Theorem 4.3.1 and corollary 4.3.5 we know that the system of algebraic equations (5.5.1.b) has a unique solution whenever \( G \) satisfies (M), \( f \) satisfies (A_3), and \( h \in (0, h_0) \).

If we assume in advance that (5.5.1.b) has a unique solution, the one-sided Lipschitz condition (5.5.8) would only need to hold for all \( x \in D_0 \) in order that the following corollary 5.5.11 and theorem 5.5.12 remain valid. Lemma 5.5.10 would then have to be reformulated a little bit.

**LEMMA 5.5.10.** Let \( \theta > 0 \), and let \( G \) be a Runge-Kutta method of type (M). We assume (A_3) and \( h \in (0, h_0) \). There is a constant \( \omega > 0 \), which only depends on the coefficients of \( G \), such that

\[
|y_i(x_0) - x_0| \leq (1 - h \theta \delta_0)^{-1} \omega, \quad (1 \leq i \leq m).
\]

**PROOF.** Let \( \tilde{a}_1 = (a_{21}, a_{31}, \ldots, a_{m1})^T \), \( \tilde{e} = (1, 1, \ldots, 1)^T \in \mathbb{R}^{m-1} \) and let \( D \in L(\mathbb{R}^{m-1}) \) be a positive definite, diagonal matrix such that \( (v, Dv) \geq (1/\theta)(\tilde{A}v, Dv) \) (for all \( v \in \mathbb{R}^{m-1} \)). We will use the notations and conventions introduced in section 2.4.1.

From (5.5.1.b) we obtain \( y_i(x_0) = x_0 \), and

\[
y_i(x_0) = x_0 + a_{i1} hf(x_0) + \sum_{j=2}^{m} a_{ij} hf(y_j(x_0)) \quad (2 \leq i \leq m).
\]

We denote \( \eta_i = y_i(x_0) - x_0 \) (2 \leq i \leq m), \( \eta = (\eta_2^T, \eta_3^T, \ldots, \eta_m^T) \), \( F(\eta) = (f(\eta_2 + x_0), f(\eta_3 + x_0), \ldots, f(\eta_m + x_0))^T \), and \( \chi(\eta) = (\bar{A})^{-1} \eta - h\bar{F}(\eta) - (\bar{A})^{-1} \tilde{a}_1 hf(x_0) \). We then have

\[
\text{Re}[\bar{\eta}^T \chi(\eta)] = \text{Re}[\bar{\eta}^T (\bar{A})^{-1} \bar{\eta}] - \text{Re}[\bar{\eta}^T h\bar{F}(\eta) - h\bar{F}(0)] \geq
\]

\[
= (\theta^{-1} - h \delta_0)(\|\bar{\eta}\|^2 - \|\bar{\eta}\|_{D} \|h\bar{F}(0) + (\bar{A})^{-1} \tilde{a}_1 hf(x_0)\|_{D}) \geq
\]

Hence the solution of \( \chi(\bar{\eta}) = 0 \) satisfies

\[
\|\bar{\eta}\|_{D} \leq (1 - h \theta \delta_0)^{-1} \theta \|\bar{e} + (\bar{A})^{-1} \tilde{a}_1 \|_{D} \|hf(x_0)\|_{D}.
\]

\[
\]
From this inequality the proof follows with \( \omega = \theta \| e^*(A) \|_D \) (\( \min d_i \))\(^{-1} \).

COROLLARY 5.5.11. If the assumptions of lemma 5.5.10 hold, and
\((1-h\delta_0)^{-1} \omega a_0 < r_0 \), then

\[ |h_f(y_i(x')-y_i(x))| \leq (1-h\delta_0)^{-1} \omega^2 a_0 \gamma_0 \]  

THEOREM 5.5.12. Let \( \theta > 0 \), and let \( G \) be a Runge-Kutta method satisfying
(M). Assume \( f \) satisfies \( (A_2) \), \( h \in (0,h_0) \), and \((1-h\delta_0)^{-1} \omega a_0 < r_0 \), where \( \omega \) is the constant from lemma 5.5.10. Then \( G(\cdot;h,f) \) is continuously differentiable at \( x_0 \), and there are constants \( \Omega_1, \Omega_2 \geq 0 \) such that

\[(5.5.11) \ |G'(x_0;h,f)| \leq \Phi(h\delta_0) + \Omega_1 (1-h\delta_0)^{-2} \omega a_0 \gamma_0 + \Omega_2 (1-h\delta_0)^{-4} \omega a_0^2 \gamma_0 \]

PROOF. By lemma 2.4.4 we know that \( I - A\bar{Z} \) is regular for all matrices \( \bar{Z} = \text{diag}(\bar{z}_1, \bar{z}_2, \ldots, \bar{z}_m) \) with \( \bar{z}_i \in L(K^d) \), \( \| \bar{z}_i \| \leq 1/(2\theta) \) (\( L_{\text{isim}} \)). In order to apply theorem 5.2.2 we will show that \( y(\cdot) \) is continuous near \( x_0 \).

For \( \rho_0 > 0 \) we put \( E_0 = \{ x : x \in K^d, |x-x_0| < \rho_0 \} \) and \( \bar{Z}_0 = \sup \{ f(x) : x \in E_0 \} \). We choose \( \rho_0 > 0 \) so small that \((1-h\delta_0)^{-1} \omega \gamma_0 < r_0 - \rho_0 \). Lemma 5.5.10 can then be applied for arbitrary \( \bar{x}_0 \in E_0 \) with \( \gamma_0 \) replaced by \( \gamma_0 \). Let \( \bar{x}, x \in E_0 \). Similar to corollary 5.5.11 we then have

\[ |h_f(y_i(x)+t(y_i(\bar{x})-y_i(x))) - h_f(x+t(\bar{x}-x))| \leq \]

\[ \leq (1-h\delta_0)^{-1} \omega^2 a_0 \gamma_0 \]  

(\( L_{\text{isim}}, t \in [0,1] \)). We define \( \tilde{Z} = \text{diag}(\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_m) \) with

\[ \tilde{z}_i = \frac{1}{h} \int_0^1 h_f(y_i(x)+t(y_i(\bar{x})-y_i(x)))dt \]  

(\( L_{\text{isim}} \)). We then know that \( |\tilde{z}_i - \bar{z}_i| \leq (1-h\delta_0)^{-1} \omega^2 a_0 \gamma_0 \) and \( \| \tilde{z}_i \| \leq \delta_0 \) (\( L_{\text{isim}} \)). Further it follows from the mean-value theorem 2.3.1 that

\[ h_f(y(\bar{x})) - h_f(y(x)) = \tilde{Z}(y(\bar{x})-y(x)) \]  

, and therefore (see (5.5.1.b))

\[ y(\bar{x}) - y(x) = (1-A\bar{Z})^{-1} e(\bar{x}-x) \].
The continuity of \( y(\cdot) \) on \( E_0 \) now follows from lemma 2.4.4. In view of the above we may apply theorem 5.2.2. It follows that (5.5.3) holds. With the same notation as in theorem 5.5.1 we thus get

\[
|G'(x_0;h,f)| \leq |\phi(z_0)| + \\
+ m \max_{|s| = m} \left|b^T(I-Az_0^{-1})_{z_0}ight| \max_{|s| = m} |z_1 - z_0| \max_{|s| = m} |(I-Az)^{-1}e|_{z_0}
\]

for all \( z_0 \in L(\mathbb{R}^n) \) such that \( I - Az_0 \) is regular.

By choosing \( z_0 = z_j \) for some \( j \in \{1, 2, \ldots, m\} \) the proof now easily follows from the lemmata 2.4.4, 2.4.5 and corollary 5.5.11. \( \square \)

The estimate (5.5.11) for the error propagation per step is of the same type as the one obtained in section 5.4.4 for the Rosenbrock methods (cf. (5.4.25)). Therefore contractivity results as in theorem 5.4.16 hold for the Runge-Kutta methods satisfying (M).

**EXAMPLE 5.5.13.** Consider the 2-stage Runge-Kutta method with

\[
A = \begin{pmatrix} 0 & 0 \\ 1-\theta & \theta \end{pmatrix} \quad \text{and} \quad b = \begin{pmatrix} 1-\theta \\ \theta \end{pmatrix}
\]

where \( \theta \in (0,1) \). If \( \theta = \frac{1}{2} \) we deal here with the trapezoidal rule, and if \( \theta = 1 \) with the backward Euler method.

By choosing \( z_0 = z_2 \) we obtain from (5.5.3)

\[
G'(x_0;h,f) = \phi(z_2) + (1-\theta)(1-\theta z_2)^{-1}(z_1 - z_2)
\]

where \( z_1 = hf'(x_0) \) and \( z_2 = hf'(G(x_0;h,f)) \). Here we have used the fact that \( y_2(x_0) = G(x_0;h,f) \), which holds because \( b^T = e_2^T A \).

In lemma 5.5.10 and corollary 5.5.11 we may take \( \omega = 1 \). It follows that

\[
|G'(x_0;h,f)| \leq \phi(h\theta_0) + (1-\theta)(1-h\theta_0)^{-2} h^2 \theta_0 \gamma_0,
\]

whenever \( (A_j) \) holds and \( h \in (0,h_0) \) (i.e. \( 1 - 2h\theta_0 > 0 \)). In this case the stepsize restriction can be weakened to \( 1 - h\theta_0 > 0 \). The stability function for this method is given by \( \phi(\xi) = (1-\theta\xi)^{-1}(1+(1-\theta)\xi) (\xi \in \mathbb{E}) \), and
therefore (see also the examples 5.4.10, 5.5.5)

\[ \Phi(t) = \max \{ \theta^{-1}(1-\theta), (1-\theta t)^{-1}(1+(1-\theta)t) \} \quad (\text{for } t < \theta^{-1}). \]

In case \( \theta = \frac{1}{2} \) (the trapezoidal rule) we have \( \Phi(t) \geq 1 \) (for all \( t \)), and therefore no contractivity result is obtained. In the same way as in remark 5.4.19 we do get a stability result on finite intervals.

DAHLQUIST (1963) was the first who obtained nonlinear stability results for the trapezoidal rule. For his results however it was necessarily assumed that the stepsize was constant on the whole integration interval. With the above bound for the error propagation per step stability can also be proved on arbitrary nonuniform grids. On the other hand we need, apart from dissipativity, additional assumptions on \( f \) (see (A3)). The necessity of such extra assumptions follows from an example of STETTER (1973, pp. 181, 182) (where a nonuniform grid was chosen).
CHAPTER 6

B-CONVERGENCE FOR SEVERAL ø-METHODS

6.1. INTRODUCTION

In this chapter the results on the error propagation of chapter 5 will be used to derive convergence results for some simple semi-implicit and implicit methods, where the initial value problem may be arbitrarily stiff.

We consider the solution \( U \) on the interval \([0, T]\) of the initial value problem

\[
U'(t) = f(U(t)) \quad (0 \leq t \leq T), \quad U(0) = u_0,
\]

with \( T > 0 \), \( f: \mathbb{K}^s \to \mathbb{K}^s \) (\( s \in \mathbb{N} \)) and \( u_0 \in \mathbb{K}^s \).

Application of a numerical method \( G \) yields approximations \( u_n \) to the solution \( U \) at the gridpoints \( t_n = nh (0 \leq n \leq T/h) \). For convenience we consider here again uniform grids. Of course one wants to know whether the numerical approximations converge to \( U \) and how fast this convergence is. We are therefore looking for a natural number \( p \) (the order of convergence) such that \( |U(t_n) - u_n| = O(h^p) \) for \( h \to 0 \) and \( t_n \) fixed.

For the one-step methods \( G \) considered in chapter 3 convergence results are known, but in these results the Lipschitz constant of \( f \) may be involved (see e.g. HENRICI (1962), VAN DER HOUWEN (1977)). If \( f \) satisfies a Lipschitz condition with constant \( L \) on some tube around \( U \), then there are \( p \in \mathbb{N} \), \( c > 0 \) and \( h^* > 0 \) such that \( |U(t_n) - u_n| \leq ch^p \) for all \( h \in (0, h^*) \) and all \( n \) with \( 0 \leq n \leq T/h \). However if \( L \) is very large, then \( h^* \) will be very small or \( c \) very large. This is due to the fact that the class of problems with large \( L \) contains ill conditioned problems (see also section 1.1). These classical convergence results are therefore unsuited for stiff problems.

In all of the following it will be assumed that \( f \) is twice continuously differentiable on \( \mathbb{K}^s \) and satisfies the one-sided Lipschitz condition.
As in the preceding chapters, \(<,>\) stands for an inner product on \(\mathbb{R}^s\) and \(|x| = <x,x>^{\frac{1}{2}}\) (for all \(x \in \mathbb{R}^s\)).

We will derive in this chapter some convergence results where no upper bound for the Lipschitz constant of \(f\) is assumed, but where the one-sided Lipschitz constant \(\beta\) plays a central role. Such convergence results, called \(B\)-convergence results (see definition 6.1.1), are useful if the solution \(U\) of (6.1.1) is stiff. The concept of \(B\)-convergence was introduced by FRANK, SCHNEID and UEGERHUBER (1981). The capital \(B\) indicates that we are working within the framework of \(B\)-contractivity, i.e. (6.1.2) holds.

Let \(G\) denote some one-step method, and let \(H > 0\) be an upper bound for the stepsizes \(h\) used to solve (6.1.1) numerically,

\[0 < h \leq H.\]

We assume that \(D\) is an open, bounded region in \(\mathbb{R}^s\) such that we have

\[u_n + \sigma(U(t_n) - u_n) \in D\]

(0 \(\leq t \leq 1\)) for all numerical approximations \(u_n\) to \(U(t_n)\) (0 \(\leq t \leq T\) computed from \(G\) with stepsizes \(h \in (0, H]\). Note that such a bounded \(D\) exists. Namely, since \(f\) is continuously differentiable, \(f\) satisfies a Lipschitz condition near \(U\). From the already mentioned classical convergence results it follows that \(\{u_n : 0 \leq nT/h\} \) is uniformly bounded for \(h \in (0, H]\).

For \(j = 0, 1, 2, \ldots\) we define

\[M_j = \max\{|U^{(j)}(t)| : 0 \leq t \leq T\},\]
\[K_j = \sup\{|f^{(j)}(x)| : x \in D\} .\]

If \(D\) encloses \(\{U(t) : t \in [0, T]\}\) tightly, we have \(K_0 \approx M_1\). Note that \(K_1\) is the Lipschitz constant of \(f\) on \(D\).

Further we use the following notation. For a given function \(g : \mathbb{R} \rightarrow \mathbb{R}, p \in \mathbb{N}\) and parameters \(c_1, c_2, \ldots, c_k\) we write
if there exist positive numbers $c^*$ and $h^*$ which depend only on $c_1, c_2, \ldots, c_k$ such that

$$|g(h)| \leq c^* h^p \quad \text{for all } h \in (0, h^*].$$

Following essentially FRANK, SCHNEID and UBERHUBER (1981), we give the following definition.

**Definition 6.1.1.** Method $G$ is said to be $\mathcal{B}$-convergent of order $p$ w.r.t. $U$ if we have for all $t \in [0, T]$

$$|U(t) - u_n| = O(h^p |\theta, \Pi|) \quad (h \to 0, \, nh=t),$$

where $\theta$ stands for the collection of coefficients of $G$, and $\Pi$ is a set of problem dependent parameters containing $\theta$, some bounds on the derivatives of $U$ ($M_j$ with $j \geq 1$), and some bounds related to $f$ and its derivatives ($\beta$ and $K_j$ with $j \neq 1$), which permit an arbitrary stiffness with $U$.

If $\Pi$ only contains $\theta$, $\beta$ and some $M_j$ with $j \geq 1$, we call $G$ optimally $\mathcal{B}$-convergent of order $p$ w.r.t. $U$.

We thus see that with $\mathcal{B}$-convergence $K_1$ is not allowed to be involved. This is in contrast to the classical convergence results. Also any influence of $M_0$ is excluded. This is a very natural requirement - see section 3.4 where translation invariance is discussed. If $G$ is optimally $\mathcal{B}$-convergent w.r.t. $U$, then the convergence only depends on the smoothness of $U$, and, through $\beta$, on the stability the differential equation.

In the subsequence three different one-step methods, each containing one parameter $\theta \in [0, 1]$, will be considered. The methods are given by

$$(M_1) \quad G(x;h,f) = x + (1-\theta) hf(x) + \theta f(G(x;h,f)),$$

$$(M_2) \quad G(x;h,f) = x + (I-h\beta f'(x))^{-1} hf(x),$$

$$(M_3) \quad G(x;h,f) = x + (I-h\beta J)^{-1} hf(x).$$
In (M₃) the matrix J stands for a fixed approximation to \( f'(x) \). It will be assumed that

\[(6.1.3) \quad \mu[J] \leq \beta, \quad |f'(x) - J| \leq \delta \quad \text{(for all } x \in D)\.
\]

Further we assume that the maximal stepsize \( H \) is such that

\[1 - H\delta > 0\,.
\]

This condition ensures that the algebraic equations arising in (M₁)–(M₃) have a unique solution (see theorem 4.3.1 with corollary 4.3.5, and corollary 4.4.1).

In section 6.3 it will be shown how the results on the error propagation of chapter 5 can be used to obtain B-convergence results. For these convergence results we also need bounds for the local discretization errors where the Lipschitz constant of \( f \) is not involved. Such bounds will be given in section 6.2.

For the Runge-Kutta method (M₁) with \( \theta = \frac{1}{2} \) (the trapezoidal rule and the backward Euler method) B-convergence results have been given already in Frank, Schnack and Uberhuber (1981). Their result on the trapezoidal rule will be improved by using the bound for the error propagation given in section 5.5.3. Further B-convergence results have thus far only been given for B-contractive Runge-Kutta methods (cf. Frank, Schnack and Uberhuber (1981, 1982 A, B)).

**Remark 6.1.2.** For their investigations on B-contractive Runge-Kutta methods Frank, Schnack and Uberhuber (1982 A, B) introduced two stability concepts, BS- and BSI-stability, which are related to the sensitivity of the methods to perturbations on the internal stages (where the vectors \( y_1(x) \) are computed). By a complicated proof it was shown that if there is a positive definite diagonal matrix \( D \) such that \( DA + A^TD \) is positive definite, then the Runge-Kutta method (with coefficient matrix \( A \)) is BS- and BSI-stable. A much shorter and transparent proof of this result can be obtained by using lemma 2.4.3 and corollary 2.4.8, or by slightly modifying the proof of lemma 2.4.3.
6.2. B-CONSISTENCY RESULTS

The local discretization error of a method $G$ w.r.t. the solution $U$ of (6.1.1) at time $t$ equals

$$
\ell_h(t) = h^{-1} [U(t+h) - G(U(t);h,f)]
$$

(see also section 3.1).

Let $0 \leq t < t+h \leq T$, $h \in (0,\delta)$ and $x = U(t)$. We write $V(h) = U(t+h)$ and $v_h = G(U(t);h,f)$. With this notation $\ell_h(t)$ can be rewritten as $h^{-1} [V(h) - v_h]$.

In this section we want to find upper bounds for $|\ell_h(t)|$. If this upper bound only depends on $h,$ $\delta$ and $\Pi$, with $\delta$ and $\Pi$ as in the definition of B-convergence (def. 6.1.1), we will call this a B-consistency result. If $\Pi$ only contains $T, \beta$ and some $\Pi_j$ with $j \geq 1$, we use the term optimally B-consistent.

Method ($M_j$). For the Runge-Kutta method given by ($M_j$) we have

$$
v_h = x + (1-\delta) hf(x) + \delta hf(v_h).
$$

Let $w_h \in \mathbb{R}^d$ satisfy the relation

$$
V(h) = x + (1-\delta) hf(x) + \delta hf(V(h)) + w_h.
$$

Then we have

$$
V(h) - v_h = h\delta [f(V(h))-f(v_h)] + w_h.
$$

By taking on both sides the inner product with $V(h) - v_h$, and using (6.1.2) and Schwarz's inequality, it follows that

$$
(6.2.1) \quad |V(h) - v_h| \leq (1-\delta \delta)^{-1} |w_h|.
$$

Note that since $1 - \delta \delta > 0$ and $h \in (0,\delta)$, we have $1 - h\delta > 0$.

Taylor expansion of $V(h)$ and $V'(h) (=f(V(h)))$ around $h = 0$ yields

$$
V(h) - x - (1-\delta) hf(x) - \delta hf(V(h)) = (1-\delta) h^2 V''(0) + R.
$$
where

$$R = \int_0^1 \left[ \frac{1}{2} (1-\tau)^2 - \theta (1-\tau) \right] \psi''(\tau) \, d\tau.$$ 

By some calculations we thus obtain

$$(6.2.2) \quad |w_h| \leq \frac{1}{2} (2\theta-1) h^2 M_2 + \frac{1}{8} (3\theta-1) h^3 M_3.$$ 

A combination of (6.2.1) and (6.2.2) leads to the B-consistency result

$$(6.2.3) \quad |L_h(t)| \leq (1-h\theta)^{-1} \left[ \frac{1}{2} (2\theta-1) hM_2 + \frac{1}{6} (3\theta-1) h^2 M_3 \right].$$

We see that the $\theta$-method $(M_1)$ is optimally B-consistent with order 2 if $\theta = \frac{1}{2}$, and order 1 for $\theta \in (\frac{1}{3}, 1)$. This corresponds with the classical orders of consistency.

**Remark 6.2.1.** By expanding $V(h)$ and $V'(h)$ only up to order 2 around $h = 0$ we obtain (instead of (6.2.2))

$$|w_h| \leq \frac{1}{2} h^2 M_2.$$ 

For $\theta = 1$ this gives a slight improvement over (6.2.2).

Further we note that the bound for the local error given in FRANK, SCHNEID and UECKERHUBER (1981) for $\theta = \frac{1}{2}$ is somewhat larger than the bound we get from (6.2.3).

**Method $(M_2)$**. For the semi-implicit method $(M_2)$ we have

$$v_h = x + (1-h\theta f'(x))^{-1} hf(x).$$ 

With $\omega_h \in K^S$ such that

$$V(h) = x + (1-h\theta f'(x))^{-1} hf(x) + \omega_h,$$

we now obtain

$$|V(h) - v_h| = \omega_h.$$
Taylor expansion of $V(h)$ around $h = 0$ leads directly to

$$w_h = hf(x) + \frac{1}{2}h^2f'(x)f(x) - (I-h\theta f''(x))^{-1} hf(x) + h^3R$$

with $|R| \leq \frac{1}{6}M_3$. Hence

$$(6.2.4) \quad w_h = (I-h\theta f'(x))^{-1} \left[ \frac{1}{2}(1-2\theta)h^2f'(x)f(x) - \frac{1}{2}h^3(f'(x))^2f(x) \right] + h^3R.$$ 

Starting from $(6.2.4)$ we first derive an optimal $B$-consistency result. For this we rewrite $(6.2.4)$ as

$$w_h = (I-h\theta f'(x))^{-1} (1-2\theta h f'(x)) \frac{1}{2}h^2f'(x)f(x) + h^3R.$$ 

Since $\sup\{|(1-\theta \zeta)^{-1}(1-2\theta h \zeta)| : \zeta \in \mathbb{R}, \Re \zeta \leq t\} = \max\{1,|(1-\theta t)^{-1}(1-2\theta h t)|\}$ it follows from theorem 2.2.7 that

$$(6.2.5) \quad \|J_h(t)\| \leq \max\{1,|(1-\theta \Re t)^{-1}(1-2\theta \Re t)|\} \frac{1}{2}hM_2 + \frac{1}{6}h^2M_3.$$ 

On the other hand, since $(f'(x))^2 f(x) = V''(0) - f''(x)(f(x))^2$, we also obtain from $(6.2.4)$

$$(6.2.6) \quad \|J_h(t)\| \leq (1-\theta \Re t)^{-1} \left[ \frac{1}{2}(2-1)hM_2 + \frac{1}{2}h^2(M_2+K_2M_3^2) \right] + \frac{1}{6}h^2M_3.$$ 

This leads to a $B$-consistency result with order 2 if $\theta = \frac{1}{2}$, but with $K_2$ involved. From $(6.2.5)$, which is an optimal $B$-consistency result, we only get order 1 for all $\theta \in [\frac{1}{2},1]$. Such a drop in the order has been observed for a large class of implicit Runge-Kutta methods by FRANK, SCHNEID and UEGERHUBER (1982). It will turn out in the following section that the optimal $B$-consistency result $(6.2.5)$ does not lead to an optimal $B$-convergence result, due to the fact that the method is not $B$-contractive.

Method $(M_2)$. For this method we have

$$w_h = x + (I-h\theta J)^{-1} hf(x),$$

where $J \approx f'(x)$. We assume $(6.1.3)$. Let $w_h \in \mathbb{R}^m$ be such that
\[ V(h) = x + (I-h\Theta)^{-1} hf(x) + w_h. \]

Obviously we then have

\[ |V(h) - v_h| = |w_h|. \]

From the results obtained for the method \( (M_2) \) we easily get a result for this case by writing

\[ w_h = V(h) - x - (I-h\Theta f'(x))^{-1} hf(x) - (I-h\Theta)^{-1} (hJ-hf'(x)) \]

\[ (I-h\Theta f'(x))^{-1} hf(x). \]

Using (6.2.5) we thus obtain

\[ (6.2.7) \quad |\varepsilon_h(t)| \leq \max \{1, |(I-h\Theta)^{-1}(1-20-h\Theta)|\} \frac{1}{2} h M_2 + \]

\[ + \frac{1}{6} h^2 M_3 + (I-h\Theta)^{-2} h^2 \Theta M_1. \]

This leads to a \( B \)-consistency result with order 1. Also for \( \Theta = \frac{1}{2} \) order 2 cannot be reached. If \( \Theta = \frac{1}{2} \) we can take \( J = (1+\varepsilon) f'(x) \) with \( \varepsilon > 0 \) sufficiently small. We then have \( w_h = V(h) - x - (I-h\Theta f'(x))^{-1} hf(x) \)

\[ \text{with } \tilde{\Theta} = \Theta(1+\varepsilon) \neq \frac{1}{2}. \]

Since the \( \Theta \)-method \( (M_2) \) only has (classical) order 1 if \( \Theta \neq \frac{1}{2} \), we get for \( (M_3) \) also order 1 for all \( \Theta \in \left[\frac{1}{2}, 1\right] \).

6.3. \( B \)-CONVERGENCE RESULTS

The bounds for the local discretization errors found in section 6.2, and the results of chapter 5 on the error propagation per step will now be used to derive \( B \)-convergence results for the \( \Theta \)-methods \( (M_1)-(M_3) \).

This will be done along the following line. We have

\[ |U(t_n) - u_n| \leq |U(t_n) - G(U(t_{n-1}); h, f)| + \]

\[ + |G(U(t_{n-1}); h, f) - G(u_{n-1}; h, f)|. \]

From section 6.2 we get an inequality

\[ |U(t_n) - G(U(t_{n-1}); h, f)| \leq h \lambda_h, \]
with \( \lambda_h \) such that \(|Z_h(t_{n-1})| \leq \lambda_h\), and from chapter 5 we get an estimate of the form
\[
|G(U(t_{n-1});h,f) - G(u_{n-1};h,f)| \leq \psi_h |U(t_{n-1}) - u_{n-1}|.
\]

It follows that
\[
|U(t_n) - u_n| \leq \psi_h^n |U(t_0) - u_0| + (\psi_h^{n-1} + \cdots + \psi_h^1) h \lambda_h =

= (\psi_h - 1)^{-1} (\psi_h^{n-1}) h \lambda_h.
\]

In case \( \psi_h = 1 \) we read \( n = \lim (\zeta^{-1})(\zeta^{n-1}) \); instead of \( (\psi_h - 1)^{-1} (\psi_h^{n-1}) \).

The above inequality will yield the desired convergence results.

The methods \((M_1) - (M_3)\) all have the same stability function \( \phi(\zeta) = (1-\zeta^{-1})(1+(1-\zeta) \zeta \epsilon) \). The main contribution to \( \psi_h \) is given by
\[
\phi(h\epsilon) = \sup\{|\phi(\zeta)| : \zeta \epsilon \in \mathbb{C}, \Re \zeta \neq 0\}.
\]

We have (cf. example 5.4.10)

\[
(6.3.1) \quad \phi(h\epsilon) = \max(\epsilon^{-1}(1-\epsilon), (1-h\epsilon)^{-1}(1+h(1-\epsilon)\epsilon)).
\]

For \( \epsilon \in (1/3, 1) \), \( \epsilon \neq 0 \), and for \( \epsilon = 1/2, \epsilon > 0 \) we see that
\[
\phi(h\epsilon) = (1-h\epsilon)^{-1}(1+h(1-\epsilon)\epsilon)
\]

for \(|h\epsilon|\) sufficiently small (how small depends on \( \epsilon \)). It easily follows that we have
\[
\phi(h\epsilon)^n = e^{\hat{b} t} + O(h \epsilon, \beta, T) \quad (h+O, nh=t),
\]
\[
(\phi(h\epsilon)^n)^{-1} (\phi(h\epsilon)^{n-1})h = \beta^{-1}(e^{\hat{b} t} - 1) + O(h \epsilon, \beta, T) \quad (h+O, nh=t)
\]

(uniformly for all \( t \in [0,T] \)).

If \( \beta = 0 \) or \( \beta = 1/2, \beta < 1 \), we have \( \phi(h\epsilon) = 1 \), and then \( (\phi(h\epsilon)^n)^{-1}(\phi(h\epsilon)^{n-1})h \) stands for \( nh \).

Method \((M_1)\). For this method we have (cf. example 5.5.13)
\[
\psi_h = \phi(h\epsilon) + (1-h\epsilon)^{-1} (1-\epsilon) h^2 \chi_0 X_2.
\]

with \( \phi \) as in (6.3.1). Method \((M_1)\) is only \( \beta \)-contractive if \( \theta = 1 \). We
assume for the moment that $\theta \neq 1$. Then

$$\Psi_h = \Phi(h\delta) + O(h^2 |\theta, \delta, K_0, K_2|) \tag{h+O}.$$ 

It follows that for $\theta \in (\frac{1}{2}, 1)$, $\delta \neq 0$, and for $\theta = \frac{1}{2}$, $\delta > 0$,

$$(\Psi_h^{-1} - (\Psi_h^n)^{-1})h = \beta^{-1}(e^{hT} - 1) + O(h|\theta, T, \delta, K_0, K_2|) \tag{h+0, nh=t\epsilon[0,T]).}$$

If $\delta = 0$ or $\theta = \frac{1}{2}, \delta < 0$, we get by some calculations

$$(\Psi_h^{-1} - (\Psi_h^n)^{-1})h = t + O(h|\theta, T, \delta, K_0, K_2|) \tag{h+0, nh=t\epsilon[0,T]).}$$

Together with the $B$-consistency result (6.2.3) this leads to the following.

**Theorem 6.3.1.** Consider the implicit Runge-Kutta method $(M_1)$. Let $\Pi$ stand for $\{T, \delta, M_2, M_3, K_0, K_2\}$.

Suppose $\theta \in (\frac{1}{2}, 1)$, $\delta \neq 0$, or $\theta = \frac{1}{2}, \delta > 0$. Then we have

(6.3.2) \[ |U(t) - u_n| \leq \frac{1}{2} (T - 1) \beta^{-1} (e^{hT} - 1) hM_2 + O(h^2 |\theta, \Pi|) \tag{h+0, nh=t\epsilon[0,T]).} \]

In case $\delta = 0$, or $\theta = \frac{1}{2}, \delta < 0$, we have

(6.3.3) \[ |U(t) - u_n| \leq \frac{1}{2} (T - 1) hM_2 + O(h^2 |\delta, \Pi|) \tag{h+0, nh=t\epsilon[0,T]).} \]

In spite of the optimal $B$-consistency result (6.2.3) we get no optimal $B$-convergence result for $\theta \in (\frac{1}{2}, 1)$ since $(M_1)$ is then not $B$-contractive. For $\theta = 1$ we obtain, in view of remark 6.2.1, again (6.3.2) (if $\delta \neq 0$) and (6.3.3) (if $\delta = 0$), but now with $\Pi = \{T, \delta, M_2\}$. This optimal $B$-convergence result can also be found in FRANK, SCHNEID and UEBERHUBER (1981).

**Method $(M_2')$.** For the Rosenbrock method $(M_2)$ we have (see example 5.4.20)

$$\Psi_h = \Phi(h\delta) + (1-h\delta)^{-2} 0h^2 K_0 K_2 ,$$

with $\Phi$ as in (6.5.1).

We obtain a $B$-convergence result in the same way as with method $(M_1)$. Since $\Psi_h$ depends on $K_0$ and $K_2$ the optimal $B$-consistency result (6.2.5) does not lead to an optimal $B$-convergence result. We therefore use (6.2.6) which gives the order 2 if $\theta = \frac{1}{2}$. 


**THEOREM 6.3.2.** Consider the Rosenbrock method \((M_2)\), and let \(J\) stand for \(\{T, S, M_1, M_2, M_3, K_0, K_2\}\).

Assume \(\theta \in (\frac{1}{2}, 1)\), \(\beta \neq 0\), or \(\theta = \frac{1}{2}, \beta > 0\). Then we have again the inequality (6.3.2).

If \(\beta = 0\), or \(\theta = \frac{1}{2}, \beta < 0\), then (6.3.3) holds.

We thus see that there is hardly any difference between the results for the Rosenbrock method \((M_2)\) and the implicit Runge-Kutta method \((M_1)\), unless \(\theta = 1\). This suggests, for \(\theta \neq 1\), that the behaviour of both methods is comparable on the whole class of smooth problems (6.1.1) with \(|f(x)| \leq K_0\) and \(|f''(x)| \leq K_2\) for all \(x\) in a region \(D\) containing \(\{U(t) : t \in [0, T]\}\). Some care has to be taken with this conclusion since we only have upper bounds for the global error. Moreover, for each individual problem this upper bound (for a class of problems) may be pessimistic for one of the methods.

**Method \((M_3)\).** For the semi-implicit method \((M_3)\) we know from example 5.4.26 that

\[ \Psi_h = \Phi(h\delta) + (1-hh\beta) -1 h\delta \]

with \(\Phi\) as in (6.3.1). In a similar way as before we now get the following limits.

Suppose \(\theta \in (\frac{1}{2}, 1)\), \(\beta + \delta \neq 0\), or \(\theta = \frac{1}{2}, \beta > 0\). Then

\[ (\psi_{h}^{-1})^{-1} (\psi_{h+1})h = (\delta + \delta)^{-1} (\epsilon (\beta + \delta) t - 1) + \]

\[ + O(h\theta, T, \beta, \delta) \quad (h+0, nh=t\in[0, T]) \].

If \(\theta \in (\frac{1}{2}, 1)\) and \(\beta + \delta = 0\), then

\[ (\psi_{h}^{-1})^{-1} (\psi_{h+1})h = t + O(h\theta, T, \beta, \delta) \quad (h+0, nh=t\in[0, T]) \].

In case \(\theta = \frac{1}{2}\) and \(\beta \leq 0\), we have

\[ (\psi_{h}^{-1})^{-1} (\psi_{h+1})h = \delta^{-1} (\epsilon t - 1) + \]

\[ + O(h\theta, T, \beta, \delta) \quad (h+0, nh=t\in[0, T]) \].
By using the estimate (6.2.7) for the local discretization error we obtain the following result.

**THEOREM 6.3.3.** Consider the semi-implicit method \((M_3)\) with a fixed Jacobian \(J\) satisfying (6.1.3). Let \(\Pi\) stand for the set \(\{T,\theta,M_1,M_2,M_3,\delta\}\).

Assume \(\theta \in (\frac{1}{2},1]\), \(\beta + \delta \neq 0\), or \(\theta = \frac{1}{2}\), \(\beta > 0\). Then we have

\[
|U(t)-u_n| \leq \frac{1}{2}(\beta+\delta)^{-1}(e^{(\beta+\delta)t-1}) hM_2 + 0(h^2|\theta,\Pi|) \quad (h+0, nh=tc[0,T]).
\]

If \(\theta \in (\frac{1}{2},1]\) and \(\beta + \delta = 0\), then

\[
|U(t)-u_n| \leq \frac{1}{2}thM_2 + 0(h^2|\theta,\Pi|) \quad (h+0, nh=tc[0,T]).
\]

Finally, if \(\theta = \frac{1}{2}\) and \(\beta \leq 0\), we get

\[
|U(t)-u_n| \leq \frac{1}{2}\delta^{-1}(e^{\delta t-1}) hM_2 + 0(h^2|\theta,\Pi|) \quad (h+0, nh=tc[0,T]).
\]

Comparison of the theorems 6.3.2 and 6.3.3 shows that the use of a fixed Jacobian has to be paid for by an order reduction in case \(\theta = \frac{1}{2}\). This corresponds with the classical order result. Moreover, and this is probably more serious, the global error may grow exponentially if \(\beta \leq 0\) but \(\delta > 0\) is not small, whereas the solution \(U\) remains bounded. Therefore the relative error \(|U(t)-u_n|/|U(t)|\) will only be reasonable on a short interval.
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A (coefficient matrix, 33)
A(ζ) (matrix of coefficient functions, 39, 60)
a_{ij} (coefficient (function), 33, 35)
(A) (set of assumptions, 71)
(A₀) (set of assumptions, 81)
(A₁) (set of assumptions, 83)
(A₂) (set of assumptions, 98)
(A₃) (set of assumptions, 101)
(A₄) (set of assumptions, 90)
(A₅) (set of assumptions, 110)
b (coefficient vector, 33)
b(ζ) (vector of coefficient functions, 39, 60)
bᵢ (coefficient (function), 33, 35)
C⁻ (negative complex half-plane, 10)
D (diagonal matrix, 23)
 diag(D₁, D₂, ..., Dₘ) (block-) diagonal matrix, 11
Dₓg(x) (Gateaux-derivative, 11)
e (vector (1,1,...,1)ᵀ, 10,
    matrix (1,1,...,1)ᵀ, 60)
e(m) (vector (1,1,...,1)ᵀ in ℜᵐ, 10)
e₁e₁(m) (unit vectors, 10)
F (function, 46, 60)
f (function, 1)
G (method, function, 32)
H (maximal stepsize, 116)
h, hₙ (stepsizes, 1)
h₀ (maximal stepsize, 71, 110)
I₁(m) (identity operator, 10)
J (Jacobian approximation, 35)
K (real or complex numbers, 10)
K_j (constants, 116)
L (Lipschitz constant, 2)
L(X,Y) (set of linear operators from X to Y, 10)
L(X) (set of linear operators from X to X, 10)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_n(t)$</td>
<td>local discretization error, 32</td>
</tr>
<tr>
<td>$M_j$</td>
<td>condition, 110</td>
</tr>
<tr>
<td>$m$</td>
<td>constants, 116</td>
</tr>
<tr>
<td>$N$</td>
<td>number of stages, 33,35</td>
</tr>
<tr>
<td>$P$</td>
<td>number of steps, 1</td>
</tr>
<tr>
<td>$P_1$</td>
<td>polynomial, 74</td>
</tr>
<tr>
<td>$P'$</td>
<td>polynomial, 84</td>
</tr>
<tr>
<td>$P''$</td>
<td>polynomial, 98</td>
</tr>
<tr>
<td>$P_2$</td>
<td>polynomial, 90</td>
</tr>
<tr>
<td>$P_{\kappa}$</td>
<td>polynomial, 12</td>
</tr>
<tr>
<td>$Q$</td>
<td>coefficients, 12</td>
</tr>
<tr>
<td>$q_{\kappa}$</td>
<td>coefficients, 12</td>
</tr>
<tr>
<td>$R$</td>
<td>polynomial, 74, rational expression, 20</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>set of nonnegative real numbers, 10</td>
</tr>
<tr>
<td>$r_0$</td>
<td>radius, 71,110</td>
</tr>
<tr>
<td>$S$</td>
<td>polynomial, 75</td>
</tr>
<tr>
<td>$S_1$</td>
<td>polynomial, 84</td>
</tr>
<tr>
<td>$S'$</td>
<td>polynomial, 98</td>
</tr>
<tr>
<td>$S_2$</td>
<td>polynomial, 90</td>
</tr>
<tr>
<td>$s$</td>
<td>positive integer, dimension of initial value problem, 1</td>
</tr>
<tr>
<td>$T$</td>
<td>endpoint of integration, interval, 1</td>
</tr>
<tr>
<td>$\tau$</td>
<td>gridpoint, 1</td>
</tr>
<tr>
<td>$U(t)$</td>
<td>solution of differential equation, 1</td>
</tr>
<tr>
<td>$u_n$</td>
<td>numerical approximations, 1</td>
</tr>
<tr>
<td>$X_0$</td>
<td>vector in $\mathbb{R}^s$, 60,71,110</td>
</tr>
<tr>
<td>$y(x)$</td>
<td>internal vectors, 33,35</td>
</tr>
<tr>
<td>$y(x)$</td>
<td>vector in $\mathbb{R}^{sm}$, 60</td>
</tr>
<tr>
<td>$z_0,z_i$</td>
<td>matrices, 60</td>
</tr>
<tr>
<td>$Z_0,Z$</td>
<td>block-diagonal matrices, 60</td>
</tr>
<tr>
<td>$A_{\mathbb{R}}(\sigma)$</td>
<td>class of matrices, 23</td>
</tr>
<tr>
<td>$B_{\mathbb{R}}(\sigma)$</td>
<td>class of matrices, 25</td>
</tr>
<tr>
<td>$D_0$</td>
<td>sphere, 71,110</td>
</tr>
</tbody>
</table>
\( a(\cdot) \) function, 71
\( a_0 \) constant, 81, 110
\( a_0^* \) constant, 101
\( \beta \) one-sided Lipschitz constant, 3,
constant, 71
\( \beta_0 \) constant, 81, 110
\( \gamma(\cdot) \) function, 71
\( \gamma_0 \) constant, 81, 110
\( \gamma_0^* \) constant, 98
\( \Delta \) function, 71
\( \delta(\cdot) \) function, 71
\( \delta_0 \) constant, 81
\( \epsilon(\cdot) \) function, 71
\( \epsilon_0 \) constant, 81
\( \theta \) positive constant, 12, 71, 110
\( \mu[\cdot] \) logarithmic norm, 10
\( p_i \) real numbers, 72
\( \sigma \) constant, 112
\( \sigma(\cdot) \) spectrum, 11
\( q_i \) real numbers, 72
\( r_i \) real numbers, 72
\( \phi \) stability function, 63, 65
\( \Phi \) half-plane bound for \( \phi \), 65,
function, 49
\( \Psi \) rational function, 12
\( \psi \) half-plane bound for \( \Psi \), 12,
function, 49,
bound for error propagation, 107
\( \psi_h \) bound for error propagation, 123
\( \omega \) constant, 72

\( g' \) Gateaux-derivative of \( g \), 11
\( ||\cdot|| \) norm on \( \mathbb{K}^n \), 10
\( ||\cdot||_D \) norm induced by \( D \), 22
\( <\cdot,\cdot> \) inner product on \( \mathbb{K}^n \), 10
\( [\cdot,\cdot]_D \) inner product induced by \( D \), 22
(·,·)  Euclidean inner product, 22
\[ \cdot_{ij} \]  i,j-th. (block-) entry of a matrix, 11
0(·|··)  order symbol, 117
subject index

adaptive Runge-Kutta method, 41
algebraic contractivity, 108
A-stability, 7
B-consistency, 119
B-contractivity, 7
B-convergence, 117
block-entries, 11
continuously differentiable, 18
contractivity
- of methods, 58
- of schemes, 6
  unconditional, local -, 58
dissipativity, 6
grid
- points, 1
  uniform -, 1
local discretization error, 32
logarithmic norm, 10
one-sided Lipschitz condition, 3
one-step methods, 2
optimal B-consistency, 119
optimal B-convergence, 117
order
- of B-convergence, 117
- of convergence, 115
- of a method, 32
rational structure, 65
Rosenbrock method, 37
ROW-method, 35
Runge-Kutta method
  diagonally implicit -, 47
  explicit -, 33
  implicit -, 33
  semi-implicit method, 35
stability
  - function, 65
  - of a scheme, 2
strong A-stability, 65
stiff initial value problem, 4
translation invariance, 43
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