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PREFACE 

The approach introduced by Chernoff and Savage to prove asymptotic 

normality under fixed alternatives of rank statistics for the two-sample 

problem has first been applied, in a suitably modified form, by Bhuchongkul 

to prove asymptotic normality of rank statistics for testing the hypothesis 

of independence. In the present tract this method is generalized so that 

weaker conditions on the limiting score function suffice for the asymptotic 

normality under fixed continuous bivariate distribution functions, 

belonging to the alternative. The condition frequently encountered in the 

literature that the limiting score function, which is a function on the 

unit square in the independence problem, be a product of functions on the 

unit interval is abandoned. Apart from this secondary generalization, the 

main results lie in an essential enlargement of the orders of magnitude of 

the limiting score function near the boundary of the unit square, and in 

the fact that this function may exhibit discontinuities on a finite number 

of lines in the unit square, parallel to the axes. Discontinuity of the 

limiting score function entails, however, a local differentiability condi

tion on the underlying bivariate distribution function. 

The presentation of the material is self-contained. The first three 

chapters are devoted to the above general problem. In Chapter 4 the results 

of the preceding chapters are applied to prove asymptotic normality under 

converging sequences of underlying distribution functions. Moreover, appli

cations to consistency and asymptotic relative efficiency are given in this 

chapter. The verification of the conditions of the theorems in some impor

tant special cases and a comparison with earlier results is given in 

Chapter 5. Finally, in Chapter 6 attention is payed to discrete underlying 

distribution functions, entirely concentrated on a finite lattice of points 

in the plane. 

Although this tract exclusively deals with the independence problem 

in its usual setting, where all random elements have the same bivariate 

distribution function, the validity of essentially the same techniques in 

similar situations may be conjectured, e.g. in the case where the random 

elements have (a fixed finite number of) possibly different distributions. 

The latter conjectured generalization opens the way to a treatment of 

k-sample and regression statistics as special cases of statistics for the 

independence problem. 
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The technique which is used depends ort properties of the joint and 

marginal empirical distribution functions, also when discontinuous limiting 

score functions are considered. Hence it remains methodologically most 

closely related to the approach by Chernoff and Savage or Bhuchongkul. The 

approach is quite different from a technique used by Pyke and Shorack for 

k-sample rank statistics, although some of their lemmas are of essential 

importance. It also differs from the approach by Hajek or Dupa~ and Hajek, 

who derived similar results for regression rank statistics. 

The problem, leading to this tract, was suggested by Professor 

G.R. Shorack, from the University of Washington, in the year 1969-1970 he 

was a visitor at the Mathematisch Centrum. Thanks to his unselfish help 

an important part of the present work has been finished during his stay at 

the statistical department. The author is very grateful to him and will not 

forget this pleasant and stimulating cooperation. The author's sincere 

thanks go to Professor W.R. van Zwet for his instructive and kind guidance, 

which has been essential for the realization of this work. 

To the members of the statistical department and in particular to 

Professor J. Hemelrijk, head of the department, the author is obliged for 

the ideal working conditions. He is indebted to Mr. R. Helmers for intro

ducing him to the subject of nonparametric statistics. 
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Chapter I 

INTRODUCTION 

I.I. FORMULATION OF THE PROBLEM 

The earliest general theorem on asymptotic normality of rank statis

tics, used for testing the hypothesis of independence, under fixed alterna

tives is due to Bhuchongkul [4] in 1964. In [4] a class of rank statistics 

is determined, having a normal distribution in the limit for any underlying 

continuous bivariate distribution function. It is our purpose to generalize 

this result and similar ones of more recent date. The present work unifies 

and extends the papers [33] and [34] by Shorack, van Zwet and the author. 

In order to arrive at a detailed description of the problem, we shall first 

have to introduce some basic concepts and notation and exhibit some useful 

relations between the various concepts. 

Let (n,A,P) be a probability space on which a pair (X,Y) of random 

variables (rvs) is defined, having the joint distribution function (df) 

H(x,y) = P({X .:s_ x,Y .:s_y}) and marginal dfs F(x) = P({X :_ x}) and 

G(y) = P({Y .:s_ y}) for all -oo < x < oo, -oo < y < oo, Let be given a sequence of 

mutually independent and identically distributed (iid) random vectors 

(X 1,Y 1),(X2 ,Y2), •• ,, all defined on the above probability space and all 

possessing the above bivariate df H. To display the underlying df H, the 

probability measure will occasionally be denoted by PH rather than P. The 

problem of testing the hypothesis of independence is to decide on the basis 

of a random sample of size N from some df H, consisting e.g. of the first N 

elements (X 1,Y 1), ••• ,(~,YN) of the above sequence, whether the null hypoth

esis that H(x,y) = F(x)G(y) for all - 00 < x < 00 , - 00 < y < 00 (corresponding 

to independence of X and Y) should be re.i ected or not. 

Given a positive integer N, for all - 00 < x < 00 , < y < oo the bivari-

ate empirical df RN based on the first N random vectors is defined by 

N~(x,y) =[number of (Xn,Yn) among (X1,Y 1), ••• ,(~,YN) : Xn < x, Yn :_ y], 

and its marginal empirical dfs FN(x) and GN(y) by NFN(x) = [number of Xn 

among x1, ••• ,~: Xn .:s_ x] and NGN(y) =[number of Yn among Y1, ••• ,YN: 

Y < y] respectively. For I < n < N the rank R N of X is defined as the n- - - n n 
number of X among x1, ••• ,x.._ for which X < X, and the rank Q N of Y as m -~ m - n n. ~ 

the number of Ym among Y1, ••• ,YN for which Ym.::., Yn. Before listing some re-

lations between ranks and empirical dfs, let us introduce the function 
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(I.I.I) c (z) 0 for z < 0, c(z) I for z > 0. 

Then we obviously have 

(J.1.2) 

(J.1.3) 
N 

H__(X ,Y ) = [l I c(R N-RrnN)c(Q N-QrnN)]/N, 
-~ n n m= n n 

n = l, ••• ,N. Furthermore the set of ordered first and second coordinates 

will be denoted by Xl:N .::_ ••• .::_ ~:N and Yl:N .::_ ••• .::_ YN:N respectively. For 

any rv Z the df o/(z) = Pr(Z .::_ z) is defined and right-continuous for 

- 00 < z < 00 , Let us define an inverse of this function by 

(I. 1.4) o/-1 (u) inf {z o/(z) .'.'._ u}, 

for 0 < u < I. Here by way of exception a function is introduced which may 

assume an infinite value. According to (I. 1.4) o/- 1(u) is non-decreasing, 

left-continuous and satisfies o/(o/- 1(u)) ,.'.'._ u (with equality if and only if o/ 

is continuous) for all 0 < u .::_I. Furthermore it has the property that 

o/-I(o/(z)) .::_ z (with equality if and only if o/ is strictly increasing) for 

all - 00 < z < 00 , Taking FN and GN for o/ we find the relations 

n = I,.,.,N, between order statistics and inverses of empirical dfs. 

Although all of the above makes sense for any underlying df H, we shall 

primarily be concerned with the case where H is restricted to the class H, 
defined by 

(I.1.6) H {H H is a bivariate df, continuous on (-00,00) x (-00,00)}. 

For Hin H the x1,Y 1,x2 ,Y2 , ••• assume different values with probability I 

and so do the RIN'''''~ and the QIN'''''QNN so that the notion of order 

statistic and rank has an unambiguous meaning. In this case the null hy

pothesis H0 and the alternative hypothesis H1 are the subclasses 

(I.1.7) {H E H H F x G}, H1 
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of H. Clearly it will be impossible to obtain a uniformly most powerful test 

in the class of all tests with size not exceeding a given level of signifi

cance 0 <a< J. In a case like this one may try to find an optimal proce

dure in a restricted class, and frequently a natural reduction is obtained 

by invariance. In our case the testing problem remains invariant under the 

group of transformations (X;,Y;, ••• ,~,Y~) = (f(X1),g(Y 1), ••• ,f(~),g(YN)) 

such that f and g are continuous and strictly increasing functions on 

(-00 , 00), leaving as maximal invariant the vector of ranks 

(RIN'QIN'''''~'QNN). Both for the general theory of invariance and for its 

application in non-parametric statistics the reader is referred to Lehmann 

[26] and e.g. to Schmetterer [35] and Witting and Nolle [42]. Henceforth let 

us restrict our attention to tests that are functions of the vector of ranks 

only, to be called rank tests. 

Let us note meanwhile that such rank tests have the desirable property 

of being similar on the null hypothesis H0• For let (i 1, •.• ,iN) and 

(j 1, ••• ,jN) be arbitrary permutations of (1, .•• ,N), then 

. }) - ( ')-2 JN - N. , 

for any underlying df H in H0• Because of this property each probability 

measure corresponding to an underlying df H in H0 may - and will - be de

noted by P0 without risking ambiguity. In order to avoid randomization, only 

significance levels a= n/(N!) 2 , n = J, ••• ,(N!) 2 - I, will be considered. 

These levels of significance will be called natu:r'al significance levels.Note 

that if a is a natural significance level for a sample of size N, it remains 

a natural significance level for samples of size larger than N. The critical 

region of any rank test may be written in the form {TN .'.'.._ z} for some 

- 00 < z < 00 and rank statistic TN = TN(RIN'QIN'''''RNN,QNN). Because TN may 

assume fewer than (N!) 2 different values, the set of natural significance 

levels that can actually be attained by this procedure for a fixed choice of 

TN and varying z is usually a subset, called the set of natural significance 

levels for TN. Given a natural significance level a for TN, the correspon

ding critical regions are uniquely determined by the numbers C N' satis-
a, 

fying 

(J.1.8) 

Even the restricted class of rank procedures does not contain a uni-



4 

formly most powerful test. In Blum, Kiefer and Rosenblatt [6] a test has 

been proposed, having reasonable power properties under most of the alter

native dfs, This test can be used if nothing is known about the type of de

pendence to be expected. To describe the statistic in [6], a few conventions 

concerning integration, maintained throughout, will be introduced. All in

tegrals are Lebesgue-Stieltjes or Lebesgue integrals. In the notation for 

Lebesgue-Stieltjes integrals over a measurable subset of k-dimensional num

ber space with respect to some (random) measure, we write (in upper case 

letters such as F, G, Hor FN, GN' ~) the symbol for a distribution func
tion corresponding to this (random) measure, instead of the symbol for the 

(random) measure itself. Ordinary Lebesgue integrals over measurable subsets 

of k-dimensional number space are always written as repeated integrals, with 

lower case letters (such as s, t, u or v) at the place of a distribution 

function corresponding to Lebesgue measure over the real line. Integration 

should be extended over the entire k-dimensional number space if no domain 

is indicated. We are now in a position to give the expression for the sta
tistic in [6], which is 

Because for any function f defined on (-00 , 00 ) x (- 00 , 00 ) we have 

it is immediate that this statistic is a rank statistic in view of formulas 

(J.J,2) and (1.1.3). The asymptotic behavior of this statistic is investi

gated in [6], both under the hypothesis and the alternative. See also 

Neuhaus [29] and Durbin [9], 

One can usually do better if one knows a priori that the dependence is 

of a special type. For the moment let us mention a well known test, intro

duced by Kendall (see e.g. Kendall [20]), based on a statistic which is 

equivalent to 

This test is intuitively seen to be suitable for testing against positive 

(or negative) dependence, For the latter concept see Konijn [23], Lehmann 

[27] and e.g. Yanagimoto [43], Both statistics considered so far are 



special cases of statistics of the type 

where JN is a function defined on (0,1] x (0,1] x (0,1]. This class of sta

tistics is too general to be dealt with here. 

The statistics that will be considered have the form TN = 

[L:= 1 '\.(RnN'QnN)J/N, where the numbers '\.(m,n) are defined and finite for 

5 

m = 1, ••• ,N and n = 1, ••• ,N. These numbers are called scores. A motivation 

to consider statistics of this type will be given in Section 1.2, where it 

is observed that such statistics arise in the search for locally most power

ful rank tests against families of alternative dfs depending on a real 

valued parameter (see Hajek and Sidak [17]). As has been noticed in [4], an 

alternative expression for TN is 

(1.1.9) 

where the function JN is defined (and finite) on (O,I] x (O,J] by 

(1.1.10) AN(m,n) for (s,t) E ((m-1)/N,m/N] x ((n-1)/N,n/N], 

m = 1, ••• ,N and n = J, ••• ,N. This function will be called the score function. 
Suppose that for each N = 1,2, ••• such a score function JN is given, defin

ing a sequence of statistics TN. It is our aim to find general conditions 

under which the TN, after suitable standardization, will converge in dis

tribution to a normal law. For this purpose we introduce a function 

(l.J.11) J(s,t), 

defined (and finite) for (s,t) in (O,J) x (0,1), to be thought of as the 

limit of the sequence JN(N = 1,2, ••• ) in a sense to be explained in the next 
chapters. This function J will therefore be called the limiting score 
function. It is allowed to tend to infinity only when the arf-ument tends to 

the boundary of the unit square. The rate of growth of J near the boundary 

of the unit square plays an important role among the conditions for asymp

totic normality of the standardized TN. 

Besides this growth condition we consider two different smoothness con

ditions on the function J, In Chapter 2 asymptotic normality under fixed 
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alternative dfs is obtained for limiting score functions that are continuous 

throughout the open unit square. A similar result is established in Chapter 

3 for limiting score functions that are allowed to have discontinuities of 

a special kind. In Chapter 4 the results of the preceding chapters are 

applied to prove asymptotic normality under converging sequences of alter

native dfs. Moreover applications to consistency and asymptotic relative 

efficiency are given in this chapter. The verification of the conditions of 

these theorems in some important special cases is dealt with in Chapter 5, 

where in addition our results are compared with earlier ones. Finally in 

Chapter 6 attention is payed to discrete underlying alternative dfs, entire

ly concentrated on a finite lattice of points in the plane. As far as the 

present chapter is concerned, in Section 1.2 some locally most powerful rank 

tests of the type (1. 1.9) are introduced and Section 1.3 presents a survey 

of the basic machinery for non-parametric asymptotic theory. 

To conclude this section we give an alternative expression for the sta

tistic TN in (1.1.9), which is analogous to the expression for the two-sam

ple rank statistic given by Pyke and Shorack [3I]. First let us introduce 

the bivariate empirical df ~·based on the vectors of ranks of (XI,YI), ••• , 

(~,YN) and defined for all 0 < s .::_I, 0 < t .::_I by NHN(s,t) =[number of 

(RnN'QnN) among (RIN'QIN), ••• ,(~N'QNN) : RnN/N .::_ s,QnN/N .::_ t]. Note that 
the corresponding random measure puts mass I/N at each of the points 

(RnN/N,QnN/N), n = I, ••• ,N. From (I.1.5) we see that 

- -1 -1 
HN(m/N,n/N) = ~(FN (m/N),GN (n/N)), 

form= I, ••• ,N and n = I, ••• ,N. In Figure I.I. I the function F~I and the 

points where ~ puts mass I/N are drawn for N = 5. We may think of ~ as a 

x 
x3:5 

2:5 

0 
0 

0 

Figure I.I.I 
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scalefree version of ~· The corresponding random measure is concentrated on 

(0,1] x (0,1], and the measure of the interval ((m-1)/N,m/N] x ((n-1)/N,n/N] 

equals HN(m/N,n/N) - HN((m-1)/N,n/N) + ~((m-1)/N,(n-l)/N) - ~(m/N,(n-1)/N) 
form= J, ••• ,N and n = 1,.,,,N, Combination of the above with (1.1.9), 

(1.1.10) and the continuity of H yields that the statistic may be written as 

,N-1 ,N-1 -
lm=I ln=I ~(m/N,n/N)[JN((m+l)/N,(n+1)/N) -

JN(m/N,(n+l)/N) + JN(m/N,n/N) - JN((m+l)/N,n/N)J + cN, 

The constant ~ arises from terms involving only the function JN and the 

non-random values ~(m/N,O) = O, ~(m/N,I) = m/N, ~(O,n/N) = O, 

~(l,n/N) = n/N form= l, ••• ,N and n = J, ••• ,N. Hence instead of TN we may 

consider the equivalent statistic TN - cN. Let vN be the signed measure on 

(O,I) x (O,I) associated with the (left-continuous) function JN' i.e. for 

0 < s 1 < s 2 < 1, 0 < t 1 < t 2 < 1 we have vN([s 1,s2) x [t1,t2)) 

JN(s2,t2) - JN(s 1,t2) + JN(s 1,t 1) - JN(s2,t1). Writing dJN for integration 

with respect to vN' we find from the definition of ~ that 

(I. I. 12) 

It would be interesting to see whether results comparable to those of 

Chapters 2-4 can be obtained with (1.1.12) as a starting point. One would 

have to study the weak convergence of the suitably standardized processes 

~ and the rate of growth of these processes near the boundary of the unit 

square, 

1.2. LOCALLY MOST POWERFUL RANK TESTS 

In the previous section we have alluded to the fact that rank statis

tics which provide locally most powerful rank tests against families of al

ternative dfs depending on a single real valued parameter exist, and are of 

the type introduced in (J,J.9). Of course it may be hard to decide on such 

a special family of alternative dfs. Even when the dependence is known to be 

of a special kind such as positive or circular dependence, the restriction 



8 

to a real valued one parameter fa.mily of alternative dfs displaying this 

particular dependence remains an arbitrary matter. We shall not dwell on 

this problem, since we merely wish to give examples of situations in which 

statistics of the type (1.1.9) are desirable. 

It turns out that in general for such locally most powerful rank tests 
a limiting score function J can be used that is determined by this special 

family of alternative dfs and that, moreover, generates the score functions 

JN in a natural way. Therefore we shall in this section speak of the scores 
generating function J rather than of the limiting score function. To be more 

explicit let us put, for brevity, 

(J.2. I) b (u) 
v 1 'v2 

for 0 < u < I and b (u) = 0 for u in (-00 ,0] u [1, 00). Here r denotes the 
v I' v2 

gannna-function and v1 > 0 and v 2 > 0 are given constants. This function is 

the beta-density with parameters v 1 and v 2 , and bn N-n+I is the density of 
' the n-th order statistic of a sample of size N from the uniform distribution 

on (O,I). Then for measurable and square integrable functions J, the score 

functions of the locally most powerful rank test are in general obtained by 

(J.2.2) JN(s,t) = J 1J 1 J(u,v)b N +l(u)b N- +l(v)du dv, 0 0 m, -m n, n 

for (s,t) in ((m-1)/N,m/N] x ((n-1)/N,n/N], m = l, ••• ,N and n = l, ••• ,N. 

Score functions JN obtained from J according to (1.2.2) are called exact 
score functions derived from J (for the sample size N). In practice exact 

score functions are usually hard to calculate. For this reason one frequent

ly uses the score functions 

(1.2.3) JN(s,t) = J(m/(N+l),n/(N+I)), 

for (s,t) in ((m-1)/N,m/N] x ((n-1)/N,n/N], m = l, ••• ,N and n = l, ••• ,N, 

which are called approximate score functions derived from J (for the sample 
size N). When using approximate score functions instead of exact ones, in 

most cases the corresponding test is no longer locally most powerful for the 

sample size N, although asymptotic optimality is maintained. 

By way of examples some families of alternative dfs depending on a 

single real parameter will be considered. Throughout this section x0 and Y0 



9 

are understood to be mutually independent rvs with known joint df 

H0 = F0 x G0 in H0• We shall avoid a complete enumeration of the conditions 

that F0 and G0 have to satisfy and confine ourselves to mentioning that 

these marginal dfs should possess densities f 0 and g0 with almost everywhere 

continuous derivatives f0 and g0 respectively. 

Let us start with a family of dfs exhibiting positive dependence and 

given by 

(1.2.4) 

Here Z is an arbitrary rv with 0 < Var(Z) < 00 , which is independent of both 

x0 and Y0 • This class is considered in Hajek and Sidak [17] and is essen

tially the same as the one introduced by Bhuchongkul [4], In [17] it is 

shown that the scores generating function associated with the family (1.2.4) 

is of product type and given by 

(1.2.5) J(s,t) 

for 0 < s < 1, 0 < t < 1. The following four examples refer to the model 

(1.2.4). 

EXAMPLE 1.2.1 (Double exponential distribution). Suppose f 0 (z) = g0 (z) 

2- 1 e-lzl for - 00 < z < 00 , Then the scores generating function is equal to 

J(s,t) sgn(s-1/2)sgn(t-1/2). 

Here sgn(z) is the function defined by 

(1.2.6) sgn(z) -1 for z < O, sgn(O) 0, sgn(z) 1 for z > 0, 

for all - 00 < z < 00 Utilizing approximate score functions the so called 

quadrant test is obtained. Note that J is bounded but discontinuous on the 

lines s = 1/2 and t = 1/2. 

EXAMPLE J.2.2 (Logistic distribution). For f 0 (z) = g0 (z) 

- 00 < z < 00 , the scores generating function equals 

J(s,t) (2s-1)(2t-J). 

-z -z -2 
e (J+e ) , 
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For exact as well as approximate score functions we arrive at a statistic 

which is equivalent to Spearman's correlation coefficient. Note that J is 

bounded and continuous. 

EXAMPLE 1.2.3 (Normal distribution). When f 0 (z) 

- 00 < z < 00 , the scores generating function is 

-1 -1 
J(s,t) = ~ (s)~ (t), 

where ~ is the standard normal df. The corresponding test is called the 
Fisher-Yates or normal scores test. Note that J is continuous but no longer 
bounded. 

EXAMPLE 1.2.4 (Beta-distribution). Suppose f 0 (z) = 

-oo < z < oo, where b is given by (1.2.1) with v 1 v,v 
We shall not derive the scores generating function 

g0 (z) = b (z), v,v 
= v2 = v > 0 and v ~ J. 

explicitly but give a 

bound and specify its behavior near the boundary of the unit square. We have 
J(s,t) = K(s)K(t), where for some finite constants D > 0 and c > 0 

I -1/v IJ(s,t) .:::_ D[s(l-s)t(l-t)] , 

Note that for any v > O, v ~ I the growth of J near the boundary of the unit 
square is essentially larger than in Example 1.2.3. If v > 2 (v > 4) the 

. I 12+6 <I 14+6 . . . . . function J J ) is integrable over the unit square for some positive 
number 6. 

Our next example is a family, also exhibiting positive dependence, de
termined by 

(J.2.7) 

This family is a special case of a class considered by Konijn [22], By means 
of a technique explained in Lehmann [26], page 237 (see also Lehmann [25], or 
[42]), one can show that the scores generating function associated with the 

-I -J family (J.2.7) is a sum of functions of product type 2 + [F0 (s)+G0 (t)-2] x 
[ -J -I -I -I -f0<F0 (s))/f0 (F0 (s)) - g0(G0 (t))/g0 (G0 (t))J, for o < s < 1, o < t < 1. 
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Equivalent statistics may be obtained from the scores generating function 

(I.2.8) J(s,t) 

for 0 < s < 1, 0 < t < 1. The next three examples refer to the model ( 1. 2. 7), 

EXAMPLE 1.2.5 (Double exponential distribution). Suppose F0 and G0 are as in 

Example !'.2.1. Then the scores generating function in (1.2.8) equals 

J (s, t) A(s)[sgn(t-1/2)] + [sgn(s-1/2)]A(t). 

Here the function sgn(z) is defined in (1.2.6) and 

A (s) log 2s for 0 < s < 1/2, A(s) -log 2(1-s) 

for 1I2 .:_ s < J. 

The function J is discontinuous on the lines s 1/2 and t = 1/2 and it is 

unbounded. 

EXAMPLE 1.2.6 (Logistic distribution). If F0 and G0 are as in Example 

1.2.2 we find for the scores generating function in (1.2.8) 

J(s,t) [log(s/(1-s))J(2t-1)+(2s-l)[log(t/(1-t))J, 

This function is unbounded but continuous. 

EXAMPLE 1.2.7 (Normal distribution). For F0 and G0 as in Example 1.2.3 the 

scores generating function in (1.2.8) equals 

-I -I J(s,t) = 2~ (s)~ (t), 

where ~ is the standard normal df. In this case the scores generating £unc

tion is of product type and equivalent to the one of Example 1.2.3. 

Let us further consider the family of dfs 
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(I. 2. 9) H8 (x,y) x y 2 2 1/2 ]2 c(B)f f exp(-[ (s +n ) -e /2)dt;dn, -oo -oo 

O<S<oo}. 

Here c(8) = {2TT[exp(-e 2/2)+(2TT) 112e<P(8)]}-I, where<!> is the standard normal 

df. This family displays a circular dependence. Note that H0 is the bivari

ate normal df with standard normal marginal dfs and zero correlation co

efficient. With the aid of the same technique as was used for the family 

(1.2.7) we find that an equivalent limiting scores generating function, 

associated with the model (1.2.9), equals 

(1.2.10) 

for 0 < s < 1, 0 < t < I. Here J is no longer a finite sum of functions of 

product type. 

All families of alternative dfs considered so far are families of 

parametric alternatives. Let us now indicate how a family of so called 

Lehmann - or non-parametric alternatives may be constructed from each family 

of parametric alternatives. To each df H in H there corresponds the df H, 
defined by 

(1.2.11) tt(s,t) H (F - I ( s) , G - I ( t)) P({F(X) .::_ s,G(Y) .::_ t}), 

0 < s < I, 0 < t < I (for X and Y see the beginning of Section I.I). This df 

concentrates mass 1 on (O,I) x (O,I) where, moreover, it is continuous. 

Furthermore H(s,1) = s, 0 < s < I, and H(l,t) = t, 0 < t < I, i.e. the mar

ginals are uniform distributions over (O,I). Under suitable regularity con

ditions on H, the transformed df H possesses a density equal to 

(1.2.12) 

for 0 < s < I, 0 < t < 1. Here his the density of the bivariate df Hand f 

and g are the densities of the marginal dfs F and G respectively (see also 

[43]). Note that for any df HE H0 the transformed df equals 

(1.2.13) li Cs, t) st, 

for 0 < s < I, 0 < t < I. By way of a further example, let 



-oo < x < 00 , - 00 < y < oo, -1 < e < I, be the bivariate normal df with 

standard normal marginal dfs $and correlation coefficient e. Then we have 

(I. 2. 14) 

on (O,I) x (0,1). 

Suppose that {He,O .::_ e < e0} is a family of parametric alternatives, 

such as (1.2.4), (1.2.7) or (1.2.9). With the aid of the dfs He defined in 

(1.2.11) the family of non-parametric alternatives 
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* * * may be constructed. The marginal dfs of He are F and G for all 0 .::_ e < e0 
and, given a fixed parameter value e, the probability distribution of the 

vector of ranks (R 1N,QIN'"""'RNN'QNN) is constant on the orbit of all dfs 
- * * He(F ,G ), where F* x G* runs through H0• This property entails the exis-

tence of a locally most powerful rank test, to be derived from the same 

scores generating function which is associated with the original parametric 

family. We conclude this section with two examples of such non-parametric 

alternatives. For further information on these alternatives the reader is 

referred to Lehmann [25] or Witting and Nolle [42] and Behmen [2,3]. 

In the first place let us consider the family 

(1.2.15) * * - * * * * {He EH: He= ~e(F ,G ),F x G E Ho and -1 < e < 1}, 

where ~e is given in (1.2.14). When restricting the parameter e to O .::_ e < 1 

(positive dependence), the associated scores generating function equals 

( 1. 2. 16) 
-1 -1 

J(s,t) = ~ (s)~ (t). 

This function is the same as found in Example 1.2.3 and equivalent to the 

one of Example 1.2.7. 

Secondly consider the family 

( 1. 2. 17) F*c*[1+e(1-F*)(1-G*)J,F* x c* E Ho and 

-l<e<I}, 
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which has been introduced by Gumbel [13]. When restricting the parameter 
8 to 0 < 8 < (positive dependence), the associated scores generating 
function is 

(1.2.18) J(s,t) (2s-I) (2t-1), 

which happens to be the same as in Example 1.2.2. This fact permits an 
other way of looking at Spearman's rank statistic. 

The above examples illustrate the variety of scores generating func
tions that may occur. Rapid growth near the boundary of the unit square can 
in particular be found in Example 1.2.4, whereas Examples 1.2.1 and 1.2.5 
are typical for the kind of discontinuities that will be allowed for J. In 
principle asymptotic normality can be shown in each of the above examples 
when approximate scores are used, provided the growth of J is not too fast. 
When using exact scores we have to restrict ourselves to continuous J. In 
Section 5.3 we shall briefly return to these examples. 

1.3. SOME FUNDAMENTAL TOOLS 

In this section we collect some basic tools for non-parametric asymp
totic theory. At the same time we shall make some further notational con
ventions and introduce two important classes of functions. Throughout, the 
notation 

(J.3.1) Un.(0,1), 8.i(N,11), N(µ,o 2 ) 

will be used for the uniform distribution over (0,1), the binomial distri
bution based on N trials with success probability 0 ~ 11 ~ 1 and ~he normal 
distribution with mean - 00 < µ < oo and variance 0 2_ o2 < oo respectively. 
Here N(µ,O) should be interpreted as a distribution, degenerated at the 
point µ. 

The order symbols oP and op have the following meaning. Let T be an 
arbitrary set and suppose ZN ,8 (N 1,2,. .. ) is a sequence of rvs depending 
on 8 E T for all N, and defined on (s-2,A,P) where P may be a member of a 
class P of probability measures on (s-2,A). Furthermore let ~(N,8) be a real 
valued function defined for all positive integers N and all 8 E T. Then the 
statements 



ZN 8 Op(~(N,8)) as N + oo, uniformly on T x P, 
' 

(I. 3. 2) or 

op(~(N,8)) as N + oo, uniformly on T x P 

mean that for each £ > 0 there exist an index N£ and a finite number M£, 

both independent of 8 and P, such that 

(I. 3. 3) or 

for all N > N and all (8,P) ET x P, respectively. If 8 or P are fixed, 
- £ 

i.e. T = {8} or P = {P}, there is of course no need to mention uniformity 

on Tor P nor to require independence of 8 or P in the above definitions. 

To indicate convergence in distribution, convergence in probability, and 

almost sure convergence, the symbols 

--+ d ,--+ p .~ a.s. 

will be used. Clearly the statement zN, 8 =OP(!) as N + 00 (uniformly on 

T x P) is equivalent to zN, 8 + p 0 as N + 00 (uniformly on T x P). 

15 

Furthermore let us make some remarks on conditional expectations. Most 

conditional expectations we deal with involve conditioning on F(X) or G(Y) 

(for X and Y see the beginning of Section I.I). Let~ and~ be functions 

defined and measurable on (O,I) and such that all integrals below are 

finite. Then the conditional expectation of ~(G(Y)) given F(X) and of 

~(F(X)) given G(Y) will, as usual, be denoted by 

E(~(G(Y))!F(X)), E(~(F(X)) IG(Y)) 

respectively. Frequently conditional expectations will be used to write a 

double integral as a repeated integral (see e.g. Lehmann [26], page 47). In 

connection with this let us recall the definition of H given in (1.2.11) 

and note that we have 
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(1.3.4) f f<l>(F(x) )Ip (G(y) )dH(x,y) I 1 -
J 0J0~(s)$(t)dH(s,t) 

= f~~(s)E($(G(Y)),F(X) s)ds f~E(<l>(F(X)),G(Y) t)Ht)dt. 

A similar notation will be used for conditional probabilities. 

Let us now return to the sequence of random vectors (X1,Y 1),(X2 ,Y2), ••• 

and the basic concepts defined with the aid of this sequence in the begin

ning of Section 1.1. It is of general importance to note that the set 

(1.3.S) 

for all - 00 < x < 00 , - 00 < y < 00 and N 1 ,2, ... } 

has probability PH(n0) = 1 for all H € H. It follows from this property of 

the set n0 that the random functions FN(F- 1) and GN(G- 1) are with probabil

ity 1 the empirical dfs of the sets of independent Un(0,1) distributed 

rvs F(X1), ••• ,F(~) and G(Y 1), ••• ,G(YN) respectively, for each Hin H. The 

processes UN(s) and VN(t), defined for 0 .::_ s < and 0 .:_ t .:_ 1 by 

(I. 3.6) 1/2 -1 
N [GN(G (t))-tJ, 

will be called (the marginal) empiriaaZ proaesses. These processes satisfy 

(1.3.7) 

on (-00 , 00 ) for all win n0 , i,e, with probability 1. Let W be a Brownian 

bridge, i,e, a normal process {W(u) : 0 .:_ u .:_ 1} with all sample pathes con

tinuous, E(W(u)) = 0 for 0 .:_ u .:_ 1 and covariance function E(W(u)W(v)) 

min {u,v} - uv for 0 .:_ u .:_ 1, 0 .:_ v .:_I. It is well known that 

as N + 00 , A proof can be found e.g. in Billingsley [S]. 

The next lemmas concerning the marginal empirical processes or dfs will 

prove essential for controling the growth of the limiting score function 

J near the boundary of the unit square. They can be found either in Pyke 
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and Shorack [31] or in Shorack [39], Appendix, To formulate the first lemma 

we have to introduce a special class of functions. 

DEFINITION I. 3. I (Shorack [39]). Let Q denote the class of all functions 

defined and continuous on [0, I], which are positive on (O, I), symmetric 

I /2, increasing on (0,1/2] which 
I -2 about and for J 0[q(u)J du< 00 The mem-

bers of Q will be called q-functions. 

Important examples of elements of Q can be obtained from the function 

(1.3.8) -I R(u) = [u(l-u)] , 

q 

for 0 < u < -l/2+cS . I. For any 0 < cS < 1/2 the function R is an element of Q. 

LEMMA 1.3.1 (Pyke and Shorack [31]). Let UN and VN be the marginal empiri

cal processes defined in (J.3.7) and let q E Q. Then, as N ~ ~. 

sup(-oo,oo) luN(F)[q(F)J- 1
1 =OP(!) and sup(-oo,oo) lvN(G)[q(G)l- 1 

I =OP(!), uni

formly for H E H. 

PROOF. See Pyke and Shorack [31], Lemma 2.2. D 

As has been remarked in Shorack [39], the next lemma is especially useful 

in connection with the following class of functions (see also Lemma 2.3.2 

and the beginning of Section 2.4). 

DEFINITION 1.3.2 (Shorack [39]). A function r, defined and positive on 

(0,1), which is symmetric about 1/2, will be called u-shaped if it is de

creasing on (0,1/2]. If 0 < S < we introduce the notation r 6 for the 

function satisfying r 6 (u) r(Su) for 0 < u .::_ 1/2 and r 6 (u) = r(l-S(l-u)) 

for 1/2 < u < I, If for all S > 0 in a neighborhood of 0 there exists a 

constant MS such that r 6 .::_ M6r on (0,1), then r will be called a reproduc

ing u-shaped function. The class of all reproducing u-shaped functions will 

be denoted by R. 

Typical examples of reproducing u-shaped functions are DR1 , where D > 0 and 

T .:_ 0 are arbitrary constants and where R is the function defined in 

(1.3.8). Obviously these functions are u-shaped, and for any 0 < S < I and 
r -1 -T -1 T for 0 < u < 1/2 we have r 8 (u) = D[R(Su)] = D(Bu) (I-Su) .::_DB [R(u)] = 

-1 
DB r(u). 
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LEMMA 1.3.2 (Shorack [39]). Given an arbitrary E > 0 there exists a 

0 < S =SE< I such that P({SF(x) .:::._ FN(x) .:::._ 1-S(l-F(x)), for 

x E {0 < FN < I}}) > 1-E and P({SG(y) .:::._ GN(y) .:::._ 1-S(l-G(y)), for 

y E {0 < GN < I}})> 1-E, for all N = 1,2, •.. and independently of HE H. 

PROOF. See Shorack [38]. D 

Roughly speaking the following two lennnas are needed to justify re

placing certain integrals with respect to dHN by integrals with respect to 

dH. It will turn out that this transition is a rather delicate one if the 

limiting score function J is allowed to possess a certain type of discon

tinuities. Let Z be a B.l(N,rr) distributed rv. In Hoeffding [18] it has 

been shown that for any N, 0 .:._TI .:._ and p > 0 

(1.3.9) Pr(lz-Nrrl .:_Np) < 2 exp(-2Np 2). 

We shall use (1.3.9) in the proof of Lennna 3.3.1. We shall also need a more 

sophisticated result of a similar type of Kiefer [21]. 

LEMMA 1.3.3 (Kiefer [21]). For any s > 0 there is a finite constant M such 
2 s 

that PH({sup IHN(x,y)-H(x,y)I > p}) < M exp(-(2-s)Np ), for -oo<x<oo,-oo<y<oo - - S 
all N = 1,2, ... , all p .:_ 0 and all bivariate dfs H (continuous or not). 

PROOF. See Kiefer [21], Theorem 1-m. D 

The next result is a corollary to the preceding lemma and is due to van 

Zwet [44]. Like Kiefer's theorem the result can be formulated form-di

mensional empirical dfs. To avoid additional notational conventions we shall 

restrict attention to the case where m=2. For a comparison between Lemma 

1.3.4 and related results of Bahadur [I], Sen [36] and Ghosh [12] see 

Section 5.2. For any Borel set Din the plane we shall write JJD dH = H{D} 

and JJD d~ = ~{D}. By an interval I in the plane the product set of two 

intervals on the line will be understood. 

LEMMA 1.3.4 (van Zwet [44]). Let I 1,I2 , ... be a sequence of intervals in 
h 1 1 I { * *· . . } t e p ane and et N = IN : IN is an interval contained in IN , 

I * * I I /2 N = 1,2, •.. Then, as N + oo, supI~EIN HN{IN}-H{IN} = Op([H{IN}/N] ), 

uniformly in all sequences of intervals I 1 ,I2 , ... and all bivariate dfs H 

(continuous or not). 
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PROOF. Given any 0 < E < I, the existence of a number M =ME, independent 

of the df Hand the particular sequence I 1,I2 , .•. , must be established such 

that 

(I. 3. 1 O) < E 
- ' 

for all N, all sequences I 1,I2 , ... and all bivariate dfs H. If H{IN} = 0 

the lemma follows immediately. It proves to be convenient to consider the 

cases 0 < H{IN} ~ 8/(EN) and H{IN} > 8/(EN) separately. 

First suppose that 0 < H{IN} ~ 8/(EN) and choose M =ME= (2/E) 312 . It 

is always true that supI* I l~{I~}-H{I;}I ~ max{~{IN},H{IN}}. By our 
NE N 

choice of M we have M[H{IN}/NJ 1/ 2 .'.'._ H{IN}/E. Since NHN{IN} is a 

distributed rv, application of Markov's inequality shows that the left side 

in (1.3. JO) is bounded above by P({max{HN{IN},H{IN}} .'.'._ H{IN}/E}) = 

P({HN{IN} .'.'._ H{IN}/E}) ~E. 

Next we suppose that H{IN} > 8/(EN). Then for n = O,J, ... ,N we may 

define the conditional probabilities 

TT (n) P({supI * I l~{I;}-H{I;} I > 
NE N 

M[H{IN}/NJ 1/ 2}i{HN{IN} n/N}). 

The probability on the left in (J.3.10) can now be written as 

(1.3.11) ln<NH{IN}/2TT(n)P({~{IN} n/N}) + 

ln.'.'._NH{IN}/ 2rr(n)P({HN{IN} n/N}). 

By the Bienayme-Chebyshev inequality we have 

(J.3.12) Ln<NH{IN}/2rr(n)P({~{IN} n/N}) 

~ P({~{IN} < H{IN}/2}) 

~ P({IHN{IN}-H{IN}i > H{IN}/2}) 
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since by assumption H{IN} > 8/(EN). In the second term in (1.3.11) only 
values n I 0 are involved. As H{IN} > 0, we find that for any n I O, we 
have, conditional on HN{IN} = n/N, 

~ * * Here H{IN} H{IN}/H{IN} is the conditional probability that the random 
* . . . vector (X,Y) is an element of IN c IN under the hypothesis that it is an 

element of IN. Given HN{IN} = n/N with n I O, the ratio Hn{I;} 
HN{I~}/~{IN} is distributed as the empirical df corresoonding to H, based 
n I 0 observations. For n I 0 we have n(n) 2_ n1(n) + n2 (n), where 

TI 1 (n) 

Applying the Bienayme-Chebyshev inequality once more we obtain 

(1.3.13) ln>NH{I }/Znl (n)P({~{IN} = n/N}) 
- N 

2_ P({ [HN{IN}-H{IN}[ ::__ M[H{IN}/4N]l/Z}) < 4/M2 . 

Finally we have to consider the summation involving the n2(n). For any in
terval I in the plane we have 

[H {I}-H{I}[ < 4 sup [H (x,y)-H(x,y) [. According to Lemma I .3.3 n - -oo<x<oo,-oo<y<oo n 
applied to Hn and H with e.g. s =I, there exists a constant M1 such that 

and hence 
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( 1. 3. 14) n/N}) 

2 2 .::_ M1 exp(-NH{IN}M /(128NH{IN})) = M1 exp(-M /128). 

Combining (1.3.12), (1.3.13) and (J.3.14) we see that for H{IN} > 8/(EN) 
inequality (J.3.JO) holds, provided Mis chosen so large that both (J.3.13) 
and (J.3.14) are smaller than E/4. Let us finally note that the argument is 
independent of the sequence r 1,r2 , ..• and the bivariate df H. D 

Our final lemma will be used when the limiting score function J has 
discontinuities. 

LEMMA 1.3.5. As N-+ 00 , sup =l N N112 iF(X ·Nhn/NI OP(l) and 1/2 m , ... , m. 
sup =I N N [G(Y ·N)-n/NI =Op(!), uniformly for HE H. n , .•. , n. 

PROOF. We only need consider the first expression. Because m/N = FN(X ·N) 
1/2 m. 

we have supm=l, ... ,N N [F(Xm:N)-m/NI .::_ sup(-oo,oo)[UN(F)I =Op(!), uniform-
ly for H in H. D 
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Chapter 2 

ASYMPTOTIC NORMALITY WHEN THE LIMITING 

SCORE FUNCTION IS CONTINUOUS 

2, I , STATEMENT OF THE MAIN RESULT 

For asymptotic normality of the rank statistics TN = f!JN(FN,GN)d~ 
(see (l.1.9))a suitable standardizationwill be N112 (TN-µ), Here the asymp
totic mean depends on the underlying df Hin the class H (see (1.1.6)) and, 
if (X,Y) has df H, it equals 

(2.1.1) ]J 1J (H) E[J(F(X),G(Y))J. 

The asymptotic variance, also depending on H, is given by 

(2.1.2) 2 2 cr = cr (H) = Var{J(F(X),G(Y)) + 

JJ[c(F(x)-F(X))-F(x)J J(l,O)(F(x),G(y))dH(x,y) + 

ff[c(G(y)-G(Y))-G(y)J J(O,l)(F(x),G(y))dH(x,y)}. 

In the above formulas J is the limiting score function, introduced in 
(I.I.II), and J(l,O) (J(O,I)) is its first partial derivative with respect 

to the first (second) variable. Finally the function c(z) is defined in 
(I.I. I). Before listing the assumptions needed for the theorem, let us in

troduce some more notation. Define 

(2. 1.3) F; = [N/(N+l)]FN' G; [N/(N+l)]GN, 

(2.1.4) 

~·Throughout Assumptions 2.1.1-2.1.3 the functions r 1,r1,r2,r2 are 
the same fixed members of R (see Definition 1.3.2), the points 

0 = s 0 < s 1 < ••• < sk < sk+I =I and 0 = t 0 < t 1 < < t 1 < tl+I =I are 
the same fixed elements of the unit interval, and H' is the same subclass 
of H. For Q see Definition 1.3.1. 



The first two assumptions concern the smoothness and integrability condi

tions to be imposed on the limiting score function, 

ASSUMPTION 2.1. I. The limiting score function J(s,t) is continuous for 

(s,t) E (0,1) x (O,J), The first partial derivatives J(I,O)(s,t) = 

= 3J(s,t)/3s and J(O,I)(s,t) = 3J(s,t)/3t exist and are continuous for 

( s , t) E ( s . I , s . ) x ( t . I , t . ) , i = I , , , • , k+ I and j = I , , •• , 1 +I • 
i- i J- J 

The above functions satisfy 

at those (s,t) E (O,I) x (O,I) where they are defined, 

ASSUMPTION 2.1.2. The integrals 
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are bounded on the subclass of df s H' c H for some constant o > 0 and fixed 
I -2-o q1,q2 E Q, satisfying J0[qi (u)J du< oo, i = 1,2, for the above a. 

The last assumption concerns the limiting behavior of the score functions 

with respect to the limiting score function. 

* . ASSUMPTION 2,1.3. As N + oo, BON+ PO, uniformly on the subclass of dfs 

H' c H. 

The main theorem of this chapter not only establishes asymptotic nor

mality for a fixed df H in H, but also uniformity of this convergence in 

distribution on an appropriate subclass H' of H, 

THEOREM 2,1,J, If for the score functions JN and the limiting score func

tion J Assumptions 2,J, 1-2,1.3 are satisfied with H' {H} for some fixed 
1/2 2 df HE Hand with o = O, then N (TN-µ) + dN(O,a ) as N + 00 , Hereµ = µ(H) 

and a2 a2 (H) are finite and given by (2, I.I) and (2.1.2) respectively, 

Suppose that for the score functions JN and the limiting score func

tion J Assumptions 2,1. 1-2.l,3 are satisfied for some fixed subclass of dfs 
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H' c Hand with o > O. Provided o2 = o2(H) is bounded away from zero on H', 
the above mentioned convergence in distribution is uniform on H'. 

In spite of their rather formidable appearance, the assumptions are satis
fied in many interesting situations as will be pointed out in Section 5.1. 
Under the null hypothesis the asymptotic mean and variance will be denoted 
by µ 0 an~ o~ respectively. These numbers, of·course, do no longer depend on 
the particular underlying null hypothesis df H = F x G and are equal to (see 
also Bhuchongkul [4]) 

(2, I. 5) µo 
fill 

0 0 J(u,v)du dv, 

2 fill [µ 0+J(u,v) - !I !I 2 (2.1.6) 00 0 0 0 
J(u,t)dt -

0 
J(s,v)ds] du dv. 

Th . f . . d" A 2 h e expression or µ 0 is i!IDlle iate. s to o0 note t at 
!f[c(F(x)-F(X))-F(x)J J(l,O)(F(x),G(y))dF(x)dG(y) 

I F (X) (I 0) I (I 0) I I foC-!0 s J ' (s,t)ds + !F(X)(l-s) J ' (s,t)dsJdt = ! 0! 0 J(s,t)ds dt -
!~ J(F(X),t)dt, which follows from partial integration. To justify this we 
note that lims+O sJ(s,t) = limstl (1-s) J(s,t) = O, for each 0 < t < I. Ac
tually, Assumption 2.1.1 says that IJCs,t)I .'.:, r 1(s)r2(t) for all (s,t) in 
(O,I) x (O,I) and from Assumption 2.1.2 it follows that J(s,t) is a square 
integrable function of s for each fixed 0 < t < I. A similar expression may 
be found for ff[c(G(y)-G(Y))-G(y)J J(O,l)(F(x),G(y))dF(x)dG(y), The expres
sion for the variance will be studied more generally in Section 4.2. The 
proof of Theorem 2.1.1 is deferred to Sections 2.2-2.4. 

2.2. PROOF OF THEOREM 2.1.1: ASYMPTOTIC NORMALITY OF THE LEADING TERMS 

We start this section with some basic notation. Let 

L'.NI (w) L'.NI [XI :N'~:N)' t;NI (w) L'.NI [XI :N'XN:N]' 

(2, 2. I) 

L'.N2(w) L'.N2 [YI :N'YN:N)' t;N2(w) f;N2 [YI :N'YN:N], 

and let t.N(w) = L'.N = L'.NI x L'.N2 and t;N(w) = f;N L'.NI x L'.N2 be the random 

product sets in the plane (see Figure 2.2.1). Note that the 
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bivariate empirical df ~ assigns mass I to ~N. Without loss of generality 

we may prove Theorem 2.1.1 in the case where k = 1 =I in Assumption 2.1.1. 

For small positive y define the sets 

(2.2.2) 

s = y2 {y : G(y) E [y,tl-y] u [tl+y,1-y]}. 

Let SY = Sy! x sy2 be the product set in the plane. For y as above and the 

set n0 as in (l,3,5) we adopt furthermore the notation 

(2.2,3) n~N = {w : suplF;-FI < y/2,suplG;-GI < y/2} n n0 • 

Given any set D, Dc will denote its complement, x(D) its indicator function 

and x(D;z) the value of this function at the point z. Both the empirical 

processes UN' VN defined in (1.3.6) and their modifications u;(s) = 

1/2[ *< -I ( )) ] *< ) 1/2[ *< -I ) ) ] . . [ ] . N FN F s -s , VN t = N GN G (t -t defined for s,t in O, I wil·l 
. * 1/2 * 

be needed. Like UN' VN, the latter processes satisfy UN(F) = N (FN-F), 
* 1/2 * VN(G) = N (GN-G) on (-00 ,00) for w in n0 (i.e. with probability I). 

* For any w in QyN the mean value theorem yields 

(2.2.4) 

v*(G)J(O,l)(~ ~ ) 
N N' N ' 

for all (x,y) in ~N n SY, In (2.2.4) the random point (~N'~N) lies in the 

open random line segment joining (F,G) and (F;,c;) (see Figure 2.2.2). It 
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* * is defined by (~N,o/N) = (F,G) + 8 x (FN-F'GN-G), where 8 = 8(w,x,y,N) satis-
fies 0 < 8 < I. In this context it is useful to define zero times a non-de
fined quantity as zero, Thus formula (2,2,4) leads to the fundamental decom
position 

(2.2.5) 

* where BON is defined in (2.1.4) and where 

AON N 112ffJ(F,G)d(~-H), 

AIN f!UN(F)J(l,O)(F,G)dH, 

A2N f!VN(G)J(O,l)(F,G)dH, 

BIN 
* * (I O) 

AIN, x(n N)ff s UN(F)J ' (~N'o/N)d~ -y y 

B2N x(n * * (O,I) ~ N)f!S VN(G)J ( N'o/N)dHN - A2N' y y 

* 1/2 * * 
B3N x(n N)N ff sc[J(FN,GN)-J(F,G)]d~, 

y y 

B4N x(n~~)N 112 CJ!J(F;,G;)d~-f f J(F,G)dHJ, 

BSN -x(n~~)N 112ffJ(F,G)d(~-H). 

In this section attention will be restricted to the A-terms. 

The rv AON may be written in the form 

(2.2.6) A = N-1/2 1N A 
ON ln=I OnN' 
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where the A0 N = J(F(X ),G(Y )) - µ are idd with mean zero. For the fixed 
n n n 

df H (the fixed subclass of dfs H') the rv AOnN has a finite moment of or-

der 2 (a finite absolute moment of order larger than 2, bounded on H') by 

Assumption 2. 1.2. 

Note that for c as defined in (J,J.1) the empirical dfs FN and GN sa-

tisfy 

(2.2.7) 

for all x, y in (-00 , 00 ). Since for w in n0 (i.e. with probability I) we have 
. -1/2 \N 

c(x-Xn) = c(F(x)-F(Xn)) we may write UN(F) = N Ln=l[c(F-F(Xn))-FJ, By 

this and a similar expression for VN(G) we obtain 

(2.2.8) N-1/2 \N A A = N-1/2 \N 
AIN = ln=l lnN' 2N ln=l A2nN' 

where AlnN = ff[c(F-F(Xn))-F]J(l,O)(F,G)dH and A2nN = ff[c(G-G(Yn))-GJ x 

J(O,l)(F,G)dH for n = 1, •• ,N, Each of these two sets of rvs consists of N 

iid elements with mean zero. To see the existence of higher order moments 

of AlnN and A2nN we need the following property of q-functions. 

LEMMA 2,2,J. Let for arbitrary u,v E (0,1) the function c(v-u) be defined 

as in (J,J,J), and let q E Q, Then there exists a constant M = M (depending 
q 

on q only) such that lc(v-u)-vl .::_ Mq(v)[q(u)J-l for u,v E (O,J), 

PROOF. Because of the properties of q-functions, there exists a number 

E = E satisfying 0 < E < !, such that u .::_ q(u) for 0 < u < E. For suppose 
q 

such E does not exist. Then there is a sequence un + 0 satisfying 

q(un) < un' and hence [q(un)J- 2 > u- 2• The reciprocal of q is square inte-
n I -2 -J 

grable on the unit interval; on the other hand J 0[q(u)] du> un 7 oo as 

n 7 oo, which yields a contradiction. (Similarly sharper bounds for q in the 

neighborhood of zero may be obtained.) 
-I -I 

Let us first consider pairs v < u. Then lc(v-u)-vl[q(v)] = v[q(v)] , 
-I -I 

For 0 < v .::_ E, with E as above, we find v[q(v)] :;_I .::_ M1[q(u)] , if 
-) 

M1 = maxO<u<lq(u). For E < v < ! and M1 as above we have v[q(v)] .::_ 
-) - - -) -) 

[q(E)] .::_ M1[q(E)] [q(u)] • Finally for ! < v < I we simply have 
-) -] 

v[q(v)] .::_ [q(u)] , Evidently for v < u the lelIIllla holds with 
-) 

M = max {M1,M1[q(E)] ,I}. For pairs v > u the proof can be given in the 

same way. D 
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Lemma 2.2.1 applied with q = q 1, where q1 is the function introduced in 

Assumption 2,1.2, guarantees the existence of a constant M1 = M such that 
qi 

for each w 

n = l, ••• ,N. By Assumption 2,1.2 for the fixed df H (the fixed subclass of 
-1 dfs H') the random part [q 1 (F(Xn))J of this upper bound possesses a fi-

nite moment of order 2 (a finite absolute moment of order larger than 2, 

bounded on H'). It is due to the same assumption that for the fixed df H 

(the fixed subclass of dfs H') the non-random integral is finite (bounded on 

H'). A similar argument deals with AZnN' 2 
Combining (2.2.6) and (2.2.8) we see that'· 0 A. N depends on L.1= in 

(X 1,Y 1), ••• ,(~,YN) through (Xn,Yn) only, n = 1, ••• ,N. Moreover they are iid 
with mean zero and variance equal to Var(L~=O AinN) = cr2(H) as given in 
(2.1.2). Hence application of the central limit theorem yields 

(2.2.9) 

for the fixed df H, as N + 00 , Since, given the fixed subclass of dfs H', the 
absolute moment of an order larger than 2 is bounded on H' and since more

over the variance is given to be bounded away from zero on H' by Esseen's 
theorem (see Chernoff and Savage [7]) the above convergence in distribution 
is uniform on H'. 

2.3. PROOF OF THEOREM 2,1,J: SOME LEMMAS 

The first Lemma contains a modification of the basic Lemma 1.3.1 by 
Pyke and Shorack [31], For notation see also (2.2.1). 

LEMMA 2.3,J. For each q E Q we have as N + 00 , uniformly for HEH, 

(i) sup;;; Ju;cF)/[q(F)J- 1 = OP(I), sup t; /v;(G)/[q(G)J- 1 OP(!); 
NI NZ 

(ii) sup;;; 1u;(F)-UN(F) /[q(F)J- 1 + o, sup A /vN*(G)-VN(G)/[q(G)J- 1 + o. 
NI p uN2 p 

* 1/2 * 1/2 * -1/2 ~.Note that UN(F) = UN(F) + N (FN-FN)' where /N (FN-FN)/ .:_ N 
on (-00 , 00), The integrability of [q]-z entails that for any fixed 0 < S < I 
we have N-J/Z[q(S/N)]-l = o(J) and N-J/Z[q(J-S/N)J-J = o(J) as N + 00 • Becau

se the F(X) are independent Un(0,1) rvs, given an arbitrary E > 0 we can n 
choose a number 0 < SE = S < I such that 
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P({S/N .::_ F(Xl:N) .::_ F(~:N) .::_ 1-S/N}) .:_I - E for all N and uniformly for all 
* continuous F. The same remark holds true for VN(G), 

From the above, part (ii) follows at once. For part (i) we also need 

Lemma 1.3.I. D 

The next lemma is an application of Lemma 1.3.2 and displays a feature of 

reproducing u-shaped functions. 

LEMMA 2,3.2. For each r E R we have as N ~ 00 , uniformly 

(i) -I 
OP(!), 

-] 
sup /:>. r(FN)[r(F)J sup /:>. r(GN)[r(G)J 

NI NZ 
* -I Op(!), sup * -I (ii) sup fi r (F N)[ r (F) ] fi r(GN)[r(G)J 

NI NZ 

* PROOF. It suffices to prove the lemma for FN and FN, 

for H E H, 
0 (I); p 

OP(!), 

(i) Because {0 < FN < J} =/:>.NI' it follows from Lemma 1.3.2 that for each 

E > 0 there exists a constant 0 < SE = S < I such that 

(2.3.1) 

has probability P(QN) .:_I - E for all N and all continuous F. From the pro

perties of reproducing u-shaped functions, in particular because these func

tions are symmetric about I/2, it follows that r(Ss) .:_ r(l-S(l-s)) for 

0 < s .::_ 1/2 and that r(I-S(l-s)) .:_ r(Ss) for 1/2 < s < I. Hence for each w 

in QN we have that r(FN) .::_ r(SF) .::_ Mr(F) for 0 < F.::_ 1/2 and that r(FN) < 

r(l-S(l-F)) .::_ Mr(F) for 1/2 < F < I on /:>.NI' where M = M6 is some finite po

sitive constant, Consequently the inequality r(FN) .::_Mr(F) holds true on 

/:>.NI for each w in QN, 

(ii) The second part follows in the same way if it can be shown that for 

each E > 0 there exists a constant 0 < SE = S < I such that 

(2.3.2) 

has probability P(Q;) .:_I - E for all N and all continuous F. Since QN (see 

(2.3.1)) has that property, it remains to show that 

P({N/(N+l) .::_ 1-S[l-F(~:N)]}) .:_I - E for sufficiently small positive S. 

Because the F(X) are independent Un(0,1) rvs, the latter probability 
n -1 N 

equals - (1-[S(N+l)] ) .:_ 1 - E for all N and all continuous F, provided 

S = SE is chosen sufficiently small. D 
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To formulate the last lemma, let us first introduce a useful notation. For 

each positive integer m we define the function Im on [0,1] by 

(2.3.3) I (u) 
m 

(i-1)/m for (i-1)/m ::_ u < i/m, i 1, ... ,m and Im(I) =I. 

LEMMA 2.3.3. A~ m, N + 00 , sup(-oo,oo),UN(Im(F))-UN(F)I +PO and 

sup(-oo,oo)jVN(Im(G))-VN(G)i +PO' uniformly for HE H. 

PROOF. Note that for continuous F we have sup iuN(I (F(x)))-UN(F(x))i -oo<x<co m 
supO<s<l!UN(Im(s))-UN(s)!, which no longer depends on F. The UN-processes 

converge weakly to a Brownian bridge W (see Section 1.3). In Pyke and 

Shorack [31] these UN- and W-processes are replaced by UN- and W-processes 

defined on a single new probability space (rl,A,P) and having the same finite 

dimensional distributions as the original processes (see also Skorokhod 

[40]): These~new processes satisfy sup iuN-wl +a.s. 0 and hence~also ~ 
sup !UN(! )-W(I )I+ 0 uniformly in m, as N + 00 • Now sup !UN(! )-UNI < m m a.s. m 
sup iuN-wl +sup !w-W(I )I +sup lw<r )-UN(I )!. For almost every: in S1 the m m m 
function W is uniformly continuous on [0,1] so that sup jw-W(I )! + 0 as m a.s, 
m + 00 , This proves that sup !UN(! )-UNI + 0 as m,N + 00 , This last result m a.s. 
implies the first convergence in probability of the lemma. The second con-

vergence is established in a similar fashion, D 

2, 4, PROOF OF THEOREM 2. 1 , 1 : ASYMPTOTIC NEGLIGIBILITY OF THE REMAINDER TERMS 

The asymptotic negligibility of the remainder terms will be given as 

corollaries to the lemmas of the previous section. It will be convenient to 

introduce the following subsets of Q: 
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Here r 1,r 1,r2,r2,q1,q2 are the same as in Assumptions 2.1.1 and 2.1.2. Once 

for all let us notice the following property of the set n4N. For each w let 

~N = ~N(w) and ~N = ~N(w) be functions defined on XNI and XN2 respectively, 

satisfying 

Then, independently of H in H, we have 

for each w in n4N. By way of an example let us prove the first of the above 

* * inequalities. Obviously on XNI both r 1(min{F,FN}) and r 1(max{F,FN}) are 
* bounded by max{r 1(F),r 1(FN)}. For w restricted to n4N we have in turn 

* - ~ max{r 1(F),r 1(FN)} .'.:_Mr 1(F) on 6NI' provided M ~I. The definition of ~N and 
~ * the properties of r 1 imply for each w that r 1 (~N) .::_ max{r 1(F),r 1(FN)}, and 

hence for each w restricted to n4N that r I (iN) .::_Mr I (F) on ~I' A typical 

example of such functions iN'~N are the functions ~N.~N occurring in (2.2.4). 

We may think of ~N(~N) as defined on n x 6N1(nx6N2) by setting e.g. ~N = F 

(~N=G) where not defined. We shall occasionally also simply take iN = F;, 
~ * 
~N = GN. The choice will always be clear from the context. 

According to Lellllllas 1.3.1, 2.3. I and 2.3.2 (ii) for an arbitrary£> 0 

the constant I < M < 00 and the sequence sN' decreasing to zero as N ~ 00 , may 

be chosen in dependence of £ such that the set 

(2. 4. I) '"' n4 '"' "N = i= I "iN 

has probability PH(nN) = P(nN) ~ I - £ for all N and for all H in H. This 

set will play a major role in each of the corollaries without explicit re

ference. Note that B2N is sylllllletric to BIN' so that B2N need not be treated 

in the sequel. 

Let: us first give a further decomposition of the rv BIN which may be 
• \'5 

written as BIN = li=I CiN' where 
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COROLLARY 2.4.1. As y -1- 0 and N + 00 , c4N +PO and B3N +PO' uniformly on H'. 

PROOF. Let us first consider c4N. From Assumption 2.1.1 it follows immedia

tely that 

(2.4.2) X(r1N)lc4NI.::. Mffsc ql(F);)(F)r2(G)dH. 
y 

Next we consider B3N and start by pointing out how the mean value 

theorem, as applied in (2.2.4), may be modified to meet the needs of this 

somewhat different situation, For any w in n, by T = T(w,x,y,N) denote the 

number of points that the open line segment leading from (F(x),G(y)) to 

* * (FN(x),GN(y)) has in common with the lines s = s 1 and t = t 1, where (x,y) is 

in 6N (see Figure 2.4.1). Evidently for 

(F ,G) 

Figure 2.4.1 
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* each w we have 0 2_ T 2_ 2. In the special case where w is in n and (x,y) is 
YN 

restricted to 6N n SY, the number T is equal to zero and the mean value 

theorem applies at once, More generally, following the closed line segment 

* * starting at the point (F,G) = (FON'GON) up to the random point (FN,GN) = 

(FT+ 1N,GT+ 1N) we encounter successively the points of intersection 

(F 1N,G 1N),,,,,{FTN'GTN) with the two lines if T + 0, Since J is continuous 

on the closed segment and continuously differentiable on each of the open 

subsegments from (FiN'GiN) to (Fi+ 1N,Gi+ 1N) for i = O,.,.,T, the mean value 

theorem may be applied step-wise, This leads to 

N 1/2J(FN*,GN~ = N1/2J(F,G) + \T .N1/2( F )J(1,0)(~ ~ ) 
.J li=O Fi+1N- iN iN' iN 

for each w and (x,y) in 6N. Here (~iN'~iN) is a random point on the open 

line segment between (FiN'GiN) and (Fi+ 1N,Gi+IN) and hence (~iN'~iN) is a 

random point on the open line segment between (F,G) and (F;,G~ for 

i = O, ••• ,T, where defined, For this reason the properties of the set n4N 

may be applied with ~N = ~iN and o/N = ~iN' Furthermore, where defined, 

IFi+ 1N-FiNI 2_ !F;-F! and !Gi+ 1N-GiNI 2_ !G;-G! for i = O, ••• ,T, Combining the 

above results with Assumption 2,1,1 one obtains the bound x(nN)!B3N! 2_ 

B31 N + B32N, where 

B31N = 3M3Jfsc q1(F)r1{F)r2(G)d~, 
. y 

B32N = 3M3Jfsc q2{G)r1(F)r2(G)d~. 
y 

By symmetry between the last two expressions it suffices to prove that 

B31 N +PO as y + 0 and N + 00 , uniformly on H'. This can be achieved by 

showing that E(B31 N) + 0 as y + 0 and N + 00 , uniformly on H'. Since 

(2.4.3) E(B31N) = 3M3ffsc q1(F)r1{F)r2(G)dH, 
y 

and in view of (2,4.2), the corollary is proved if it can be shown that 

Ilse q1{F)r 1{F)r2{G)dH +Oas y + o, uniformly on H'. 
Y In the case where H' = {H} Assumption 2.1.2 holds with o = O, and it 

follows at once by the dominated convergence theorem that the right-hand 

side of (2,4,3) converges to zero as y + 0, for this fixed df H. If H' is an 
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arbitrary subclass Assumption 2.1.2 is given to hold for some o > O, so that 
supH€H 1 ff[q (F); (F)r2(G)J 1+0dH = MH, < 00 • Applying Holder's inequality we 
find that 

ffsc ql(F);l(F)r2(G)dH::. {ff[ql(F);l(F)r2(G)J 1+0dH} 1/(l+o) x 
y 

[ff dHJo/(1+0) < c; J1/(1+o)cs Jo/(1+0) + o sc - H' - y y 

as y t O, independently of Hin H'. 0 

COROLLARY 2.4.2. For fixed y, CSN +PO, B4N +PO and BSN +PO as N + 00 , uni
formly on H. 

PROOF, For fixed y, P(Q~~) + 0 as N + 00 , uniformly on H by the Glivenko
Cantel1i theorem and because the probability distribution of sup IFN-FI, 
sup IGN-GI does not depend on H in H. 0 

COROLLARY 2,4.3. For fixed y, ClN +PO as N + 00 , uniformly on H. 

~· Let us note that 

I I ~ I <1,0) c1,o) I x(QN) C1N :5._M sup~ nS J (~N'~N)-J (F,G) ' 
N y 

where M = M maxO<s<l q1(s). For fixed y the function J(l,O) is uniformly 
continuous on th;~losed set {[y/2,s 1-y/2] u Cs 1+y/2,1-y/2]} x 

{[y/2,t 1-y/2] u Ct 1+y/2,1-y/2J}. Since l~N-FI ::_ IF;-FI and l~N-GI ::_ jG;-GI 
where ~N and ~N are defined, the Glivenko-Cantelli theorem yields the con
vergence to zero in probability of the right-hand side of the above inequal
ity, uniformly on H. 0 

COROLLARY 2.4.4. For fixed y, c2N + PO as N + 00 , uniformly on H. 

PROOF. As J(l,O) is continuous on the closed set {[y,s 1-yJ u [s1+y,1-y]} x 
{[y,t 1-yJ u[t 1+y,1-y]} there exists a finite positive constant MY such that 

IJ(l,O)(F,G)j ::_My on SY for any Hin H. Hence, with ~N = sN maxO<s<lq 1(s), 

as N + 00 , uniformly on H. 0 



COROLLARY 2.4.5. For fixed y, c3N +PO as N + 00 , uniformly on H. 

~· For any positive integer m the rv jc3NI is bounded by Li=! c3iN' 
where 

c31N ff lu (F)/!,O)(F G)-U (I (F))/l,O)(I (F) I (G))idH_ S N ' N m m ' m -~· y 

c32N lffs UN(Im(F))J(l,O)(Im(F),Im(G))d(~-H) I. 
y 

C =ff ju (I (F))J(l,O)(I (F) I (G))-U (F)J(l,O)(F G)jdH 
33N S N m m ' m N ' ' y 
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(see (2,3,3)). It suffices to show that each of the above rvs can be made 

arbitrarily small with arbitrarily high probability for some common positive 

integer m, provided N is large enough. 

Consider c 31 N and c33N' which are both bounded by the supremum of the 

integrand over the set S • The function J(l,O) is uniformly continuous on y 
the closed set {[y,s 1-yJ u Cs 1+y,1-y]} x {[y,t 1-yJ u Ct 1+y,1-y]} so that in-

dependently of Hin H we have jJ(l,O)(F,G)j < M and 
- y 

jJ(l,O)(F G)-J(l,O)(I (F) I (G)) I < ~ on S • Here M is a finite constant 
~ ' m ' m - mY Y Y 

and s + 0 as m + 00 • Application of Lemma 2,3.3 gives the existence of conmY 
stants ~mN + 0 as m,N + 00 , such that QmN ={sup luN(F)-UN(Im(F))j ::_ ~mN} has 
probability larger than 1 - E for all m,N and all Hin H. Hence for i = 1,3 

~ ~ ~ 

x(QN n QmN)C3iN::.. smNMY + Msmy + 0 

for fixed y as m,N + 00 , Besides P(QN n ~mN) > I - 2E for all N and all H in 

H by (2,4.1) and the above property of QmN' 

Let us next consider c 32N for a fixed value m. For each w the integrand 

in the expression for this rvis a simple step function assuming the value 

Z .. mN(w) on the rectangle 
l.J 

for i 

S .. ({x F(x) E [(i-1)/m,i/m)} x 
Yl.J 

{y : G(y) E [(j-1)/m,j/m)}) n SY, 

/--

1, ••• ,m and .f= l, .•. ,r:J.. Because IZ .. mNI < M(M +~ ) on QN' we have l.J - y my 
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2- - -< 4m M(M +s )sup IH -HI + 0 - Y my -~ p 

for fixed y and mas N + 00 , uniformly on H. Here Lemma 1,3.3 has been 
applied only in a weak form • 

. 1the conclusion, of the corollary follows by straightforward combination 
of these partial results. D 

In order to show how the results of these corollaries may be combined 
to complete the proof of Theorem 2,1.1, first use Corollary 2.4.1 to choose 
a fixed Yo and an index N0 to ensure that P({!B3Nl.lc4NI ;_£}).::_I - £for 
all N .::_ N0 and all dfs in H'. Next application of Corollaries 2.4.2-2.4.5 
with the above fixed y0 gives the existence of an index N1 = Nj(y0) > N0 
such that P({IB4Nl.IB5Nl'lc!Nl'lc2Nl'lc3Nl'lc5NI ;_ d) .::_I - £for all 
N .::_ N1 and all Hin H. This implies that P({ IB 1N+B3N+B4N+B5NI ;_SE}) .::.1 - 2t: 
for all N .::_ N1 and all dfs in H'. 



Chapter 3 

ASYMPTOTIC NORMALITY WHEN THE LIMITING 

SCORE FUNCTION IS NO LONGER CONTINUOUS 

3.1. STATEMENT OF THE MAIN RESULTS 
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In this chapter the results of Chapter 2 will be complemented by con

sidering the case where the limiting score function J may exhibit discon

tinuities on the lines s = s 1, •.• ,s = sk and t = t 1, ••• ,t = t 1 in the open 

unit square. This weakening of the smoothness conditions entails, as can be 

expected (see e.g. Dupac and Hajek [8]), a local differentiability condi

tion on the underlying continuous df H. Again we consider standardized 

versions N112 (TN-µ) of the statistics TN = f JJN(FN,GN)d~, where the asymp

totic meanµ= µ(H) is given by (2.1.1). An expression for the asymptotic 

variance cannot be given until the assumptions and some of their basic im

plications are formulated. 

REMARK. As in the previous chapter, throughout Assumptions 3.1.1-3.1.4 the 

points 0 s 0 < s 1 < ••• < sk < sk+I = I and 0 = t 0 < tI < ••• < t 1 < 

tl+l = are the same fixed elements of the unit interval, the functions 

rI,rI,r 2,;2 the same· fixed members of R, and H' the same subclass of H. 

The first three assumptions are directly comparable with Assumptions 

2,1.I-2.I.3. 

ASSUMPTION 3.1.1. The limiting score function J(s,t) is equal to J .. on 
1-J 

{[si-I 'si) n (O, l)} 

j = I, ••. ,l+I, Here 

{[t. I,t.J n (0,1)} 
J- J 

x {[t. 1,t.) n (O,l)} for i = l, ••• ,k+I and 
J- J 

J .. is defined and continuous on {[s. 1,s.J n (0,1)} x 1-J ]_- ]_ 
and possesses a continuous first partial derivative 

( 1 ,0) 
J. . < s, t) = aJ .. < s, t) I as 

1-J 1-J 
for (s,t) E (s. I's.) x {[t. 1,t.] n (0,1)} and ]_- ]_ J- J 

a continuous first partial derivative J~?· 1 )(s,t) = 3J .. (s,t)/at for 
1-J 1-J 

(s,t) E {[s. I's.] n (O,I)} x (t. 1,t.), i = l, .•. ,k+I and j = I, ••• ,l+I. ]_- ]_ J- J 
The function J, defined above, satisfies 
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at those (s,t) E (O,I) x (O,I) where the functions involved are defined. 

ASSUMPTION 3.1.2. See Assumption 2.1.2. 

ASSUMPTION 3.1.3. See Assumption 2.1.3. 

The last assumption concerns the local differentiability property to be im

posed on the df H (for h see also (1.2.12)). 

ASSUMPTION 3.1.4. The following holds for the subclass H' c H. There is an 

open set o1 containing the points s 1, •• ,,sk and an open set o2 containing 

the points t 1, ••• ,t1 such that for HEH' the density h(s,t) = 

a2H(F- 1(s), G- 1(t))/asat exists and is continuous on O = o1 x (0,1) u 

(O,I) x o2, Moreover the subclass H' satisfies the equicontinuity condi

tions 

sup HEH' lh(s,t)-h(si,t) I -+ 0 

as s -+ s. for all t E (O, I), i 
1. 

I, •• ., k, 

sup HEH' lh(s,t)-h(s,tj)I-+ 0 

as t -+ t. for all s E (0,1), 
J 

I , ... , l, 

Furthermore there exist functions f and g on (O,I) such that 

sup HEH' h(s,t) < f(s) for all (s,t) E (O, I) x 02, 

with I -J0 r 1(s)f(s)ds 
< "'" 

sup HEH' h(s,t) < g(t) for all (s,t) E OJ x (O, I), 

with !1 
0 

r 2(t)g(t)dt < oo. 

We shall next present two letmnas which are of general importance for 

the sequel and which first of all enable us to give an expression for the 

asymptotic variance. 

LEMMA 3. I.I. Suppose the function J satisfies Assumption 3. I. I. Then, for 

some positive integer p, this function can be written in the form 
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(3.1.1) J(s,t) J (s,t) + lp K (s) x L (t), 
c m=l m m 

for all (s,t) E (0,1) x (0,1). For some finite positive constant M' these 

functions have the following properties. 

(i) The function J is defined and continuous on (0,1) x (O,J). Its first 
. . . c (I O) ( 0 I) 

partial derivatives J ' and J ' exist and are continuous on 
k+I l+l c c 

u. I u. I (s. 1,s.) x (t. 1,t.). 
i = J = i;: i J - J 

With r 1,r 1,r2,r2 ER as in Assumption 3.1.I these functions satisfy 

IJC(O,l)(s,t)I M' ( )~ (t) <. r 1 s r 2 , 

at those (s,t) E (0,1) x (0,1) where they are defined. 

(ii) The functions Km and Lm are defined on (0,1) and can be decomposed 

into Km= Kmc + Kmd and Lm Lmc + Lmd on (0,1). Here Kmd(s) 

l~=I amic(s-si) for s E (O,I) and constants am1, ••• ,amk' and Lmd(t) = 

l~=I bmjc(t-tj) fort E (0,1) and constants bm 1, ••• ,bml' m = l, ••• ,p. For 

c(z) see (I.I.I). Further K and 1 are continuous on (O,I) and have con-
mc me k+I 

tinuous derivatives K' K' and L' L' on u. 1 (s. I's.) and 
l+l me m me m i= i- i 

uJ.=I (t. 1,t.) respectively. 
J- L ~ 

With r 1,r 1,r2 ,r2 ER as in Assumption 3.1.I these functions satisfy 

at those s E (0,1) and t E (O,I) respectively where they are defined, 

m = l,. . .,p. 

PROOF. It suffices to prove the above representation for each of the com

ponents Jij of J separately. Hence let us consider x((O,s 1) x (O,t 1))J 11 
and define the function J as follows 

J (s,t) 
c 

c 
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J (s,t) 
c 

J (s,t) 
c 

Note that Jc equals J 11 on the set I, does not depend ons on the set II, 

is constant on the set III and does not depend on t on the set IV (see 

Figure 3.1.1). Let us further define 

-c(s-s 1) 

-c(t-t ) 
I 

I 
IV 

l 
I 

I 
III 

I 

i 
I 

II 

Figure 3.1.1 

for s E ( 0, I) , 

for s E (0, I), 

fort E (0,J), 

O for s E [s 1,I), 

fort E (0,J), 

It follows that x((O,s 1) x (O,t 1))J 11 =Jc+ l~=I Km x Lm on (0,1) x (0,1). 

By straightforward verification one finds that Jc and Km' Lm' m = 1,2,3, 

enjoy the properties listed under (i) and (ii) respectively. n 

LEMMA 3.1.2, Let for HEH Assumption 3.1.4 be satisfied with H' {H}. Let 
I ~and ~be functions on the unit interval such that J0 i~(s) Ids, 

11 - I I - _ _ 
! 0 Hs)f(s)lds, J 0 1~<t)ldt, ! 0 14,(t)g(t)ldt < 00 • Here f and g are the same 

as in Assumption 3,1.4. Then, if (X,Y) has df H, 



(i) E(W(G(Y))jF(X) = s) has a version continuous on o1, to be denoted by 

E (w(G(Y))iF(X) = s); 
c 

(ii) E(~(F(X))iG(Y) = t) has a version continuous on o2, to be denoted by 

E (~(F(X))iG(Y) = t). 
c 
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PROOF. It suffices to prove (i). Since (X,Y) has df H, (F(X),G(Y)) has df 
----1 -I 
H(F ,G ); the latter df has Un(O,I) marginals, Consequently the function 

fb w(t)h(s,t)dt is a version of the conditional expectation considered in 

(i), restricted to o1• Moreover this version is continuous on o1, for let 

s,s+s E o1 and consider fb w(t)[h(s+s,t) - h(s,t)Jdt. By continuity of the 

function h we have h(s+s,t) - h(s,t) + 0 ass+ 0 for each t E (0,1). By 

the assumptions of the lemma we have furthermore that 

lw(t)j lh(s+s,t) - h(s,t)I .:_ 2jw(t)g(t)I for each t E (0,1), and 

r61w(t)g(t)ldt < 00 , Finally, by the dominated convergence theorem, we 
I - -obtain ! 0 w(t)[h(s+s,t) - h(s,t)Jdt + o as s + o. D 

We are now in a position to give the expression for the limiting variance. 

The representation and notation given in Lemma 3.1.1 will be used. Because 

the functions K and L are easily seen to satisfy the conditions of Lemma 
m m 

3.1.2, if (X,Y) has df H, we may write 

(3. I. 2) 
2 

CJ cr2 (H) = Var{J(F(X),G(Y)) + 

ff[c(F(x)-F(X))-F(x)J /l,O)(F(x),G(y))dH(x,y) + 

ff[c(G(y)-G(Y))-G(y)] J(O,l)(F(x),G(y))dH(x,y) + 

\P \k a ,[c(s.-F(X))-s.]E (L (G(Y))iF(X) 
lm=I li=I ml. 1 1 c m s.) + 

1 

\P \l b .[c(t.-G(Y))-t.]R (K (F(X))iG(Y) = t.)}, 
Lm=I l j=I mJ J J c m J 

THEOREM 3.1.1. If for the score functions JN and the limiting score func~ 

tion J Assumptions 3,1,1-3.1.4 are satisfied with H' = {H} for some fixed 
1/2 2 df H E H and with o = 0, then N (TN-µ) + d N(O,cr ) as N + 00 • Here 

µ = µ(H) and cr2 = cr 2(H) are finite and given by (2.1.1) and (3.1.2) respec

tively. 

Suppose that for the score functions JN and the limiting score func

tion J Assumptions 3.1.1-3.1.4 are satisfied for some fixed subclass of dfs 
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H' c Hand with o > 0, Provided o 2 = o2(H) is bounded away from zero on H', 
the above mentioned convergence in distribution is uniform on H'. 

A discussion of the assumptions can be found in Section 5.1. Under the null 
hypothesis th~ asymptotic mean and variance are independent of the particu-

2 lar underlying df H = F x G. These numbers are denoted by µ 0 and a0 respec-
tively and are equal to 

(3. I. 3) 

(3. I. 4) 
2 

00 
I I I I 2 ! 0! 0 [µ 0+J(u,v)-J0 J(u,t)dt-;0 J(s,v)ds] dudv, 

where J is the limiting score function, defined in Assumption 3.1.1. We 
arrive at these expressions, which are the same as for continuous limiting 
score functions (see (2.1.5) and (2.J.6)), by calculations similar to 
those of Section 2.1, applied to the various parts into which J may be de
composed according to Lemma 3.1,J. The expression for µ0 is immediate again 
and the variance may be found by observing that (cf. Section 2.1) 
!![c(F(x)-F(X))-F(x)]J(l,O)(F(x),G(y))dF(x)dG(y) = J 01J 01J (s,t)dsdt -I c c 
! 0J (F(X),t)dt and !![c(F(x)-F(X))-F(x)]K' (F(x))L (G(y))dF(x)dG(y) + c me 1m1 l~ I a .[c(s.-F(X))-s.]E (L (G(Y))!F(X) = s.) = fofoK (s)L (t)dsdt -·i.= ml. 1 l. l.k c m l. m m 
K (F(X))! L (t)dt - /.. a .[1-s.-c(s.-F(X))+s.JJ01L (t)dt, form= 1, ••. ,p. me 0 m ·i=l mi i. i. i. ~ 

Because moreover - 1~ 1 a .[1-c(s.-F(X))J may be replaced by - K d(F(X)) in f.i= mi i. m 
the expression for the variance and since similar expressions may be obtaineil. 
for the remaining terms that occur in the variance, we arrive at the ex
pression for o~ in (3.1.4). The expression for the variance is studied more 
generally in Section 4.2. 

For simplicity of presentation we did not attempt to formulate Theorem 
3.1.1 in such a way that it would contain Theorem 2.1.1 as a special case. 
When J happens to be continuous the smoothness condition imposed on this 
function is slightly stronger than in Assumption 2. J. I, and hence stronger 
than necessary. Moreover Assumption 3. 1.4, which is superfluous in this 
case, is automatically included. 

The proof of the theorem covers Sections 3.2-3.4. 

3.2. PROOF OF THEOREM 3.1.J: ASYMPTOTIC NORMALITY OF THE LEADING TERMS 

For notational conventions we refer to Sections 2.1 and 2.2. Using the 
representation of Lemma 3.1.1 we arrive at the following basic decomposition 



43 

(3.2.1) \: A . + \2 \2 
L.i=O ciN li=O AiN + L.i=J AdiN + 

* holding true for each w, Here BON is defined in (2.J.4) and, when the ami 
and b . are the numbers occurring in Lemma 3.1.J, 

ID] 

A f!UN(F)Jc(J,O)(F,G)dH, A !!V (G)J(O,J)(F G)dH cJN c2N = N c ' ' 

I!=i I~=i a . E (L (G(Y)) IF(X)=s.)UN(s.), mi c m i i 

Ad2N = \P \l b . E (K (F(X))iG(Y)=t.)VN(t.), lm= I L. j = I m] c m J J 

BcN 
1/2 * * l2 N [! J J (FN,GN)-J (F ,G) ]d~ - . . I A 'N' c c i= ci 

L.!=1 N112JJ[K * BIN (FN)-K (F)]L (G)d~ - AJN' me me m 

B2N L.!=1 Nl/ 2JJK (F)[L (G;)-L (G)]dHN - A2N' m me me 

B3N l!=I N112JJ[K (F;)-K (F)][L (G;)-1 (G)]d~, .me me m m 

BdJN I!=1 Nl/ 2JJ[Kmd(F;)-Kmd(F)]Lm(G)dHN - Ad!N' 

Bd2N I!= I Nl/ 2JJKm(F)[Lmd(G;)-Lmd(G)]dHN - Ad2N' 

In this section attention will be restricted to the asymptotic normal
ity of the A-terms. Since Jc satisfies the assumptions of Section 2.1 the 
results of that section may be applied to the Ac-terms, determined by the 
continuous function J • Thus, according to (2.2.9) we may write c 
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(3.2.2) 

,2 . . \ 2 . . 2 2 . 1 where L.i=O AcinN is obtained from L.i=O AinN in Section , by consistent y 

replacing J J(I,O) and J(O,I) by J J(l,O) and J(O,l) respectively. It 
' c' c c 

should be noted that l~=O AcinN depends on (X 1,Y 1), ••• ,(~,YN) through 
(X ,Y) only, n = I, ••• ,N. They are iid with mean zero. For the fixed df H n n 2 
(the fixed subclass of dfs H') the rv li=O AcinN has a finite moment of 
order 2 (a finite absolute moment of order larger than 2, bounded on H') 
by Lemma 3.1.1 and Assumption 3.1.2. 

The method of Section 2.2 may be repeated for the A-terms, connected 

with the function I!=l Km x Lm' to see that 

(3.2.3) \2 A = N-1/2 <;:N <;:2 A 
L.i=O iN L.n=l L.i=O inN' 

Here A0 = [P 1CK (F(X ))L (G(Y ))-f!K (F)L (G)dHJ, nN rn= m n m n m m 
A N = [P 1JJ[c(F-F(X ))-F]K'(F)L (G)dH and A2 N = lp 1JJ[c(G-G(Y ))-G] x In m= n m m 2 n m= n 
K (F)L'(G)dH for n = I, •.• ,N. The l· 0 A. N are iid with mean zero. For the m m ·1= in 
fixed df H (the fixed subclass of dfs H') the rv \~ 0 A. N has a finite mol1= in 
ment of order 2 (a finite absolute moment of order larger than 2, bounded on 

H') by Lemma 3.1.1 and Assumption 3.1.2. 

As to the Ad-terms, connected with the function I!= 1(Kmd x Lm + 
K x L d), note that for each win~ we have c(F- 1(s.)-X) = c(s.-F(X )) m m _ 112 N 1 n i n 
so that UN(s.) = N l 1[c(s.-F(X ))-s.], Using a similar expression for 1 n= i n 1 
VN(tj) we obtain 

(3.2.4) 

where Adi N = lp I l~ I a .[c(s.-F(X ))-s.]E (L (G(Y))IF(X)=s.) and n m= i= m1 i n 1 c m i 

AdZnN = lp I l~ I b .[c(t.-G(Y ))-t.]E (K (F(X))!G(Y)=t.) for n = 1, .•• ,N. m= J= m] J n J c m J 
h ,2 .. . T e li=I AdinN are i1d with mean zero. The absolute moments of any order 

exist for the fixed df H (are bounded on the fixed subclass of dfs H'). 
Combining (3.2.2)-(3.2.4) we see that l~ 0 A . N + l~ 0 A. N + 

·1= Cln ·1= ln1 

l~=I AdinN still depends on (X 1,Y 1), ••• ,(~,YN) through (Xn,Yn) only, 
n = I, •.. ,N. Moreover they are iid with mean zero and finite variance 

2 2 2 2 2 
o = o (H) = Var(Li=O AcinN + li=O AinN +Li=! AdinN), for any n = 1, .•• ,N. 

Consequently the central limit theorem applies and yields 



l~=O 
l~=I 

2 
N(O,a (H)) as N + 00 , for the fixed df H. Given the fixed 

d 
subclass of dfs H', the absolute moment of an order larger than 2 is 

bounded whereas the variance is bounded away from zero on H'. Hence by 

Esseen's theorem the above asymptotic normality is uniform on H'. 

3.3. PROOF OF THEOREM 3.J.J: SOME LEMMAS 

The lemmas of Section 2.3 will also suffice for the B - and B-terms. 
c 

In this section some lemmas specific for the Bd-terms will be given. For 
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0 < s < I, 0 < u < I and fixed constants a and b let us define the functions 

cN(a,b;s,u) by 

(3. 3. I) 1N N m N-rnl I cN(a,b;s,u) = lm=O (m) s (I-s) c((m+a)/(N+b)-u)-c(s-u) , 

N = 1,2, ... Here c(z) is defined in (I.I.I). 

LEMMA 3.3.I. Let a and b be fixed constants and let cN(a,b;s,u) be defined 

as in (3.3.1). Then, as N + 00 , 

(i) cN(a,b;s,u) = 0(exp(-2N(s-u) 2)), uniformly for s,u E (0,1); 
I -1/2 

(ii) ! 0 cN(a,b;s,u)ds = O(N ), uniformly for u E (O,I). 

PROOF. (i) The function cN(a,b;s ,u) is unequal to zero only if s < u and 

m .'.:_ (N+b)u - a, or s .'.:_ u and m < (N+b)u - a. Suppose s < u. Then 

cN(a,b;s,u) = Pr(Z .::_ (N+b)u-a), where Z is a !k.(N,s) distributed rv. Since 

(N+b)u - a= N(s+[u-s+(bu-a)/N]), we have by (I.3.9) as a and bare fixed 

2 
Pr(Z > (N+b)u-a) < M0 exp(-2N[u-s+(bu-a)/N] ) 

2 
~ M1 exp(-2N(s-u) ), 

provided u - s + (bu-a)/N > 0. Now consider the set 

D = {(s,u) u + (bu-a)/N < s < u}. If Dis empty there is nothing left to 

prove, hence suppose D is not empty. Then 

sup( s,u)ED,N=I , 2 , .• , exp(2N(s-u) 2) ~ ma~=l , 2 , •.. exp(2(bu-a) 2/N) 

exp(2(bu-a/) = M2 , say. Sine~ cN is a probability it is always bounded by 

I and hence by M2 exp(-2N(s-u)) for all (s,u) ED and all N = 1,2, ... We 

thus have, letting M = max{M 1,M2}, that cN is bounded by M exp(-2N(s-u) 2) 
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for alls< u and N 1,2, ... This inequality can similarly be shown to 

hold for s > u. 

(ii) This follows at once from part (i) by !~ cN(a,b;s,u)ds < 

Mf 00 ~xp(-2N(s-u) 2 )ds = O(N- 112) as N + 00 , independently of 0 < u < 1. D 
-oo 

The next lemma illustrates the use of the functions cN(a,b;s,u). 

LEMMA 3.3.2. Let w be a function on the unit interval with !~[w(t)[dt < 00 

Then for any HEH and u E (0,1) the following holds 

(i) EJ! I [c(F;-u)-c(F-u) ]ljJ(G) [dH ::. !~ cN(O, 1 ;s ,u)E( I w(G(Y)) [ [F(X) = s)ds; 

(ii) E!![[c(F;-u)-c(F-u)Jw(G)[dHN::_J~ cN_ 1(1,2;s,u)E(fljJ(G(Y))[[F(X) = s)ds. 

PROOF. (i) Because P({(N+l)F;(x) = m}) = (:)[F(x)Jm[l-F(x)JN-m for 

m = O,J, ... ,N we obtain 

!~ cN(O,l;s,u)E(fljJ(G(Y))[[F(X) = s)ds. 

(ii) Similarly, since P({(N+l)F;(x) = m}[F(X )) 
ml N-m n n 

(N-1) x 
m-1 

[F(X )J - [1-F(X )J form= l, ... ,N, we have 
n n 

Eff[[c(F;-u)-c(F-u)Jw(G)[d~ 

N- 1 IN E{E([[c(FN*<x )-u)-c(F(X )-u)Jw(G(Y ))[[F(X ),G{Y ))} n=l n n n n n 

N-l \'N E{[w(G(Y ))[ x E([c(FN*<x )-u)-c(F(X )-u)[[F(X ))} L.n=l n n n n 

\'N N-1 m-1 N-m [ [ f!L.m=l (m_ 1)F (1-F) [c(m/(N+l)-u)-c(F-u)Jw(G) dH 

!~ cN-](l ,2;s,u)E( [HG(Y)) [ [F(X) = s)ds. n 

For any positive integer N and real number u in (0,1) the positive in

teger Nu is uniquely determined by 

(3.3.2) (N+l)u < N < (N+l)u + 1. 
- u 



LEMMA 3.3.3. As N ~ 

I * -1 I (i) FN(F (u))-u 

(ii) IFC~~ :N)-ul = 
u 

00 we have, uniformly 

Op(N-1/ 2); 

OP(N-1/2). 

47 

for HEH and u E (O,I), 

PROOF. Part (i) follows illllllediately from the properties of the empirical 

process formulated in Lemma 1.3.1, and the fact that IF;(x)-FN(x)I .:::._1/(N+I) 

for all x in (-00,00). 

Similarly part (ii) is a direct consequence of the properties of order 

statistics given in Lelllll\a 1.3.S, and the fact that ICNu/N)-ul .:::._ 2/N. D 

Furthermore for any positive integer N and real number u in (0,1) we define 

the random interval 

(3.3.3) 
. -1 -I 

rNI = {x : min{~ :N'F (u)} .:::._ x < max{~ :N'F (u)}}. 
u u 

Let sgn (z) be the function defined in (1.2.6). 

LEMMA 3.3.4. For all N = 1,2, ... , 

the equality c(F;(x)-u)-c(F(x)-u) 

with c(z) defined in (I.I.I). 

w Ea, x E (-00,00), u E (0,1) and HEH, 
-] 

sgn(F (u)-XN :N)x(rN 1;x) holds true, 
u 

PROOF. Because of the properties of F-I listed in Section I .I it follows 

that the left-hand side equals 
* -I 

* -I -I on the set {FN(x) < u,x .::_ F (u)}, 0 on 
* -I the set {FN(x) .'.'._ u,x .::_ F (u)} 

* -1 
u {FN(x) < u,x < F (u)} and I on the set 

{FN(x) .'.'._ u,x < F (u)}. 
-I 

First let us suppose chat w is such that ~ :N < F (u) and hence 
-1 -I u 

sgn (F (u)-~ :N) = I and rNi [XN :N'F (u)). Consequently for such w 

the right-handuside of the expressiog in the lelllllla equals 0 if x < ~ :N" 
* u For these x-values moreover FN(x) .:::._ (Nu-1)/(N+I) < u by (3.3.2), and 

x < F- 1(u), so that according to the remarks in the first paragraph of the 
-1 

< F (u) the right-

by (3.3.2) for such 

proof also the left-hand side equals O. If ~ :N < x 

hand side equals I. Furthermore F;(x) .'.'._ Nu/(N¥1) > u 
-I x-values, so that also the left-hand side equals I. If finally x .'.'._ F (u) 

* the right-hand side equals 0 again and, since for these x-values FN(x) .::._ u, 

also the left-hand side equals 0. 

Analogously the equality of the left- and right-hand side may be seen 
-I -I 

in the cases where w is such that~ :N = F (u) and~ :N > F (u). D 
11 u 
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* } * I o -3/4 LEMMA 3.3.5. As N ~ 00 , supI* IHN{rNI x IN2 -H{rNI x IN2} = P(N ), 
N2 

uniformly for H E H. Here the supremum is taken over all intervals 
* IN2 c (-00,00). 

PROOF. Let an arbitrary E > 0 be given. Lemma 3.3.3 (ii) implies the exis-
tence of a finite positive constant M1 M1E such that the set 

QIN {F-l(u-MIN-1/2) .::._ ~ :N .::._F-l(u+MIN-1/2)} 
u 

has probability P(QIN) .::_I - E/2, for all N, all u in (0,1) and all HE H. 
-I -1/2 -I -I/2 For brevity denote IN! = [F (u-M 1N ), F (u+M 1N )]. Applying Lemma 

1.3.4 with I =I x (-00,00), and hence with H{I} = 2M N-l/ 2 we find that N NI N I ' 
there exists a finite positive M2 = M2E such that the set 

has probability P(Q2N) .::_I - E/2, for all N, all u in (0,1) and all Hin H. 
Here the supremum is taken over all intervals ~2 c (-00 100). Consequently 

for each w in QIN n Q2N the supremum formulated in the lemma is bounded by 

(2M )l/2M N-3/ 4 and P(Q n Q ) > 1-E for all N, u in (O,I) and Hin H. 0 I 2 ' IN 2N -

3.4. PROOF OF THEOREM 3.1.1: ASYMPTOTIC NEGLIGIBILITY OF THE REMAINDER TERMS 

A substantial reduction of both number and complexity of the B-terms to 

be considered is possible. First it should be noted that BcN can be dealt 

with by the methods of Section 2. 4 because of the properties of the function J 
c 

As BIN and Bd!N are symmetric to B2N and Bd2N respectively, the latter rvs 
need not be considered in the sequel. Finally without loss of generality we 
may take k = 1 =I (see Assumption 3. I.I), p =I and M' = a 11 = b 11 =I (see 

Lemma 3.1.1) henceforth. We shall write K,Kc,Kd,L,Lc,Ld instead of K1 ,Kie' 
K1d,L 1,L 1c,Lld" Note that by these conventions we have in particular 

Kd(u) = c(u-s 1) and Ld(u) = c(u-t 1) for 0 < u < I. The results of this 

section depend heavily on the smoothness and boundedness properties of the 
functions Jc' Kand L, derived in Lemma 3.1.1. 

The method of the previous chapter applies essentially also to the 

rvs BIN and B3N. Instead of the bivariate mean value theorem we just use 
the univariate mean value theorem in order to expand the first factor 

(depending on Kc) in the integrand. In this manner we obtain for any w in 



D~N (see (2.2.~)) 

(3. 4. I) 

for all x in 6Nl n Sy! (see (2.2.1) and (2.2.2)). In (3.4.1) the random 

* number ~N lies in the open interval with end points F and FN. Thus we are 

lead to the further decomposition BIN = l~=I CiN of the _rv BIN' where 

x(D~N)ffs u;(F)[K~(~N)-K~(F)]L(G)dHN, 
y 

* -x(DyN)f!SCUN(F)K~(F)L(G)dH, 
y 

-x(D~~)!!UN(F)K~(F)L(G)dH, 

* I /2 * x(D N)N f fsc[K (FN)-K (F)]L(G)dH ' y y c c -~ . 

A h B b . h d . . ,10 h s to t e rv 3N we o tain t e ecomposition B3N = Li=S CiN' w ere 

* * * x(DvN)ffs UN(F)K~(~N)[L(GN)-L(G)]dHN, 
' y 

x(D~N)N 11211s~[Kc(F;)-Kc(F)J[L(G;)-L(G)]dHN, 

49 

The proof of the asymptotic negligibility of each of these C-terms can be 

obtained from a proof presented in Section 2.4 by a straightforward modifi

cation. We shall content ourselves with a reference to that proof and, if 

necessary, briefly indicate the desired modification. 

COROLLARY 3.4.1. As y t 0 and N-+ 00 , c4N-+ PO' c6N-> PO and c9N +PO, uni

formly on H'. 
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PROOF. See the proof of Corollary 2.4.1. As far as c6N and c9N are con

cerned, the univariate mean value theorem should be applied step-wise to 

the first factor (depending on K ) in the integrand, instead of step-wise 
c 

application of the bivariate mean value theorem. D 

COROLLARY 3.4.2. For fixed y, c5N +PO' c7N + pO and CION +PO as N + 00 , 

uniformly on H. 

PROOF. See the proof of Corollary 2.4.2. D 

COROLLARY 3.4.3. For fixed y, c1N +PO and c8N +PO as N + oo, uniformly on 

H. 

PROOF. See the proof of Corollary 2.4.3. With respect to c1N note that K~ 

is uniformly continuous on [y/2,s 1-y/2] u [s 1+y/2,l-y/2]. With respect to 

c8N note that Lis uniformly continuous on [y/2,t 1-y/2] u [t 1+y/2,1-y/2]. D 

COROLLARY 3.4.4. For fixed y, c2N +PO as N + oo, uniformly on H. 

~· See the proof of Corollary 2.4.4. Here we have to use the continuity 

of K~ x Lon the closed set {[y,s 1-yJ u [s 1+y,1-y]} x {[y,t 1-yJ u 

Ct 1+y,l-y]}. D 

COROLLARY 3.4.5. For fixed y, c3N +PO as N + oo, uniformly on H. 

PROOF. See the proof of Corollary 2.4.5, consistently replacing J(l,O) by 

K' x L. 0 
c 

Let us now turn to the Bd-terms. Using S 2 defined in (2.2.2) we 
4 y 

arrive at the decomposition B - ~ D wh d!N - Li=! iN' ere 

1/2 * N ff[c(FN-s 1)-c(F-s 1)JL(G)dH -

Ec(L(G(Y))iF(X) = s 1)UN(s 1), 
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Furthermore let us write Bd3N l~=5 DiN' where 

I/2 * * 
N ff(-oo oo)xS [c(FN-s 1 )-c(F-s 1 )J[L(GN)-L(G)Jd~, 

' Y2 

1/2 * * 
D6N = N ff(-oo,oo)xSc [c(FN-s 1)-c(F-s 1)J[L(GN)-L(G)]dHN. 

Y2 

Some notation, introduced in the previous section, will be adapted to 

the present situation. More explicitly the arbitrary number u in (0, I) will be 

replaced by the fixed number s 1, the point where the function K has its 

unique simple discontinuity. We shall write N1 for the index N defined in 
s I 

(3.3.2), and the random set rNI will be the set defined in (3.3.3) 

replaced by Ns 1 N1. Throughout this section the sets n1N, ... ,n4N 

with N 
u 

and the 

numbers M and sN' figuring in their definition, have the same meaning as in 

Section 2.4. It is convenient to add the subsets 

Q5N 
-I * -I -I -1/2 -I -1/2 

{F (FN(F (sl))),~l:NE[F (sl-MN J,F (sl+MN )J}, 

n6N = {sup1* IHN{rNI x r;2}-H{rN1 x r;2 }1 .::._ MN-3/ 4}, 
NZ 

. . * where the supremum is taken over all intervals INZ c (-00 , 00). From Lemmas 

1.3.I, 2.3.J, 2.3.2 (ii) and Lemmas 3.3.3, 3.3.5 it is clear that for an 

arbitrary E > 0 the finite positive constant M > I and the sequence sN (de

creasing to zero as N + 00 ) may be chosen in dependence of E such that the 

set 

(3.4.2) 

has probability PH(QN) = P(ON) .::_ 1-E for all N and all H in H. 

COROLLARY 3.4.6. As y + 0 and N + 00 , D3N +po' D4N +po and D6N +po, uni

formly on H'. 

PROOF. Let a > 0 be a fixed number small enough to ensure that 

[s 1-a,s 1+a] c o1 (see Assumption 3.1.4). For small positive y let us intro

duce the function 

r 2(t) fort E (0,y) u (t 1-y,t 1+y) u (1-y,1),r 2Y(t) = 0 

elsewhere. 
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Because by Assumption 3.1.4 the functions r 2y satisfy the condition of 
Lemma 3.1.2 for such y, the conditional expectations E(r2/G(Y)) IF(X) s) 
have versions continuous on the open set o1, by convention denoted by 
E (r2 (G(Y))IF(X) = s). Since r 2 f 0 on (0,1) as y f 0, by Assumption c y y 
3.1.4 and the dominated convergence theorem we have as y + 0 

(3.4.3) sup [ +] H H'E (r2 (G(Y))iF(X) = s) sE s 1-a,s 1 a , E c y 

As to n3N, application of Lemma 3.3.2 (i) yields (see also (3.3.1)) 

(3.4.4) s)ds. 

As to n4N, application of Lemma 3.3.2 (ii) yields 

(3.4.5) s)ds. 

* Finally consider n6N and note that on n4N we have iL(GN)-L(G)i .::._ 2Mr 2(G) 
for x in ~N2 (see (2.2.1)). Using Lemma 3.3.2 (ii) we obtain 

(3.4.6) 

Because of the similarity between the right-hand sides of (3.4.4)-(3.4.6) 
and because P(QN) .::._ 1-E for all N and H in H, it suffices to investigate 
the behavior of the right-hand. side of (3.4.4) as y f 0 and N-+ 00 • 

This expression is bounded by 

as y + 0 and N-+ 00 , uniformly for Hin H', by Lemma 3.3.1. 0 

COROLLARY 3.4.7. As N-+ 00 , DIN-+ PO, uniformly on H'. 

PROOF. As in the proof of the preceding corollary, let a > 0 be a fixed 
number small enough to ensure that [s 1-a,s 1+a] c o1 (see Assumption 3.1 .4). 
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-I -I /2 Let us consider only values N large enough to ensure that [F (s 1-MN ), 

F-l(sl+MN-1/2)] [F-1( ) F-1( )] U. (. c s 1-a , s 1+a • sing Lemma 3.3.4 with 
. 1/2 -I 

u = s 1) we may write DIN= N !fr x(-co co) sgn (F (s 1 )-~ ·N)L(G)dH-
NI ' J' 

Ec(L(G(Y))iF(X) = s 1)UN(s 1) = Ii=I DliN' where 

c 
DI IN= x(nN)DIN 

Dl2N = x(nN)[N112 1:!1-F;(F-l(sl))Ec(L(G(Y))iF(X) s)ds -

Ec(L(G(Y)) IF(X) = s 1)UN(s 1)J, 

* -I 
1/2 2sl-FN(F (sl)) 

Dl3N = x<nN)N !F(x__. ) Ec(L(G(Y))iF(X) = s)ds. 
-~l.N 

Because of the properties of the set SIN it follows that 

P({DllN ~ 0}) ~ e for all N and all Hin H. 

From Assumption 3.1.4 it follows that 

(3.4. 7) sup [ + J H H'IE (L(G(Y))iF(X) SE s 1-a,s 1 a , € c s) I = M < "'• 

and since Ec(L(G(Y)) IF(X) = s) is continuous on [s 1-a,s 1+a] the mean value 

theorem for integrals applies. We thus obtain, writing ~N(s 1 ) for a random 
* -I . point between s 1 and 2s 1 - FN(F (s 1)) and using (3.4.7), 

As SIN c nSN' for each w in SIN the random point ~N(s 1 ) satisfies 

I ( ) I MN-l/ 2 h h ' ' ' d' . . h ~N s 1 -s 1 .::_ , so t at t e equicontinuity con it1on concerning t e 

densities h corresponding to the H in the subclass H' (see Assumption 

3.J.4) yields that the first term in the bound for ID 12NI converges to zero 

as N + 00 , uniformly for all Hin H'. The same is true for the second term 

I -I * -J in this bound, since FN(F (s 1))-FN(F (s 1))1 $ l/(N+I). 

The rv o13N is bounded by 
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IDl3NI:::.. x(nN)MN1/2IFN(F-1(s1))-FN(xN1 :N-)+F(~I :N)-sl I + 

~ 1/2 * -I -1 I x(nN)MN IFN(F (s 1))-FN(F (s 1 ))+FN(~ 1 :N-)-s 1 

:::_ x(QN)MN 1/ 2 iHN{rN 1x(-oo,oo)}-H{rN 1x(-oo,oo)}i + 

as N + 00 , uniformly for Hin H', by (3.3.2) with u s 1, (3.4.7) and be
cause nN c n6N. D 

COROLLARY 3.4.8. For fixed y, D2N +PO as N + oo, uniformly on H. 

PROOF. For each positive integer m, consider the function L(Im(t)) for t in 
(O,I) (see (2.3.3)). For any such m, with the aid of Lennna 3.3.4, let us 

. . 14 D h make the decomposition D2N = D21 N + Li=2 2imN' w ere 

x(nN)N 112 sgn (F- 1(sl)-X ·N)ffr xs L(I (G))d(~-H), 
NI. NI y2 m 

1/2 * x(QN)N ff(-oo oo)xS [c(FN-s 1)-c(F-s )J x , y2 

I /2, * x(nN)N Jf(-oo oo)xS [c(FN-s )-c(F-s )J x 
, y2 

[L(I (G))-L(G)]dH. m 

Because of the properties of the set nN it follows that 
P({D21 N 1 O}) ~ E for all N and all H in H. 

The function L(Im(G)) assumes the value L((j-1)/m) on the set Syj 2 , 
where 

syj 2 {y : G(y) E [(j-I)/m,j/m)l n sy 2 , 

~ 

for j = I, ... ,m. Let M 
y 

we have 
maxsy21L(G) I' then because QN c n6N for every w 



< mM MN-l/4 + 0 
- y 

for fixed m as N + 00 , uniformly on H. 
Since L(G) is bounded and continuous on sy 2 we have 

sups IL(G)-L(I (G))I = Z + 0 for fixed y as m + 00 , uniformly on H. 
Y2 m ym ~ 

Application of Lemma 3.3.2 (ii) and (i) with w(G) = s shows that the ym 
expectations of ln23mNI and ln24mNI are bounded by 

respectively. Application of Lemma 3.3.1 produces the convergence to zero 

of both expectations for fixed y as m, N + 00 , uniformly on H. Combination 

of these partial results leads to the conclusion of the corollary. D 

COROLLARY 3.4.9. For fixed y, n5N +PO as N + 00 , uniformly on H. 

PROOF. Application of Lemma 3.3.2 (ii) with W(G) gives (see (2.2.1)) 
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The function L is uniformly continuous on [y/2,t 1-y/2] u ft 1+y/2,J-y/2] and 

IG;-GI ::_ l/(N+I) + IGN-GI. Hence by the Glivenko-Cantelli theorem we have 

sup~ IL(G;)-L(G)I + pO as N + 00 , uniformly on H. The proof may be 
N2 n sy2 

concluded by applying Lemma 3.3.1 (ii). 

To show the asymptotic negligibility of the B-terms, these corollaries 

should be combined in a similar fashion as at the end of Section 2.4. 
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Chapter 4 

SOME ASYMPTOTIC PROPERTIES OF THE RANK TESTS 

4.1. CONSISTENCY AND VARIANCE STABILIZING TRANSFORMATIONS 

In this section we give some immediate statistical consequences of the 

results obtained in the preceding chapters. Let us consider one-sided tests 

based on rank statistics of the type TN = //JN(FN,GN)dHN with critical 

regions of the form {TN .:._ C N}, where the numbers C N are defined in a, a, 
(1.1.8). For a we choose a natural significance level for TN in (0,1). It 

has been explained in Section I.I that there exists a natural number N(a) 

such that for any rank test based on N .:._ N(a) observations the level a can 

be attained without randomization. It will be tacitly understood that the 

sample sizes N satisfy N .:._ N(a) if necessary. The limiting score function 

J is supposed to satisfy the conditions of Theorem 3.1.1. The case where J 

satisfies the conditions of Theorem 2.1.1 can be dealt with in the same 

way. An asymptotic expression for the numbers C N is obtained with the aid a, 
of Theorem 3.1.1, assuming that the underlying df H(O) of the sequence 

(x1,Y 1),(x2 ,Y2), ... belongs to the null hypothesis H0• The asymptotic be

havior of the power PH({TN .:._Ca N}) for the fixed member Hof the alterna

tive H1 is studied with the aid, of Theorem 3.1.I under the assumption that 

the underlying df of the above sequence is H. 

THEOREM 4.1.1. Suppose that for the score functions JN and the limiting 

score function J Assumptions 3.1.1-3.1.4 are satisfied with H' = {H(O)'H} 

and with o = 0. Here H(O) E H0 .and HE H1 are fixed. Then the asymptotic 

means µ0 = µ(H(O))' µ(H) (see (2.1.5) and (2.1.1) respectively) and varian-
2 2 2 

ces o0 = o (H(O))' o (H) (see (3.1.4) and (3.1.2) respectively) are finite. 

Moreover for tests with critical regions {TN .:._ C N} we have 
1/2 -1 a, 

(i) N (Ca,N-µO) + o 0~ (I-a) as N + 00 • Here ~ is the standard normal df. 

(ii) PH({TN .:._ ca,N}) + I as N + 00 , provided µ0 < µ(H). 

PROOF. By Theorem 3.1.1 the finiteness of the quantities µ0 , µ 
--2 2 
and o = o (H) follows immediately. 

2 µ(H), o0 

(i) If o0 = O, then under the null hypothesis N112 (TN-µ) +PO by Theorem 

3.1.1, which implies (i) in this case. Note that a is a natural signifi-

cance level in (0,1) which implies that Var(TN) ~ 0 for finite N and that 
-1 

o0 ~ (I-a) is well defined. Assume now that o0 0. If H(O) is the under-
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lying df of the random sequence, application of Theorem 3.1.1 yields that 

P0 ({N 112 (TN-µ 0)/o0 _::_ ~- 1 (1-a)}) ~a as N + oo, On the other hand in view of 
. I /2 I /2 (I. 1.8) the numbers ca,N satisfy P0 ({N (TN-µ 0)/o0 ::_ N (Ca,N-µ 0)/o0 })= a 

for all N. From this the assertion in the first part of the theorem follows. 

(ii) If H is the underlying df of the random sequence, application of 

Theorem 3.1.1 yields that PH({TN > C N}) = P ({Nl/ 2 (T -µ) > N1/ 2 (c N-µ)})= 
1/2 1/2 -/a, H N - a, 

PH({N (TN-µ) ::_ N (C N-µ 0) +NI 2 (µ -µ)}) + I as N + oo, since by part 
1/2 a, 0 

(i) N (C N-µ 0) + G 0~-J (I-a) and by the assumption of the theorem 
1/2 a, 

N (µ 0-µ) + -oo as N + oo, 0 

The property (ii) of the power is called consistency of the sequence of 

one-sided tests based on TN(N=l,2, ... ), at level a, against all fixed al

ternatives HE H1 with µ(H) > µ0. 

For a further application let us consider a parametric class of alter

natives {He E H,O < e < e0}, depending on a single real ~arameter, and let 

(4.1.1) 

be the more general corresponding class of non-parametric alternatives 

(see (1.2.11) and the end of Section 1.2). In principle the formulas for 

* the asymptotic mean and variance enable us to express µe = µ(He) and 
2 2( *) . . . Ge = G He as functions of e. It may turn out that there exists a function 

g, continuous and positive on the domain of interest, such that the variance 

can be written as 

2 
Ge 

Suppose that the function f is a solution of the equation 

(4. I. 2) 
2 [f' (µ) J g(µ) I. 

Then (see [26], [32], Section 6g, or [42]) 

(4.1.3) o :._ e < e0 . 

Hence the statistic is transformed in such a way that the asymptotic vari

ance equals I, whatever the underlying df in the class (4. I. I) may be. Such a 
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transformation is therefore called a variance stabilizing transformation. 
In Section 5.3 an example, in which a variance stabilizing transformation 
can be calculated explicitly, will be indicated. 

4.2. ASYMPTOTIC POWER AND EFFICIENCY 

So far all asymptotic results were based on a given sequence of mutual
ly independent and identically distributed two-dimensional random vectors. 
In this section we shall be concerned with the more general situation that a 
triangular array of two-dimensional random vectors is given. For each index 
v = 1,2, ..• let be given a set 

(4. 2. 1) 
(v) (v) (v) (v) 

(Xl , y I ) , ••• , CXN , YN ) 
v v 

of Nv iid two-dimensional random vectors, having common df H(v) E H, the 
marginal dfs of which will be denoted by F(v) and G(v)' The empirical df 
of this sample will be denoted by H~v) and its marginal empirical df s by 

(v) (v) . v . . f FN and GN . It will be assumed throughout that the sample sizes satis y 
v v 

Nv + 00 as v + 00 • Without loss of generality for each v the set of rvs in 
(4.2.1) may be thought of as defined on a single probability space 

P is such that 
H(v) 

p ({X(v) y(v) }) ( ) v n .::_x, n .::_ Y = H(v) x,y 

for all - 00 < x < oo, - 00 < y < 00 , The basic difference with the previous set
up is that for different v the samples may have different underlying'dfs. 

For each index v = 1,2, .• .'we consider a score function Jv defined on 
(0,1) x (0,1) on which a statistic 

(4.2.2) T 
v 

f!J (F(v) G(v))dH(v) 
v N ' N N v v v 

will be based. The asymptotic behavior of the above rank 
investigated, a suitable standardization of which will be 
Here for some limiting score function J, defined on (O,I) 
rameter µ(H(v)) equals 

(4.2.3) F[J(F (v) (X) ,G(v) (Y)) ]. 

statistic will be 
1/2 

Nv (Tv-µ(H(v))). 
x (0,1), the pa-
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Here (X,Y) has bivariate df H(v)· Asymptotic normality can be obtained un

der the assumption that the underlying df H(v) of the v-th sample converges 

weakly to an arbitrary df H E H as v + 00 • In most applications this limit

ing df H will be a member of H0• 

The asymptotic normality will be established for limiting score func

tions J that are not necessarily continuous, and Theorem 3.1.1 will be 

used. A similar result can be given in the case where J is continuous using 

Theorem 2.1.1. In the latter case Assumption 4.2.4 below may be replaced by 

a simpler assumption asserting the weak convergence of H(v) to H only. 

F£MARK. Throughout Assumptions 4.2.J-4.2.4 the points 0 = s0 < s 1 < ••• < 

sk < sk+l = I and 0 = t 0 < t 1 < ••• < t 1 < tl+I =~I are~the same fixed ele

ments of the unit interval, and the functions r 1,r 1,r2 ,r2 are the same 

fixed members of R (see Definition 1.3.2). 

ASSUMPTION 4.2.1. See Assumption 3.1.1. 

ASSUMPTION 4.2.2. See Assumption 2.1.2. 

ASSUMPTION 4.2.3. Let a subclass H' c H be given. As v + 00 , 

B* = N1/ 2JJ[J (F(v) G(v))-J(F(v)* G(v)*)JdH(v) ·+ O, uniformly on H'. 
Ov v v N ' N N ' N N P v v v v v v 

ASSUMPTION 4.2.4. As v ~ 00 , H(v)(x,y) ~ H(x,y) for all (x,y) E (-00 ,00) x 

(-00 , 00 ), where H,H(l)'H(2), ... €H. Furthermore Assumption 3.1.4 is satisfied 

with H' = {H,H(l)'H(2), •.. }. If h,h 1,h2 , ••• are the densities of the trans

formed dfs corresponding to H,H(l)'H( 2)'"" we have hv(si,t) + h(si,t) for all 

t E (0,1), i = 1, ••• , k and hv(s,tj) + h(s,tj) for alls E (O,l), 

j 1, ... ,1, as v + 00 • 

THEOREM 4.2.1. Suppose that the sample with index v has underlying df 

H(v) E H,v = 1,2, •.• and let HE H. Let for the score functions Jv and the 

limiting score function J Assumptions 4.2.1-4.2.4 be satisfied with 
1/2 2 

H' = {H,H(l)'H( 2), ... } and 6 > 0. Then Nv (T~-µ(H(v))) + dN(O,o (H)) as 

v + 00 , provided o2 (H) > O. Here µ(H(1.')) and a (H), given by (2.J.l) ant'! 

(3.1.2) respectively, are finite. 

2 2 
P~OOF. 2 By Theorem 3.1.1 the finiteness of µ(H(v))' µ(H) 2 ov 2 a (R(v)) and 

a a (H) follows at once. It suffices to prove that ov + a as 1. + 00 

2 2 
Then ov .:_ a /2 > 0 for v .:_ v0 say, and all conditions, necessary for the 

application of the part of Theorem 3.1.1 concerning the unifQrmity with 
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H' = {H(vo)'H(vo+I)'' •• }, are covered by the conditions of the present 
theorem. We may therefore conclude that the convergence 

N~/ 2 (Tv-µ(H)) 7 dN(o,o2 (H)) is uniform for Hin {H(vo)'H(vo+I)'••·} as 

v 7 00 • But if o~ + o2 , N(o,o2) converges weakly to N(O,o2), and thus we fi-
. 1/2 v 2 nally obtain N (T -µ(H )) + dN(O,o (H)) as v + 00 • v v v 

As in Section 3.4 let us assume that k = 1 =I (see Assumption 4 .2.1), 
p = l,M' •I and a 11 = b 11 =I (see Lemma 3.1.1). We shall write K, Lin
stead of K1, L1• For a function ~(F(v)'G(v)), integrable with respect to 
H(v)' we have JJ~(F(v)(x),G(v)(y))dH(v)(x,y) = JJ~(s,t)dH(v)(s,t), where 
H(v)(s,t) = H(v)(F(~)(s),G(~)(t)) for (s,t) in (0,1) x (0,1). Note that . 
H(v) has Un(O,I) marginal dfs. In order to derive a more explicit expression 
for the variance o~ let us first observe that the exp·ectation under H(v) of 
the rv within the brackets on the right-hand side of (3.1.2) equals 
JJJ(u,v)dH(v)(u,v). Writing moreover the square of an integral as a repeated 
integral we arrive at the formula 

(4.2.4) 

(I O) -JJ[c(u-s)-u]J ' (u,v)dH(v)(u,v) + 

(O I) -ff[c(v-t)-vJJ ' (u,v)dH(v)(u,v) + 

' 6 \~ 1 JJJJJJ~.(s,t,u,v)~.(s,t,u' ,v') li=I LJ= i J 

dH(v) (u' ,v' )dH(v) (u,v)dH(v) (s ,t), 

for v = 1,2, ... Here s,t,u,v,u',v' are restricted to (O,l),(X,Y) has bi
variate df H(v)' and 

~I (s,t,u,v) J(s,t), 

-J(u,v), 



cti 3 (s,t,u,v) 

<P4 (s,t,u,v) [c(v-t)-v]J(O,l)(u,v), 

.p5 (s,t,u,v) 

According to Assumption 4.2.1, Lennna 2.2.1 (the finite positive constant 

Mi depends on qi only, i = 1,2) and Assumption 4.2.4 these functions are 

bounded by 

The convergence H(v)(x,y) + H(x,y) for all x,y as v + 00 (see Assumption 

4.2.4) entails the convergence.H(v) (u' ,v')H(v) (u,v)H(v) (s,t) -~ 

H(u',v')H(u,v)H(s,t) for all u',v',u,v,s,t E (0,1), as v + 00 • A further 

application of Assumption 4.2.4 combined with the dominated convergence 

theorem yields 

as v + oo, Convergence of each of the summands on the right in (4.2.4) 
2 2 suffices for the convergence of the crv to a • The functions .p 1, ••• ,.p4 are 

independent of v, and the functions .p 5 a.nd .p 6 depend on v only through 
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multiplicative constants that converge properly. It follows from Billingsley 
2 [5], Theorem 5.4, that a sufficient condition for the convergence of ov to 

2 
o is that for some s > 0 

(4.2.5) sup _ 1 2 ffff!Jj~.(s,t,u,v)~.(s,t,u' ,v')l 1+s V-, ,... 1 J 

< 00 

' 

for I ~i.::_ j .::_ 6. By Schwarz's inequality, the nature of the bounds for 
the I~ i I (in particular the boundedness of ~ 5 and ~ 6) and the similarity 
between ~ 3 and ~ 4 it follows that we have to verify (4.2.5) only for 
i=j=l,2,3. 

Henceforth let us choose s = o/2 > 0 (see the conditions of the 
theorem) and let us first take i = j =I. Since ~I is a function of sand 
t only, the supremum in (4.2.5) is bounded by 

2+8 -sup =I 2 ff[r 1(s)r2 (t)J dH( )(s,t) v ' '... v 
< 00 . 

by Assumption 4.2.2. The function ~ 2 does not depend on s,t so that for 
i = j = 2 the supremum in (4.2.5) is bounded by 

< 00 

' 

by Assumption 4.2.2. Finally for i = j 
(4.2.5) is bounded by 

3 we see that the supremum in 

2+8 I -2-o .::_sup=12 M1 J 0[q 1(s)J dsx 
v ' ' ••• 

again by Assumption 4.2.2. D 

Next Theorem 4.2.1 will be applied to calculate the asymptotic power 
of the one-sided test based on Tv with critical region {Tv ::_ ca,v} (see 
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(J.J.8)). Here a is a natural significance level in (0,1) and vis supposed 

to be sufficiently large in order that this level can be attained without 

randomization. In the present application the underlying df H(v) of the 

v-th sample belongs to the alternative H1 for v = 1,2, ••• , and now H = H(O) 

is a member of the null hypothesis H0• As usual we write µ(H(O)) = µO and 

cr2 (H(O)) =a~. An additional assumption concerning the limiting behavior of 

N~12 (µ(H(v))-µ0 ) will be useful. 

THEOREM 4.2.2. Let for the score functions Jv and the limiting score func

tion J Assumptions 4.2.1-4.2.4 be satisfied with H' = {H(O)'H(l)'H(2), .•. } 

and o > 0. Here H(O) E H0 (null hypothesis~ an~ H(v) E H1 (alternative) for 

v = 1,2, ••• Then the numbers µ(H( )) and cr0 , given by (2.1.1) and (3.1.4) 
·" 2 respectively, are finite for v = 0,1,2, .•• Suppose that cr0 > 0 and that 

N~12 (µ(H(v))-µ0 )/cr0 + e as v + =, for some finite constant e. Then for the 

tests with critical regions {T > C } the power function satisfies _ 1 v - a,v 
P ({T > C }) + I-~(~ (1-a)-e) as v + 00 • Here ~ is the standard normal v v - a, v 
df. 

PROOF. The finiteness of µv = µ(H(v)) and cr~ = cr2 (H(v)) for 

follows at once from Theorem 3.1.1. Notice that Nl/2(T -µ 0) 

\) = 0,1,2, ... 

1/2 1/2 \) \) 
NI /2 (T - ) + 

\) \) µ\) 

Nv (µ -µ 0), so that Pv({T > c }) = P ({N (T -µ )/cr0 > 
l/2 v 1/2 v - a,v v v v v -

Nv (C -µ 0)/cr0 - Nv (µ -µ 0)/cr0}). Application of Theorem 4.1.1 (i) 
1/2 a,v -I " 

N (C -µ 0)/cr0 + ~ (I-a) as v + 00 and application of Theorem 4.2.1 v a,v 
H = H(O) leads to the conclusion of the present theorem. D 

yields 

with 

The limit l-~(~- 1 (1-a)-e) occurring in the above theorem is called the 

asymptotic power of the sequence of one-sided tests based on Tv' at level 

a, against the sequence of alternatives H(v) E H1 (v = 1,2, ••• ), see Hajek 

and Sidak [17]. It should be noted that the number e not only depends on 

the statistics Tv but also on the special choice of the sequence of alter

natives H(v) and their relation to the sample sizes Nv. 

The number e has an interpretation in the context of asymptotic rela

tive efficiencies. For each v consider a pair of rank statistics Tiv 

(i = 1,2) based on samples of size Nv from the df H(v)' Here H(v) E H1 for 

v = 1,2, ••• and H(v) + H(O) E H0 on (-00 , 00 ) x (-00 ,00) as v + oo, Let us consi

der the one-sided rank tests with critical regions {T. >C. }, i = 1,2, iv- i,a,v 
based on these statistics. Let for both statistics the conditions of 

Theorem 4.2.2 be satisfied, but let us, in order to obtain asymptotic powers 
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strictly between a and I, more restrictively assume that 

N112 (u.(H( ))-u. 0)/cr. 0 +e.> 0 as v + 00 , for i = 1,2. Then the asymptotic v i v i i i 
relative efficiency of the T1v-tests with respect to the T2v-tests for the 

sequence of alternatives {H(v)'v = 1,2, ••• } at level a in (O,t) equals 

(4.2.6) 

Actually, if N. is any pair of sample sizes (i = 1,2) for which the asympiv 
totic powers are equal and strictly between a and I, it follows that for 

• ~112 
some fi~~/; constant p > 0 we have limv+oo Ntv (u 1(H(v))-u 10)/cr 10 = 
limv+oo N2v (u2 (H(v))-u20 )/cr20 = p.~From the condit~ons of the theorem it 

follows that for i = 1,2 we have (N. /N) + (p/e.) as v + 00 , so that iv v i 
(N2v/N1v) + (e 1/e2) 2 as v + 00 • This is the definition of asymptotic rela-

tive efficiency. In a similar fashion the asymptotic relative efficiency 

of a rank test with respect to an arbitrary (e.g. parametric) test can be 

calculated, provided the statistic on which the latter test is based has an 

asymptotic behavior like that of the rank test in Theorem 4.2.2. 

4.3. ASYMPTOTIC OPTIMALITY 

For the material of this section our basic references are Witting and 

Nolle [42] and Behnen [2,3]. Let us consider a parametric class of alterna

tives {He € H,O < e < e0 ;H0 € H0}, depending on a single real parameter, 

and let 

(4. 3. I) 

be the corresponding more general class of non-parametric alternatives 

(see (t.2.11) and the end of Section 1.2). For each v = 1,2, ••• let 

0 < ev < eo and suppose that ev 

of the previous section, let us 
+ 0 as v + oo, To carry through the notation 

. * * * * 
write He = H(v) and H0 = H(O)' 

v 
From now on let us fix the choice F* x G* € H0 • In Section t.2 we have 

seen that H~v) has marginal dfs F* and G*, for every v = 0,1,2, ••• 

Furthermore it will be supposed that a random sample of size Nv (Nv + 00 as 

v + 00 ) from the df H~v) is given. Let us assume that the locally most 

powerful rank test against the alternatives (4.3.t) has scores generating 

function J (see Section 1.2) and that approximate score functions will be 



used, so that the statistics may be written as 

(4.3.2) T 
v 

f!J([N /(N +l)]F(v) ,[N /(N +l)]G(v))dHN(v). 
-v v N v v N 

v v v 
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Among all possible tests there usually exists a locally most powerful test 

in the restricted sense of Schmetterer [35], page 237, 238. It is based on 

the statistic 

(4.3.3) 
~ 

T 
v 

' * * (v) ;fJ(F ,G )dHN . 
v 

It should be noted that in (4.3.2) and (4.3.3) the function J is the same. 

Without going into details 

fixed alternatives is easy 

central limit theorem. For 

(4.3.4) 
~2 
0 

v 

we state that asymptotic normality of 

to prove because we may rely directly 

the underlying * 
df H(v) we introduce 

E(T ) 
v 

! ' ( * *) * JJ F ,G dH(v)' 

N Var(T) 

and because the marginal dfs of each H*( \ are F* and c* we have 
v, 

(4.3.5) JJ 
v 

T under 
v 

on the 

for v = 0,1,2, ..• Here µv (and o~) are defined in the previous section. 

Hence under the assumptions of Theorem 4.2.2 it follows from (4.3.5) 

that the asymptotic powers of the tests with critical regions {T > C } 
v - a ,v 

and {T > C } are equal to 
v a,v 

(4.3.6) 

respectively. Consequently equality of these asymptotic powers occurs if 
~2 2 
o0 = o0 and in view of formula (3.1.4) this will be the case if (cf. [3]) 

1 
10 J(u,t)dt 0 for all u E (O, 1), 

(4.3.7) 

!~ J(s,v)ds 0 for all v E (O, 1). 
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This condition is frequently satisfied. Because the tests {T > C } are * v*- a,v 
easily seen to be asymptotically most powerful against H(I)'H(Z)''''• it 
follows that under (4.3.7) the rank tests {T > C } are also asymptoti-* * v - a,v 
eaZZy most powerful against H(l)'H(Z)'''' 



Chapter 5 

DISCUSSION OF THE ASSUMPTIONS, COMPARISON 

WITH EARLIER RESULTS AND SOME EXAMPLES 

5. 1. DISCUSSION OF THE ASSUMPTIONS 

67 

In Section 1.2 it has been pointed out that in many important situa

tions the score functions JN are in a natural way related to a limiting 

score function J which is of the product type J = K x L, or which is a 

finite sum of functions of product type. For this reason we shall restrict 

ourselves in this chapter to limiting score functions J of product type, a 

restriction that simplifies the verification of the conditions on J. 

Our first step is to formulate a new assumption which will take the 

place of Assumptions 2.1.1, 3.1.1 and which, after a simple extension, 

covers Assumptions 2.1.1, 3.1.1 and 2. 1.2 (3.1.2). Let us recall the defi

nition of the function R in (1.3.8) and remember that for arbitrary finite 

constants D > 0 and T > 0 the function DR1 is an element of the class R 

(see Definition 1.3.2). 

ASSUMPTION 5.1.1. For fixed 0 = s0 < s 1 < ... < sk < sk+l = 1, 0 = t 0 < 

t 1 < ••• < t 1 < tl+l = 1 and fixed finite constants a 1, ... ,~,b 1 , ••• ,b1 the 

limiting score function J = K x L can be written as (see (1.1.1)) 

(5.1.1) J(s,t) [K (s) + l.k1. __ 1 a.c(s-s.)][L (t) + 1 ~ 1 b.c(t-t.)], 
c 1 1 c L.J= J J 

0 < s < 1, 0 < t < I. Here K and L are continuous throughout (0,1) and 

have continuous first deriva~ives ~~I) and L~l) on u~::(si-l'si) and 
l+ 1 ( ) . u. 1 t. 1,t. respectively. 
J= r J 

The above functions satisfy IKI ::._r 1, IK'I < ~l' ILi < r 2 , IL'l .:_r2• 

where they are defined on (0,1). Here 

(5. 1.2) r = D R,,, r 
1 1 ' , 1 

on (0,1), for fixed finite constants D1, D2 0 and u,B E (0,1/2). 

LEMMA 5. I. I. Suppose J satisfies Assumption 5.1.1. Then J satisfies Assump

tion 3.1.1, and in the special case where a 1 = ••• = ak = b 1 = .. • = b1 = 0 
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Assumption 2.1.1 is also fulfilled. 

PROOF. The proof is immediate. D 

Let us next turn to the verification of Assumption 2.1.2 (3.1.2) in 

the case where the reproducing u-shaped functions are given by (S.1.2) and 

consider the two possibilities 

a + S < 1/2, 

a + S > 1/2, 

for the exponents in (S. 1.2). 

If a+ S < 1/2, Assumption 2.1.2 may be verified for some o > 0 and 
H' H. The proof relies on Holder's inequality in the form 

(S.1.3) 

where~ and~ are functions on (0,1) such that the above integrals exist, 
and where~> I, n > I satisfy ~-I + n-I I. A counterexample shows that 

the condition a + S < 1/2 is necessary for the assumption to hold with 

o = 0 and H' = H. For suppose that F x G E H0 and consider the continuous 

bivariate df 

(S. I. 4) H(x,y) min {F(x),G(y)}, 

- 00 < x < 00 , - 00 < y < 00 • This df has marginal df s F and G and concentrates 
mass on the curve defined by F(x) = G(y). The df Hin (S.J.4) is called 

FPeahet's maximal distribution with given marginal dfs (see Feller [JI], 
page 162, 163). It follows that for this df ff[R(F)J 2a[R(G)J2SdH = 

f~[R(u)J 2 a+2 Sdu < 00 if and only if a + S < 1/2. A more natural example is 

provided by the bivariate Cauchy distribution, given by the density 
-] 2 2 -3/2 (2n) (l+x +y) (see e.g. Feller [JI], page 69, or Mardia [28]). Then 

F(x)(J-F(x)) ~ n-I lxl-I as lxl ~ 00 , and a similar formula holds true for 

G(y). Using polar coordinates it follows that ff[R(F)J 2a[R(G)J26dH < 00 if 
and only if !!lxl 2alYl 2S(l+x2+y2)-3/ 2dxdy < 00 if and only if 
Joo 2a+2S+l(J 2)-3/2d h' h. h 'f d 1 'f o 1/2 0 r +r r < 00 , w ic is t e case l an on y i a + µ < • 

If a + S .::_ 1/2, the bound on the limiting score function is allowed to 
be of essentially larger order than in the previous case. The above counter-
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examples show that the assumption can no longer be satisfied for every df H 

in H, so that we shall have to restrict ourselves to an appropriate sub

class of H. Several choices are possible, but we shall only consider the 

particular subclass 

(5. J. 5) H C,a,b 
{HEH E([R(G(Y))Jl-blFCX)) < C[R(F(X))]a, 

E([R(F(X))]l-a!G(Y)) ::__ C[R(G(Y))]b}. 

Here I ::__ C < 00 , 0 < a < J-2a, 0 < b < J-2S are arbitrary but fixed con

stants. Evidently for the null hypothesis H0 and Gumbel's class defined in 

(1.2. 17) we have 

H0 c {FG[J+8(J-F)(J-G)J,F x GE H0 ,-1 < 8 < I} c Hc,a,b' 

for any a > 0, b > 0 and some C = C(a,b) satisfying I ::__ C < oo, Another im

portant subclass of (5.J.5) is obtained if one considers the normal class 

defined in (1.2.15). Given fixed 0 <a< 1-2a, 0 < b < J-2S, the existence 

of a constant I < C = C(a,b) < 00 may be shown such that 

82 < max{(2a+2a-J)(2S+2b-J)[(J-a)(J-b)]-J ,I}} c He b' ,a, 

Here we use the formula ~(z)(J-~(z)) ~ (2rr)-J/ 2 1zl-J exp(-z2/2) as lzl ~ 00 

(see Feller [JO], page 166). Note that (2a+2a-l)(2S+2b-J)[(l-a)(J-b)]-J < I 

for a+ B > 1/2. It follows that the set of admissible values of 8gradually 

decreases as a + B increases and, moreover, that the bound on 82 is close 

to I as long as a + B is close to 1/2. Choosing e.g. a = B = 1/4 and 

a = b = 1/2-s for some small s > 0, we f:nd that 82 should be bounded by 

cc112-2s)/(1/2+s)J2 . 

LEMMA 5.1.2. In Assumption 2.1.2 (3.1.2) choose r 1,r 1,r2 ,r2 as in (5.1.2), 

with 0 < a < 1/2, 0 < B < 1/2. 

(A) If a+ B < 1/2, then Assumption 2.J.2 (3.1.2) is satisfied for some 

o > 0 and H' = H. 
(B) If a+ B ~ 1/2, then Assumption 2.1.2 (3.J.2) is satisfied for some 

o > 0 and H' = H for arbitrary but fixed I < C < oo, 0 < a < 1-2a, C,a,b 
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o < b < 1-2s. 

PROOF. Let us for the moment think of o as a small positive number, the 
actual value of which will be determined later on, and let us choose 

-1/2+0 · q 1(u) = q2 (u) = [R(u)] , 0 < u < I, throughout this proof. These func-
tions satisfy the last requirement of Assumption 2.1.2 (3. 1.2), since 

f~[R(u)J(l/2-o)(2+o)du < oo, 

for o sufficiently small. Without loss of generality we may suppose that 
DI = D2 = I. 

(A) If a+ S < J/2 let us first apply (5.1.3) with s = (a+S)/a and 
n = (a+S)/B. Then we have independently of H in H, provided o is taken suf
ficiently small, 

because (a+S)(2+o) < 1 for o sufficiently small. 
The boundedness on H of the two remaining integrals in the assumption 

for some o > 0 is obtained by applying (5.1.3) -1 with s = (a+l/2+2o) , 
-1 . -1 n = (l/2-a-28) and s = (l/2-S-28) , n 

-1 = (S+l/2+2o) respectively. By 
symmetry we only need consider the first of the two remaining integrals, 
for which we obtain independently of H in H, provided o is sufficiently 
small, 

-I 
< {fl[R(s)J(a+l/2+o)(l+o)(a+l/2+2o) ds}a+l/2+26 x 
- 0 

-1 
{f~[R(t)JS(l+o)(l/2-a-2o) dt}l/2-a-2o < oo, 

because (a+l/2+o)(a+l/2+2o)-J(l+o) < 1 and S(l+o)(l/2-a-2o)-l 
(B+Bo)(B+(l/2-a-B)-28)-I < 1 for o sufficiently small. 
(B) Suppose a + S ~ 1/2. For any H in H we have C,a,b 

(5.1.6) E([R(G(Y))](l-b)~IF(X)) ~ ClR(F(X))la~, 



for arbitrary 0 < c; <I. This follows from Jensen's inequality for condi

tional expectations. 
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Applying (5.1.6) with c; = S(2+8)(1-b)-I ( < I for 8 sufficiently small) 

and using (1.3.4) we have independently of Hin H b' provided 8 is chosen C,a, 
sufficiently small, 

.::._ C J~[R(s)Ja(2+8)+aS(2+8)/(l-b)ds < 00 , 

because a(2+8) + aS(2+8)(1-b)-I < a(2+8) +a< I for 8 sufficiently small. 

By symmetry we need only consider the first of the two remaining in

tegrals. Independently of Hin He b we find by application of (5.1.6) with ,a, 
c; = S(l+8)(1-b)-I and using (1.3.4), provided 8 is small enough, 

< c J~[R(s)J(a+l/2+8)(1+8)+aS(l+8)/(l-b)ds < 00 , 

because (a+l/2+8)(1+8) + aS(l+8)(1-b)-I < (a+l/2+8)(1+8) + a(l/2+8/2) 

(2a+l+a)/2 + 0(8) < I + 0(8). D 

The present setup of the asymptotic theory is particularly well suited 

to the use of approximate score functions (see (1.2.3)). 

LEMMA 5.1.3. When JN (N=l,2, .•. ) are the approximate score functions derived 

* from J, we have BON= 0 for all·H E Hand any limiting score function J de-

fined and finite on (O,I) x (O,I) (N=l,2, •.. ). Hence in this case Assumption 

2.1.3 (3.1.3) is trivially satisfied with H' =H. 

PROOF. The proof follows immediately from formulas (1.2.3) and (2.1.4). D 

The assumption may also be verified when JN (N = 1,2, ... ) are the exact 

score functions derived from J (see (1.2.2)), provided J is of product type 

J = K x L, and Kand Lare continuous on (0,1). Moreover the functions K 

and L have to possess continuous second derivatives on (0,1) except at an 

at most finite number of points. This result will be given in Theorem 5.2.4 

of the next section. 

Let us finally consider Assumption 3.1.4. The functions h, f, g and the 
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sets 0, o1, o2 will have the same meaning as in Assumption 3.1.4. The sets 
o1 and o2 can - and will - be chosen such that o1,o2 c (c,1-c) for some 

-(1 O) -(O 1) 0 < c < 1/2. t'hen they exist on 'l, we write h ' and h ' for the first 
partial derivatives of h. Again a subclass of H will be introduced for 
which the assumption is easy to verify. Let us define 

(5.1.7) R C,a+a,s+b {H E H h(i,j)(s,t) < C[R(s)]a+a+i x 

[R(t)Js+b+j,(s,t) E O and i+j 0, 1}. 

As in (5.1.5) the numbers 1 ::_ C < 00 , 0 <a< 1-2a, 0 < b < 1-2s are arbi
trary but fixed constants. The numbers C, a and b are supposed to be chosen 
equal to those in (5.1.5). It should be observed that, as far as the bound
edness conditions in (5.1.7) are concerned, the restrictions imposed are 
relatively weak because nothing is said about the behavior of H in neigh
borhoods of the four vertices of the unit square (see Figure 5.1.1). It is 
not hard to see that for the 

1-c 

c 

c 1-c 

FiP,ure 5.1.1 

null hypothesis H0 and Gumbel' s class defined in (I .2. 17) we have 

H0 c {FG[l+e(I-F) o-c)J,F x c"' H -1 < e < 1} c R b' O' C,a+a,s+ 

for C = 2 and arbitrary a,a,S,b > O. Moreover, for any 0 < s < 1/2, the 
normal class defined in (1.2.15) satisfies 

{~ 8 (F,G),F x c"' H0 ,-1+s < e < 1-s} c R . C,a+a,S+b 
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Here the constants a,a,S,b > 0 may be chosen arbitrarily. The constant C 

not only depends on s and c, but also on the particular choice of the num

bers a,a,S,b. 

LEMMA S.1.4. In Assumption 3.1.4 choose r 1 and r 2 as in (S.1.2), with 

0 < a < 1/2, 0 < S < 1/2. Then this assumption is satisfied with H' = 

H b' as defined in (S.1.7), Here 1 2_ C < 00 , 0 <a< 1-2a, C,a+a,S+ 
0 < b < 1-2S are arbitrary but fixed constants. 

~· Without loss of generality we may take D1 = D2 =I. Let us start 

with the equicontinuity condition. Provided s is sufficiently close to si' 

the mean value theorem applies and ensures the existence of a number ;, be-
1. 

tween s and s. such that 
1. 

R lh(s,t)-h(si,t)I 2_ 
C,a+a,S+b 

I I ~ a+a+I a+b 
< C s-s. [R(s.)] [R(t)l 
- 1. 1. 

.... o, 

for all 0 < t < I, ass->- s .• The second equicontinuity condition may be 
1. 

verified in the same way. 

As to the boundedness conditions, note that 

supH e: R 
c,a+a,S+b 

a+a 
for all (s,t) in (0,1) x o2• Hence for f we may choose c 1[R(s)J , where 

C = C[R(c)JS+b, and we have 
I 

because 2a +a< I. Similarly a function g may be constructed for which the 

finiteness of 16 r2(t)g(t)dt follows in the same way. n 

The results of this section will be applied to formulate some special 

cases of Theorems 2.1.1 and 3.1.1 under relatively simple conditions. Be

fore listing these special cases it is worth noticing that in particular 

the asymptotic variance can be given a nicer expression when J = K x L is 

of product type. If J K x L satisfies Assumption 5.1.1 for arbitrary 

a 1, •.• ,~, b 1, .•• ,b1 , it follows from formulas (2. 1. I) and (3. 1.2) that 
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(5. I. 8) 

(5.1.9) 

JJ = JJ (H) E[K(F(X))L(G(Y))], 

2 
0 o2 (H) = Var{K(F(X))L(G(Y)) + 

f~[c(s-F(X))-s]E(L(G(Y))jF(X) 

f~[c(t-G(Y))-t]E(K(F(X)) jG(Y) 

s)dK(s) + 

t)dL(t)}, 

provided these quantities exist. This simplification is obtained by using 
formula (1.3.4) and the usual notation for Lebesgue-Stieltjes integrals of 
functions of one real variable. 

To begin with, some theorems for approximate score functions will be 
given. 

THEOREM 5.1.1. Suppose that the limiting score function J = K x L satis
fies Assumption 5.1.1 with a 1 = •.. = ak = b 1 = .•. = b1 = O, and let 
JN (N = 1,2, •.. ) be the approximate score functions derived from J. Fix the 
numbers 0 < a < 1/2, 0 < B < 1/2 and I .::_ e < oo, 0 < a < l-2a, 0 < b < l-2s. 
(A) If a+ B < 1/2, 
1/2 2 N (TN-µ) 7dN(O,o ) 

given by (5.1.8) and 

then for any fixed underlying df H E H we have 

as N 7 oo, Here µ = µ(H) and o2 = o2 (H) are finite and 

(5.1.9) respectively. 

This convergence in distribution is uniform on each subclass H' c H 
on which o2 o2 (H) is bounded away from zero. 

(B) If a + B .::_ 1/2, then for any fixed underlying df H E He b we have 
1/2 2 2 2 ,a, N (TN-µ) 7 dN(O,o ) as N 7 00 • Here µ = µ(H) and o = o (H) are finite and 

given by (5.1.8) and {5.1.9) respectively. 

This convergence in distri.bution is uniform on each subclass 
H' c He b on which o2 = o2 (H) is bounded.away from zero. ,a, 

PROOF. The proof follows immediately from Theorem 2.1.1 and Lemmas 5.1.1-
5.1.3. D 

THEOREM 5.1.2. Suppose that the limiting score function J = K x L satisfies 
Assumption 5.1.1 with a 1, ... ,~, b 1, •.• ,b1 arbitrary, and let 
JN (N = 1,2, ..• ) be the approximate score functions derived from J. Fix 
the numbers 0 < a < 1/2, 0 < B < 1/2 and I < e < oo, 0 < a < J-2a, 
o < b < 1-2s. 

(A) If a + B < 1/2, then for any fixed underlying df H E H we 1/2 2 2 e,a+a,B+b 
have N (TN-µ) 7 dN(O,o) as N 7 oo, Hereµ= µ(H) and o = o2(H) are finite 
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and given by (5.1.8) and (5.J.9) respectively. 

This convergence in distribution is uniform on each subclass 

H' c H on which o2 o2 (H) is bounded away from zero. 
C,a+a,B+b 

(B) Ifa+S> 1/2, then for any fixed underlying df 

R 
c,a+a,S+b 

1/2 2 
we have N (TN-µ) + dN(O,o ) as N + 00 • Here H E H n 

C,a,b 

µ (H) and 2 2 o = a (H) µ are finite and given by (5.1.8) and (5.1.9) respec-

tively. 

This convergence in distribution is uniform on each subclass 

H' c H n H on which o2 = o2 (H) is bounded away from zero. 
C,a,b C,a+a,S+b 

(C) If 0 < a< 1/2, 0 < S < 1/2 without any further restriction, then 

N112 CTN-µO) + dN(o,o;) as N + 00 , uniformly on the class H0 of all null hy

pothesis dfs. Here µ0 and o; are finite and given by µ0 = [JKJ[JL] and 

a~ = [JK2-(JK) 2J[JL2-(JL) 2J. 

PROOF. Part (A) and (B) are an immediate consequence of Theorem 3.1.J and 

Lennnas 5.1.J-5.J.4. 

Part (C) follows from the fact that H0 c H n R , provided 
C,a,b C,a+a,S+b 

the constant C is chosen sufficiently large, as has been observed in the 

examples accompanying the definitions of the above classes of dfs in (5.1.5) 
2 

and (5.1.7). For µ0 and o0 see also (3.1.3) and (3.1.4). D 

Next let us give a theorem for arbitrary score functions, in the case 

where the limiting score function is continuous. 

THEOREM 5.1.3. Suppose that the limiting score function J = K x L satisfies 

Assumption 5.1.1 with a 1 = ... ~ ak = b 1 = b1 = 0 and let 

JN (N = 1,2, ... ) be arbitrary score functions. Fix the numbers 0 <a< 1/2, 

0 < s < 1/2 and 1 .::.. c < oo, 0 < a < J-2a, 0 < b < 1-2s . 

(A) If B < 1 /2, 1/2 2 for any fixed a + then N (TN-µ) + dN(O,o ) as N -+ 00 , 

underlying df H E H for which B~N + p 0 as N -> oo. Hereµ = µ (H) and o 
2 c;2(H) = 

are finite and given by (5.1.8) and (5. 1. 9) respectively. 

This convergence in distribution is uniform on each subclass H' c H 

on which B* + PO uniformly, as N + 00 and on which o2 = o2 (H) is bounded 
ON 

away from zero. 

(B) If a+ S ..:_ 1/2, then N1/ 2 (TN-µ) + 
2 

dN(O,o ) as N + 00 , for any fixed un-

derlying df H E HC,a,b for which B~N + PO as N + 00 • Here µ = µ(H) and 

o2 o2(H) are finite and given by (5.1.8) and (5. 1.9) respectively. 

This convergence in distribution is uniform on each subclass 
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H' c HC,a,b on which B;N 7 

is bounded away from zero. 

2 PO uniformly, as N ~ 00 and on which o 

PROOF. This is an immediate consequence of Theorem 2.1.1 and Lemmas 5.1.1-
5.1.3. D 

In the conclusion of the theorems the limiting variance is allowed to 
be zero, i.e. the limiting distribution may occasionally be degenerate. It 
is illustrative to consider more closely a specific situation where this 
occurs. It is intuitively clear that this will be the case when the under
lying df is Frechet's maximal distribution, defined in (5. 1.4). 

Let us suppose that J = K x L satisfies Assumption 5.1.I with 
a 1 = = ak = b 1 = ... = b1 = 0 and with a+ S < 1/2. Furthermore, let 
JN (N = 1,2, .•• ) be the approximate score functions derived from J, so that 
Theorem 5. I. I (A) applies and yields that 

as N ~ 00 

' 

2 dN(O,o ), 

when the underlying df is the one in (5.1.4). 
On the other hand, for any sample from the latter df we have 

P({RnN=QnN}) =I forn= l, .•• ,N, so that TN= [L~=I K(n/(N+l))L(n/(N+l))]/N. 

I Since in this case the liMiting mean equalsµ= J0 K(u)L(u)du, TN may be 
considered as a Riemann-sum approximation of the integral representing µ. 
Because under the present conditions the error of this approximation is of 
order O(N-I/ 2 ) (see Lemma (6.3.2)) it follows that 

N1/ 2 (T -µ) ~ 0 N a. s. . 

From this it might be concluded that cr2 must be equal to zero, but we shall 
give a direct verification. 

Indeed, in this case the limiting variance equals (see (5. I .9)) 

I I J 0{K(u)L(u)-µ + J 0[c(s-u)-s]L(s)dK(s) + 

J~[c(s-u)-s]K(s)dL(s)} 2 du 

J~{K(u)L(u)-µ + J~[c(s-u)-s]d[K(s) x L(s)l} 2du 



f~{K(u)L(u)-µ - uK(u)L(u) + !~ K(s)L(s)ds -

I 2 
(1-u)K(u)L(u) + f K(s)L(s)ds} du O. 

u 
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In a similar fashion relatively simple special cases of Theorem 4.2.1 

can be formulated. By way of an example let us give a theorem for continuous 

limiting score functions, when approximate score functions are used. 

THEOREM 5.1.4. Suppose that the limiting score function J = K x L satisfies 

Assumption 5.1.1 with a 1 = ... = ak = b 1 = b1 = 0 and let 

Jv (v = 1,2, ••. ) be the approximate score functions derived from J for the 

sample sizes Nv (Nv + 00 as v + 00 ). Fix the numbers O <a< 1/2, 0 < S < 1/2 

and I < c < oo, o < a< l-2a, o < b < 1-2s. 

(A) If a+ S < 1/2, then for any sequence H,H(l)'H( 2)'"'" EH of underlying 

dfs such that H( ) + H on (-00, 00) x (-00,00) as v + oo we have 
1/2 v 2 2 

Nv (Tv-µ(H(v))) + dN(O,cr (H)) as v + oo. Here µ(H(v)) and a (H), given by 

(5.1.8) and (5.1.9) respectively, are finite. 

(B) If a+ S '."._ 1/2, then for any sequence H,H(l)'H(2), ... E HC,a,b of un

derlying dfs such that H( ) + H on (-oo, 00 ) x (-00,00) as v ·+ oo we have 
1/2 1 2 . 

Nv (Tv-µ(H(v))) -• dN(O,a (H)) as v + 00 • Here µ(H(v)) and a (H), given by 

(5.1.8) and (5.1.9) respectively, are finite. 

~· See Theorem 4.2.1 and Lemmas 5.1.1-5.1.3. 0 

5.2. COMPARISON WITH EARLIER RESULTS 

In order to facilitate a comparison of the present results with earlier 

work on this subject, we shall first state the equivalence of Assumption 

2. I. 3 and a certain modification of this assumption. For the score functions 

JN and the limiting score function J consider B* (see (2.1.4)) and define 
ON 

(for 6N see (2.2.1)) 

(5. 2. I) Nl/2!! [J (F ,G )-J(FN,GN)]dHN, 
BOIN = 6N N N N 

(5.2.2) B = Nl/2!! c[J (F ,G )-J(F,G)]dHN, 
02N 6N N N N 

(5.2.3) BON = BOIN + B02N" 

REMARK. In any of the assumptions mentioned in Theorem 5.2. I, the points 

0 < s 1 < ... < s < I 0 - t < / t < I are the same fixed elements of k ' _· I_ .... 1 
(0,1), the functions r 1,r 1,r2 ,r2 are the same fixed elements of Rand H' is 
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the same subclass of H. 

THEOREM 5.2.1. Let Assumption 2.1.2 be satisfied for H' = {H}, where the 

df HEH is fixed, and o = 0 (for some fixed subclass H' c Hand o > 0). 

(i) Let the limiting score function J satisfy Assumption 2. 1. 1. Then, as 
* N + 00 , BON+ PO uniformly on H' if and only if BON+ PO unifo,mly on H'. 

(ii) Let the limiting score function J satisfy Assumption 3. 1. 1 and supoose 

* that Assumption 3.1.4 is satisfied for H'. Then, as N + 00 , BON+ PO uni-

formly on H' if and only if BON+ PO uniformly on H'. 

* PROOF. In both cases it suffices to prove that BON - BON+ PO uniformly on 

H'. Without loss of generality take k = 1 = 1. 

* (i) The following decomposition of BON - BON is based on a twofold appli-
cation of the mean value theorem. First, for (x,y) restricted to 6N n Sy 
and for each win 0. (see (2.2.2) and (2.2.3)), defined by yN 

{w 

we have 

(5.2.4) 

Nl/2.(G*-G )J(0,1)(~* ,*) 
N N N' N . 

In (5.2.4) the random point (~;,,;) lies in the open line segment joining 
. * * the random points (FN,GN) and (FN,GN). Secondly, for (x,y) restricted to 

6Nc n SY we use the expression (2.2.4), valid for all win 0. Thus we 
* 18 yN 

arrive at the decomposition BON - BON = Li=! CiN' where 

x(D. N)NI/2!!6 ns (F;-FN)J(I,O)(~;.,;)dHN' 
y N y 

x<n )Nl/2!! (G*-c )J(O,l)<~* ,N*)dHN, 
yN 6Nnsy N 'N N' 

1/2 * * x(D.yN)N Jfsc[J(FN,GN)-J(F,G)]dHN, 
y 
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* (l ,O) 
x(QyN)ffll~nsy UN(F)J (<!>N,'l'N)dHN, 

* (0' l) x(QYN)ffll~nSYVN(G)J (<!>N,'l'N)dHN, 

c 1/2 * * x(QyN)N !!ll~[J(FN,GN)-J(F,G)]dHN. 

The proof of the asymptotic negligibility of these C-terms relies on the 
same methods that were used in Section 2.4. The proof will be divided into 
four parts, to be combined in the usual way. We shall only give an outline. 

(l) As y + O and N + 00 , c3N +PO and c4N +PO uniformly on H'. For the 
proof we may refer to Corollary 2.4. l. When dealing with c4N we only have 
to use Lemma 2.3.2(i) instead of Lemma 2.3.2(ii). 

(2) As N + 00 , c6N +PO and c7N +PO uniformly on H'. By symmetry we only 
have to consider c7N. Let an arbitrary £ > 0 be given and out 

-] 
yN =(log N) . Denote DN = {x: F(x) E [yN,l-yN]} x {y G(y) E [yN,l-yN]} 

and let QIN {ll~ c D~} = {LIN ~ DN}. Then P(D1N) + I as N + 00 , uniformly on 
H, because 

as N + 00 , uniformly on H. With QN as in (2.4.l) for some index N1 we have 

P(QN n DIN).'.'._ 1-2£ for all N .::_ N1, uniformly on H, and 

~ 3 
E(x(DN n QIN) lc7N/) -2. M !!De qi (F);::l (F)r2(G)dH. 

N 

The proof that the latter integral converges to zero as N + 00 , uniformly on 

H', can be given by an argument similar to that given at the end of the 
proof of Corollary 2.4.l (see (2.4.3)). 

(3) For fixed y, c5N +PO and c8N +PO as N + 00 , uniformly on H. See the 
proof of Corollary 2.4.2. 

(4) For fixed y, c1N +PO and c2N +PO as N + 00 , uniformly on H. By symme-
1 d ·d . (1,0) . . try we on y nee consi er c1N. Note that the function J is continuous 

on the closed set {[y/2,s 1-y/2] u [s 1+y/2,l-y/2]} x {ry/2,t 1-y/2] u 

Ct 1+y/2,l-y/2]} and hence assumes a maximum, say MY, on this set. The pro

perties of the set Q N and the random point (<!>*,'¥*) combined with the fact 
* Y -J N N -I~ 

that supfFN-FN[ ~ (N+l) , ensure that [c 1NI ~ Nl/2(N+l) MY + 0 as N + =, 
independently of H in H. 
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(ii) Using the representation of Lemma 3.1.I we obtain the decomposition 
* ,2 \4 I + ,4~= I h BON - BON= li=l cciN + Li=l ciN LL DiN' were 

1/2 * * N ff6N[Jc(FN,GN)-Jc(FN,GN)]dHN, 

1/2 - * * N JJ6~[Jc(FN,GN)-Jc(F,G)]dHN, 

l~=I NJ/2!!6N[Kmc(F:)-Kmc(FN)]Lm(G:)dHN, 

1/2 * N Jf 6 K (FN)[L (GN)-L (G )JdHN, N m me me N C~N 

l~=I 1/2 * * N ff6~[Kmc(FN)-Kmc(F)]Lm(GN)dHN, 

c4•N \P N112JJ K (F)[L (GN*)-L (G)]dHN, lm= I 6~ m me me 

\P I /2 * * DIN lm=I N !!6N[Kmd(FN)-Kmd(FN)]Lm(GN)dHN, 

\P 1/2 * D2N lm=I N ff 6NKm(FN)[Lmd(GN)-Lmd(GN)]d~, 

\P 1/2 * * D3N lm=I N ff6~[Kmd(FN)-Kmd(F)]Lm(GN)dHN, 

D4N - l~=I Nl/2!!6~Km(F)[Lmd(G~)-Lmd(G)]dHN. 

The proof of the asymptotic negligibility of these terms relies essentially 
on the same methods that were used in Section 3.4. Again the proof is di
vided into four parts. Only a sketch will be given. Without loss of gene-
rality let us moreover take p =I, a 11 = b 11 I and M' = I (see Lemma 

3.1.1). We shall write K,Kc,Kd,L,Lc,Ld instead of K1,K1c,Kld'Ll,Llc'Lld 
respectively. Hence Kd(u) = c(u-s 1), Ld(u) = c(u-t 1) for 0 < u < I. 
(I) As N-+ =, Cc!N-+ PO and cc2N-+ PO' uniformly on H'. These terms involve 
only the continuous part Jc of the score function, satisfying Assumption 
2. I.I, and hence the proof follows from part (i) of the present theorem. 
(2) As N-+ =, CiN-+ PO, uniformly on H', i = 1,2,3,4. For the proof the 
univariate mean value theorem should be used instead of the bivariate one. 
Then the results follow from obvious modifications of the proofs of the 
first five corollaries in Section 3.4. 

(3) As N -• 00 , DIN -+ PO and D2N -+ PO, uniformly on H. By symmetry we only 
have to consider DIN' Note that lN [ c(F (X )-s )-c(F* (X )-s ) I< I, because n=l N n I N n I -



at most one term in the summation is unequal to zero. Consequently 
ln 1NI ::_ N-l/ 2r 2 (1/(N+I)) 7 0 as N 7 00 , independently of Hin H, since As
sumption 2. 1.2 implies square integrability of the function r 2 . 
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(4) As N 7 00 , n3N 7 PO and n4N 7 PO, uniformly on H. For rea~ons of symme
try we only need consider n 3N. With DN as in (2.4.1) and YN' DIN as in part 
(i,2) of the proof of the present theorem, by Lemma 3.3.2(ii) we have 

E(x(DN n D1N)ln3NI) 

::_ N 1 / 2M[f~N cN_ 1(1,2;s,s 1)E(r2 (G(Y)) IF(X) = s)ds + 

f:-yN cN_ 1(1,2;s,s 1)E(r2 (G(Y))!F(X) = s)ds] 

1/2 2 2 O(N [exp(-2N(yN-s 1) ) + exp(-2N(l-yN-s 1) )J) 7 0 

as N 7 00 , independently of Hin H. Here (X,Y) has df Hand Lemma 3.3.l(i) 
is used. Assumption 2. 1.2 implies square integrability, and hence integra
bility of the function r 2 . In turn this implies integrability of the condi
tional expectation, which is used here. D 

* The assumption of the asymptotic negligibility of BON guarantees the 
simplest approach to asymptotic theory. Moreover, as has been pointed out 
in the previous section, this assumption has the advantage of being trivi
ally satisfied in the practically important case of approximate scores. How
ever, the earliest theorem on asymptotic normality of linear rank tests for 
independence under fixed alternatives, due to Bhuchongkul [4], is based on 
the assumption that BOIN is asymptotically negligible. Our next step is to 
show that the conditions of the theorem generally are such that B02N is 
automatically negligible. To show this we need some lemmas. Let A and v be 
the random indices I ::_ A (w) ::_ N, I ::_ v (w) ::_ N such that 

(5.2.5) 

LEMMA 5.2.1. As N 7 00 , P({yN ::_ F(XA) < 1-yN} n {yN ::_ G(YA) < 1-yN}) 7 I, 
-] uniformly on H, provided yN = O(N ). 

PROOF. The probability of the complementary event is bounded above by -N-- N 
YN + 3[1-(J-yN) J 7 0 as N ~ 00 , independently of Hin H. 0 
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LEMMA 5.2.2. Let e.::_ 1, 0 <a< I, 0 < b < I be fixed given numbers, satis
fying a+ b < I. For the definition of the subclass He b see (5.1.5). ,a, 
(i) As N + 00 , P({YA = YN:N}) + O, uniformly on He,a,b· 
(ii) As N + 00 , P({oN ::_ G(YA) ::_ 1-oN}) +I, uniformly on H , provided 
o = O(N-a/(1-b)). e,a,b 
N 

PROOF. Throughout this proof let r denote the gamma-function. 

(i) P({YA = YN:N}) = P(u==l{(Xn,Yn) = (~:N'YN:N)}) = NffHN-ldH. Note that 
for all x,y we have H(x,y) < F(x) and H(x,y) < G(y), so that 

N-1 (N-1)/2 (N-1)/2 - - . (N-1)/2 1-b H ::_ F x G . Furthermore the function t [t(l-t)J 
attains for 0 < t < I a maximum of order O(N-(l-b)). By 
the class He -b t~is implies that E([G(Y)J(N-l)/ 2 1F(X) 

,a, 1-b 
where cN = 0 (1/N ) as N + 00 • Thus we obtain 

the properties of 
a = s) ::_ cNeR ( s) , 

N-1 1 (N-1)/2 a Nff[H(x,y)J dH(x,y) ::_ cNeN ! 0 s [R(s)J ds 

cNeNf(N/2 + 1/2-a)f(l-a)/f(N/2 + 3/2-2a) 

O(Na+b-1) + 0 

as N + 00 , because by assumption a+ b < 1. The convergence is obviously 

uniform on He b ,a, 
(ii) This probability equals 1-P({G(YA) < oN})-P({G(YA) > 1-oN}), provided 
N is so large that oN < 1/2. For such N we have moreover 

1-b 1-b x ((O, oN); t) ~ oN [R( t)] , for 0 < t < I. By the properties of the class 

H this implies that E(x((O,oN);G(Y))iF(X) = s) _< oNl-be[R(s)Ja. Because e,a,b 
of the independence of the sample elements we have 

o~-b 0(Nf(N-a)f(l-a)/r(N+l-2a)) 

as N + 00 • Obviously the convergence is uniform on H One can deal with e,a,b 
P({G(YA) > 1-oN}) in the same way. D 
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THEOREM 5.2.2. For each N = 1,2, ••. let JN be a score function defined on 
(O,J] x (O,J] as described in (1.1.10), and let J be a function defined on 

(0,1) x (0,1). Suppose that for some fixed given numbers 0 < D < 00 , 

0 < a < 1/2, 0 < B < 1/2 each of these functions is in absolute value 
bounded by D[R(s)Ja[R(t)J8 , for (s,t) E (0,1) x (0,1). Let B02N be based on 

the above JN and J. 

(A) If a+ B < 1/2, then B02N +PO as N + 00 , uniformly on H. 
(B) If a+ B > 1/2, let C ~ 1, 0 <a< 1-2a, 0 < b < I-28 be fixed given 

numbers. Then B02N + PO as N + 00 , uniformly on HC,a,b 

PROOF. Without loss of generality we may take D = 1. l~e have IB02 NI < 

1T2 I I I " 5 N ffnc[ JN(FN,GN) + IJ(F,G) ]dHN.::.. Li=! ciN' where 
N 

I /2 I I N !!6 x{Y } JN(FN,I) dHN, 
NI N:N 

N- 1/ 2[R(F(XA))Ja[R(G(YA))J 8 , 

with\ and v defined in (5.2.5). By the definition of JN' in particular 

because JN is a simple step function, it follows that 
I I -I a B I I a -I B J /I , t) .::._ [ R (N ) ] [ R ( t) ] for 0 < t < I , JN ( s , I ) .::._ [ R ( s) ] [ R (N ) ] 

I I -I a -J 13 for 0 < s <I, and max(O,J)x(O,I) JN .::._ [R(N )J [R(N )J . By symmetry we 
only have to consider CIN' c2N and c4N. 
(A) From the above remark it follows immediately that CiN = ~(Na+S-l/ 2 ) 
o(J) as N + 00 , uniformly on H, for i = 1,2. As to c4N define ~IN= 
{yN _:::_ F(X\) .::._ 1-yN} n {yN ~ G(YA) _:::_ 1-yN}, with yN = (N log N)-1. Thus 

as N->- "', because a+ B < 1/2. Lemma 5.2.1 ensures that P(U 1N) ' I as 
N->- 00 , uniformly on H. 
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(B) With DN as in (2.4.1) we find 

as N + 00 , because aS/(1-b) < a/2 < 1/2-a. Using the properties of DN and 

Lemma 5.2.2(ii) it follows that P(DN n n2N) 2 1-2£ for N large enough, in

dependently of H in H 
C,a,b 

For c2N we use Lemma 5.2.2(i) to see that the set on which this rv may 

assume a non-zero value has probability converging to zero as N + 00 , uni

formly on He b. ,a, 
Let us finally consider c4N and introduce n3N = {y < F(X ) < 1-y } n N - A - N 

{oN ::_ G(Y).) ::_ 1-oN}, with YN and oN as above. Consequently we have 

= O(N-l/2+a+aS/(1-b)(log N)a+S) + O 

as N + 00 , for the same reason as above. Moreover, by Lemmas 5.2.1 and 5.2.2 

(ii) we see that P(D3N) ->- 1 as N + 00 , uniformly on HC,a,b. D 

We mentioned already that the earliest theorem on asymptotic normality 

of rank statistics for testing the hypothesis of independence under fixed 

alternatives has been given by Bhuchongkul f4] in 1964, and is based on the 

* assumption of asymptotic negligibility of BOIN rather than B0N. In [4] only 

linear rank statistics, i.e. statistics having score functions JN and li

miting score function J which are products of functions of one variable 

~ x LN and K x L respectively, are considered. Moreover the paper is re

stricted to the case where both Kand Lare continuous throughout (0,1). In 

order to arrive at a comparison of Theorem I of Bhuchongkul f4l with our 

results, let us take Theorem 5. 1.3 as a starting point. 

THEOREM 5.2.3. Let the limiting score function J = K x L satisfy Assumption 
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5.1.1 with a 1 ak = b1 = .•. = b1 = O. Fix the numbers 0 < a < 1/2, 

0 < S < 1/2 and I < C < oo, 0 < a < 1-2a, 0 < b < J-2s and suppose that for 

some 0 < D < oo the score functions satisfy IJN(s,t) I .::_D[R(s)]a[R(t)]S for 

(s,t) c: (0,1) x (0,1) and N = 1,2, •.. 

(A) If a + S < 1/2, then N112 (TN-µ) + dN(o,o2) as N + 00 , for any under

lying df H c: H for which BOIN +PO' or equivalently B~N + PO' as N + oo. 

Hereµ= µ(H) and o2 = o2 (H) are finite and given by (5.1.8) and (5.1.9) 

respectively. 

This convergence in distribution is uniform on each subclass H' c H on 

* which BOIN + PO uniformly, or equivalently BON + PO uniformly, as N + 00 and 

on which o2 = o2 (H) is bounded away from zero. 

(B) If a+ S .:_ 1/2, then N112 (TN-µ) + dN(o,o2) as N + 00 , for aµy under

lying df H c: HC,a,b for which BOIN + PO, or equivalently B~N + PO, as 

( ) 2 2 ( ) . . . (5 8) d N + 00 , Hereµ=µ H and o o H are finite and given by .J. an 

(5.1.9) respectively. 

This convergence in distribution is uniform on each subclass H' c 

* HC,a,b on which BOIN+ PO uniformly, or equivalently BON+ PO uniformly, as 
. 2 2 ( ) . N + 00 and on which o = o H is bounded away from zero. 

PROOF. The result follows from straightforward combination of Theorems 

5.1.3, 5.2.1 and 5.2.2. D 

In Bhuchongkul's Theorem 1 the smoothness conditions imposed on K, L 

are stronger: these functions are supposed to be twice differentiable 

throughout (O,l). The growth conditions on Kand Lare also more restric

tive. According to part (A) of the above theorem we have asymptotic normal

ity for any df H in H (for which BOIN + PO as N + 00 ) e.g. if we choose 

a = S = I/4-s for some small s > 0 as the exponents determining the growth 

of K,L, and 5/4-s for those determining the growth of K(l), L(l). In [4] 

these exponents are 1/8-s and I respectively; in fact the latter condition 

effectively reduces the orders of magnitude of K,L to llog(R)I. In part (B) 

of the above theorem even exponents a = S = I I 2-s for small s > 0 are allowed, 

provided the underlying df H remains restricted to some subclass He b of ,a, 
H. In [4] this case is not considered. In Puri and Sen [30], Theorem 8.4.1, 

an immediate multivariate extension of Bhuchongkul's result is presented, 

* based on the asymptotic negligibility of BON and under smoothness condi-

tions on K and L that are considerably weaker than those of either Theorem 

I in [4] or our Theorem 5.2.3. Apart from this, the conditions and the 
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content of their theorem are the same as those of [4], Theorem I. Since 

they do not provide a complete proof, it is hard to judge whether their 

conditions do in fact suffice. In a joint paper [34] by Shorack, van Zwet 

and the author, asymptotic normality is established under the condition 
. * . that either BOIN or BON is asymptotically negligible. This result is essen-

tially the same as that of Theorem 5.2.3 above. 

The proof of [4], Theorem I, as well as the proof of our Theorem 2.1.1 

is based on the method employed by Chernoff and Savage [7] in 1958, to 

prove asymptotic normality of linear rank statistics for the two-sample 

problem under fixed alternatives. However, both in [4] and [7] a Taylor

series expansion up to second order derivatives is used where we have 

needed only the mean value theorem. We have borrowed a number of ideas from 

Bhuchongkul, such as the representation (1.1.9) of TN as an integral with 

respect to the bivariate empirical df and the outlines of the proof of 

Corollary 2.4.5. 

In [4] the crucial condition concerning the asymptotic negligibility 

of BOIN is studied in Theorem 2. The next result is a generalization of 

this theorem. 

THEOREM 5.2.4. Let the limiting score function be of the product type 

J = K x L with Kand L defined on (O,I). Suppose that Kand Lare continuous 

on (0,1) and possess second derivatives K( 2) and L(2) on uk+I ( ) d 
l+I i=I si-1 'si an 

uj=I (tj-l'tj) respectively. For given fixed O < n1 < oo, O < n2 < oo, 

I (i)I a+i I (i)I B+i . 0 <a< 1/2, 0 < B < 1/2 let K :s_ n1R , L :s_D2R where defined 

on (0,1), i = 0,1,2. For each N = 1,2, ••• let JN be either the exact (see 

(1.2.2)) or the approximate (see (1.2.3)) score function derived from 

J = K x L. Then in both cases the following holds true. 

On (0,1] x (O,I] the function JN can be written as a product 

J = N ~ x ~of simple step functions KN and LN defined on (O, I]. There 

exist constants 0 < D' < oo, 0 < D' < 00 (not depending on N) such that I 2 
l~I :s_ n;Ra, ILNI < D1 RB on (O, I). Moreover l~<I) I O(Na) and ILN(I) I 

O(N8). 
- 2 

(A) 1/2, * uniformly H. If a + B < then BON 
_,. 

Po and BOIN_,. PO as N _,. 00 , on 

(B) If a + B ~ 1/2, then * BON 
_,. 

Po and BOIN _,. PO as N _,. 00, uniformly on 

H b' C,a, for given fixed I < c < 00, 0 < a < l-2a, 0 < b < 1-28. 

~· By symmetry we only have to consider ~· In the case of exact scores 

it is obvious to choose (see also (1.2.1)) 



(5.2.6) 

for sin ((m-1)/N,m/N], m = J, ... ,N. In the case of approximate scores 

define 

(5. 2. 7) KN(s) = K(m/(N+J)), 

for sin ((m-1)/N,m/N], m = J, •.. ,N. 
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Because ![R(m/N)Ja - [R((m-1)/N)Jaj .::_ D11 CR(m/N)Ja, form= 2, ... ,N-1 

and some 0 < D11 < 00 , and since in both cases~ is a simple step function 
it suffices to show that ~(m/N) .::_ D;[R(m/N)Ja form= J, ... ,N-1 and some 

* 0 a 0 <DJ < 00 , and that KN(I) = (N ). 

First suppose that KN is given by (5.2.6). Then 

I I -I I m-a-1 N-m-a ~(m/N) .::_ D1f(N+J)[f(m)f(N-m+J)J ! 0 s (J-s) ds 

-) = D f(m-a)f(N-m-a+J)[f(m)f(N-m+J)f(N-2a+J)] 
I 

~ -a -a 2a ~ a .::_ D1m (N-m+J) (N+J) = D1[R(m/(N+l))J , 

for all m = l, ... ,N, where 0 < D1 < 00 The symbol f in the above formulas 
denotes the gannna-function. When KN is given by (S.2.7) it follows at once 
that 

for all m = l, ... ,N. Clearly in both cases l~(l)I 

some 0 < D12 < 00 we have 

0(Na). Because for 

we may conclude that in both cases IKN(m/N)I .::_ D~[R(m/N)Ja, for 
* ~ m = J, ••• ,N-1. Here DI = max{D 1 x D12 , D1 x D12 }. 

First let JN be the exact score function. Because of the first part of 

the theorem we may write BOIN = Z.i=I CiN' where 
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O(Nl/2-a/2+a-l+a) + 0 

as N + 00 , because a + a/2 < 1/2. Again (5.2.8) is used. Since E > 0 is 

arbitrary, this proves that c1N + PO as N + 00 , uniformly on H • By the C,a,b 
first part of the present theorem a similar argument may be used for c2N. 

In case (A) and (B) respectively the conditions of Theorem 5.2.2 (A) 

and (B) respectively are satisfied, because of the results of the first 

part of the present theorem. Hence, in combination with Theorem 5.2.1 it 

* follows that also BON+ PO as N + 00 , uniformly on H and on HC,a,b respec-

tively. 

Secondly let JN be the approximate score function. Then by definition 
* BON = 0 for all N 1,2, ••• and all Hin H. Again by the first part of the 

present theorem, in case (A) and (B) the conditions of Theorem 5.2.2 (A) 

and (B) respectively are satisfied. Hence, in combination with Theorem 

5.2.1 it follows that also BOIN+ PO as N + 00 , uniformly on Hand on HC,a,b 

respectively. D 

We conjecture that the conclusions of the last theorem will remain valid in 

the case where K and 1 are allowed to have a finite number of discontin

uities of the first kind. A restriction on the class of underlying dfs, in 

the spirit of Assumption 3.1.4, will be needed. A proof would appear to be 

very technical and laborious. 

We shall not dwell upon a comparison of our results with existing 

theorems for the case of the null hypothesis, since our primary aim was the 

investigation under fixed alternatives. Of course our results apply u~der 

the null hypothesis but we have in no way exploited the independence. Let 

us nevertheless mention some results by Hajek and Sidak [17] and Jogdeo 

[19], and use Theorem 5.1.2 (C) or, more generally, Theorem 3.1.1 for com

parison. In Hajek and Sidak [17], Theorem V.1.8, asymptotic normality of 

linear rank statistics in the case where JN = ~ x LN, J = K x L, and 

either exact or approximate scores derived from J are used, is shown under 

the null hypothesis. The only condition on K,L is measurability and square 

integrability in the case of exact scores; in the case of approximate 

scores both K and 1 should be expressible as a finite sum of monotone and 

square integrable functions. In Jodgeo [19], Theorem 4.2 and Section 5, 

asymptotic normality in the case where J is not necessarily a product of 



90 

two univariate functions, and JN is either the approximate score function 
or derived from J by piecewise integration, is shown under the null hypoth
esis. The statistics are of the more general type N- 2 z:=l I~=l cmn x 
JN(FN(Xm),GN(Yn)), where the regression constants may be chosencmn

4= omn 
(Kronecker's o). The function J should be piecewise monotone and J should 
be integrable. 

Our methods are also not very well adapted to a treatment of contiguous 
altern~tives. A result which points in this direction is contained in 
Theorem 5.1.4 or, more generally, in Theorem 4.2.1. In Hajek and Sidak [17] 
a modification of Theorem V. 1.8 for contiguous alternatives of type (1.2.4) 
is conjectured (see [17], page 222). Behnen [2] proves the contiguity of 
more general sequences of alternatives and establishes asymptotic normality 
under these contiguous alternatives in the case where JN = KN x LN, 
J = K x L and ~,LN are score functions derived from K,L respectively. The 
only condition on K,L is measurability and square integrability. In Behnen 
[3] the restriction that J is a product of two univariate functions is re
moved. A large amount of information on asymptotic theory of rank tests is 
also contained in Witting and Nolle [42]. 

Under fixed alternatives, no previous general result on asymptotic 
normality for limiting score functions J that are no longer continuous is 
known to the author. However, it is worth while to call attention to the 
papers by Hajek [14] and Dupa~ and Hajek [8], where asymptotic normality of 
simple linear rank statistics under fixed alternatives is shown. Possibly 
a useful relationship between the regression and the independence problem 
can also be established under fixed alternatives, as this has already been 
done in Hajek and Sidak [17] under the null hypothesis. It is illuminating 
that the presence of a single discontinuity of the first kind in the limit
ing score function, considered in [8], necessitates a local differentiabili
ty condition on the underlying dfs and causes considerable technical dif
ficulties, as it does in our case. Their proof, however, is based on a quite 
different approach. To handle the discontinuities in the limiting score 
function we mainly need Lemma 1.3.4, which is similar to a bivariate form 
of Lemma I by Bahadur [1], Theorem 2.1 by Sen [36], or Theorem 1 by Ghosh 
[12]. The results of Bahadur and Sen are for univariate dfs only but strong
er in the sense that they provide "almost sure" statements while our result 
gives a statement "in probability". On the other hand Lemma 1.3.4 does not 
require any condition on the underlying bivariate df, which need not even 
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be continuous, and the conclusion of the lennna is uniform in all sequences 

of intervals in the plane. It should be noted that Sen [37] applies his 

result [36] to multivariate rank order statistics for the two-sample pro

blem in the case where the limiting score functions are simple step func

tions, where we use Lemma 1.3.4. Let us finally mention the paper ~311 by 

Pyke and Shorack, where still another method is used to overcome the dif

ficulties of discontinuous limiting score functions in the univariate two

sample problem. Their starting point is the representation of the statistic 

as an integral of some random process, called the two-sample empirical pro

cess, with respect to a non-random signed measure. For a similar approach 

in our case the representation (1.1.12) of the statistic could perhaps be a 

starting point. 

5.3. THE EXAMPLES OF SECTION 1.2 REVISITED 

In this section we shall briefly review the examples of Section 2.1 

and show how our results apply. In all examples, except for Example 1.2.4, 

the boundedness conditions of Assumption 5.1.1 are satisfied with 

a + S < 1/2. To see this note that 

(5. 3. I) i 0, 1,2, 

for any~> 0. In Example 1.2.4 for v > 4 this boundedness condition is 

still satisfied with a + S < 1/2, but for v > 2 we have a + S .::_ 1/2. 

According to Theorems 5.1.1 (A) and 5.2.4 (A), the statistics of 

Examples 1.2.2, 1.2.3, 1.2.6, 1.2.7 have a normal distribution in the limit 

for any underlying df H E H, both when exact and when approximate score 

functions are used. 

The statistic of Example 1.2.4 has a limiting normal distribution for 

any underlying df H E H if v > 4 and for any df H E H b with C suffi-
C ,a, 

ciently large and 0 < a= b < (v-2)/v if v > 2, both when exact and when 

approximate score functions are used. This follows from Theorems 5. I .I (A) 

and 5.2.4 (A) (Theorems 5.1.1 (B) and 5.2.4 (B)). 

When approximate score functions are used, the statistic derived from 

(I.2.10) is asymptotically normally distributed for any underlying df 

HE H. This follows from Theorem 2.1. I and formula (5.3. I). 

Finally the statistics of Examples 1.2.I, 1.2.5 have a normal law in 

the limit for any underlying df H E H 1_ ]-'. (\. sufficiently large and C, {,, I 
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any s > O),provided approximate score functions are used. This follows from 

Theorem 5. 1.2 (A), formula (5. 1.3) and by noticing that equivalent statis

tics are obtained when the function sgn (z) is replaced by the function 

-I + 2c(z) in the expressions for J. 

In conclusion of this section let us return to the statistic defined 

by the limiting score function given in Example 1.2.2 or in (1.2.18) 

(equivalent to Spearman's rank correlation), to be denoted by T1N. At the 

same time we consider the statistic defined by the limiting score function 

in Example 1.2.1 (giving rise to the quadrant statistic), to be denoted by 

T2N. Both statistics will be studied for underlying dfs belonging to 
Gumbel's class (see also (1.2.17)) 

(5.3.2) {He EH: He= FG[1+e(1-F)(l-G)l, F x ~ E H0 , o < e < 1}, 

against which tests based on TIN are locally most powerful, as we have seen 

at the end of Section 1.2. For both statistics the limiting mean and 

variance are easy to calculate. The density of the transformed df H equals 
h8 (s,t) = l+e(2s-1)(2t-1), for 0 < s < I, 0 < t < I. Thus we find 

8/9, 

µ2e = !~!~ sgn(u-l/2)sgn(v-l/2)he(u,v)du dv e/4, 

O < 8 < 1. In particular µIO 

obtain 

0. With the aid of formula (3.1.4) we 

2 I I 2 
0 10 J0J 0[(2u-1)(2v-l)J du dv = 1/9, 

2 
0 20 

I I 2 J 0J 0[sgn(u-I/2)sgn(v-l/2)J du dv ]. 

According to Theorem 4.1.1 both the test based on TIN and the one based 
on T2N are consistent against the alternatives in (5.3.2) for 0 < G < I. 

As to their asymptotic relative efficiency let us choose a sequence of 
alternatives in (5.3.2) determined bye = SN- 112 for some 0 < e < I. Then N 
we have (writing µ.e 

1. N 
µiN' i = 1,2, and He H(N)) 

N 

e/4, 



so that 

-independently of the choice lor 0 < 8 < 1. 

We found that w18 = 8/9 and direct calculation shows that 

0~ 8 = (1/9) - (11/5)(82/81) = (1/9) - (11/5)µ~ 8 . According to (4.1.2) a 

variance stabilizing transformation f is any solution of the equation 

f'(µ) = 3[1-(99/5)µ 2]-l/ 2 . A solution of this equation is 

(5.3.3) f(µ) (6/c)arctan[(l+cw)/(l-cµ)J 112 , c = (99/5) 112 . 

Hence for the statistics 

(5.3.4) 

which are locally most powerful and consistent against Gumbel's alterna

tives given in (5.3.2), we have that 

(5.3.5) 

as N ~ 00 , irrespective of the particular underlying df H8 in the class 

(5.3.2). Here f is given by (5.3.3). 
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As to the asymptotic optimality of the tests based on TIN let us from 

now on fix the choice of F x G E H0 in the class (5.3.2) and choose 8N as 

before, with corresponding dfs H(N) in (5.3.2). The asymptotically most 

powerful test is based on the statistic 

TIN ff(2F-1)(2G-l)dH~N), 

see Witting and Nolle [42. page 152, 153]. Here the function J(u,v) = 

(2u-1)(2v-I) clearly statisfies (4.3.7). As in [42J we arrive at the con

clusion that the tests based on the TIN are asymptotically most powerful 

against H(l)' H(2), ••• 
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Chapter 6 

DISCRETE UNDERLYING DISTRIBUTION FUNCTIONS 

6.1. INTRODUCTION 

In this chapter we are exclusively concerned with the case where the 

sequence (X 1,Y 1), (X2 ,Y2), ..• of iid random vectors has an underlying bi

variate df H that is entirely concentrated on a finite lattice of points in 

the plane. This lattice is given by {(x.,y.), i=l, ... ,q and j=l, ... ,r}, 
l J 

where q and r are supposed to be fixed positive integers. (Hence throughout 

this chapter q(r) is not an element of Q(R).) Let us denote 

(6.1.1) 

TI •• and let us assume that 
l.J 

TI. 
l. 

TI. • 
l.J 

TI • > 0, 
.J 

i=l, ..• ,q and j=l, ..• ,r. The only purpose of this assumption is to guarantee 
that any xi is a possible realization of X and that any y. is a possible 

J 
realization of Y. In other words, in this section we shall deal with q x r 

contingency tables, where the categories of the two attributes involved 

admit a natural ordering. 

Some adaptations of rank statistics as constructed for underlying con

tinuous bivariate dfs to the above mentioned discrete situation, and the 

asymptotic normality of the resulting statistics are our only concern. We do 
not consider asymptotic nor finite optimality properties. For the first the 

reader is referred to Vorli~kova [41] and for the latter to Krauth [24]. Both 

in [24] and [41] a countable infinite lattice of points is considered for under

lying dfs belonging to, or contiguous to, the null hypothesis. In our case 
the underlying df is arbitrary and we conjecture that our results can be 

proved for countable lattices in essentially the same way. 

In this chapter we shall only consider limiting score functions that 

are of the product type J = K x L, and we shall only use approximate score 

functions (see (1.2.3)); i.e. we shall consider modifications of statistics 
of the relatively simple form 

(6. 1.2) 

for some functions Kand Lon (0,1). Here the definition of rank, given in 
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Section I.I for an arbitrary underlying bivariate df (continuous or not), 

is used which amounts to saying that 

(6. I. 3) RnN = fmN--I c(X -X ), Q N = LN I c(Y -Y ), n m n m= n m 

n I, .•• ,N, with c(z) defined in (J.J.J). 

In a sample from such a discrete bivariate df, there is a positive 

probability that there will be groups of sample elements having both equal 

first and second coordinates. Any such group is called a tie. Each group of 

equal first (second) coordinates will be called a marginal tie. Consequent

ly the ranks are no longer all different with probability J. As a matter of 

fact, all observations (X,Y) in one and the same tie give rise to the same 

pair of ranks (R,Q). 

More precisely, given a random sample of size N, let 

(6.1.4) 

I. 
]., 

{n x 
n 

I.. I. nI., 
l.J l.. • J 

n= I , ••. , N} , I . 
·J 

{n y 
n 

y. , n= I , ... , N} 
J 

i J, ••• ,q and j J, ••• ,r. The random number of indices contained in Ii.' 

I. and I .. will be denoted by v. , v . and v .. respectively. It will be 
·J l.J i. ·J l.J 

convenient to define rr 0 • = rr.O = v0 . = v 00 = O. Let us introduce the nota-

tion 

(6.1.5) 

for a multinomial distribution based on N trials with success probabilities 

0 :::_ rrI .::_I, •.. , 0 .::_ rrk .::_I, satisfying rrI + ••• + rrk =I. Then the random 

vector (vII'"''vI , ... ,v I'''''v ) has a M(N,rr I, ... ,1r , ... ,rr I, ... ,11 ) r q qr I Ir q qr 
distribution. For the ranks we may write 

RnN v + ... + v. for all n E: I. ' I. ]., ]., 

(6.1.6) 

QnN v + ... + v 
.j for all n ( I . j • . I 
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for i = l, ... ,q and j = l, ... ,r. 

Later on we shall make use of the weak convergence 

(6.J.7) 

N(O,S), 

as N 7 00 , where N(O,S) is a degenerate q x r-dimensional normal distribu

tion with mean vector 0 and covariance matrix S, having at most rank 

q x r-1 because of the boundary condition 'qi"--l ir v .. = N, given by l lj=I l.J 

(6. 1. 8) 

for i,i' 

deltas. 

s .. . ,., 
l.J ']. J 

1T • • ( 0 • • I 0. • 1 -rr • 1 • 1) > 
l.J ].]. J J . ]. J 

1 , ••. , q and j , j ' l, •.. ,r. Here o .. , and cS •• , are Kronecker-
n J J 

In Hajek [15,16] and Vorli~kova [41] two possible ways of removing the 

ties are described. The first of these is based on randomization of the 

ranks, leaving the score functions unaltered, and the second on an averaging 

procedure applied to the score functions, leaving the ranks unaltered. 

To start with the first method, suppose that (s,n) is a random vector 

on (~,A,P) having a bivariate uniform distribution on (-d,d) x (-d,d), 

where d is a fixed constant satisfying 

0 < d < min {x. 1-x.,y. 1-y.; i=l, ... ,q-1 and j=l, ••• ,r-1}/2 (see Figure i+ ]. J+ J 
6.J.J). Let (s 1,n 1),(s2 ,n2), .•. be a sequence of iid random vectors all 

defined on (~,A,P), all possessing the same bivariate uniform distribution 

,- --, r ..., 

Yj+l 
I 
I 1 d 

I 
!_ -~ J L - .J 

I -

y. 
J 

- l -; 1 d 

'- '- -- -- _, 

x. xi+J 1 

Figure 6. I. I 
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as (~,n), and all independent of the (X 1,Y 1),(X2 ,Y2), ... The original 

random vectors (Xn,Yn) will be replaced by 

* * (X ,Y) = (X +~ ,Y +n ), 
n n n n n n 

* * * * for n = J,2, ... The sample (x1,Y 1), .•• ,(XN,YN) may be thought of as a 

random sample from the bivariate df H* of the random vector (X+~,Y+n). 

Since this df is easily seen to be continuous the corresponding ranks 

(6. I. 9) * RnN 
1N * * * 1N * * l 1c(X -X ), Q N = L. c(Y -Y ), 
m= n m n m=J n m 

n = J, .•• ,N, are with_ probability permutations of the numbers J, •.. ,N. 

The ranks defined in (6. 1.9) are called randomized ranks. In view of 

(6. J .6) we have 

* \)i-1.+J , . . .,vo. as n varies in I. RnN \) 0. + . . . + + ... + v . i. i. 

* 

' 

as n varies in I QnN = \) + ... + v ·-1+1, ... ,v 0 + . . . + v . j • • o ·J . . j 

Let TN be replaced by the statistic 

(6.J.10) 

based on the original score functions and the randomized ranks. The dis

tribution of r; is the same for all H* in H0 and we shall make clear below 
. * . . that the asymptotic theory for TN relies directly on the results of Chapter 

3. A drawback of this method is of course that the statistician's conclusion 

depends on the randomization involved. 

* Before asserting the asymptotic normality of TN let us consider more 

* closely the df H . It has a density 

2 * -? ~q ~r a H (x,y)/axay = (2d) - -i=I 'j=I nij x((ai-d,ai+d);x) x 

x<Cb.-d,b.+d);y). 
J J 

The transformed df 8* (see (J.2.ll)) has a density t;* throughout 

(O, I) x (0, I) assuming the values 

(6.1.ll) -* 
h (s, t) l·q lr -J 

• . (1r. n .) n .. x. (s)x .(t), 
i=l -J=l i .. J iJ i. •J 



98 

for (s, t) in (0, 1) x (0, 1). Here x. and x . are the indicator functions 
].. ·3 

of the intervals (n0 • + .•• + ni-l.'nO. + .•• + ni.) and 
Cn.O + ••• + n. 1 , n 0 + •.• + n .) respectively. Hence h* is bounded on • 3- . . 3 
(0,1) x (0,1), but discontinuous on the lines s = TII. + ••. + ni. 

(i=J, ... ,q-1) and t TI 1 + ••• +TI. (j=l, ... ,r-1). Of course it follows • .3 
that we may take h* I on (0,1) x (0,1) if H (and hence H*) is a null 

hypothesis df. 
* * *2 2 * The limiting mean µ = µ(H ) and variance a = a (H ) can be expres-

sed in the probabilities n .. by means of formulas (S. 1.8) and (S. 1.9). Let 1-3 
us write for brevity 

(6. I. 12) 

for i 

(6.l.13) 

I, ... ,q and j 

* µ 

-1 JI (n .) OX .(t)L(t)dt 
• 3 • 3 

I , ... , r . We find 

K.il.TI .. • 
]_ J 1-3 

As to the variance first note that 

s) f~ L(t)h*(s,t)dt, 

t) f~ K(s)h*(s,t)ds, 

for 0 < s < l and 0 < t < I. Hence we obtain 

(6. I. 14) 2 * Iq Ir -1 a (H ) = . . 1 . 1 ( n. n . ) n. . x 
i= 3= ].. •J i3 

1 I * I 1 * J0J0 {K(u)L(v)-µ + J0 [c(s-u)-sJ[f0 L(t)h (s,t)dt]dK(s) + 

ii . , 
J 

1 I -* 2 J0 [c(t-v)-t][J0 K(s)h (s,t)ds]dL(t)} X· (u)x .(v)dudv. 
]_. • 3 

THEOREM 6.1.1. Suppose that the limiting score function J = K x L satisfies 

Assumption 5.1.1 with arbitrary but fixed a 1, ... ,~, b 1, ... ,b 1 and 

0 <a< 1/2, 0 < S < 1/2. Let JN (N=l,2, ... ) be the approximate score 

function derived from J and let H be any fixed discrete underlying df, 



satisfying (6.1.1) and {s 1, ... ,sk} n {TTJ., ••. ,I{:: 1\.} = {t 1, ... ,t1 } n 

{TT 1, ••• ,I1:::TT .} = 0 and with corresponding continuous df H* E II. Then 
i * *J . J *2 * 

NI 2(TN-µ) ~ dN(O,o ). Here TN is based on the randomized ranks (see 
* * *2 2 * . (6.1.10)) andµ = µ(H) and o = o (H ), given by (6.1.13) and (6.1.14) 

respectively, are finite. 
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~· For arbitrary discrete df H the corresponding transformed continuous 
-* -* df H has a density h which is bounded on (0,1) x (0,1), so that 

-* -HE He b n H (see (5.1.5) and (5.1.7)) for sufficiently large C. ,a, C,a+a,S+b 
Hence the conclusion follows immediately from Theorem 5.1.2 because approx-

imate scores are used. D 

* * Let us note that the probability distribution of TN and the values of µ 
*2 and o do not depend on the particular underlying discrete df H for which 

TT .. =TT. TT . (i.e. for which X and Y are independent), because the corre-
iJ . l.. • J . * . 

sponding continuous df H is an element of H0• 

To describe the second method of removing the ties let us introduce 

the new score function J(N) K(N) x L(N)" Here 

(6.J.15) 

for (v0 + ... + v._ 1 )/(N+l) < s < (v + •.• + v. )/(N+l), i 
• l. • o. i. 

and 

(6. I. 16) 
-1 

(v • ) 
·J 

v o+ ... +v . 

ln~v O+ .•. ~~ ·-1 +I L(n/(N+l)) 
• • J 

I, ... ,q, 

;\ . ' NJ 

for (v 0 + ..• + v ._ 1)/(N+l) < t .::._ (v 0 + + v .)/(N+l), j = l, ... ,r. 
• • J • • J 

The score function J(N) = K(N) x L(N) will be called averaged score 

function. This function is of a stochastic nature: it depends on the sizes 

of the marginal ties. 

We now replace TN by 

(6. I. 17) 

based on the original ranks and the averaged score function. An advantage 

over the first method of dealing with ties is that no additional random 

experiment is involved. 

Conditionally, given the sizes of the marginal ties, the (limiting) 
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distribution of TN does not depend on the particular underlying discrete 
null hypothesis df. The unconditional (limiting) distribution, however, 
does depend on the discrete null hypothesis df. Tests based on TN are 
therefore carried out as conditional tests. The asymptotic theory for TN 
relies mainly on the (conditional) multivariate normality of the multi
nomial distribution. In Section 6.2 we study the conditional limiting dis
tribution of TN, and Section 6.3 is devoted to the unconditional asymptotic 
distribution. The latter, of course, is of minor statistical importance for 
the reasons we have mentioned above. 

The last two sections will be presented rather loosely and we content 
ourselves to show the existence of (conditional) normal limiting distribu
tions, without explicit calculation of the parameters. 

6.2. THE CONDITIONAL LIMITING DISTRIBUTION 

The weak convergence in (6.J.7) may be obtained as a corollary to the 
local limit theorem for multinomial densities (see e.g. Gnedenko [45] or 
Morgenstern [46]). Let us take this local limit theorem as a starting point 

h b · · lr lq and add t e oundary cond1t1ons . 1 v .. = v. , "J= 1] 1. i=J 
v .. 

1] 
v . 

• J 

(i=l, ••• ,q and J0 =l, ••. ,r) to the condition\~ \: v.. N. Among these L1=J LJ=I 1J 
conditions q + r - I are independent. Conditional on the sizes of the mar-
ginal ties v 1 ••.•• ,vq.' v. 1 •... ,v.r it may be seen from Stirling's formula 
that the asymptotic distribution of 

(6. 2. I) 1/2 -J -1 
N (N vll-mN,ll' 000 'N vlr-mN,lr'···· 

-1 -J 
N v -mN 1·····N v -mN ) qi ,q qr ,qr 

is 

(6.2.2) N(O,SN), 

as N + 00 , provided 

(6.2.3) i12I -1 I i121 -1 ·1 N N v. -n. < C, N N v .-n . 
1. 1. - .J ·J 

.:_ C, 

for i = J, ... ,q and j I H m {m } is a q x r-dimensional , ..• ,r. ere N = N,ij 
vector and N(O,SN) is a degenerate q x r-dimensional normal distribution 
with mean vector O and covariance matrix SN= {SN ... , .,},having at most 

'1-J '1 J 
rank q x r - q - r + I because of the boundary conditions mentioned above. 



Furthermore 0 < C < 00 is an arbitrary fixed constant. Let us note that, 

given an arbitrary E > 0, the constant C = C may be chosen sufficiently 
E 

large to ensure that 

i=l, ••• ,q and j=l, ••• ,r}) .::_ 1-e. 
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In general mN and SN will not only depend on v1 , ••• ,v ,v 1, ••• ,v , q. • .r 
but also on the cell probabilities n11 , ••• ,n1r•···•nql'''''nqr' It has been 

shown in [46] that undeP the null hypothesis, i.e. when n .. = n. n. for 
LJ L, •J 

all i, j, we have mean vector mNO and covariance matrix SNO depending on 

v1 , ••• ,v ,v 1, •.• ,v but no longer on then ..• 
• q • • • r - LJ I I 2 - -

A suitable standardization for TN will be N (TN-µN). Formal expres-

sions for the limiting mean and variance are 

(6.2.4) µ = 
N µN(H) l{=1 Ij=I KNi>-NjmN,ij' 

(6.2.5) -2 -2 - lq 
lj=I l{·=1 Lj·=1 KNi>-NjKNi'>-Nj'sN,ij,i'j'" aN aN(H) - i=I 

It is not hard to see that, if condition (6.2.3) is fulfilled, it follows 
-1 -1 that N v. + n. , N v. + n. and that KN.+ K., AN.+ A. as N + 00 • 

L, Lo •J .J L L J J 

THEOREM 6.2.1. Suppose that the limiting score function J = K x L satisfies 

Assumption 5.1.1 with arbitrary but fixed a1, ••• ,I\:, b 1, ••. ,b1 and 

0 < a< 1/2, 0 < B < 1/2. Let J(N) = K(N) x L(N) be the averaged score 

function, defined in (6.1.15) and (6.1.16). Then, conditional on the sizes 

of the marginal ties v1 , ••• ,v , v 1, •.• ,v , the asymptotic distribution 
1/2 - - -2 q. • .r -

of N (TN-~) is N(O,aN) as N + 00 , provided (6.2.3) is satisfied. For TN 
- - -2 -2 

see (6.1.17). Here the~= ~(H) and aN = aN(H), given by (6.2.4) and 

(6.2.5) respectively, are all finite. They do not depend on then .. provid
LJ 

ed n .. = n. n. for all i, j, i.e. in case of independence. 
LJ L, •J 

PROOF. Recalling the properties of RnN, QnN in (6.1.6) and the definition 

of the set of indices I .. in (6.1.4) we find that 
1.J 
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(6.2.6) 

1/2 - - 1/2 
Hence N (TN-µN) = N (v .. -mN .• )KN.AN"' from which the conditional weak 

iJ 'iJ i J 
convergence follows at once in view of (6.2.1), (6.2.2). Because mNO and 

SNO do not depend on the particular underlying discrete null hypothesis df 

the same may be said of the conditional asymptotic normality established 

in the theorem. D 

There is an other way to compute directly sequences of numbers µNO 

and a~o that may be used as asymptotic mean and variance under the null 

hypothesis. It is not hard to see that Theorem 3.1.1 continues to hold in 

some cases where the so called limiting score function depends on N, pro

vided the underlying df is sufficiently smooth. In particular Theorem 5.1.2 

(C) may be used in such cases, because the underlying null hypothesis df 

satisfies all kinds of relevant smoothness conditions. Let us next consider 

the sizes of the marginal ties as given numbers for any N. Then J(N) = 
K(N) x L(N) is a non-random limiting score function depending on N, where 

K (L ) is a simple step function assuming at most q{r) different values. 
(N) (N) 

The points where the jumps take place converge properly to points in (0,1) 

and the heights of the jumps remain bounded under condition (6.2.3). 

Using the randomized ranks, introduced in (6.1.9),'we may write TN 

equivalently as 

Moreover, conditionally given the v. and the v ., the vector of ranks 
( * * ) . . i. .J * * 
RlN'''''~N remains independent of the vector of ranks {QlN'''''QNN)' and 

still each of these vectors assumes any permutation of the numbers 1, •.• ,N 

with equal probability 1/N!. Hence the modification of Theorem 5.1.2 (C) 

applies and yields asymptotic normality, to be interpreted as conditional 

asymptotic normality given the sizes of the marginal ties. 

In this modified form the asymptotic null hypothesis mean and variance 

are 

(6.2.7) 
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(6.2. 8) 

- 1 - 2 
L(N)(v)J0 K(N)(s)ds] dudv. 

It should be noted that, by substitution of 
-2 -2 

-2 
(N+l) v. v. for mN .. and of l.. • J ,l.J 

(N+l) v. v .[15 •• ,15 •• ,-(N+l) v., v .,] for 
l.. ·J ].]. JJ l. • ·J 

yields ~Oas given in (6.2.7) and formula 

_<: ••• ,.,,formula (6.2.4) 
~.l.J ,1 J -2 
(6.2.5) yields crNO as given in 

(6.2.8). 

6.3. THE UNCONDITIONAL LIMITING DISTRIBUTION 

For the unconditional limiting distribution we refer directly to 

(6.1.7). A suitable standardization for the statistic in (6.1.17) will be 
1/2 - -N (TN-µ), where the limiting mean depends on the underlying discrete df 

H and equals 

(6. 3. 1) µ µ(H) = \~ l \: l K.A.rr ••• 
L1 = LJ= 1 J l.J 

Let us note thatµ=µ* (see (6.1.13)), where H* is the continuous df cor-

responding to the discrete df Hin the way described in Section 6.1. The 

asymptotic variance, which also depends on H, is equal to 

(6.3.2) -2 _ -2 _ /.q lr lq /.r _ cr - cr (H) - . 1 . 1 . , 1 . , 1 c .. c. , . , rr •• ( 15 • • , /5 •• , rr. , • , ) , 
·1= J= l. = 'J = l.J l. J l.J l.l. JJ l. J 

where the numbers c .. depend on J = K x Land Hin a way which will be made 
l.J 

clear in the proof of Theorem 6.3.1. 

THEOREM 6.3.1. Suppose that the limiting score function J = K x L satisfies 

Assumption 5.1.1 with arbitrary fixed a 1, ••• ,8K, b 1, •.. ,b1 and 0 <a< 1/2, 

0 < 6 < 1/2. Let H be any fixed discrete underlying df, satisfying (6.1.1) 
,q-1 _ ,r-1 _ 

and {s 1, ... ,sk} n {rrt.'"'•L.i=l7ri.} - {t 1, ... ,t1} n {7r. 1,. .. ,lj=l7f.j} - 0. 
1/2 - - -2 -

Then N (TN-µ) ~ dN(O,a ). Here TN is based on the averaged score function 

(see (6.1.17)) andµ= µ(H) and a2 = cr2(H), given by (6.3.1) and (6.3.2) 

respectively, are finite. 

The remaining part of this section is devoted to the proof of this theorem. 

Although µ does not depend on the particular discrete underlying df H for 

which 7f .. = 7f. 7f. (i.e. for which X and Y are independent), the limiting 
l.J l.. ·J 
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variance 02 depends on the particular values of the 71, and the 71 •• 
I /2 - - i. 'J In order to write N (TN-µ) in a more convenient form, let us intro-

duce for brevity the random variables 

rO '- • .+v. )/N -] . ]., 

KNi N (v. ) K(s)ds, ]., 

(v0 + ... +v._ 1 )/N 
(6.3.3) . ]. . 

f (v 0+ ••• +v .)/N 
-] • •J 

;\Nj N(v .) L(t)dt. ·J 
(v 0 + •.• +v . _ 1 ) /N • • J 

Using (6.2.6) it follows that 

(6.3.4) Nl/2(T- -µ-) = Nl/2 1q 1r ( -I , , ) N 1·i=I lj=I N vi/Ni"Nj-71 i{i"j 

= l~ A. + l6 Bi.N' i=O iN ·i=l 

where the Ki' ;\. are defined in (6.1.12), the KNi' ANj in (6.1.15), J 
(6.1.16) and where 

AON 
Nl/2 

I{=1 Ij=I 
-1 (N \! • • -71 •• ) K. A. , 

l.J l.] ]. J 

AIN 
= NI /2 

I{=1 Ij=1 71 .. (KN. -K. ) A. ' l.] ]. ]. J 

A2N 
Nl/2 

I{=I Yj=I 71,. (;\N'-;\,)K., 
l.J J J ]. 

BIN 
Nl/2 l{=I Ij=I 

-1 -(N v .. -71 •• ) (KN.-K.)A., l.J l.J ]. 1 J 

B2N 
Nl/2 

I{=1 Ij=I 
-1 -(N v .. -71,.)(;\N'-f..)K., 

l] 1-J J J 1 

Nl/2 
Y{=I Ij=1 

-I - -B3N N v .. (KN.-K.)(AN'-f..), 
lj 1 1- J J 

B4N 
Nl/2 

Y{=1 I.J=1 
-] - -N v .. (KN.-KN.)AN.' lj 1 1 J 

BSN 
NI /2 

Z:{=l LJ=I 
-I - -N v .. KN.(\ .-"N·), 

lJ 1 NJ J 
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Our first step concerns the asymptotic behavior of the A-terms. The 

asymptotic normality of the AON is inmediate from (6.1.7). The AIN and A2N 

will also be written as linear combinations of the (v . . /N)-TI .. and lower 
l.J l.J 

order terms. By symmetry we need only consider A1N in detail. Let us ob-

serve that, because 

(6.3.5) 

NI I 2 (N- Iv. -~. ) N (0 (I ) ) " + d , TI, -TI. , 
l.. ].. ].. ]., 

as N + 00 , we may write 

(6.3.6) 

[! (v0 .+ .•• +vi.)/N 
Nl/ 2 K(s)ds 

(v0 + •• • +v._ 1 )/N 

TI + • • •+TI, ~ O. i. I -I K(s)ds TI~. -

TI 0 • + • • • +TI i - I • • l. • 

1/2 -1 -1 N [N v. -TI. ]K. TI. + op (I). 
l.. ]., l. l.. 

The next lenma will be helpful. 

LEMMA 6.3.1. Let Z be a Bi(N,TI) distributed rv, 0 <TI< I, and let the 

function~. defined on (0,1), be such that fbi~(u)!du < 00 • Suppose that~ 
is continuously differentiable on an interval (TI-n,TI+n) c (O,I) for some 

small n > O. Then we have, as N + 00 , 

PROOF. For any E > O, there exists an index N1 NIE such that 

(6.3.7) 

for all N :::_N 1• By the mean value theorem we have, for !CZ/N)-TII < n, 

where u lies in the open random interval between the points TI and Z/N, 
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Because <P' is continuous on (TI-n ,TI+n) there exists a constant 

0 < M< 00 such that maXr 12 12 ]i<P'I < M. Hence, for j(Z/N)-Tij < n/2, L TI -n , TI+n - -

(6.3.8) 

Since N112[(Z/N)-TI] has a normal distribution in the limit it follows that 

the expression in (6.3.8) is Op(N- 1). Together with (6.3.7) this implies 

the statement of the lermna. D 

0 and 

f 
(v0 + •• • +v. ) /N 

• i. 

K(s)ds 

(v 0 + ... +v._1 )/N 
• i • 

f 
Tio + ••• +TI. 

• i. 

TI Q • + • • •+TI i-J. 

K(s)ds 

f 
(v0 + .•. +v. )/N 

• i. 

TI 0 • + ••. +TI i . 

f 
(v +,, ,+v. 1 )/N o. i- • 

K(s)ds -

TI 0 . + • ' ' +TI i - I • 

K(s)ds, 

Lemma 6.3.1 applies. From application of this lermna it follows easily that 
1/2 ~ . N (KN.-K.)TI. ,A. is 

i i iJ J 
f 1 . b' . f Nl/2( -I ) a sumo a inear corn ination o N v1.-Til. , ••• , 

1/2 -J . N (N v. -TI. ) and a term of order Op(!) • Consequently AIN is a sum 
i. i. 1 /2 

of a linear combination of the N (N-1v. -TI. ), and hence of the 
1/2 -I i. i. 

N (N v . . -TI .. ), and a term of order op(1). The same may be said of A2N, iJ iJ 
so that 

(6.3.9) ,2 
L.i=O AiN 

l q 1r 1/2 -1 . 1 t. . 1 c .. N (N v . . -TI .. ) • i= 'J= iJ iJ i] 

Here 

-oo <c .. = c •. (J,H) < 00 , 

iJ iJ 

i = 1, ... ,q and j = 1, ... ,r, are finite constants depending on the 

limiting score function J = K x 1 and the underlying discrete df H only. 

The actual values of the c .. follow by straightforward but tedious com-
iJ 

putation. From (6.1.7), (6.1.8) and (6.3.9) it follows that 
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Ii=o AiN + dN(O,o2(H)) as N + 00 , for the fixed discrete underlying df H, 

-2 -2 wither =cr (H) given in (6.3.2). See e.g. [32], page 108 and 371, or [42], 

page 54. 

Our next step is to prove the asymptotic negligibility of the B-terms. 

By symmetry we need only consider BIN' B3N' B4N' B6N. 

LEMMA 6.3.2. Let 0 = u0 < u1 < •.. < uk < uk+l =I and let$ be defined on 

(O,J) and continuously differentiable on u~:: (u._ 1,u.), such that 
(i) a+i J J J I$ I.:_ DR where defined on (O,J), for i = 0,1. Here 0 < D < 00 and 

0 <a< 1/2 are fixed constants and R is the function defined in (J.3.8). 

Let, for j = 1,2, Zj be a Bi(N,rrj) distributed rv with 0 .::_ rr 1 < I, 

0 < rr2 .::_I, defined on the same probability space such that 

Pr(O .'.:_ z1+z2 .::_N) =I. Defining 0/0 = 0 we have, as N + 00 , 

-J z1+z2 -l f (z1+z2)/N a-J 
(Z2) ln=ZJ+l $(n/(N+J))-N(Z2) 21 /N $(u)du = Op(N ). 

PROOF. Let us first suppose that $ is continuously differentiable through

out (O,J). By the mean value theorem we have 

$(u) = $(n/(N+J)) + (u-n/(N+l))$'(u N), n, 

for (n-1)/N < u < n/N, where u N is a point between u and n/(N+I). Hence n, 

Jn/N 
(u-n/(N+1))$'(u N)du. 

(n-1)/N n, 

Consequently the difference at the left in the expression of the lemma is 

in absolute value bounded by 
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The case where ~ is of the more general form as described in the lemma 
can be dealt with in a similar fashion. We only have to add the fixed 

points u 1, ••. ,~ to each partition with mesh (I/N), and apply the ~ean 
value theorem for all open sub-intervals of this modified partition. D 

Note that application of the lemma with n 1 = 0 and n 2 = I yields the error 
of the non-random Riemann-sum approximation on page 76. 

The asymptotic negligibility of BIN' as N + 00 , follows at once from 
the fact that 

1/2 -] 
N (N v . . -n .. ) + dN(O,n .. (J-n .. )), 

l.J l.J l.J l.J 

as N + 00 , and from (6.3.5). 
-] 1/2 ~ As to B3N' note that N vij = Op(!) and that N (KNi-Ki) has a normal 

distribution in the limit, which has been shown when dealing with AIN' 
Because AN.+ PA., as N + oo, it follows that B3N op(I), as N + 00 • 

J J~ a-I . -J Because KN.-KN. = Op(N ) by Lemma 6.3.2 and since N v .. AN. =Op(!), 
i i a-1/2 l.J J it follows that B4N = Op(N ) as N + oo 

Finally it is not hard to see that by Lemma 6.3.2 we have B6N 
Op(Na+S-3/ 2), N Th 0 1 d h f f h h as + 00 • is cone u es t e proo o t e t eorem. 
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