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PREFACE AND SUMMARY 

The monograph lying before you contains a theory of asymptotic optimality 

for tests for a class of testing problems for exponential families (spe­

cial attention is paid to testing problems for contingency tables) , at a 

fixed level of significance and with an emphasis on restricted alterna­

tives. Two sources may be mentioned here from which I derived inspiration 

for this study. Firstly there are several experimental scientists who have 

consulted me for advice over their statistical problems. They made it clear 

to me that testing problems with restricted alternatives arise rather fre­

quently in practice, and are worth being investigated. On the other hand 

Willem Schaafsma introduced me to these problems. He had treated them in 

SCHAAFSMA (1966), but his approach was mathematically not completely satis­

factory. 

Statistically inclined experimental scientists may be interested in 

Chapters 1 and 9, and in parts of Sections 3.2, 3.3, 3.4, 5.6, 5.7, 6.3 and 

6.4. Chapter 1 is an introduction and summary, using a minimum of mathema­

tical language. Chapter 9 considers several testing problems with restricted 

alternatives for contingency tables, and gives tests which are asymptotically 

optimal in the sense of Chapters 7 and 8. 

Chapter 2 reviews some basic concepts from the theory of hypothesis 

testing, and serves as a reference for later chapters. Readers familiar 

with this subject can omit it. Chapters 3 to 8 constitute the body of this 

thesis. In Section 3.1 the class of testing problems to be studied is for­

mulated; in order to pursue an asymptotic approach, such problems are con­

sidered as members of a sequence of similar testing problems (Section 3.5), 

where the sample sizes tend to infinity. Chapter 4 is devoted to the develop­

ment of a technical tool: the limit of a sequence of testing problems with 
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a fixed outcome space. In Chapter 5, the concepts "asymptotically of level 

a" and "asymptotically uniformly most powerful" are extensively discussed 

and asymptotically uniformly most powerful - level a tests are given for 

certain testing problems. 

The asymptotic optimality theory of Chapters 6 to 8 contains the main 

results of this study. The approach is based on minimizing the maximum 

shortcoming. For testing problems with fixed sample sizes this leads to 

the most stringent test (Section 2.6). For testing problems with unrestrict­

ed and a few with restricted alternatives, the asymptotically most stringent 

test is asymptotically unique; this test is derived in Chapter 6. For many 

testing problems with restricted alternatives, however, the asymptotically 

most stringent test is not asymptotically unique. This phenomenon had been 

noticed by Willem Schaafsma, and was one of the problems leading to this 

research. In Chapter 7 this problem is treated, and in order to resolve it 

a new optimum property is proposed: "everywhere asymptotically most strin­

gent", abbreviated to "EAMS". 

The EAMS - level a test can be determined explicitly, when the most 

stringent level a tests for certain "limiting" problems for normal distri­

butions are known. Unfortunately the most stringent - level a test is un­

known for many of these limiting problems. However, it is possible to con­

struct tests which are EAMS in certain subclasses of the class of all asymp-­

totically level a tests. This leads to the tests of Chapter 9, which can be 

regarded as versions of the Wilcoxon-Mann-Whitney test, the Kruskal-Wallis 

test, etcetera, with an "optimal" treatment of ties. 

I thank the Mathematical Centre for the opportunity to publish this 

monograph in their series Mathematical Centre Tracts and all those at the 

Mathematical Centre who have contributed to its technical realization. 



SOME SYMBOLS AND TERMINOLOGY 

In most instances, the meaning of the symbols used will be clear. 

JRm is used to denote the m-dimensional Euclidean space, and to denote the 

measurable space (JRm, B ); B is the a-field of the Borel subsets of 
m m 

lRm. 

A subset F of the topological space X is said to be relatively compact, if 

it has compact closure in X. 

{xv} is used both to denote the sequence x 1 , x 2 , ... and to denote the set 

{x1 , x 2 , ... } . 

A subsequential limit of {x } is a limit of a subsequence of {xv}. 
v -1 

xv = 0(yv) means that lim supv yv xv < oo 

' denotes transposition. 

I is the identity matrix. 

IA is the indi.cator function of the set A. 

L(X) is the probability distribution of the random v,ariable x. 

®denotes taking a product measure. 

Pn is the n-fold product measure of P. 

11 P - Q 11 is the variation distance between the probability distributions 

P and Q. 

Nm(µ,L) is them-variate normal distribution with mean µ and covariance ma­

trix L(if m is omitted, then the dimension will be clear). 

8(n,p) 

M (n,pl 
ID 

x2 
ID 

2 
xm;o2 

u 
ot 
2 x;;;; ot 

* 

is the binomial distribution with parameters n and p. 

is the m-nomial distribution with parameters n and p. 

is the chi square distribution with m degrees of freedom. 

is the non-central chi square distribution with m degrees of free­

dom and non-centrality o2 . 

is the real number with (N(0,1)) [uot 1 00 ) = ot. 

2 
is the real number with x [x ,00 ) = ot. 

m m;a 

indicates sections, examples and proofs which can be omitted at 

first reading. 

o indicates the end of a proof or example. 

C see page 237. 

K see page 83. 

see page 222. 

S, S8 , SA see page 116. 





CHAPTER 1 

INTRODUCTION 

In this study, testing problems with restricted alternatives are in­

vestigated; much attention is devoted to testing problems with restricted 

alternatives for contingency tables. A testing problem in ethological re­

search, which was one of the starting points of this study, is presented as 

an example in Section 1 . 1 . Sections 1 . 2 and 1 . 3 give a "non-mathematical" 

introduction to some of the central ideas of this study. 

1.1. AN EXAMPLE OF A TESTING PROBLEM WITH A RESTRICTED ALTERNATIVE 

The following experiment was carried out by the biologist ms. (now dr.l 

Nance Vodegel and was discussed with the author in 1974. It is one of the 

experiments studied in VODEGEL (1978), and it is presented here in a slight­

ly simplified way. A fish was isolated in a tank and one of three fish dum­

mies (a small dummy, a medium-sized one and a large one) was presented to 

the fish. The dummies were presented in a random order; dummy i (1 = small, 

2 =medium, 3 =large) was presented ni times. The numbers n 1 , n 2 and n 3 

will be regarded as predetermined constants (this may be justified by a con­

ditioning argument). The experiment was designed in such a way that it was 

reasonable to assume that the trials were independent and identical (except 

for the dummy sizes). The behavioural activities of the fish were classified 

into a number of mutually exclusive behavioural categories, in such a way 

that exactly one behavioural category was displayed at any given moment. The 

dummy-associated behavioural categories were ranked according to decreasing 

aggresiveness as follows: 1 = butting, 2 = frontal display, 3 lateral 

display or vibrating, 4 = turning around or leaving. After each presenta­

tion of the dummy, the first dummy-associated activity of the fish was 

recorded: 
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x .. = number of behavioural category, displayed as the first dummy­
J.J 

associated activity after the j'th presentation of dummy i, 

where 1 s j s ni and 1 s i s 3. As it was assumed that the trials were in­

dependent and identical, the data were condensed into a contingency table 

with entries nih (1sis3, 1Shs4), where nih denotes the number of trials j 

with X, . = h. 
J.J 

The assumption of independent and identical trials is expressed in the 

following probabilistic model. It 

the random variable X .. , and that 
J.J 

ity distributions given by 

P {x .. 
p J.J 

for a parameter p 

h} 

4 

I Pih 
h=l 

1. 

is postulated that x .. is the outcome of 
J.J 

the Xij are independent and have probabil-

s j ::;: n., 
]. 

s i s 3, 1 s h s 4, 

The value of p is unknown and depends on the individual fish. This probabil­

istic model implies that nih is the outcome of a random variable Nih and 

that N1, N2 and N3 defined by 

are independent random variables, N. having the multinomial distribution 
]. 

with parameters ni and (pil'pi2 ,piJ'pi4 J. 

For each of a number of individual fish, ms. Vodegel was interested in 

the question whether this fish exhibited a different degree of aggressive­

ness towards the different dummies. It was felt that the statement "more 

aggressiveness is directed towards dummy i 1 than towards dummy i 2 " can be 

expressed by "for every h (1shs4), the probability that a behavioural cate­

gory at least as aggressive as category h is displayed, is larger for dummy 

i 1 than for dummy i 2 ", or equivalently 

(1.1.1) 
h 

I pi g "' 
g=l 1 

h 

I pi g 
g=1 2 

s h s 4. 

Ms. Vodegel believed that, if there should be any difference at all between 

the probability distributions of the behavioural categories displayed to­

wards the different dummies, then it would be possible to rank the dummies 
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in the sense of (1.1.1), but she did not want to tie herself to any partic­

ular rank order. The larger dummy might elicit both a stronger tendency to 

attack and a stronger tendency to escape; it was not clear beforehand which 

tendency would be the stronger. So the question, focusing on one single fish, 

is formulated as a testing problem with null hypothesis 

and alternative hypothesis 

A: a permutation (i 1 ,i2 ,i3) of (1,2,3) exists such that 

h h h 

l 
g=l 

l pi g ~ l pi g 
g=l 2 g=l 3 

holds for 1 s h s 4, with at least one of the inequalities strict. 

We shall return to this testing problem in Section 9.3. 

1.2. CHOOSING A TEST 

A general formulation of a testing problem can be given as follows. 

The observed data are denoted by x. A probabilistic model is postulated, 

stating that x is the outcome of a random variable X with probability dis­

tribution P9 • Here 9 is a parameter, the true value of which is unknown. 

In Section 1.1, (x11 , ••• ,x1n , x21 , ... ,x3n) plays the role of x and 

p = (p 1,p2 ,p3) that of 9; th~ contingency fable (nih)lSiS3 ;lShS4 may also 

play the role of x. The null hypothesis and the alternative hypothesis are 

two mutually exclusive propositions concerning the true value of 9. They 

will be expressed as H and A, 

H: 8 is an element of 8H 

A: 8 is an element of 8A, 

for certain disjoint sets 8H and 8A. 

The statistician has to propose a test: a procedure to decide on the 

basis of the outcome x of X, whether "the null hypothesis is rejected" or 

-"the null hypothesis is not rejected". For theoretical reasons it is con­

venient to allow randomized tests: procedures where a random mechanism 

may be used in order to decide whether or not the null hypothesis is 



4 

rejected. Randomized tests are unattractive for practical purposes, and they 

will play a minor role in this study. Tests will be indicated by test func­

tions$, which assume values $(x) with 0 :s: $(x) :s: 1, and where $(x) [or 

1-$(x)] is the probability with which the null hypothesis is to be [or not 

to be] rejected, conditionally given the outcome x of X. In practice, tests 

are often given in the form of a test statistic t(x) and a critical value 

c: if t(x) > c then the null hypothesis is to be rejected ($(x)=1), if 

t(x) < c then the null hypothesis is not to be rejected ($(x)=O), while for 

t(x) = c a further specification of the value of $(x) is necessary 

(05:$ (x) :S:1). 

The probability of rejecting the null hypothesis if X has probability 

distribution P8 and the test $ is used, is the expectation of $, and will 

be denoted by 

Rejection of the null hypothesis, when the null hypothesis is true, is call­

ed an error of the first kind; not rejecting the null hypothesis, when the 

alternative hypothesis is true, is called an error of the second kind. In 

the Neyman-Pearson approach to hypothesis testing, attention is restricted 

to tests of level a: the probability of making an error of the first kind 

must not exceed a preassigned value a, or equivalently, 

(1.2.1) for all 8 belonging to G8 . 

The number a is called "level of significance"; common values of a range 

from .001 to .05. Different level a tests are compared by their power func­

tions 13 $ ( 8) defined by 

for 8 belonging to GA. 

If $0 is a level a test which has, among all level a tests, the highest 

power attainable at 8, simultaneously for all 8 belonging to GA: 

for all 8 belonging to GA and 

all level a tests $, 



then cp0 is called a uniformly most powerful (UMP)-level a test. (See Sec­

tion 2.4.) For most testing problems, such as that of Section 1.1, a UMP­

level a test does not exist. Several considerations can then be used as a 

guide in the selection of a test, such as 

(1) considerations about the "over-all" power properties of the test; more 

specifically, one can try to construct a test which is optimal in some 

compromising sense, or which is uniformly most powerful in a subclass 

of the class of all level a tests (Sections 2.5 and 3.2); 

5 

(2) considerations pertaini:ng to the nature of the question investigated 

(e.g., in the problem of Section 1.1, one might be interested especially 

in differences between the probabilities of butting p 11 , p21 and p 31 

and only in the second place in differences between the probabilities 

Pih' P2h and p 3h for h ~ 1); 

(3) practical considerations, such as computational feasibility or inter­

pretability of the test statistic. 

This study focuses on asymptotic optimality considerations in the 

spirit of (1). These are chiefly based on the optimum property "most 

stringent" and the new asymptotic optimum property "everywhere asymptotical­

ly most stringent". The word "asymptotic" means that certain approximations 

are made, which are satisfactory for large sample sizes (approximations of 

probability distributions by multivariate normal distributions will play a 

central role). 

1.3. MOST STRINGENT AND EVERYWHERE ASYMPTOTICALLY MOST STRINGENT TESTS 

The concept of a most stringent test was introduced by ABRAHAM WALD 

(1942). (See Section 2.6.) The class of all level a tests will be denoted 

by <I> et. The envelope power at 9 , for 9 belonging to 8A, is defined as the 

highest power at 9 attainable by a level a test, and denoted by s*(9): 

The shortcoming of the test <I> at 9 is denoted by y(<j>,9) and defined by 

y(<j>,9) 

This definition implies that y(<j>,9) ~ 0 for all 9 belonging to 8A and for 

all level a tests <j>. The maximum shortcoming of the test <I> when 9 ranges 



6 

* over GA is denoted by y ($): 

sup y ($,8). 

8EGA 

The test $0 is most stringent-level a if it is a level a test for which the 

maximum shortcoming is as small as possible: 

or, equivalently, 

min sup y($,8). 

$E'l> a 8EGA 

The right hand side of the latter equation is called the minimax shortcoming. 

Note that if the minimax shortcoming equals 0 then a test is most stringent­

level a if and only if it is uniformly most powerful-level a; we are inter­

ested especially in testing problems where the minimaX shortcoming is strict­

ly positive. 

The concept "most stringent" can be called conservative in the sense 

that it takes into account only "the worst which can happen". There are 

testing problems where a test $ 1 exists with a slightly larger maximum 

shortcoming than the most stringent test $0 , but on the other hand the power 

of $ 1 is considerably larger than the power of $0 in large regions of GA. 

This is the case, e.g., for the problem of combining two independent test 

statistics (see part 1 of Section 3.3): computations of OOSTERHOFF and 

VAN ZWET (1967) show that for this testing problem, Fisher's combination 

method may be considered to be preferable to the most stringent test, for 

a= .05. (This point is discussed also in Section 1.6 of LEHMANN (1959); 

see also the second testing problem of Example 2.8.1.) So the most stringent 

test is not always to be preferred. For many testing problems, however, the 

most stringent test has quite satisfactory power properties. 

A most stringent test exists for all testing problems which satisfy 

certain regularity conditions (Theorem 2.6.1); but the explicit determina­

tion of this test is often exceedingly difficult. In the following discus­

sion it is assumed that the variable X originates from one or more indepen­

dent random samples, with ."large" sample sizes. For large sample sizes the 

testing problem can often be approximated by a "simpler" testing problem 

for multivariate normal distributions with a known covariance matrix. The 
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latter problem will be called the "limiting problem". In a few cases there 

exists a uniformly most powerful test for the limiting problem; this leads 

to an "asymptotically uniformly most powerful test" for the actual testing 

problem. Instances of this situation will be found in Examples 5.6.1 and 

5.6.2 and in Section 5.7. In some other cases a uniformly most powerful test 

does not exist but the most stringent test can be constructed explicitly 

for the limiting problem. This leads to an "asymptotically most stringent 

test" for the actual testing problem. 

In a number of these cases, notably when the alternative hypothesis is 

unrestricted, the asymptotically most stringent test is "asymptotically 

unique" (see Definition 5.4.2), and has (for large sample sizes) quite satis­

factory power properties. An example is provided by the well known x2 test 

for testing homogeneity or independence in a contingency table (Section 6.3). 

In other cases, notably when the alternative hypothesis is restricted 

(as in the testing of Section 1.1), the asymptotically most stringent test 

is not asymptotically unique, and the concept "asymptotically most stringent" 

is not a satisfactory asymptotic optimum property (see Sections 7.1 and 7.2). 

Therefore another asymptotic optimum property, stronger than the property 

"asymptotically most stringent" and called "everywhere asymptotically most 

stringent", is introduced (Section 7.4). 

The following is a heuristic explanation of this concept. The parameter 

spaces GH and GA will be embedded in a natural way in some Euclidean space 

lRm, and their common boundary will be denoted by GB. Denote the total sample 

size by n and let e be a good estimate for 8. For large n, S will be very 

close to 8, with probability almost equal to 1. Under regularity conditions, 

the distance between e and 8 will be of the order of magnitude of n-~. For 

every 80 belonging to GB, let y(8 0 J denote the minimax shortcoming when the 

parameter 8 is restricted to a neighbourhood of e0 with diameter tending to 
-!2 

zero more slowly than n ; this quantity will be called the "local minimax 

shortcoming at 80 ". The test ~O is everywhere asymptotically most stringent­

level a, or EAMS-level a, if it satisfies the following three conditions: 

(i) ~O is asymptotically of level a (Sections 5.2, 5.3); 

(ii) the maximum shortcoming of ~O in any neighbourhood of 80 with dia-
-~ -meter of the order of magnitude of n , does not exceed y(80 ) by more 

than a vanishingly small amount; this holds for all 80 belonging to 

GB; 

(iii) the power of ~O at 8 tends to 1, for all 8 belonging to 8 and at 
~~ 

a distance from 8H of an order of magnitude larger than n 
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(Definition 6.1.2). 

The minimax shortcoming for the whole testing problem is the maximum 

of y(8 0 ) when 80 ranges over GB, and will be denoted by y. For some testing 

problems, y(8 0 ) is asymptotically constant and equal to y. Then the asymp­

totically most stringent test will be asymptotically unique, and the proper­

ty "EAMS" contains nothing more than the property "asymptotically most 

stringent". (Sections 6.3, 6.4.) For other testing problems, where y(8 0 ) 

varies with 80 , the asymptotically most stringent test will not be asymp­

totically unique and the property "EAMS" is proposed as a relevant asymp­

totic optimum property, stronger than the property "asymptotically most 

stringent" and needed in order to obtain asymptotic uniqueness for the 

asymptotically optimal test. 

In Sections 3.1 and 3.5 a large class of testing problems is described, 

containing many testing problems for contingency tables, for which an EAMS 

test exists. In Chapter 8 the EAMS test for such problems is expressed in 

terms of the most stringent test for the limiting problems (the limiting 

problem depends on 80 ; the minimax shortcoming for the limiting problem 

will be equal to y(B 0 )). 

Unfortunately, for many testing problems with restricted alternatives 

the most stringent-level a test has not been constructed explicitly, and it 

seems very hard to do so. (Section 3.3 contains some testing problems with 

restricted alternatives where the most stringent-level a test has been con­

structed explicitly.) For this reason, it is proposed in Sections 8.2 and 

8.4 to focus attention on suitable subclasses of the class of all level a 

tests, for which the EAMS test in this subclass can be constructed explicit­

ly and has attractive power properties. For many testing problems with re­

stricted alternatives for contingency tables, the concept of an "EAMS­

asymptotically-'¥ test", developed in Section 8.2, seems to be promising. In 

Chapter 9, EAMS-asymptotically linear tests, constructed in Section 8.3, 

are given for some testing problems from practice. It seems to be worthwhile 

to develop EAMS-asymptotically-'¥ or EAMS-conditionally-'¥ tests for other 

classes'¥ than the class of linear tests; see Section 9.1. 
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CHAPTER 2 

TESTING STATISTICAL HYPOTHESES: SOME BASIC CONCEPTS 

This chapter is devoted to the introduction of some basic concepts and 

results from the theory of testing statistical hypotheses. We shall follow 

the Neyman-Pearson approach to hypothesis testing (section 2.1). The 

emphasis is on results which will be used in later chapters. Except for 

those of Section 2.8, all concepts and results to be presented are well 

known; an excellent reference for most of them is LEHMANN (1959). 

2.1. THE NEYMAN-PEARSON APPROACH TO HYPOTHESIS TESTING 

Before a researcher formulates an inference problem as a problem of 

hypothesis testing, he usually has to go through a process where his ques­

tions and assumptions are made more explicit. In order to set the stage for 

a formulation of the Neyman-Pearson approach to hypothesis testing, some 

elements of this process will be briefly outlined. 

A researcher R wants to gain knowledge about what can be called "the 

state of nature" or "the state of the world". R will express his view of 

"the part of the world which is relevant for his research" in a more or 

less formalized model M. The present knowledge of R about "the state of 

the world" is incomplete; this is reflected by a certain indeterminateness 

of the model. This indeterminateness will be expressed by including a 

parameter e, with a set e of possible values, in the model. The true value 

of e is not completely specified. Sometimes the parameter e is regarded as 

an unknown constant, in some other cases 8 is regarded as the outcome of a 

random variable with a given probability distribution. The aim of R will 

be to gain knowledge about the value of 8. 

It is often possible for R to collect empirical data which he believ­

es to have a bearing on the value of 8. The process of collecting data 

will be called "performing an experiment"; R has to choose an experimental 
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design. The totality of data collected, which R wishes to include in his 

inference about the value of 8, will be denoted by x. 

R has to formulate a model concering the relation between 8 and x. In 

order to make on the basis of x an inference about the value of 8(or, more 

generally: to take an action, of which the merits depend on 8), it is often 

necessary to consider the experiment performed not as a completely unique 

one, but as a representative of a hypothetical class of "similar" experi­

ments. In such cases, the data x is often considered to be the outcome of 

a random variable X, with outcome space X and an unknown probability dis­

tribution. It can be convenient to let X be a mathematical idealization of 

the set of possible values for x; e.g., x may be a vector of m numbers 

measured with a finite precision while one takes X = JRm. In order to be 

able to apply measure theory, X will often be equipped with a a-field F of 

measurable subsets. The term "outcome space" will be used both for the 

set X and for the measurable space (X, F).The relation between 8 and x 

will be expressed in the probability distribution of X. 

The model M involving the parameter 8 has to be sufficiently rich, so 

that the probability distribution of X is completely determined by 8; it 

will be denoted by P8 . The experiment is represented by the probabilistic 

model ((X,FJ, G, Pl, P being the function which gives the correspondence 

between 8 and P8 . Parsimonious model building will often lead to models M 

and ((X,F), G, P) where the correspondence between 8 and P8 is one-to-one: 

the parameter 8 is then said to be identifiable. R may have his reasons 

for using models where the parameter is not identifiable, however. Working 

within the confines of the experiment modelled by {(X, F),G, P), we shall 

only consider questions to which a "good" answer can be given if the true 

probability distribution P 8 is known. Of course the data x may suggest that 

X has none of the probability distributions P8 ; but this can be perceived 

only by transcending the confines of the model ((X, F), 8, P). As the model 

is never a final one, one should always keep this possibility in mind. 

In the following, 8 will denote the true parameter value. The theory 

of hypothesis testing is designed for inference problems which can be 

formulated as the question whether the proposition H (the null hypothesis), 

holds true; GH is a subset of G . In many practical applications, GH is the 

set of all those parameter values which imply a kind of "standard situation": 
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independence, homogeneity, etcetera. The inference problem will be formali­

zed by requiring that on the basis of x, exactly one of the statements d 0 

and d 1 , 

d 0 : "H is not rejected" 

d 1 : "H is rejected" , 

be made. If 8 E GH, then it is desired to make statement d 0 . 

R has to indicate a subset GA of G, disjoint from GH, so that especi­

ally if 8 EGA it is desired to make statement d 1 , while if 

8 E G '- (GH U GA) it is less clear which statement is to be preferred. For 

example, R may be confident that 8 E GH U GA; or R may be indifferent with 

respect to the statement made, if 8 E G' (GH U 8A); or Rmay wish another 

statement than d 0 or d 1 to be made if 8 E G ' (GH U GA). In the present 

study we shall only consider the situation (which often amounts to a 

simplification) that for 8 E 8 '-(OH U GA), R is indifferent with respect 

to the statement made. The proposition A, 

will be called the alternative hypothesis. One says that R wishes to test 

the null hypothesis H against the alternative hypothesis (or: against the 

alternative) A. It will be assumed that the sets of probability distribu-

tions 

are disjoint. In the sequel, the parameter plays a role only via the sets 

of probability distributions PH and PA; the set 

je• E G '- (G U G )} 
H A 

will not play a role at all in our discussion. So the formulation of the 

testing problem in this study will involve the outcome space (X, f) , the 

classes of probability distributions PH and PA, and the statements d 0 and 

dl. 

In the construction of the model M, the choice of the experimental 

design, the construction of the model ((X, f), G, P) relating Mand the 
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data to be observed, and the determination of null hypothesis and alterna­

tive hypothesis, many scientific results as well as R's insights and inte­

rests can play a role. If R consults a statistician,an important task for 

the statistician can lie in joining R in this process of model construction 

and making choices. The outline of this process given above is an ideali­

zed one; in practice, the researcher often proceeds along somewhat diffe­

rent lines and in another chronological order. 

The hypothesis testing problem developed above can be summarized in 

the triple ((X, Fl, PH, PA), where PH and PA are disjoint classes of pro­

bability distributions on the outcome space (X, f).The formulation of the 

statements d 0 and d 1 reflects that this theory of hypothesis testing is 

intended to be used in situations where it is desired to treat null hypo­

thesis and alternative hypothesis asymmetrically. Making statement d 1 if 

H is true is called an error of the first kind, while making statement do 

if A is true is called an error of the second kind. An error of the first 

kind is considered to be more serious than an error of the second kind. 

In the Neyman-Pearson approach to hypothesis testing (NEYMAN and 

PEARSON (1933)), it is required that the probability of making an error 

of the first kind does not exceed a pre-assigned number, called level of 

significance and denoted by a. Common values of a are in the range from 

.001 to .05. Subject to this restriction, the quality of a procedure for 

determining which of the statements d 0 and d 1 will be made is inversely 

related to the probability of making an error of the second kind, which 

is a function of P E PA. 

The class of permitted decision rules will be the class of all measu­

rable functions 

cp x->- [0,1]. 

For every x EX, cjl(x) is to be interpreted as the probability with which 

decision d 1 is to be made: the decision made is a random variable Y with 

values in {d0 , d 1 } and the function cp determines the conditional probabili­

ty that Y d 1 , given X. The joint probability distribution P of (X, Y) 

if L(X) P is completely determined by P and rp. The probability of making 

statement d 1 , when X has probability distribution P, which is the uncondi­

tional probability that Y = d 1 , is given by 
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p {Y 

also denoted by EP$. The random variable Y is not needed in the expression 

EP $(X) and will be omitted from the considerations. Measurable functions 

$ : X + [0,1] will be called tests or test functions. 

When using the test $, the probability of making an error of the first 

kind is given by Ep$ for P E PH, and the probability of an error of the 

second kind is 1 - EP$ for PE PA. A test is said to be of level a if 

In the exact Neyman-Pearson approach attention is restricted to the 

class of all level a tests; sometimes a subclass of this class is consider-

ed. The quality of a test is judged by its power function,which is the 

function P ~ Ep$' defined on PA. 

Admitting all measurable functions $ : X + [0,1] may raise the follow-

ing two objections In the first place, the practical user of statistical 

tests dislikes the additional randomness in his decision, prescribed by 

randomized tests. In the second place, even if the test $ is non-random­

ized (i.e., $(X) c {0,1}), it may be impossible in practice to evaluate 

$(x) : for example suppose that x is a real number observed with a finite 

precision, while $ is the indicator function of the rational numbers. In 

spite of these two objections, all measurable functions $ : X + [0,1] are 

admitted for the purpose of elegance of the mathematical theory. The 

reader may be comforted by knowing that for most testing problems occurring 

in practice, the theory leads to optimal test functions which are almost 

everywhere continuous (with respect to a suitable topology on X, such as 

the Euclidean topology on JRm) and hence can be well evaluated, and where 

randomization plays no, or a minor, role. (See, e.g., Theorem 2.7.2.) 

In this study, testing problems will be denoted by 

or by 
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where W is the class of tests to which attention is restricted; often w 
is the class of level a tests. When the probability distributions are in­

dexed by a parameter 8, the testing problem can also be specified by giving 

the probability distributions, together with null hypothesis and alterna­

tive hypothesis: 

A 

It is often more convenient to state H and the disjunction H v A instead 

of H and A. In the remainder of this study, all aspects of the process 

leading to the formulation of the testing problem ((X, F), PH, PA) will 

be taken for granted; we shall only study the choice of a test function ~ 

for a given testing problem. 

DEFINITION 2.1.1. A test~ for the testing problem ((X, f), PH, PA) is of 

level a if 

The size of a test ~ is 

In this chapter, the class of all level a tests will be denoted by wa. 

In particular, the class of all tests will be denoted by w1 . 

If P8 has exactly one element, then H is called a simple hypothesis; other­

wise, H is called a composite hypothesis. 

2.2. SUFFICIENT STATISTICS 

When P is a class of probability distributions on a measurable space 

(X, F), the pair ((X, F), P) will be referred to as an experiment. Asta­

tistic for an experiment ((X, F), Pl is a measurable function t from 

(X, Fl to a measurable space (T, GJ. The statistic t is often identified 

with the associated random variable T = t(X). A basic concept in mathema­

tical statistics is the concept of a "sufficient statistic", introduced by 

FISHER (1922b). Fisher formulated the "criterion of sufficiency" by requir-



15 

ing "that the statistic chosen should summarize the whole of the information 

supplied by the sample". A statistic T = t(X) is called sufficient, loosely 

speaking, if the conditional distribution Q of X given T = T is the same 
T 

for all P E P. 
Suppose that T is a sufficient statistic, and that only the outcome 

of T and not the outcome of X is communicated to the statistician. Then, 

without knowing the probability distribution P of X, the statistician can 

use a "randomization mechanism" which yields a random variable X' which 

conditionally on T = T has probability distribution Q . Proceeding in this 
T 

fashion, the statistician has at his disposal a random variable X' which has, 

irrespective of T, the same unconditional probability distribution Pas the 

original random variable X, whatever be P (provided that P E P). This 

argument is used in a more formal way in Theorem 2.2.1 in order to show 

that if t is a sufficient statistic and tjl a test function, then a test 

function '¥<t(.)) exists which is "just as good" as tjl in the sense that 

EP'¥(t(X)) = Eptjl(X) for all PEP. 

DEFINITION 2.2.1. Let ((X, FJ, P) be an experiment, (T, G) a measurable 

space, and t : (X, F) + (T, G) a measurable function. Then T = t(X) is a 

sufficient statistic for ((X, F), P) if for every bounded measurable funct­

ion f X -+ lR a version g (T) of EP { f (X) I T} exists, which is the same for 

all P E P. 

THEOREM 2. 2. 1. Suppose that T = t (X) is a sufficient statistic for 

((X, FJ, PJ. Then for every test function tjl : X-+ [0,1] there exists a test 

function~ : T + [0,1] with 

Ep ';j;' (t(X)) = Ep tjl (X) for all P E P 

PROOF. Let tjl(T) be a version of Ep {tjl(X) I T T}, which does not depend on 

P. Such a version exists, since t(X) is sufficient. Then 

Ep [ E { tjl (X ) I T T}] 

for all P E P. o 

As a consequence: when the statistician restricts himself to tests tjl 

for which a measurable function 4J' : T + [0,1] exists with tjl(x) = ~(t(x)) 

for all x E X , where t is a sufficient statistic, then the same power 
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functions are available to him at a fixed level of significance, as when 

he refrains from this restriction. 

The following Factorization Theorem (originating with FISHER (1925) 

and NEYMAN (1935)) yield~ for many experiments, a particularly simple 

criterion for determining whether a statistic is sufficient. 

THEOREM 2.2.2. (Factorization Theorem). Let ((X, F), Pl be an experiment 

for wMch a 0-finite measure A on <X, Fl exists such that P < < A for aU 

PEP. A statistic t : (X, f) -+ <T, G) is sufficient iff there exist an 

F-measurable function h : X -+ [O, 00 ) and for every P E P a G-measurable 

function fp : T-+ [O, 00 ) such that 

is a version of d P I d A. 

PROOF. See LEilllANN(1959), Section 2.6. D 

2.3. EXPONENTIAL FAMILIES 

In this section certain classes of probability distributions (experi­

ments, in other words), called exponential families, are defined. In the 

main part of this study attention will be restricted to testing problems 

for random samples from exponential families. This is motivated by the 

facts that (i) the mathematical techniques needed for treating these test­

ing problems are simpler than the techniques required for treating more ge­

neral testing problems; (ii) this kind of testing problem occurs in practice 

rather frequently (for example, the testing problems in Chapters 1 and 9). 

An exponential family is an experiment ((X, F), P) for which a 0-fi­

nite measure A on (X, Fl exists such that the densities of P with respect 

to A, for P E P, can be expressed by 

(2. 3. 1) d P / d A (x) h(x) exp {[8(P)]' t(x) -1jJ(8(P))}, 

for certain measurable functions t X ->· :JRm and h : X -+ [O, oo) and certain 

functions 8 : P -+ :JRm and 1jJ : 8 ( Pl -+ :JR . The function 1jJ is a normalizing func­

tion, and it is determined by A, t, h according to 

1jJ (8) log f h(x) exp {8' t(x)} d A(x) 



17 

for all e E e(P). It can be shown that many well-known families of distri­
butions (univariate and multivariate normal families, gamma families, bino­
mial and multinomial families, Poisson families, etcetera) are exponential 
families. 

The Factorization Theorem shows that t(X) is a sufficient statistic. 
So it suffices to know the outcome of T = t{X). The experiment of observing 
T, induced by the experiment ((X, F), P) with densities (2.3.1),is 

(lRm, {P~ I e Ee <PJ}) 

with 

exp {8't - ~(8)} , 

where AT is the a-finite measure on lRm given by 

AT{A) = f -l h(x) d A(x) 
t (A) 

for all A E B 
m 

Note that the probability distributions of T are parametrized by the 
m-dimensional parameter 8. It is possible that different parameters 8 1 , 
82 E IRm are associated with the same probability distribution P~ 1 = P~2 ; 
see Theorem 2.3.2. The parameter e is called the natural parameter, the 
statistic t(X) the canonical sufficient statistic. In the sequel, exponen­
tial families are considered where the reduction to the canonical suffi-
cient statistic has been made. 

Denoting the canonical sufficient statistic by X, P~ by P 8 , 8(P) by G, and 
AT by A, we obtain the experiment 

(2. 3.2) 

with 

(2. 3. 3) d P 8 I d A (x) exp {8' x - ~(8)} . 

The set of all 8 E IRm for which 

f exp (8' x) d A(x) < 00 
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is the largest set of 8's for which (2.3.3) defines a probability distri­

bution P 8 . This set will be called the natural parameter space. If e 0 is 

an element of the natural parameter space, then 

This shows that Pe can be used as dominating measure instead of A. When 
0 

the attention is directed to one particular e 0 , it is not a restriction to 

assume that e 0 0, l/J(O) = O, and E0X= 0, as the transformation 

Y = x - Ee 0 X, n = 8 - e 0 yields an exponential family of distributions Qn 

with 

exp { n 'y - '*' ( n) } 

where 

l/J(n) l/J(n + e 0 J - l/J(8 0 J - n' Ee x , 
0 

and it satisfies E0Y = E8 (X - Ee X) = 0 and ljJ(O) = 0. 
0 0 

If x1 , ... , Xn is a random sample from the distribution with density 

(2.3.3), the density of the sample is 

exp { e I 

n 

n 
L: 

i=l 
x. - n l/!(8)} • 

l 

This is the form (2.3.1). The statistic L: X. is sufficient,and has a 
i=l 1 m probability distribution from an exponential family with outcome space JR . 

For families of absolutely continuous probability distributions, the 

property that a sufficient statistic of fixed dimension m exists for 

samples of arbitrary size n, characterizes exponential families, provided 

that certain regularity conditions are satisfied. See, e.g., HIPP (1974) 

and the references cited there. 

The random variables for the testing problems in Chapters 1 and 9 are 

random samples from probability distributions on finite outcome spaces. 

The following example shows that families of probability distributions on 

finite outcome spaces are exponential families. 

EXAMPLE 2.3.1. Experiments with finite outcome spaces are exponential 
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families. Let X be a finite outcome space {x 1 , ... , xm+l} with the G-field 

of all its subsets, and let P be a class of probability distributions on X 
with P{x} >O for all P E P and all x EX . Let A be counting measure on 

X, and let a 1 , ... , am be a basis for JRm. Define t : X -+ JRm by 

t(x.) 
J. 

a. 
J. 

let A be the m x m matrix 

and define 

(1 < i .::_ m), 0 ' 

qi (P) =log P{xi} - log P {xm+l} , q(P) 

-1 

(ql (P)' ••• , ~ (P)) I 

8(P) =A q(P) 

tj!(8(P)) = - log P {xm+l} 

Then 

[8 (P)] ' t(x.) 
J. 

[8(Pl]' a. q. (P) 
J. 

( 1 < i < m) 
J. 

and for all x E X one has 

d p Id A(X) exp {[8(P)]' t{x) - tj!(8(P))}. 

This is of the form (2.3.1). Hence (X, Pl is an exponential family. If 

x1 , ... , X is a random sample from a distribution P with PEP, then the n n 
sufficient statistic L t(X.) is equivalent to the statistic {S 1 , Sm+ll 

j=1 J 
where S. is the number of X. with X. = x.. o 

J. J J J. 

It will be useful to have available same well-known properties of exponen-

tial families of distributions. 

THEOREM 2. 3 .1. Let A be a a-finite measure on JRm and f 

surable function. Let u c JRm be an open set with 

f J f(x) J exp (8'x) d A{x) < oo 

JRm -+ JR a mea-
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for all 8 E u. Then the function g u -+ JR r defined by 

g(Sl J f(x) exp (e'x) di. (x) 

is continuously differentiable on u, and 

Clg(Bl I aei f x.f(x) exp (8'x) d A (x) . 
l 

The right hand side of this expression is an absolutely convergent integral 
for all 8 E u. 

PROOF. This theorem can be regarded as a property of the Laplace transfor­

mation. A proof is contained in LEHMANN (1959), Section 2.7. o 

Corollary 2. 3 .1. Let >. be a a-finite measure on JRm and 

ljJ(8) log J exp (S'x) d A (x) 

8 int {8 E lRm I \jJ(8) < co} 

Let x = <x1 , ... , xmJ' be a random variable with L8 (x) = P8 defined by 
(2.3.3). Then \jJ is· infinitely often differentiable one, E8 11 xllr < 00 for 
aU r > O, and 

32 ljJ{8) /38. ae. 
l J 

PROOF. An application of Theorem 2.3.1 with f = 1 shows that \jJ is diffe­

rentiable on 8; and that Ee Xi = 3\jJ(8) / <lei. An application of Theorem 

2.3.1 with f(x) = x. shows that cov8 (X., X.l = 32\)J(e) I 38.Cle .. An induc-
J l J l J 

tion argument shows that \jJ is infinitely often differentiable, and that all 

moments of X exist. o 

As defined in Appendix 1, M1 ( JRm) is the set of all probability distribu­

tions on lRm , and the sequence {P n} in M1 ( JRm) converges weakly to 

P E M1 (JRm l iff 

f f d p -+ 
n 

f f d p 

for every bounded continuous function f lRm -+ 1R . The corresponding 



21 

weak topology is used in the following theorem. In this theorem, results of 

BERK (1972, Section 2) and BARNDORFF-NIELSEN (1969) are combined. 

THEOREM 2.3.2. Let A, W• 8, x and p 6 be as in the corolla:r>y above. Suppose 

8 1 0. Define µ(6) = E8x and 1J =cov6 x. 
Then e is a convex set and w a convex function, and the following 

statements a:r>e equivalent. 

(i) A is not concentrated in a hyperplane 

(ii) 8 + JR is strictly convex 

(iiil e ~ Pe is 1 1 on G 

(iv) e ~ p 6 is a homeomorphism from 8 to {p 6 I e E 8} with the relative 
m weak topology as a subset of M1 (JR ) 

(v) e ~ µ ( e) is : 1 on 8 

(vi) e ~ µ( 8) is a homeomorphism from 8 to jJ ( 8) c JRm 

(vii) L:8 is a positive definite matrix for some 8 E 8 

(viii) L:8 is a positive definite matrix for all 8 E 8. 

PROOF. The convexity of 8 and of w follows straightforwardly from Holder's 

inequality. 

(i) ~ (vii) ~ (viii). As d p8 I d A (x) > 0 a.e. [A] for all 8 E 8, the 

null sets of A coincide with those of P 8 , for all 8 E 8. For every 8 E 8, 

L:8 is positive definite iff P 8 is not concentrated in a hyperplane. 

(viii) ~ 

32w<el I 

(ii). Corollary 2.3.1 states that L: 8 is the matrix with elements 

38. 38 .. If this matrix is positive definite for all 8, then W is 
1. J 

strictly convex. 

(ii) =t> (vi). Corollary 2.3.1 states that µ(8) = grad w(8), and that this is 

a continuous function. As w is strictly convex, µis 1 : 1. It remains to 

be proved that µ-l is continuous. Suppose that {8v} c 8 and µ(8vl + µ (80 ), 

for some 80 E 8. It must be proved that 8v + 80 . It is not a restriction to 

assume that e0 = 0, w(O) 0 and µ(0) = 0. The strict convexity of w and 

µ(0) = 0 imply that w(B) > w(O) = 0 for all 8 f 0. For c: > 0, define 

6 < c:l inf { l/J < 8 l I e E 8 , 11 8 11 = d . 

Then 6(€) > 0, and µ(8) > cS(c:) for all II ell~€. As µ(8v) + 0, this implies 

that 8 + 0. 
v 

(vi) =t> (v) =:> (iii). Trivial. 

(iii) ~ (i). If A is concentrated in a hyperplane, then there exist y E JRm 
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and c E IR with y i 0 and x' y c a.e. [A] . This implies that 

exp { 6 ' x - 1jJ ( 6 ) } exp { ( 6 + y) 'x - 1jJ ( e) - c} a. e. [A] 

for all 6 E 8. Therefore if 6 E 8, then 6 + y E 8 and P 8 = p6+y 
(i) =<> (iv). The implication (i) "* (iii) proved above shows that e >+ P e is 

1 : 1. The continuity of the functions 

for every bounded continuous function f : JRm + JR , follows from Theorem 

2 .. 3.1. It remains to be proved that if {6v} c: 8 and 

+ f f d P 8 
0 

for every bounded continuous f : JRm + lR, and some 60 E 8, then ev + 60 . 

It is not a restriction to assume that e = 0, ijJ(O) = 0, A = Po and 
0 

µ(0) = 0. Then 1jJ (6) > 0 for all e E 8. A subsequence { e i;} of {8) exists 

which satisfies one of the following four conditions: 

(a) 61; + e for some 8 E 8 

(b) I I 61; I I + 00 and 11 e I; 11 - l e i; + y for some y 

(c) 81; + 8 for some 8 E a8 and ijJ (61;) + p for some p > 0 

(d) 8 I; 
_,. 8 for some 8 E 38 and ijJ (81;) + 

It must be shown that (a) implies 6 = 0, while (b), (c) and (d) all lead 

to contradictions. 

(a) The continuity of the function 8 >+ P6 demonstrated above implies 

P 8 = P0 . As 6 >+ P 8 is 1 : 1, this shows that 6 = o. 
(b) It follows from (i) and E0x = µ(0) = O, that P0 {y'X > O} and 

P0 {y'X < O} both are positive. Assumption (b) implies 

{x I y x < o} c: u n {x I e k x < o} . 
i;o i;::_i;o 

Hence a i;0 exists with P0 (A) > O, where 

A n 
1;>1; 
-0 

{x I 6 k x < o} • 

A bounded continuous function f JRm + JR exists with 0 < f < 1, f(x) 0 



for x f A and f f d PO > 0. For all E;. ~ E;. 0 one has 

( 1) 

It follows from P0 {y•x > O} > 0 that 

(2) 

From (1) and (2) it can be concluded that 

f f d Pa = J f(x) exp{ai x - IJ!(aE;.)} d P0 (x) + O . 
E;, 

But f f d P0 > 0 and it was assumed that f f d Pav+ ff d P0 ; this is a 

contradiction. 

(cl It follows from (i) that P0 {a'x = p} < 1. Hence a function f 

with compact support exists for which 

f f d P0 t f f(xl exp {a' x - p} d P0 (x) . 

Assumption (c) and Lebesgue 's dominated convergence theorem imply 

J f d Pa+ f f(xl exp {a• x - p} d P0 (xl 
E;, 

This is a contradiction with J f d Pav+ f f d P0 . 

(d) Apply the method of (c) with p = 00 and exp {a•x - p} 

(iv),. (iii). Trivial. c 

0 for all x. 

When the equivalent conditions (i) - (viii) of Theorem 2.3.2 are not 

satisfied, the outcome space can be transformed to a lower-dimensional 

space in order to obtain an experiment which does satisfy conditions 

(i) - (viii). For example if X (X 1 , •.. , Xm) has the multinomial 

M(n;p) distribution for some p E Sm where 

m 

s m 
{p E m.m j p. > O, ~ p. = 1} , 

l. i l. 
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~hen i~l Xi = n with probability 1, contradicting (i).The statistic 

X = (X1 , xm-l) is in 1 :1 correspondence with x. Hence x is a suffi-

cient statistic and has a distribution from an exponential family; the 
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distribution of X is not concentrated in a hyperplane. We shall always 

work with exponential families with densities (2.3.3), where the conditions 

of Theorem 2.3.2 are satisfied. 

DEFINITION 2.3.1- A canonical exponential family is a class {P 8 J 8 E 0} 

of probability distributions on lRm for which a a-finite measure >. on lRm 

exists which is not concentrated in a hyperplane, such that 

0 = int {8 E lRm J J exp (8' x) d >.(x) < 00 } f. 0 

d P8 Id >.(x) =exp (8' x - ~(8)) 

~(8) log J exp (8' x) d >.(x) . 

Note that many different measures A can be used for the same exponential 

family; e.g., any P8 can be used. In this definition 8 has been taken as 

the interior of the natural parameter space because that will be convenient 

later. 

2.4. UNIFORMLY MOST POWERFUL TESTS 

In sections 2.4 - 2.7 the testing problem 

is studied; attention is restricted to tests in the class ~- In many appli­

cations, ~ will be the class ~a of all level a tests. The Neyman-Pearson 

approach to hypothesis testing, discussed in Section 2.1, leads to the 

following definition. 

DEFINITION 2.4.1. The power function of a test~ is the restriction of the 

function P ~ EP~ to the domain PA. For P E PA, a test ~ is most powerful -~ 

against P, or MP -~ against P, if 

(i) ~ E ~ 

(ii) EP~ ~ Ep~' for all~· E ~. 

A 'test ~ is uniformly most powerful -~, or UMP-~, if it is most powerful -~ 

against all P E PA. 

The theory of most powerful - level a tests is based on the Fundamental 

Lemma of Neyman and Pearson (1933), which gives the most powerful - level a 



test for testing problems with a simple null hypothesis and a simple al­

ternative. Note that for every pair P0 , P 1 of probability distributions 
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on (X, Fl there exist a-finite measures A on (X, f) with Pi<< A (i = 0,1): 

e.g., A 

THEOREM 2. 4. 1 (Neyman-Pearson Fundamental Lemma) . Suppose PH= { P 0 } and 

PA= {P 1}. Let A be a a-finite measure on (X, Fl with Pi< < A (i = 0,1) 

and define pi= d Pi Id A (i = 0,1). 

Let <1>* be the class of tests ~ which are of size a, and for uJhieh a 

k E [O, oo] exists such that~ satisfies, for almost all [P0 + P1] x, 

p 1 (x) > k p 0 (x) 

(2.4.1) ~(x) 

Then <l> * is not empty, and it is the class of all MP-size a tests. It is 

also the class of all MF-level a tests, unless a test exists of size less 

than a and with power 1. 

(If in (2.4.1) k = oo and p 0 (x) = O, then k p 0 (x) is to be interpreted as OJ 

PROOF. See LEfu'1ANN (1959), page 65. D 

A most powerful - level a test for testing a composite null hypothesis 

against a simple alternative exists if there is a a-finite measure which 

dominates all PE PH. This test can in general not be indicated as explicity 

as in the Neyman-Pearson Fundamental Lemma. The weak*-topology on the class 

of all test functions plays a part in the existence proof. 

DEFINITION 2.4.2. Let (X, f) be a measurable space, A a a-finite measure 

on (X, f) and <1> 1 the class of all test functions on (X, f).The weak* topo­

logy on <1> 1 is the weakest topology for which the functions 

are continuous, for all A - integrable functions f : X + R. 

The weak* topology is defined in a more general setting in many textbooks 

on functional analysis, e.g. in ASH (1972) Section 3.5. In order to use the 

weak* topology on a class of test functions, it will have to be clear which 

measure A is used. Note that if A and A' are a-finite measures with 
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A < < >.' < < !., then A and!.' induce the same weak* topology. In the sequel 

it will often be assumed that a a-finite measure A exists which dominates 

all P E PH or all P E PH U PA; the weak* topology will then be taken with 

respect to this measure !.. 

THEOREM 2.4.2· If I. is a a-finite measure on (X, F), then the weak* topology 

with respect to I. on w1 is compact; if moreover (X, f) = JRm, then the 

weak* topology on w1 is pseudo-metrizable. If P < < I. for all PE PH and 

O <a< 1, then wa is a weakly* closed subset of w1 , and hence weakly* com­

pact. 

PROOF. The weak*compactness of w1 is a direct consequence of the Banach­

Alaoglu Theorem on the weak* compactness of the unit ball in a normed linear 

space (ASH (1972) Theorem 3.5.16), applied to the linear space L00 (X, F, !.) 

with the sup-norm. For every PE PH, d P / d A is >.-integrable; hence 

n {qi E <!> 1 I J <P ( d P / d >.) di. < a} 
PEPH 

is an intersection of weakly* closed subsets of w1 , so that Wais weakly* 

closed. 'I'he Borel a-field on IRm is countably generated. Hence L1 (IRm, !.) 

is separable for every a-finite measure A. Let {pn [ n E JN} be a set of 

functions with J Jp [a>. < 1 for all n, so that the linear hull of 
n -

{p [ n E JN} is dense in L1 (1Rm, !.). Then p (</J, ijl) = L 2-n[ fpn(</J- ijl)d >.[ 
n n 

is a pseudometric on w1 which generates the weak* topology. o 

Theorem 2.4.2 implies that w1 is sequentially compact if(X, f) 
a a-finite dominating measure A exists. This is also proved by LEHMANN 

(1959), Appendix 4. A more general theorem about the weak* sequential 

compactness of w1 is given by NOLLE and PLACHKY (1967) 

COROLLARY 2.4.1· Suppose that a a-finite measure I. exists with P <<It for 

all P E PH. Then for all P1 E PA, there exists a most powerful - level a 

test against P 1 • 

PROOF. (Also in LEHMANN ( 1959) , Section 3. 8.) Let P l E p A. It may be 

assumed that P 1 <<!.(if necessary, replace A by A+ P 1 ). The function 



is weakly* continuous. As I is weakly* compact, the supremum of this 
Cl 
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function on •a is assumed in some cp 1 E •a· This cp 1 is HP - level a against 

IJ 

It can be proved in the same way that if the assumption of this corollary 

is satisfied and I is any weakly* closed class of test functions, then 

a MP- I test against P 1 exists. 

If the alternative hypothesis is composite, a UMP - level a test often does 

not exist. Such a test does exist for one-sided testing problems for expe­

riments with monotone likelihood ratio. 

DEFINITION 2.4.3. Consider an experiment ((X , F), {P8 I 8 EG}) with 

8 c JR , and a statistic t : X + JR • This experiment has monotone likelihood 

ratio in t(x) if for all 8, 8 1 E 8 with 8 < 8', one has that P8 ~ P 8, and 

the ratio 

P 8 , (x) I p 8 (xl , 

where p 8 and p 8, are versions of the densities of P 8 and P 8, with respect 

to some dominating measure;.., is a.e. [P 8 + P 81 ] a non-decreasing function 

of t(x). 

One-dimensional exponential families with densities (2.3.1), where m 1, 

are examples of experiments with monotone likelihood ratio. 

THEOREM 2.4.3. Suppose that the experiment ((X, Fl, {Pe I e E 8}), with 

8 c JR, has monotone likelihood ratio in t(x), and consider the testing 

problem 

H e 

Then k E JR and y E [ O, 1] can be chosen in such a way that the test. <Po 
given by 

t(x) > k 

(2.4.2) <Po (x) y t(x) k 

0 t(x) < k 

is of size a; for these k and y, <Po is a UMP - level a test. The function 

e >+ E8 <P 0 is strictly increasing on {e E 8 I o < E8 <P 0 < 1}. 
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PROOF. See LEHMANN (1959), Theorem 3.2. D 

2.5. OTHER OPTIMUM PROPERTIES; BAYES TESTS 

Many testing problems do not admit a UMP - level a test. In such situ­

ations one can (1) restrict the attention to a smaller class of tests, (2) 

employ an other optimum property than "UMP", or combine these two approaches. 

(1) Restriction to a smaller class of tests. Sometimes, a UMP-<l> test exists 

for a "reasonable" class <!>. E.g., attention can be restricted to the 

unbiased level a tests, which are those level a tests which satisfy 

for all P E PA . 

See LEHMANN (1959), Chapters 4,5. For certain testing problems one can 

apply invariance considerations and restrict attention to the class of 

all invariant level a tests. See LEHMANN (1959), Chapter 6. Other intuitive 

or practical reasons may exist for restricting attention to a particu-

lar class of tests, or even for selecting one particular test statistic. 

(2) Other optimwn properties. Another approach is the construction of 

optimum properties which are weaker (and consequently less compelling) than 

the property "uniformly most powerful". As examples, we shall consider the 

optimum properties "maximin" , "most stringent" and "Bayes". 

A test ~O is defined to be maximin -<!>, if ~O E <!> and 

sup inf EP~ . 
~E<l> PEPA 

For many testing problems one has that 

(2. 5. 1) 0, 

II P - Qll denoting the variation distance between P and Q. If (2.5.1) is 

satisfied, then 

sup 
~E<l> a 

a . 

In such cases, a test is maximin-level a iff it is unbiased level a, and 

the property "maximin" is not very useful. This difficulty can be circum-
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vented by the introduction of an indifference zone PI c: PA of probability 

distributions P which are so "close" to PH that a large probability of 

making an error of the second kind is not deemed to be very important for 

these P, so that (2.5.1) is not valid when PA is replaced by PA' where 

A' p 
A' 

One can apply the maximin property to the testing problem with alternative 

A' . See, e.g. , LEHMANN ( 1959) Sections 8. 1 , 8. 2. ·This approach can lead 

to meaningful results. The maximin test depends on the indifference zone 

PI, however, and in most applications there is ample room for disagreement 

concerning the choice of PI. It may also be noted that in many instances 

where the maximin test has been constructed explicitly, the least favoural:ile 

distribution (see Proposition 2.6.1) is concentrated in one point, and the 

maximin test is most powerful against some simple alternative. (E.g., see 

part (3) of Section 3.2.) In such cases, use of the maximin property en­

tails that oneimplicitlyrestricts attention to the class of all tests 

which are "somewhere most powerful". 

For technical reasons, the introduction of the property "most strin­

gent" is deferred to the next section. We shall first treat the interesting 

optimum property "Bayes". This property is studied here mainly because 

Bayes tests are important for the construction of most stringent tests 

(Section 2.6) and complete classes (Section 2.7). 

DEFINITION 2.5.1. Let PA be equipped with a a-field with respect to which 

the power functions of all tests are measurable, and let 't be a probability 

distribution on PA. The test ~O is Bayes - level a against T if ~O is of 

level a, and 

f Ep ~O d T(P) sup f Ep~ d T (P) 
~E<l>a . 

If T is discrete, then it is not necessary to specify a a-field on PA. We 

shall short-circuit a lot of theory and dispute, and not discuss the 

various interpretations of the distribution T. Of course the choice of T 

leaves room for disagreement. It can be desirable to use "improper" dis­

tributions T: a-finite distributions on PA with T(PA) = 00 (think of Lebes­

gue measure on IRm ) . For such a T, it will often happen that 
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j Ep ~ d T(P) = oo 

for all size a tests ~. The test ~O can be defined to be comparative gene­

ralized Bayes - level a with respect to T (STONE (1967)) if ~O is of level 

a and 

for every level a test ~-

In the following proposition, the Neyman-Pearson Fundamental Lemma is 

used to derive the form of the Bayes tests for testing a simple null hypo­

thesis. 'I'he assumption that PA is parametrized by a Borel subset of 

JRm -.... { O} is not essential. 

PROPOSITION 2.5.1. Let H be a simple null hypothesis and let PAbe parame­

trized by a Borel subset G c JRm -.... {O} : 
A 

Define G 

with 

GAU {O}. Suppose that a a-finite measure A on (X, F)exists 

for all e E: G , 

and that versions p 6 (x) of the densities 

exist such that p 8 (x) is a jointly measurable function of 8 and x. Let T 

T be a probability distribution on GA, and let <Ji be the class of tests ~ 

which are of size a, and for which a k E: [0, 00 ] exists such that ~ satisfies 
a.e. [A] 

(2.5.2) ~(x) 

Then <Ji T is not empty, and every ~ E <Ji' is Bayes - level a against T. If 
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T . 
A < < P8 for all e E e, then ~ is the class of all Bayes - level a tests. 

(If in (2.5.2) k =~and p 0 (x) = O, then k p0 (x) is to be interpreted as OJ 

PROOF. Fubini's theorem and the joint measurability of p8 (x) imply that for 

every test $, one has 

J {f~Cx)p8 Cxl d A(x)} d T(O) 

J $(x) {fpe(x) d T(S)} d A(X) 

where P is the probability distribution on CX, Fl with 
T 

J $ (x) d P (x) , 
T 

Hence a test $ is Bayes - level a against T iff it is most powerful - level 

a for testing H0 : P = P0 against AT : P = PT. The proposition now follows 

immediately from the Neyman-Pearson Fundamental Lemma. (Note that if 

P8 < < A and A < < P8 for all e E e, then P0 and PT are equivalent to A, 

and no test of size less than 

exists.) a 

2.6. MOST STRINGENT TESTS 

and with power against PT equal to 

The concept of a most stringent test was introduced by WALD (1942). 

Define the envelope power function with respect to the class ~a of all 

level a tests, for P E PA, by 

and the shortcoming of the test 9 with respect to 8* by 
a 

y ($, P) = 8*(P) - Ep$ . a a 

It is clear that ya ($, P) ~ 0 for all $ E ~a and P E PA; and that 

Ya ($, P) = 0 for $ E ~a iff $ is MP - level a against P. Wald defined 

'the test $0 to be most stringent - level a if $0 E ~a and 
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WALD(1942) introduced most stringent tests in the context of asymptotic 

testing theory. In those cases where an asymptotically uniformly most power­

ful - level a sequence of tests exists, there will exist many different 

sequences of tests which are asymptotically uniformly most powerful - level 

a. Wald argued that in such a case it seems to be desirable to use a 

sequence of most stringent tests, as the power function of such a sequence 

of tests "will approach the envelope function, in a certain sense, faster 

than any other power function". In his 1943 paper, Wald studies (asymptoti­

cally) most stringent tests in their own right. Some references to early 

papers concerned with (exact) most stringent tests can be found in LEHMANN 

(1959), Section 8.7. 

The concept of a most stringent test can be extended by including the 

possibility of defining the shortcoming with respect to other functions 

S*. For example if S* = then the modified property "most stringent" is 

identical to the property "maximin". The function S* can also be the 

envelope power function with respect to a class ~ of test functions which 

one likes to use as a reference class. The dependence of the shortcoming 

y on the function S* will be suppressed in the notation. 

DEFINITION 2.6.1. Let <!?be a class of tests and S* : PA~ [0,1] a function. 

The shortcoming of a test ~ (with respect to S*) is 

y (~, P) S* (P) - Ep~ • 

The test ~O is most stringent - (<!>, S*l, or MS - (W, S*l, if 

(i) 

(ii) 

The number 

~o E <!> 

sup y(~0 , P) 
PEPA 

inf sup y(~, P) 
~Ew PEP 

A 

inf sup y ( ~ , P) . 
~E<!I PEP 

A 

is called the minimax shortcoming - (<!>, S*) ,or NXS - (<!>, S*). If 

S*(P) sup 
~E<!> 

for all P E P 
A 
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then S* is called the envelope power function with respect to <!>, and the 

suffix" - (<!>, S*l" can be replaced by" - <!>". 

Many optimality considerations in this study will be based on the property 

"most stringent". Although one may consider this optimum property to be 

attractive, it cannot be regarded as compelling. For testing problems 

which do not admit a UMP - level a test, optimum properties other than 

UMP, such as MS, can be a useful guide for obtaining tests; but the merits 

of a test satisfying such an optimum property have to be rated according 

to its "over-all power properties". 

Ti1e following theorem is well known; see, e.g. , LEHMANN ( 1959) Exer--

cise 8.12. 

THEOREM 2.6.1. Suppose that a a-finite measure A on (X, FJ exists with 

P < < A foP all P E PH U PA, and let 1> be a weakly* closed class of tests 

and S* : PA~ [0,1] a function. Then a most stringent - (<!>, S*l test exists. 

In particular, a most stringent - level a test exists. 

PROOF. The function~~ sup y(~, P) is weakly* lower semicontinuous and 

1> is weakly* compact PEPA (Theorem 2.4.2). Hence this function achieves 

its infimum for some ~ E <!>. The compactness of the class of all level a 

tests follows from Theorem 2.4.2. o 

For testing problems which are invariant under a group of transformations, 

there are conditions which guarantee that an invariant most stringent test 

exists. See, e.g., LEHMANN (1959) Section 8.5 and PLACHKY (1970). Hence 

under these conditions, if a UMP - invariant level a test exists, this test 

is MS - level a. 

EXAMPLE 2.6.1. For the testing problem 

L6 <xJ 

H : 6 

N (8, I) 
m 

0, A 

the test ~O which rejects for 

II x 11 2 

e t- Q / 

is most stringent - level a. LEHMANN (1959, Section 8.5) proves this by 

invariance considerations; ~O is UMP - invariant level a. Another proof, 
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essentially that of WALD (1943), is obtained by noting that 

g< II e II i , 

for a continuous function g (0, oo) + (0,1) with 

lim g(t) 
t+O 

Let t 0 E (0, 00 ) satisfy 

lim g(t) 
t+oo 

sup g(t) , 
t 

0 . 

and let T be the prior distribution which is uniform on {6 I JJe II= t 0 }. 

It can be concluded from Proposition 2.5.1 that ~O is Bayes - level a 

against T. The definitions of t 0 and T yield that 

for every 6 ~ 0. Theorem 2.11.2 of FERGUSON (1967) yields that ~O is most 

stringent - level a. o 

In this example, the most stringent test was constructed as a. Bayes test. 

The following proposition shows that for many testing problems the most 

stringent test is Bayes. It is a special case of general results stating 

that minimax procedures are Bayes with respect to least favourable prior 

distributions, such as Theorem 3.9 of WALD (1950). 

PROPOSITION 2.6.1. Let the conditions of Theorem 2.6.1 be satisfied. 
Consider only prior distributions which are defined on a-fields of PA , 
with respect to which e* is measurable. For prior distributions T, 

define 

y(T) inf f y(~, P) d T(P) . 
~E1'a 

Let T be the class of all prior distributions with finite support and y0 
~he minimax shortcoming. Then 

sup y (T) . 
TET 
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If a distribution To exists with y(T0 ) = y0, then every most stringent -
(~a'S*J test is Bayes - level a against T0 . (Such a distribution is called 
least favourable.) 

PROOF. Note that ~a is weakly* compact (Theorem 2.4.2) and y(~,P) is a 
weakly* continuous function of ~- Application of a minimax theorem, e.g. 
that of KY FAN (1953) (for a review of many minimax theorems see PARTHASA­
RATHY and RAGHAVAN (1971), Chapter 5) yields that Yo= supTy(T).If ~o is 
MS - (~ , S*l then 

( 1) 

As 

a 

f EP~o d T0 (PJ = f S*(PJ d T0 (PJ - f y(~0 , Pl d T0 (Pl 

.:._ J s*<PJ d T0 (Pl - y0 . 

(1) implies that ~O is Bayes - level a against T0 . o 
Not every testing problem admits a least favourable distribution. It is 
rather easy to show that under some regularity conditions, and if PA is 

a weakly compact subset of M1 (lR), then a least favourable distribution 
exists; see WALD (1950), Theorem 3.14. The following proposition gives 
a sufficient condition for the existence of a least favourable distribu-
tion without this compactness requirement on GA. It is an extension of a 
result of LEHMANN (1952) about the existence of least favourable distri-
butions for the property "maximin". 

PROPOSITION 2.6.2. Let e be a closed subset of lRs with o E e, e f' {O} 
and let {P8 I e E 8} be a family of probability distributions on lRm with 
the properties 

(i) there exists a a-finite measure ;\ on lRm with P8 < < ;\ for all 
e E e 

(ii) the densities P8 = d P8 I d ;\ can be determined so that if en + e 
then p 8n(x) + p 8 (x) a.e. [;\] 

(iii) lim P 8 {x I llxll < r} = 0 for all r. II e II + 00 
-

Let S* : 8 + [0,1] be a continuous function with S*(O) =a. 
If the minimax shortcoming - (~a' S*) for the testing problem 



36 

is positive, then there exists a least favourable distribution on 8' {O}. 

PROOF. Note that (ii) with Scheffe's Lemma implies that if 8n + 8, then 

sup P 8 (B) - P 8 (B) \ + 0, 
BEB n 

where B is the Borel o-field on JRm. This implies that y (tj>, 8) is a conti-­

nuous function of 8 for every rp, and that P8 {x \ \\x \\ < r} is a continu­

ous function of 8. 

Theorem 2.6.1 establishes the existence of a MS - (~a' S*) test rp 0 . It 
may be assumed that E0 rp 0 = a. Denote the minimax shortcoming by y. 

Proposition 2.6.1 yields a sequence {Tn} of distributions on 8' {O} 
with 

inf 
tj>E~ 

a 

f y(tj>, 8) d T (8) + y • 
n 

If a probability distribution T on 8 ' {O} exists which is a weak subse­
quential limit of {Tn} in M1 (8), then 

inf J y(tj>, 8) d T(8) > Y 1 

<PE~a 

so that T is least favourable. Hence it is sufficient to show that such 
a T exists. 

Let 0 < E < 1:1, and define S = {x E lR.m \ \\x \\ .::_ r}, r 
Bt = { 8 E 8 \ \ \ 8 \ \ .::_ t}. Passing to a subsequence if necessary, it may be 
assumed (see Lemma A.5.2 ) that 

sup lim inf Tn(Bt) 
t n 

sup lim sup Tn(Bt) 
t n 

This implies the existence of a t 0 such that for all t > t 0 one has 

lim sup T (B ' Bt ) < E • 
n n t 0 
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Let r 0 be such that P8 (s ) > 1 -
ro -

Ea for all 8 E B , and denote s by s. 
to ro 

Lett > t 0 be such that P 8 (s) ..'.:_ s for all 8 E 8 ' Bt , and denote Bto by 

B, B ' B by C and 8' B by D. 
t to t 0 

The test cp 1 = ( 1 - s) cp 0 I 8 + IIRm-...s is of level a and 

J 
D 

+ J 
D 

y(cp0 , 8) d Tn (8) 

y(cp 1 , 8) d Tn(e) + J E 8 <cp0 - cp1 J d Tn(6). 
B 

Consider the right hand side. As 

the first term is asymptotically non-positive. As D c C U{e I P 6 (s) < s} 

and 

the second term is not greater than Tn(C) + s. As cp0 - cp 1 :::_ scp0 , the third 

term is not greater than E· With lim supnTn(C) < E this shows that 

Hence 

y = lim J y(cp 0 , 8) d Tn(6) :::_ 3s + y lim inf Tn(B) 
n n 

Summarizing this discussion, we see that for all s > O there exists a 

compact set B c 8 with lim inf T (B) > (y - 3s) / y, so that {T } is tight. n n - n 
According to Theorem A.1.1, {T } has a subsequence which converges weakly . n 
to some probability distribution T on e. As S*{O) - E0 cp 0 = a - a = 0, T is 

concentrated on 8' {O}. o 

If S* is the envelope power function with respect to a class of test func­

tions, then condition (ii) of Proposition 2.6.2 implies the continuity of 

B*. If S* is the envelope power function with respect to <!>a' and the 

minimax shortcoming is 0, then the conclusion of Proposition 2.6.2 holds: 

every distribution on 8' {O} is least favourable.-
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The following corollary plays a role in Chapter 8. 

COROLLARY 2.6.1. Let 0 be a closed subset of JRm with 0 E 0 and 8 i' {O} , 

let Z be a positive definite symmetric matrix and let B* : 0 7 [0,1] be a 
continuous function with S*(O) = a. If the minimax shortcoming -(~a,B*l is 

positive, then the most stringent -(~a,B*l test for the testing problem 

( mm , { N ( o , z l } , { N ( e , z l I e E e '- { o } } l m m 

is unique up to equivalence a.e. with respect to Lebesgue measure. 

PROOF. Theorem 2.6.1 establishes the existence of a MS - (~ , B*l test. 
a 

Proposition 2.6.1 and Proposition 2.6.2 establish 

the existence of a least favourable distribution T, against which every 

MS - (~a' S*) test is Bayes - level a. Proposition 2.5.1, with the density 

function of the normal distribution, shows that the Bayes ·· level a test 

is uniquely determined up to equivalence a.e.. o 

2.7. COMPLETE CLASSES 

In this section the concept of a complete class, introduced by LEH-

MANN (1947), is studied. 

DEFINITION 2.7.1. A class c of test functions is a complete class if for 

every $ E ~ 1 '- C a $' E C exists with 

Ep $' .::_ Ep $ 

Ep $I .'.:. Ep $ 

for all PE PH 

for all P E PA , 

with strict inequality for some P E PH U PA . 

A class C of test functions is an essentially complete class if for 

every $ E w1 a $' E c exists with 

Ep $' _::_ Ep $ 

Ep $' > Ep $ 

for all P E PH 

for all P E PA 

In the Neyman-Pearson approach, one would like to restrict attention to 

~an C, if C is an essentially complete class. Theorem 2.2.1 demonstrates 
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that the class of all tests depending on x through the sufficient statis­

tic t(x), is essentially complete. The following theorem is a special case 

of Wald's results on the essential completeness of the closure of the class 

of Bayes decision rules; see WALD (1950), Section 3.6 and LE CAM (1955), 

Section 5. 

THEOREM 2. 7. 1. 8.A,ppose that H is a sirrrp le hypothesis, and that there exists a 

a-finite measure A on (X, f) dominating all PE PHU PA. Let B be the class 

of all tests which, for some a E [0,1] and some distribution Ton PA with 

finite support, are Bayes - level a against •· Then the weak* closure B of 

B is an essentially complete class. 

PROOF. Let PH= {Po}, let $0 E <1>1 and define a= EPocpo,S*(P) = EP$0 and 

y($, P) = S*(P) - Epcp. Denote the class of all probability distributions 

on the finite subset F of PA by TF. Define y(T) and y0 as in Proposition 

2.6.1 and define 

inf l: y ( cp, P) T{ P} . 
$E<Pa PEF 

Note that TF has a natural topology in which TF is a compact set and y a 

continuous function. Hence for every finite F c PA there exists a least 

favourable T ET with y(T ) = yF, and a most stringent -(<!> , S*l test 
F F F a 

cpF for testing H against the alternative "PE F" (Theorem 2.6.1); 

cpF is Bayes - level a against 1F and the minimax shortcoming -(<Pa, S*l for 

testing against Fis yF (Proposition 2.6.1). 

The class of finite subsets of PA is directed by inclusion. Hence 

{cpF} can be regarded as a net in <Pa. The weak* compactness of <Pa implies 

that {cpF} has a weakly* convergent subnet; denote its limit by cp 1• As it 

may be assumed that EP cpF = a for all F, it can be concluded that EP cp 1 =a. 
0 0 

For all P E PA, y(cp, P) is a continuous function of cp. Hence for all 

P E PA and E > 0, there exists a finite F c PA with P E F and 

ly(cpF, P) - y(cp 1 , P) I <E. This implies 

Hence cp 1 is MS -(<Pa' S*), and 
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This shows that EP~l _::_ EP~O for all PE PA. As EPo~l 

the proof is complete. o 

Theorem 2.7.1 can be very rewardingly applied to testing problems with a 

simple null hypothesis for exponential families. Let 8 c lRm and let 

{P6 I 6 E 8} be an exponential family of distributions on lRm with 

d P6 Id A(x) =exp (8'x - ~(8)) 

for a certain a-finite measure A and a function ~ 

testing problem 

H e A 

8 + lR • Consider the 

for some 80 E 8, 8A c 8' {80} . Proposition 2.5.1 yields that~ is a 

Bayes - level a test, for some a, against the prior distribution T on 8A 

with T{8i} = ti (1 < i :::_ n), t ti = 1, iff a k exists such that~ satisfies 

for almost all [A] x 

s(x) > k 

~ (x) 

0 s(x) < k 

where the statistic sis defined by 

n 
s(x) i:: ti exp [ (8i - 80 )' x - ~(Si) + ~(80 )] 

i=1 

Note that s is a convex function with {x I s(x) < k} = int {x I s(x) < k} . 

Hence for every Bayes test ~ against a distribution with finite support on 

8A, there exists a closed convex set Cc lRm such that a.e. [A], ~satisfies 

x ~ c 
~(x) 

0 x E int c . 

This property motivates the following definition. 



DEFINITION 2.7.2. A test function$ 

if c is a closed subset of JRm with 

x ~ c 

JRm ->- [ O, 1] has acceptance region C 

$(x) = { ~ 
x E int c . 
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The class of test functions with convex acceptance region is denoted by <!>C" 

Not every test has an acceptance region. If the test $ has acceptance 
region C, then $ is continuous on JRm '- ac. If also C is convex, then ~ is 
continuous almost everywhere with respect to Lebesgue measure. 

The following theorem was given by BIRNBAUM (1955) with an incorrect 
proof. A correct proof was given by Sacks and published by MATTHES and 
TRUAX ( 196 7 ) . 

THEOREM 2.7.2· Let G c: JRm and let {P8 I 8 E G} be a fOJ71iZy of procabiZity 
distributions on JRm with 

d P 8 I d A.(x) exp (8'x - ~(8)), 

for a a-finite measure A on JRm and a function ~ 
GA c: G '- {80 } and consider the testing problem 

Then <!>C is an essentially complete class . 

G->- JR. Let 80 E G, 

PROOF. Theorem 2.7.1 and the discussion preceding Definition 2.7.2 yield 
that the weak* closure <!>C of <l>c is essentially complete. Theorem A.4.1 (i) 
states that <l>c is weakly* compact. This implies that 

{$ I a $'E <l>c exists with $' (x) $(x) a.e. [;\]}. 

(Note that the class of all test functions is not Hausdorff.) Hence for 
every $ E ~C there exists a $' E <!>C with 

for all 8 E G . 

'l'his shows that <!>C inherits the essential completeness from ~c· o 
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2. 8 . THE POWER OF THE MOST STRINGENT TEST FAR FROM THE NULL HYPOTHESIS 

This section is concerned with the testing problem 

(2. 8.1) 

where Z is a known positive definite matrix and GA U {O} is a closed cone 

in ffi.m. Corollary 2.6.1 shows that the most stringent -(~a' S*l test ~O 
is, under some conditions on S* , uniquely determined. Some results are 

derived which play a role in proofs of the sharp consistency of sequences 

of tests in Chapter 6 and 8. These results are related to the question, 

whether 

(2.8.2) lim 

II e [[-r 00 ,8EGA 
y (~O' 8) 0 . 

This clearly is a desirable property for the test ~ 0 . The following example 

shows that if GA is not a cone, the most stringent - level a test does not 

necessarily satisfy (2.8.2). 

EXAMPLE 2.8.1. Consider the testing problem (2.8.1) with m 2, z I and 

G 
A 

Denote the observed random variable by X = (X 1 , x 2 ). Then x 1 is a sufficient 

statistic, and example 2.6.1 shows that the test ~O which rejects for 

is most stringent ·- level a. (Note that X~ ;a 
2 

(u~a) .) Denote the minimax 

shortcoming by y 0 , and the envelope power function with respect to the 

class of all level a tests by S*. Let 6 10 be the positive number with 

1 - Yo . 

Then for every e2 , 

s*ce 10 , 02 ) - E ~ < 1 - c1 -y0 l =y0 ; 
(810' 82) 0 



furthermore 

Hence if GA ~s replaced by 

e 
A 
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0 or e1 

then ~O is still the most stringent - level a test; but (2.8.2) fails to 
hold. o 

In order to show that the most stringent test ~O satisfies (2.8.2) when GA 
is a cone, the concept of the recession cone of a convex set will be used. 
For a detailed study of recession cones, see ROCKAFELLAR (1970), Section 8. 

DEFINITION 2.8.1. Let C be a non-empty convex subset of :!Rm. The recession 
cone of c is 

O + c { y E IRm I x + ty E c for every x E c and t > 0} 

ROCKAFELLAR (1970) motivates the notation O+C by the property that for non-

C , O+C consists exactly of all possible limits of empty closed convex 

sequences { t x } with t + o+ and x 
n 

EC. In terms of Definition 4.2.1, n n n 
o+c is the topological limit of t c, for t + 

n n 
understanding of the concept of the recession 

0, tn > O. 'I'he intuitive 

cone may also be enhanced 
by noting that if C is a closed convex set, and if y is such that 
x0 + ty E c for every t .::_ 0, for some x 0 E C, then x + ty E C for every 
t > O and every x E c, so that y E O+C. 

PROPOSITION 2.8.1. Let c be a non-empty closed convex subset of IRm. Then 
(i) o+c is a closed convex cone containing the origin 
(ii) for every y E o+c, c + y c c and int c + y c int c. 

(iii)Let K be a closed cone in IRm with Kn o+c = {O} Then for every 
sequence {y } c K with II y II+ n n 

inf 
xEC 

llx-y Jl+oo • n 

PROOF. (i) and (ii) follow from Theorems 8.1 and 8.2 of ROCKAFELLAR (1970). 



44 

(iii) Argue by contradiction and suppose that sequences {xn} cc and 

{yn} CK exist with llY II+ 00 and lim inf II x - y II < 00 • It may be assumed, n n n 
after passing to a subsequence if necessary, that xn - yn + z and that 

Y I [I y I I ->- y. Then x I I I y 11 ->- y. As K is a closed cone, one has y E K n n n n 
and therefo:rey ~ O+C. Hence there exist x 0 E C, t > 0 with x 0 + ty ~ C. 

Also, 

The convexity of C implies that zn E C ; the closedness of C implies that 

x 0 + ty E C. This is in contradiction with x 0 + ty ~ c. D 

PROPOSITION 2.8.2· Consider testing problem (2.8.1), where GAU {O} is a 

closed cone. Let ~ be a test with convex acceptance region c. If 
+ 

GA n 0 C ~ 0, then 

lim E 8 ~ 1 . 
II e II+ oo,eEGA 

PROOF. (i) Suppose that 6 EGA n O+C and let t > 0. Then int C + t8 c int C 

according to Proposition 2.8.1, so that ~(x + t8) < ~(x) for all 

x E lRm '- :Jc. Hence for all t > 0, 

(ii) For every n, let en E GA be such that II en II.::_ n and 

Proposition 2.8.1 (iii) implies that 

inf 
xEC 

11 x - e 11 _,_co , n 

-1 
n 



so that 

Therefore 

inf Ee~ .::_ Ee ~ 
lls 11 >n,eEGA n 

-1 
- n 

1 - P e {x E c} 
-1 

-n 
n 

D 

COROLLARY 2.8.1. Conside1° testing problem (2.8.1) where GAU {O} is a 
closed cone. Let S* : GA+ [0,1] be a continuous function with 

lim S*Ce) 
11 e 11+ 00 

1 , lim sup B * ( e) < 1 • 
e+a 

Let <!> be a class of level a tests. 
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(i) If <!> contains at least one test ~ with convex acceptance region c for 
which GA n o+c = 0 and Ee~.::_ a for all e E GA, then the minimax short­
coming - (<!>, S*) is strictly less than - a. 

(ii) If the minimax shortcoming - (<!>, S*) is strictly less than 1 - a while 
the test ~O has convex acceptance region and is most stringent - (<!>, S*l, 
then 

lim 1 . 
11 e II+ 00 

PROOF. (i) It is sufficient to show that 

( 1) sup y(~, 6) < 1 - a. 
eEGA 

But y(~, e) is a continuous function of e with y(~, e) < 1 - a for all 

8 E GA and 
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lim y(cfi, 6) 0 
II e II ... 00 

lim sup y(~, 6) < 1 - a. 
e...o 

This implies (1). 

(Proposition 2.8.2) 

(ii) This follows immediately from Proposition 2.8.2. a 

Note that the MS - level a test against the unrestricted alternative, which 

is the test rejecting for 

X' I:-l X > x2 
m;a 

(see Example 2.6.1), satisfies the requirements for the test cp in (i) of 

Corollary 2.8.1. Hence the conclusions of Corollary 2.8.1 are valid for 

II>= II> • 
a 



47 

CHAPTER 3 

TESTING PROBLEMS FOR EXPONENTIAL FAMILIES WITH RESTRICTED ALTERNATIVES 

The class of testing problems which is the subject of this study will 

be described in Section 3.1. It is a fairly large class of testing problems 

for exponential families of distributions, including both testing problems 

with restricted and with unrestricted alternative hypotheses. The emphasis 

will be on testing problems with restricted alternatives. There are many 

methods to produce tests for these testing problems. A few of these methods 

will be reviewed in Sections 3.2 to 3.4. In Section 3.5 the testing problem 

of Section 3.1 will be embedded in a sequence of similar testing problems, 

where the sample sizes tend to infinity. This sets the stage for the a­

symptotic approach to be developed in the following chapters. 

3.1. THE CLASS OF TESTING PROBLEMS TO BE STUDIED 

This study is chiefly concerned with testing problems of the following 

form. The experiment is constituted by k (k ~ 1) random samples 

< i < k 

The variables X .. (1 < j < n., 1 _< i _<kl are independent. The variables 
l.J - l. 

xil I 

with 

••• , X. are identically 
ini 

distributed m.-dimensional random variables 
l. 

probability distribution P. 6 , 
l. i 

for some ai E ei. For every i, 

{P. 6 , a. Ee.} 
l. i l. l. 

is a canonical m.-dimensional exponential family of distributions. So 8. 
J. mi mi J. 

is an open subset of 1R , and there exist a-finite measures A.i on 1R and 

functions l/J i : e i -+ 1R such that 
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d Pie. / d Ai (x) =exp {x'6i - ~i (6i)} 
1. 

none of the Ai is concentrated on a hyperplane. 

Denote 

E Xi' 1 
ei 

k 
8 II 

i=l 

µ (6) 

8. 
1. 

k 
m 

) 
According to Theorem 2.3.2, the correspondence between 6 and µ(6) is 1 : 1. 

So the probability distributions can be parametrized byµ = µ(6) as well as 

by e. The parameterµ assumes values in F = µ(8) . 

Null hypothesis and alternative hypothesis for the testing problem are given 

by 

H f(µ) E v 
H V A f(µ) E v + K I 

where 

f : F + f(F) c JRm is a twice continuously differentiable 1 : 1 function, of 

which the matrix (df I aµ) of first-order partial derivatives is non-singular 
-1 for all µ E F, and which has a continuous inverse f , 

v is a linear subspace of JRm with v n f (F) "' 0 I 

K is a closed cone in JRm with K' V 'f 0 • 
Many testing problems for exponential families, both with restricted and 

with unrestricted alternatives, have this form. In most cases f can be 

taken to be the identity function. 

EXAMPLE 3.1.1. The testing problem o.f Section 1.1. Let 

~ 

x. 
in. 

1. 

< i < k 

be independent identically distributed random variables with 



49 

p {xi1 h} Pih < h < m + 1 
P. - 0 

1 

for 

pi (pil, ... , p, ) ' 
1,m0+1 

with pih > 0, LhPih = 1. The null hypothesis of homogeneity can be tested 

against one of several alternative hypotheses: e.g., the alternative of de­

creasing stochastic ordering (A1), the alternative of stochastic ordering in 

an unspecified direction (A2 ), or the unrestricted alternative (A3 ). These 

are defined by 

H P1 = P2 = Pk 
g g 

H v Al L Pi+l ,h 
> L Pih ~ g ~ mo, 1 < i < k-1 

h=l h=l 
H V A2 a permutation (il, ik) of (1, ..... , k) exists 

such that 
g g 
L pi > L pi h < g ~ mo, 

t+lh 
-

h=l h=l t 

A3 pi t P1 for some i. 

In Section 1.1, this testing problem was considered with k 

alte~native A2 . 

1 < t < k-1 

3 and 

The X .. can be transformed to random variables X .. having a distribution 
1J 1] 

from a canonical m0-dimensional exponential family (see Example 2.3.1): 

X .. (Xij 1' x .. ) I 

1] ~1Jm0 
x .. h 

xijh= 
1] 

0 X,. t h 
1J 

Then 

µi E X .. (pil, .... , Pim ) ' 
pi 1] 

0 

This problem is of the form mentioned above, for all three alternatives. 

The function f can be taken to be the identity function. Cl 
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'rhe following example demonstrates that f cannot always be taken to be the 

identity function. 

EXAMPLE 3.1.2. Independence problems for biva:Piate categorical data. Let 

~ 

<x11' x12l, <x21• x22>' 

be independent identically distributed random variables with 

where p is a m01 x m02 matrix with positive entries p(h1 , h 2 l and 

L 

1.:'.:_h1.2_m01' 1.:'.:_h2.::._m02 
1 . 

Consider the testing problem of independence against the alternative of 

positive regression dependence of X 12 on X 11 (A1) or the unrestricted alter­

nati ve of dependence (A2 l : 

where 

H 

p(h1,+) 

p(h1 , h 2 l = p(h1,+)p(+, h2 ) for all (h 1 , h 2 ) 

Pp {x12 ~ h 2 I x11 = h 1} is, for a11 h2 , non-decreas­

ing in h 1 

L p(hl, h2) 
1.:'.:_h2.::._m02 

p(+, h2)= L p(hl, h2) 
1.:'.:_hl .::_mOl 

Note that H v A1 can be expressed alternatively by 

p <11 1 + 1, g l I p Ch 1 + 1, + l " 
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The (XJ.l' X. ) can be transformed to random variables X. having a distri-J2 J 
bution from a canonical m-dimensional exponential family (see Example 2.3.1) 
with m = m01m02 - 1. It is convenient to represent Xj by an m01 x m02 matrix 
where the (m01 , m02 J element is deleted, and where the Ch 1 , h 2 J element is 

'£hen 

xjh1h2 

jJ E X. 
p J 

j 
0 

p*, 

(xjl, xj2) (hl, h2) 

(xjl, xj2) f. (hl, h2) 

where p* is obtained from p by deleting p(m01 , m02 ). Define f(p*) as the 
m01 x m02 matrix where the (m01 , m02 J element is deleted and where 

p(h1 , gl I p(h 1 , +l 

Then it is seen that these testing problems are of the form mentioned above, 
with 

v {x I x(l, h2) = x(mOl' h2) for 1 < h 
- 2 

< m -
- 02 

1} 

Kl {x I x(l, h2) < _::_ x(mOl' h2) for 1 < h < m - 1} - 2 - 02 

K2 { x [ no restrictions on x} 

f cannot be taken to be the identity function, because the set of all µ for 
which the null hypothesis is satisfied, is "curved". o 

3.2. SOME METHODS FOR OBTAINING TESTS 

A concise and far from exhaustive review will be given of some methods 
for obtaining tests for testing problems of the kind of Section 3.1. 
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Attention is directed in particular to testing problems with a composite 

null hypothesis (V # {0}) and a restricted alternative (K is a cone, but 

not a linear subspace). At the end of this section, the formulation of 

the alternative hypothesis for testing problems from practice is briefly 

discussed. 

Five approaches will be mentioned which can be used in order to con­

struct tests: (1) a Bayesian approach, (2) the construction of a UMP test 

in a suitable class of tests, (3) determining an optimal test for an opti­

mum property weaker than UMP, (4) using standard construction methods which 

do not automatically produce a test with a specified optimum property, (5) 

ad hoe methods. 

(1) Bayes tests. When there are reasons to postulate a certain prior dis­

tribution, a Bayes test may be advisable. See, for example, LINDLEY (1965). 

We shall not pursue this approach. 

(2) UMP tests. For some testing problems, a UMP test exists in the class of 

all level a tests, or in the class of unbiased level a tests; or in the 

class of invariant level a tests, if invariance considerations are applic-

able.If a UMP test in such a class exists, it can be found by methods 

employing the Neyman-Pearson Fundamental Lemma. Let 

be a canonical m-dimensional exponential family of distributions. Then 

6 = (81 , ... , 8m) is the canonical parameter, and 8 c JRm. If the testing 

problem can be given the form 

H e o, A 0 for all i > 2, 

then a UMP - level a test exists (Theorem 2.4.3). If the testing problem 

can be given one of the forms 

H o, A 

H 0, A 

then a UMP-unbiased level a test exists (LEHMANN (1959), Section 4.4). In 

some cases, e.g. if the testing problem of the latter form is a testing 

problem for the means of normal distributions with known variances, this 
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UMP-unbiased level a test is even UMP - level a. (For examples of UMP -

level a tests for exponential families with more than .one unknown parameter 

see LEHMANN (1959) Section 3.9 and problems 3.27, 3.32, 3.33.) 

Few testing problems of the kind of Section 3.1 admit a UMP - invariant 

level a test . The general linear hypothesis problem is an important problem 

for which a UMP - invariant level a test exists (LEHMANN (1959), Chapter 7). 

Another instance is provided by the testing problem where Xi (1 ~ i ~ m) 

are independent random variables with Bernoulli distributions and success 

probabilities P {x. 
p l. 

hypothesis are 

H 

1} = p., and where null hypothesis and alternative 
l. 

!1 (1 < i _'.:. m) , H V A pi > ~ (1 < i < m) 

The test which rejects for large values of ~ixi is UMP - invariant level a 

(LEHMANN (1959), Example 6.7). This test is also most stringent - level a 

(LEHMANN (1959), Section 8.5; compare our remark following Theorem 2.6.1). 

As invariance considerations seem to be of little use for most testing 

problems with restricted alternatives, they will not play an important part 

in this study. 

(3) Other optimUJ11 properties. For most testing problems of the kind of Sec­

tion 3.1 there exists no UMP - level a or UMP - unbiased level a test. One 

can try to construct a test with a weaker optimum property. Of the many 

optimum properties which can be considered, we shall only pay attention to 

"maximin" and "most stringent". 

An example of an application of the maximin property is given by LEE 

(1977). He considers the testing problem where (X1 , ... , Xm) has the multi-

nomial distribution with parameters n and p = (p1 , ... ,pm)' and where the 

null hypothesis and alternative hypothesis are given by 

H 

After the removal of an indifference zone, Lee considers the alternatives 

A' 
0 

A" 
A 

< i < m - 1 

1 < i < m - 1 , 

where o= (01' ... , om-1) is a vector with Qi> 0 (all i), 0 ~ 0 and 
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A= (A 1 , ... , Am-l) is a vector with Ai:::_ 1 (all i),A 'f (1, ... , 1). It 
appears that the parameter value p* =(pi, ... , p!l determined by 

o. 
J_ 

for A8 and by 

for A~, is a least favourable parameter value: the distribution giving pro­
bability 1 to p* is least favourable. Hence the test which is most powerful 
- level a against p*, which is the test rejecting for large values of 

m 

i:l xi log P{ , 

is maximin - level a. Note that this test is a function of o or A, respect­
ively. (The assertion of LEE (1977) Section 1, that if min Ai > 1, then the 
maximin test against A~ rejects for large values of l:iiXi i.s a mi.stake.) 

In practi.cal si.tuati.ons, there will rarely be compelling reasons for 
choosing a certain indifference region. In the case discussed here, all 
maximi.n level a tests are "somewhere most powerful" i.n the sense that they 
are most powerful agai.nst certain simple alternatives. In cases where the 
choice of an indifference zone cannot be clearly motivated, the use of an 
optimal or asymptotically optimal (e.g., most stringent) test in the class 
of all somewhere most powerful tests seem to be preferable to the use of 
the maximin test after the removal of an indifference zone. It is also 
sensible to consider tests which are not somewhere most powerful; CHACKO 
(1966) and ROBERTSON (1978) study the likelihood-ratio test for this testing 
problem. See also Example 4.3.2. Maximin tests will not be considered in the 
sequel. 

(4) Stand«t'd construction methods. Several methods for constructing tests 
exist which are motivated primarily by intuitive arguments and only indirect·· 
ly by optimality considerations. The most well-known method is the (general­
ized) likelihood ratio principle and will be outlined below. 

Consider the testing problem 
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where a a-finite measure A on (X, Fl exists with 

for all 8 E 0H U 0A . 

Let {p8 I 8 E 0H U 0A} be a "smooth" family of versions of the densities 

NEYMAN and PEARSON (1928) proposed the likelihood ratio test, which rejects 

the null hypothesis for large values of the test statistic 

In their paper of 1933, they proved that if the null hypothesis and the 

alternative hypothesis are simple, then the likelihood ratio test is most 

powerful: the Neyman-Pearson Fundamental Lemma. 

WILKS (1938) studied the testing problem where x1 , ... , Xn is a random 

sample from a probability distribution P 8 for some e E 0 c: JRm , and where 

0H is the intersection of 0 with a linear subspace of dimension m', and 

0A = 0 ' 0H. He showed that if 8 E 0H is an interior point of 0 then, under 

certain regularity conditions, the asymptotic distribution of 2 log i(x) 

for n + 00 is x2 with m - m' degrees of freedom. This result permits an 

approximation of the critical value for the test statistic 2 log i(x), for 

testing problems with unrestricted alternatives and large sample sizes. 

WALD (1943) proved that for the testing problem considered by Wilks, 

the likelihood ratio test is "asymptotically most stringent". For asymptotic 

optimum properties of the likelihood ratio test when the sample size tends 

toinfinity and the significance level tends to 0 see, e.g., KALLENBERG 

(1978) and the references cited by him in his Chapter 1. For many testing 

problems with restricted alternatives, the power properties of the likeli­

hood ratio test are quite good. For such problems, however, the computation 

of test statistic and critical value is often rather cumbersome. 

(5) Ad hoe methods. It may happen that a statistician with a good insight 

~roposes a test which appears to have good power properties. An excellent 

example is provided by Fisher's method of combining independent tests. For 

m independent test statistics yielding one-sided tail probabilities 

Q1 , ... , Qm which are uniformly distributed on [0,1] under the null hypo-
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thesis, FISHER (1932) proposes as a combined test the test which rejects for 

- 2 
2 

l: log Qi > X 
i=l 2m;a 

m 

Numerical computations for small m have demonstrated that this test has 
very good power properties; see VAN ZWET and OOSTERHOFF (1967). Another 
example of an "ad hoe" test is the Wilcoxon test with mid-rank scores for 
the treatment of ties, to be mentioned in Section 3.4. 

These five approaches are, of course, not really distinct. For example, 
K. PEARSON (1900) introduced the x2 test for goodness of fit as the fruit 

2 of ad hoe methods (5); NEYMAN and PEARSON (1928) showed that the x test is 
approximately equal to the likelihood ratio test (4); WALD (1943) demonstrat­
ed the asymptotic optimality of the likelihood ratio test (3). (See also 
Section 6. 3.) 

Before a method for obtaining a test can be applied, the practical problem 
must be translated into a testing problem ((X,Fl, PH, PA). The determination 
of the class PA of probability distributions, for which one likes to have 
a high probability of rejecting the null hypothesis, is often more or less 
a matter of taste. Sometimes a researcher devotes no attention to the for-
mulation of the alternative hypothesis against which his null hypothesis is 
to be tested, and he uses a test which is good for testing against an un­
restricted alternative. MOLENAAR (1978) is an example of a paper which 
criticizes the use of a standard analysis of variance F-test in an experi­
mental psychological study, where a test against a restricted alternative 
might be more appropiate. In many other cases, the researcher or statistici­
an selects a subalternative A0 such that the corresponding class PA0 is a 
lower-dimensional subclass of the (sometimes vaguely described) class PA 
against which a high rejection probability is desirable; and he tries to 
construct a test which is good for testing H against A0 . See NEYMAN (1969) 
Section 3 and MOLENAAR (1978) for examples of this. 

The adoption of an unrestricted alternative in cases where a restrict­
ed alternative might be more appropiate, or of a lower-dimensional subalter­
native A0 , can be caused by, e.g., 

Ul the difficulty of precisely defining a more satisfactory alternative 
hypothesis A; 

(ii) the difficulty of obtaining a test which is good for testing against 
A; 
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(iii) the availability of tests, or of methods for constructing a test, for 

testing H against the unrestricted alternative or against the subal­

ternative A0 . 

NEYMAN (1969) makes an appeal to the experimenter's intuition in order to 

justify the lower-dimensional subalternative against which he constructs an 

optimal test. Although the experimenter's intuition can be very valuable in 

model building, it sometimes can be misleading: the experimenter may adopt 

a particular subalternative without fully grasping the statistical conse­

quences. Nevertheless it may be sensible to propose a test which is good 

for testing against an "important" subalternative A0 , provided that one makes 

sure that this test is "not too bad" for probability distributions belonging 

toPA-....pAo 

It seems to be preferable, although often difficult to achieve, to 

determine an alternative hypothesis A which corresponds to the class of all 

probability distributions against which a high power is desirable, and to 

use a test with "satisfactory power properties against A". In the sequel we 

shall study the testing problem of Section 3.1, assuming that the alternative 

hypothesis A has been determined in this way. 

3.3. SOME TESTING PROBLEMS WITH RESTRICTED ALTERNATIVES FOR NORMAL DISTRI­

BUTIONS 

Testing problems for normal distributions are of interest not only be­

cause they arise in practice, but also because they can play the role of 

"limiting testing problems" for (sequences of) testing problems involving 

other than normal distributions; see the following chapters of this study. 

In this section, a few results and references to the literature will be 

given concerning a number of testing problems for normal distributions with 

restricted alternatives. 

1. Positive quadrant. The testing problem 

H : 8 = O, H v A : 8 1 > 0, 8 2 > 0 

arises in the problem of combining two independent test statistics. VAN 

ZWET and OOSTERHOFF (1967) prove that for certain values of the level of 

significance a, the test which rejects for 
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for certain r and d 
' 

is MS-level a. They have strong evidence suggesting a a 
that this test is MS - level a for all a > a $:::; -043, and prove that this - 0 
is indeed the case for a = . 10 and a = .OS, with 

1.63S 16.S2 

1. 900 44.47 

2 They also study the likelihood ratio test (test statistic (rnax(x 1, 0)) + 

(max (X2 , 0)) 2 ), Fisher's combination procedure (test statistic - 2 log Q1 
- 2 log Q2 , where Qi is the tail probability under Hof Xi) and the linear 

test (test statistic x1 + x2 ). The likelihood ratio test and Fisher's 

combination procedure appear to have very good power properties, both for 

a= .OS and asymptotically for a+ 0. See also OOSTERHOFF (1969), which 

includes a review of many other combination procedures for independent test 

statistics. 

2. Convex cone in JR2 . The testing problem 

H : 8 = 0, ~ V A : 8 1 > 0, 82 > 0, 

with a known covariance matrix Z, can be transformed into the problem 

L8 1x1, x2 l = N2 (0, 11 

H , 0 = o , H v A : I 0 1 I < 0 2 tg w , 

where w is an angle with 0 < w < ~TI. For w = ~TI , the testing problem dis­

cussed above ("positive quadrant") is obtained. SCHAAFSMA (1968) demonstrat­

es, that critical angles w (a) exist such that for 0 < w < w {a), the MS -er er 
level a test is the test ~la which rejects for 

where b 

-1 
x 2 > (b cos w) {c - log (exp(bX 1 sin w) + exp(-bX 1 sin w))} , 

b (w) and c 
a ca(w) are given by the following figures. 
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The MS - somewhere most powerful level a test (see (4) below) $2a rejects 

for 

Power comparisons in SCHAAFSMA (1968) show that if a = .05 or .01 and 

w ~ n/3 then $2a is a good competitor of $la' from an over-all power point 

of view. The test $2a has the advantage of greater computational simplicity. 

Computations of VAN ZWET and OOSTERHOFF (1967) show, however, that for the 

case w = n/4 the likelihood ratio test and Fisher's test seem to be more 

attractive than both $la and $2a • SCHAAFSMA (1971) considers this testing 

problem and other testing problems for two independent normally distributed 

random variables with known variances, and reviews many tests which can be 

used for these problems. 

3. Positive orthant. The testing problem for a random sample x1, ... , Xn 

from N (8, l:) "l•ith 
m 

H e 0, H V A (1 < i ~ m), 

has been studied by several authors in three cases: for known covariance 

matrix i::, for i:: = cr2A with cr2 unknown and A known, and for completely 
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unknown L:. Many results and references can be found in BARLOW, BARTHOLOMEW, 
BREMNER and BRUNK (1972). The testing problem (2) discussed above is a 
special case of this problem, namely with m = 2 and known Z. 

Form= 3,4, a= .1 and Z =I, the MS -level a test was obtained by 
SCHAAFSMA (1968) and VAN LINDE, SCHAAFSMA and VELVIS (1967) (m = 3, 4) and 
by OOSTERHOFF (1969) (m 3). These tests reject, respectively, for 

3 
-!2 

n 
z exp ( 1. 706 n z X .. ) > 27.36 

i=l j=l l.J 

4 
-1:; 

n 
L: exp ( 1. 755 n z X .. ) > 39.05 

i=l j=l l.J 

KUDO (1963) derived for the case of known L: the probability distribu­
tion under H of the (transformed) likelihood ratio statistic 

where e is the maximum likelihood estimator of e under H V A. It can be 

e -1 
{ 8 E lRm J 8 . > 0 shown that is the projection of n L:ixi on the convex cone 

1.-
for all i} with respect to the inner product (x, y) = x' L:-1 y. In most 
cases this projection is rather difficult to obtain. The probability dis­
tribution of the test statistic under H is a weighted average of x2 dis­
tributions; for m > 4 the weights must be determined numerically. 

The likelihood ratio test for the case that Z = o2 A with known A was 
also studied by KUDO (1963). PERLMAN (1969) derived the likelihood ratio 
test for the case that L: is completely unknown. BARLOW et al. (1972) con­
tains many details and further references . For another approach to these 
testing problems, see (4) below. 

4. Polyhedral cone. (A cone is polyhedral if it is the intersection of 
finitely many half-spaces, each of which has the origin as a boundary point.) 
The testing problem of (3) with L: known and L: = o 2 A (A known) can be trans­
formed into special cases of the testing problem 

x 1 , x2 , ... , xn independent 
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N<O, o-2) 1 < i <·n-s 

L (X.) N<E\-n+s' 
02) n-s+l < i < n-s+r 

e,n J_ 

o-2) N<n. , n-s+r+l < i < n 
i-n+s-r 

H e 0 

H V A d'S > 0 
j 

(1 < j < t) 

where 8 = (8 1 , •.. ,Sr)', n = (n 1 , .•• , ns-r)', r _:.s _:.n, and d 1 , ... , dt 

are vectors in lRr which span lRr . In many applications one has t = r. The 

vector (X 1 , Xn) ' will be partitioned into 

x ) I 

n-s (Xn-s+l' ... ' xn-s+r) I , 

This testing problem can be considered either with known or with unknown o2 

In this general formulation it was studied by SCHAAFSMA (1966) and by 
2 

SCHAAFSMA and SMID (1966). In the case o = 1 they restricted attention to 

the class of somewhere most powerful - level a , or SMP level a, tests. A 

test is SMP level a if it is MP - level a for testing H against some simple 

subalternative of A. The Neyman-Pearson Fundamental Lemma can be used to 

show that for testing H against the simple alternative that 8 = 80 , n = n0 , 

the MP - level a test rejects H for 

Let the vector a E lRr of length 1 correspond to the half-line {pa Ip > O}, 

and for two such vectors a and b let w(a, b) = arccos a'b be the smaller 

angle between a and b. It is proved in SCHAAFSMA ( 1966) and SCHAAFSMA and 

SMID ( 1966) that if a 0 E K satisfies 

where 

sup 
bEK 

K 

inf 
aEK 

sup w(a, b) < '111 
bEK 

d • x > o for 1 < j < t; 11 x 11 = 1} , 
j 
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then the test which rejects for 

' x<2l ao > u - a 

is most stringent - SMP level a. The half-line a 0 can be determined by 
applying a method of ABELSON and TUKEY (1963). These authors introduced 
the concept of a "maximin r 2 linear contrast", which is closely related 
to the concept of a MS - SMP test. Their method can be summarized as follows. 
Let e 1 , 0 .... , e be the elements of K corresponding to the q edges of the q 
cone spanned by K. (If t r 

' then q = r and the edges are determined by 
d'. e. > 0, d'. e = 0 for j f. h.) If t = r and an a 0 EK exists with J J J h 

then this is the desired half-line. If t > r or if such an a 0 does not 
exist then there exists a rearrangement of the q edges, a number q' :5_ q and 
a vector a 0 EK spanned by e 1 , with 

and this a 0 is the desired half-line. The minimax angle is 

inf 
aEK 

sup w(a, b) 
bEK 

sup 
bEK 

(to be denoted by w elsewhere). SCHAAFSMA (1966) contains many examples 

where ao has been determined explicitly. 

In the case where a2 is unknown, SCHAAFSMA (1968) and SCHAAFSMA and 
SMID (1966) restrict attention to the class of somewhere most powerful-simi­
lar size a tests. (The test <P is said to be similar size a if E <jl =a for 

p 
all PEP.) They prove that the test which rejects for H 

n-s+r 
a' X( 2 ) > t (n-s+r-1)-~ [ L x2 -(a' x( 2 )J 2 ] ~ O - n-s+r-l;a i=l i 0 

is most stringent - SMP similar size a, if a 0 is determined"as above, and 
provided that w0 < w~ for a certain upper bound w~ depending on a and n-s+r. 

It is an advantage of these tests that they can be carried out easily. 
The maximum shortcoming of the MS - SMP level a test (and of the MS - SMP 
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similar size a test) on the half-line { p8 I p > O}, for 8 E K, is an 

increasing function of w(a0 , 8). For small values of w0 the MS - SMP test 

is very satisfactory; for large values of w0 the shortcoming on the half­

line corresponding to a 0 is 0, but the maximum shortcoming on the edges 

e 1 , ... , eq is high, especially for small values of a. Hence the MS - SMP 

test is unsatisfactory for large values of w0 . Power calculations, nearly 

always restricted tor= 2, of SCHAAFSMA (1966) Section 2.13, VAN ZWET and 

OOSTERHOFF (1967) and SCHAAFSMA (1968) point to the conclusion that for 

w0 :::_ rr/6 the MS - SMP test has very good power properties; for rr/6 < w0 :::_ rr/3 

its power properties are reasonable (very good in "the middle" of the alter­

native, rather poor "near the boundary" of the alternative); for 

rr/3 < w0 < rr/2 its power properties are rather poor, and its main qualities 

are the high power in "the middle" of the alternative, and the fact that it 

is an easy test for a (for r .'.'.._ 3) very complicated testing problem. Note 

that as r increases, it becomes intrinsically more difficult to obtain a 

satisfactory test; e.g., the minimax - level a shortcoming tends to 1 - a 

(provided that some conditions on the d. are satisfied). 
J 

It seems worthwile, at least for w0 .'.'.._ rr/4, to develop tests which have 

better over-all power properties than the MS - SMP test, and which are not 

much more difficult to carry out. For some work in this direction, see (5) 

and (6) below, and AKKERBOOM and STEERNEMAN (1979). 

5. Circula:r> cone. PINCUS (1975) studied the testing problem where the ex­

periment is a.s in (4) above, but null hypothesis and alternative are given 

by 

H 8 0 H VA e ' a > 11 e 11 cos w , 

where a is a vector in lR.r of unit length, and w an angle with 0 :::_ w :::_ rr/2. 

See also HUMAK (1977). PINCUS (1975) derives the likelihood ratio test for 

this testing problem. He suggests that for testing against a polyhedral cone 

(as in 4 above), the likelihood ratio test against a suitable circular cone 

might be used. This test is considerably easier to carry out than the likeli­

hood ratio test against the polyhedral cone alternative. Pincus's procedure 

may lead to tests which are preferable to the MS-SMP test, especially for 

large w. Hans Akkerboom is working on the production of tables for the null 

distribution of the likelihood ratio statistic. 
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6. Trend. A very interesting special case of the testing problem with a 

polyhedral cone alternative is the k-sample trend problem where 

Xil' ... , Xin· (1 .::_ i .::_k) are independent random variables, 
J_ k 

6 = ( e 1, ... , Bk) E JR and 

L8 (x .. ) 
l.J 

H 

< j < n 
i 

< i < k 

This testing problem can be considered either with known 0 2 or with unknown 
0 2. It was studied by many authors, among whom are Van Eeden, Bartholomew, 
Chacko, Shorack (focusing on the likelihood ratio test); Abelson and Tukey, 
Schaafsma and Smid (focusing on "best linear tests"). See BARLOW et al. 
(1972) for an extensive review of this and related testing problems, and 
for further references. 

3.4. SOME TESTING PROBLEMS WITH RESTRICTED ALTERNATIVES FOR NON-NORMAL 

DISTRIBUTIONS 

For many testing problems with restricted alternatives for non-normal 
distributions, it is rather difficult, or laborious, to produce satisfacto­
ry tests wich are exactly of level a. In practice, one is often satisfied 
when a test is "approximately" of level Cl.. For these testing problems 
it is often particularly difficult to produce tests satisfying some exact 
optimum property. Many authors follow an asymptotic approach, relating 
these testing problems to testing problems for normal distributions. This 
will also be done in the present study. 

Many authors studied likelihood - ratio tests. CHERNOFF (1954) derived 
a general result about the asymptotic distribution under the null hypothesis 
of the likelihood ratio statistic. CHACKO (1966) studied the likelihood ratio 
ratio test for the testing problem 

L (X) = M (n; (p1 , P m 

H 
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His results were extended by ROBERTSON (1978) to more general restricted 

alternatives. In Section 3.2 (3), LEE's (1977) treatment of this problem 

was discussed. BOSWELL and BRUNK (1969) studied the likelihood ratio test 

for testing homogeneity against an upward trend, for k independent random 

samples from a one-dimensional exponential family: if the value of the para­

meter for the i'th sample is ei, then null hypothesis and alternative hypo­

thesis are given by 

H 

The reader may also consult Section 4.3 of BARLOW et al (1972). 

Other tests have also been proposed; much attention has been devoted 

to testing problems where the data can be summarized in a two-way contin-

gency table. VAN EEDEN and HEMELRIJK (1955) studied the problem of testing 

homogeneity against an upward trend for success probabilities. Their testing 

problem is given by 

Nl, N2, '"'"'"I Nk independent; L (N.) B<n., pi) 
pi J_ J_ 

H P1 Pk , A 2: (pj - pi) > 0 
i<j 

They restricted attention to "linear" test statistics and proposed to use 

a design-free test: a test where the region of consistency does not depend 

on the asymptotic ratios of the sample sizes. However, it seems that a 

more relevant formulation of the alternative hypothesis of an upward trend 

is 

A 

In our approach, the "power" of the test for parameter values satisfying 

neither H nor A is not taken into consideration; so we do not advocate 

design-free tests. 

Another testing problem which arises rather frequently in practice is the 

two-sample problem for discrete random variables, obtained by taking k = 2 

and alternative hypothesis A1 in Example 3.1.1. After a reduction by 

sufficiency, this problem is given by 



66 

N. (Nil' N, ) ' i 
l im 

1,2; Nl and N2 independent 

pi (pil' p, ) ' 
im 

i 1, 2; Pih > 0, l: p.h = 1 
h l 

L (Ni) M<n., pi) i = 1,2 
(pl ,p2) l 

H P1 = P2 
g g 

H V A : 2.: plh < 2.: p2h < g < m -
h=l h=i 

Three approaches to this testing problem will be mentioned. 

(i) Do not bother about the one-sided formulation of the alternative hypo-
2 thesis. Use the x test for the 2 x m table, which is a good test 

(ii) 

against the unrestricted alternative. 

Assign increasing scores a 1 , ... "I a to 
m 

ah = h). The scores should not depend on 

Apply Student's test; or a test based on 

sample means 

m 
T 

a 2.: ah (Nlh I nl - N2h I n2) 
h=l 

the m ordered categories (e.g. 

the outcomes of N1 and N2. 

the difference between the 

such that the test is of size a, conditionally given the marginal 

totals (N+l' 

E {T N 
+1' N } 0 a +m 

-1 
m 

(a) 2 var {T I N+l' g g .. , N } n+{n 1 n 2 (n+ - 1)} 2.: N+h(ah-M ) a +m 
h=l 

where n+ nl + n2 and 

M(a) -1 
m 

n 2.: ah N+h + 
h=l 

These formulas and the conditional asymptotic normality under H of Ta are 

derived, e.g., in the appendix of LEHMANN (1975). An asymptotic approxima­

tion for the critical value of the conditional test based on Ta yields the 

test which rejects for 

> u . 
a 

(iii)Assign increasing scores a 1 , ... ,am to the categories such that the 
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"11 depend only on the marginal totals(N+l' ... , N+m). Apply the condi­

tional test given (N+l' ... , N+m). This gives rise to the same formu­

las as in (ii). The most frequently used scores are the mid-ranks 

R 
m 

h-1 1 
L N+g + 2 (N+h + 1) . 

g=l 

The conditional test with mid-rank scores is usually regarded as the 

version of the Wilcoxon-Mann-Whitney test with the mid-rank treatment 

of ties. SEN (1967) showed that this test is asymptotically optimal if 

N1 and N2 count the number of outcomes in the two samples, falling in 

m fixed intervals, if the underlying random variables have shifted lo­

gistic distributions. In most applications this very particular proba­

bilistic model cannot be supported by arguments, and mid-rank scores 

are not necessarily preferable to other scores. The frequent use of 

mid-rank scores seems to spring mainly from tradition and computational 

facility (the conditional variance of Ta under H can be expressed 

simply). 

SCHAAFSMA (1966) proposed the scores w1 , ... ,Wm 

and stated that the corresponding test is "approximately" most strin­

gent - somewhere most powerful level a . This statement, however, was 

not supported by a precisely formulated limit theorem. The scores 

w1 , ... , Wm can be regarded as an attempt to provide an "approximately 

optimal treatment of ties" for Wilcoxon's test. 

For many other "one-sided" testing problem for contingency tables, 

a similar picture can be sketched. More testing problems with restricted 

alternatives for non-normal distributions can be found in Section 4.4 of 

BARLOW et al. (1972). 

3. 5. AN ASYMPTOTIC APPROACH TO THE TES'rING PROBLEM OF SECTION 3. 1 

For many problems of the kind of Section 3.1, such as the two-sample 

problem for discrete random variables discussed in the preceding section 

for m > 3, there does not exist a UMP - level a or UMP-unbiased level a 

test, while the construction of a MS - level a test seems to be very diffi-
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cult. Therefore an asymptotic theory will be developed, relating the pro­
blems of Section 3.1 to testing problems for normal distributions with known 
covariance matrices. The latter kind of testing problem yields itself some­
what more easily to the construction of optimal tests. 

The testing problem of Section 3.1 will be "embedded" in a sequence of 
similar testing problems, indexed by the variable v. The sample sizes will 
tend to infinity. In order to define this sequence {T } of testing problems v 
let k, e., e, A., {P.e I e. Ee.}, 8, µ, F, f, v and K be as in Section 3.1, 1 1 1 i 1 1 
not depending on v. The experiment for testing problem T is constituted by v 
k independent random samples 

x(v) x(v) 
il' in. (v) 

1 

with 

L 6 (x~~)J = P 
1] i8. 

1 

< j :._ ni (v) , 1 < i < k 

Null hypothesis and alternative hypothesis for Tv are given by 

H f(µ) E V 

H v A : f(µ) E v + K I 

independently of v. The sequence {Tv} will be called an "asymptotic testing 
problem". It will be assumed that the level of significance a is independent 
of v, with 0 <a< 1 (see the discussion later in this section); and that 

lim n. (v) = oo 
1 v 

< i < k 

.::_ i, j < k 

Some notation will be introduced for use in the following chapters. Define 

e 
H 

n(v) 

{6 

k 
z; 

i=l 

f(µ(6)) E V} 

n. (v) 
1 

e 
A 

P. (v) 
1 

{ e I f ( µ ( e » E <v + K) ' v} , 

ni (v) I n(v) . 

The assumptions concerning the sample sizes are equivalent to 



lim n(v) = 00 

v 
lim inf pi (v) > 0 

v 
< i < k 

Let RV be them x m diagonal matrix with, successively, m1 entries pl (v), 

m2 entries p2 (v), ... ,~entries pk(v). This matrix will be called the 

proportion matrix. 

where 

The vector of sample means 

x<vl 
k. 

[n. (v) J -l 
1. 

n. (v) 
1. 

l: 
j=l 

is a sufficient statistic. Its expectation and covariance matrix are 

where 

E 
µ 

cov 
µ 

µ 

[n(v)] -l R:1 l: 
µ 

l:' iµ, 
1. 

0 
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0 

Note that I: and R commute: I: R 
-1 R-1 I: R-l:z I: R-!:z Define 

)l v )l v v )l v )l v 

[n (vl] i., f (X(~)) if x<~l E F 

y 
v 

if x<~l 0 ~ F 

It is possible that P {X(~) ~ F} > 0 for all µ (consider the binomial 
)l 

distribution). In later chapters, we shall only study sequences{µ} which 
v 

are relatively compact in F (see Section 5.3). For such sequences one has 

P {X(~)~ F} + 0. Therefore the possibility that X(~) ~ F may be ignored. µv 
In the sequel we shall proceed as if Yv is always defined by 

Since f is one-to one,"Y is a sufficient statistic just like X(~). Let v 

D (3f/3µ) 
)l 

be the matrix of first-order partial derivatives of f (coordinates of f in 

the rows, coordinates ofµ in the columns). Recall that D is assumed to be 
)l 

non-singular for allµ E F (Section 3.1). The matrix 

A 
V)J 

D 
)l 

R-l I: D' 
v )l )l 

is the asymptotic covariance matrix of Yv 

A -+ A 
V)J )l 

and 

D 
)l 

D' 
)l 

if RV + R, then 



(see, e.g., RAO (1973) Section 6a.2). Sometimes the notation 

i\ (R, µ) D 
µ 

will be used; note that i\ i\(R , µ) . 
\!µ \) 
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A test {~\!} is a sequence of tests ~\! for T\!. Unless stated otherwise, 

it will be assumed that for every v, ~\!is a measurable function 

~\! ]Rm -->- [0,1] , 

which is understood to be applied to Y Thus the notation 
\) 

will be used without causing confusion. For { µ } with f (µ ) E (V + K) ' V 
\) \) 

for every v, {E ~ } will be called the power sequence of {~\!}. 
µ\) \) 

There exist extensive studies about asymptotic testing problems where the 

level of significance o:\! depends on \! and approaches O. Important pioneering 

work in this field has been done by CHERNOFF and by BAHADUR; see e.g., the 

survey paper of GROENEBOOM and OOSTERHOFF (1977). KALLENBERG (1978) proves 

that for many testing problems for exponential families with an unrestricted 

alternative (i.e., GH U GA is the natural parameter space) the shortcoming 

of the likelihood ratio test tends to zero uniformly on compact subsets of 

GA, sometimes even uniformly on GA, when o:\! -->- 0. For these testing problems, 

the likelihood ratio test can be said to be "asymptotically UMP" for 

o:\! -->- O; this seems to lessen the need for considering a restricted alterna­

tive on which to "concentrate" the power of a test. (The only advantage of 

considering a restricted alternative might lie in the possibility that the 

shortcoming should approach 0 at a faster rate.) Two objections will be 

made against theories where o:\! -->- O. In the first place, when the sample 

sizes are so large that extremely small significance levels could be con­

sidered, then testing theory loses much of its relevance: instead of test­

ing a null hypothesis, it will often be more relevant to construct confi­

dence regions for certain parameters, or to try and construct more refined 

models. In the second place, the approximations provided by this asymptotic 

approach seem to be close, in many cases, only for values of o: which are 

so small as hardly to arise in practice. This is demonstrated for a very 
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simple case by the example below. So it seems that besides the asymptotic 
theory for av + 0, an asymptotic theory for fixed a remains relevant. 

EXAMPLE 3. 5. 1. Testing against a one-sided or tUJo··sided alternative. 
Consider the testing problems for a random variable X having probability 
distribution N(µ, 1), with null hypothesis and alternative hypotheses 

H µ µ f. 0 , µ > 0 . 

The likelihood ratio test ~(a) against A1 rejects for lxl ~ u~a· This test 
is also most stringent - level a, UMP - unbiased level a and UMP - invari­
ant level afor testing against A1 . Its shortcoming with respect to the 
class of all level a tests is, for µ > 0, 

Ya (~(a)'µ)= <P(u~a - µ) - <P(ua - µ)- <P(..,u~a - µ), 

where <P is the distribution function of the standard normal distribution. 
Its maximum shortcoming satisfies 

y* (~(a)) =sup ya (~(a), µ):':_sup [<P(u~a - µ) - <P(ua - µ) ]. a µ>O µ>O • 

The supremum is reached for µ 

It follows from lim (uL - u) = 0 that limy* (~( )) = O. This is in accor-. a7Q ,a a a+o a a 
dance with the general results of KALLENBERG (1978) mentioned above. In par-
ticular, the test ~(a) is, for a + 0, "asymptotically UMP" for testing 
against A2 . The upper and lower bounds for y~ (~(a)) are hardly different 
and yield the following table. 

a .05 .01 .001 

y~(~ (a)) .13 .10 .08 

It is seen that, even for a .001, the maximum shortcoming of ~(a) is not 
negligible. Cl 
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CHAPTER 4 

ASYMPTOTIC TESTING PROBLEMS WITH A SEQUENCE OF SIMPLE NULL HYPOTHESES 

In Section 4.1 the well-known concept of contiguity is introduced. In 

the other sections of this chapter, some techniques are developed for use 

in later chapters; these sections can be skipped by readers who are not 

interested in the proofs of the results obtained in this study. (Example 

4.3.2 may be interesting to them, however.) Of central importance in Sec­

tions 4.2 to 4.4 is the concept of the limit of a sequence of testing pro­

blems with simple null hypotheses and a fixed outcome space (Definition 

4.2.2). Technical details of some proofs in this chapter have been relegat­

ed to Appendices A.2 to A.4. 

4.1. CONTIGUITY 

Any reasonable test for the problem of Section 3.5 will satisfy 

limv Eµ~v = 1 for every parameter value µ satisfying the alternative hypo­

thesis. This shows that in order to distinguish between "reasonable" tests, 

it is not sufficient to consider the limiting power for fixed parameter 

values. One will have to study the rate of convergence of the power, or 

to consider sequences of parameter values. We shall follow the latter 

approach. 

Especially important are sequences {µv} which "approach the null hypo­

thesis fast enough but not too fast" in order that the envelope power at 

µv, with respect to the class of all level a tests, is bounded away from 

1 and from a. The concept of contiguity is useful for the study of such 

sequences. It was introduced by LE CAM (1960), who generalized earlier work 

such as NEYMAN's (1937) consideration of parameter sequences approaching the 
-~ null hypothesis at a speed of order n , n being the sample size. See also, 

e.g., HAJEK and SIDAK (1967), LE CAM (1969), WITTING and NOLLE (1970), 
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ROUSSAS (1972), HALL and LOYNES (1977). In this section and in Appendix A.2 
some well-known results about contiguity are presented. 

DEFINITION 4. 1. 1. For every v E JN , let P v and Qv be 

on the measurable space (X, F ). {Q} is contiguous \) v v 

probability measures 

to {P }, denoted by 
\) 

{Q,) 4 {P }, if for every sequence {B } of v v v measurable sets Bv E Fv' 

{Q } and {P } are mutually contiguous, denoted by {Q } <!> {P }, if {Q }<J {P } v \) \) v v v 
and { P } 4 { Q } . 

v v 

The following useful proposition gives alternative characterizations by 
means of test functions. 

PROPOSITION 4.1.1. For every v, let pv 

(X , F ) and let $ be a test function v v \) 
statements are equivalent. 
(i) {Q) <J {P } 

v 
(ii) $ + 

v 
0 in {P) - prob. implies 

cmd Q be probability measures on v 
$ : X + [O, 1]. The following three \) v 

that $v + 0 in {Q) - prob. 
(iii) Ep $v + 0 implies that E $ + 0 

Q v \) v 

PROOF. Immediate when taking B = {x J $ (x) > £}. o \) v 

Characterization (iii) can be interpreted by regarding 4v as a test for the 
null hypothesis Pv against the alternative hypothesis Qv : if the level of 
significance tends to 0, then the power (against a contiguous sequence of 
alternatives) also tends to 0. 

Our asymptotic testing problems will usually be such that for any pair 
{Pv}' {Qv} of sequences of probability measures, either {Pv} <1>{Qv} holds, 
or a sequence {B } of measurable sets exists and a subsequence {s} of {v} \) 

with Ps(Bs) + O, Qs(Bsl + 1 (see Theorem 4.1.1). The following example 
shows that for other testing problems there may exist intermediate possi­
bilities. 

EXAMPLE 4.1.L Let X [0,1]v, let P be the v-foldproductmeasure of the v v 
uniform distribution on [0,1] and let Q be the v-fold product measure of \) 

the uniform distribution on [0,1 - p / v], for some fixed p > 0. Define 
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Then for every measurable set B c Xv 

(1 - p I v)-v p (B n c ) 
v v 

It follows from Definition 4.1.1 that {Qv} 4 {Pv}. Furthermore, 

Q <X -... c l 
v v v 0 

P <X -... c l v v v 
1 - (1 - p I v)v-+ 1 - e-p. 

This shows that {P } is not contiguous to {Q }. For testing the null hypo-
v v 

thesis Qv against the alternative hypothesis Pv, the test function 1 - IC 

has size 0 and asymptotic power 1 - e-p > 0. a v 

For every v,let tv be a statistic defined on (Xv, F ), and let T = t (X ). v v v v 
It follows immediately from the definition that {Qv} q {Pv} implies 

{LQ (T )} 4 {LP (T )}. If for every v, T is a sufficient statistic for the 
v v v v v 

experiment ( ( X , F ) , { P , Q } ) , then the reverse implication is also true. 
v v v v 

To see this, suppose that {L (T )} q {L (T )} and that P (B)-+ 0. The 
Qv v Pv v v v 

sufficiency of Tv implies that 

p {B T } Qv { B I T) v v v v 

Let ~v (TV) p {B T } a.eo i then v v v 

E p ~V (T) Pv(Bv) -+ 0, 
v 

so that, by Proposition 4.1.1, 

It can be concluded that {Q } q {P }. 
v v 

The following theorem characterizes contiguity for sequences of proba-

bility distributions of the form 

L (X(v) 
]J 11 , 

for the testing problem of Section 3.5. In view of the remark above, instead 

of P(v) one can as well consider the probability distributions of the sample 
]J 
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means X(~), or Y ; these are both sufficient statistics. 
\) 

THEOREM 4.1.1. Let{µ } and{µ'} be sequences in F and Zet at least one of \) \) 

these sequences be relatively compact in F. Then 

limv sup [n(v)]l:i IIµ - µ'II< 00 
\) \) 

if and only ·if 

<t> {P (v)} 

µ~ 

If [n(V)]l:i IIµ - µ' IJ -+ 
\) \) 

oo then a sequence of measurable sets Bv exists with 
the property that 

PROOF. Let 8v and 6~ be the natural parameter values with µv 

µ' = µ(8'). Theorems 2.3.1,2 and Corollary 2.3.1 show that \) l:i \) l:i 
[n(v)] IIµ -µ'II -+ 00 iff[n(v)] Jle-e II -+ 00 • v v v v (v) 

Corollary A.2.1 and Lemma A.2.1 show that {P } <l> 
jJ\) 

{[ni(vJJ 11 11 evi - e~ill} is bounded for every i; 

and that if 

[n. ( \)) ] l:i 11 e . - e' . 11 -+ 00 
l Vl Vl 

for some i , 

then a sequence {Bv} of measurable sets exists with 

p(v)(B)-+ 1. 
µ~ \) 

As it was assumed in Section 3.5 that lim infvni(v) I n(v) > 0 for every i, 
this yields the desired conclusions. o 

We shall often use the notation " { µv} <l> { µ~}" as a shorthand notation for 

{P (v)} 
µ' 

\) 
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or equivalently for the boundedness of { [n (\I) ]1l II µ - µ'II } • Attention will 
\) \) 

be restricted in this study to sequences {µ"} which are relatively compact 

in F. 

4.2. LIMIT THEOREMS FOR ASYMPTOTIC TESTING PROBLEMS WITH A SEQUENCE OF 

SIMPLE NULL HYPOTHESES AND A FIXED OUTCOME SPACE 

The testing problem T ·Of Section 3.5 has been reduced to a testing pro­

" blem with outcome space JRm, independently of v, by the reduction to the suf-
( \)) 

ficient statistic X . or, rather, Yv. A fundamental tool for the treatment 

of the asymptotic testing problem {T }, to be used in Chapters 5, 6 and 8, 
\) 

is the consideration of auxiliary asymptotic testing problems with sequences 

of simple null hypotheses 

H 
\) 

µ 

where{µ"} c µ(0H). In this section, a theory for asymptotic testing pro­

blems with a sequence of simple null hypotheses is developed in which the 

feature of a fixed outcome space is exploited. For the general orientation 

of this section I am indebted to WALD (1950) and LE CAM (1972), but the par­

ticular approach followed below seems to be new. 

In this section we consider the outcome space JRm with a fixed class 

ii> of test functions on JRm and a sequence 

of testing problems: PHv is a probability measure on JRm (null hypothesis), 

PAv is a non-empty class of probability measures on JRm with PH\I ~ PAV 

(alternative hypothesis), and i!>\I is a non-empty subset of i!>(class of tests 

under consideration). {PH} U PA will be denoted by P 
\) \) \) 

The theory of this section will be applied e.g. with ii> = il>c (the class of 

all tests with convex acceptance region), 

L <x l 
µ\) \) 

{~ E ii> I E ~(X ) < a } 
µ\) \) -

[n(v)]1l(X(~) - µ),and with PA a suitable sub-
\1 \) 

set of 
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{L (X ) I µ E µ (GA) } 
µ v 

it will be assumed that µv +µand pi(v) +pi for certainµ E µ(GH) and 

pi E (0,1) (1 < i .::_kl 

The limit of a sequence {(PHv' PAv' ~v)} will be defined, using the 
concept of the topological limit of a sequence of subsets of a pseudo-metri­

zable space. 

DEFINITION 4.2.1. Let X be a pseudo-metrizable topological space and {B } 
v 

a sequence of subsets of X. The lower and upper limits of {B } are defined, v 
respectively, by 

If Li. B v v 

Li B v v 

Ls B 
v v 

{x E X I a sequence {bv} exists with bv E Bv for all v, 

and b + x} 
v 

{x E X I a subsequence {~} of {v} and a sequence {b~} 

exist with b~ E B~ for all ~. and b~ + x} . 

LsvBv, then this set i.s called the topological limit of {Bv} and 

denoted by LtvBv. 

LEMMA 4.2.1. Li. B and Ls B are closed sets. v v v v 

PROOF. Suppose that x ~ Ls B , and denote the pseudo-metric on X by d. Then v v 
an E > 0 exists such that 

{y E x I d(x,y) < £} n B 0 v 

for v sufficiently large. This implies that 

{y E x I d(x,y) < ~E} n Ls B 0 . v v 

Hence LsvBv i.s closed. The closedness of LivBv is proved similarly. o 

More about topological limits can be found in ALEXANDROV and HOPF (1935, 

II §5), KURATOWSKI (1966, §29) and Appendix A.3. Note that always 

LivBv c:LsvBv. Some examples for X = JR may be helpful for the intuitive 

understanding of these concepts: 



Lt ( - l 1 - v - l ) = [ 0, 1 J ; v v , 

Lt {1/v, 2/v, ... , (v - 1)/v} 
v 

Li [(-l)v, (-l)v + 2] {1} ; 
v 

Lt [v,oo) = 0 ; 
v 

= [0,1]; Ltv(O,l) = [0,1] 

Ls ((-1)v, (-l)v + 2) = 
v 
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[-1, 3]. 

The following is a summary of a non-rigourous method which is sometimes 

used by statisticians when dealing with testing problems for large sample 

sizes: 

"Invoke the central limit theorem and replace the probability distri­

butions by normal distributions with the same means, plugging in estimated 

values for the variances and covariances. This yields a testing problem for 

multivariate normal distributions with unknown means and known covariance 

matrices; apply standard optimality theory to this testing problem. This 

method will produce approximately optimal tests." 

The following definition will be used to incorporate this approach in 

a rigourous theory. RegaJ'.lding the topologies used in this definition, note 
m that the weak topology on M1 (lR ) is metrizable (Theorem A.1 (i)), and 

that, for any a-finite measure A on nf1, the weak* topology with respect 

to A on the class of all test functions (of which W is a subclass) is 

pseudo-metrizable (Theorem 2.4.2). 

DEFINITION 4.2.2. Let A be a a-finite measure on lRm. Consider M1 (JRm) with 

the weak topology and w with the weak* topology with respect to A. Let w be 

compact. 

The sequence {(PHv' PAv' WV)} converges to (PH00 , PAoo' w00 ), denoted by 

(P Hv' 

L(i) 

L(ii) 

L(iii) 

L(iv) 

L(v) 

p AV' w 
p 

H"' 
pro 

pAoo 

v) + (PHoo' p Aoo' woo) , if 

lim p 
V HV 

LtvPAV as subsets of M1 (JR.m) 

p '- {P } '/- 0 
oo H"' ; 

if p 
Hoo E p 

00 I 
then p 

Hoo 

Lt w as subsets of w 
v v 

E cl PA00 

p < < A for all PE {PH00 } U PA00 

L(vi) every t E W00 is continuous a.e. [A] 

L(vii) if tv E Wv and Pv E Pv for all v, while ~v + t and Pv + P, then 

Ep tv + Ept . 
\) 

The conditions L ( i ·- vii) are in tended to deal with the "local part" 

of the asymptotic testing problem { (PHv' PAv' Wv)}. They are relevant espe­

cially in combination with the following condition; a sequence {PS} will 

be called divergent if {s} is a subsequence of {v} and {PS} has no subse-
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m quences which converge in M1 (JR ) • 

has 

L(viii) For every divergent sequence {P~} with P~ E PA~ for all ~. one 

This condition will play a role only in Section 4.3. 

Some remarks may elucidate the roles of some of the conditions in De­
finition 4.2.2. The second part of condition L(iii) plays an essential role 

in part (i) of the proof of Proposition 4.2.3. Condition L(iv) implies, with 

the compactness of <!> and Lemma 4.2.1, that <!> 00 is compact and non-empty. 

If <!>v ~ <!> 00 for every v and L(vi) is satisfied, then condition L(vii) is 

equivalent to the condition that if Pv E Pv for all v, then Pv + P weakly 

implies that dw(Pv, P) + 0, where dw is the intrinsic metric of WALD (1950), 
pages 85, 89: 

The following very simple example is included to improve the understanding 

of Definition 4.2.2. 

EXAMPLE 4.2.1. Consider the testing problem 

Define 

L (X l = B ( v, p) p v 

H : p = p0 , A 

-l.z Yv = [ vp0 (1 - p 0 l] (Xv - vp0 J 

Q = L (Y l . vp p v 

According to Theorem 2.7.2, the class of all tests with convex acceptance 

region is essentially complete. In the one-dimensional case considered here, 

~ has convex acceptance region iff ~ is a two-sided or one-sided test, ran­

domization at the boundary of the acceptance region being allowed, or 

~ = 0 or ~ - 1. 
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Definition 4.2.2 will be applied with m = 1, A =Lebesgue measure (the 

dominating measure for the limiting problem), and~ the class of all tests 

with convex acceptance region. It will be proved that 

where 

L(i) The Central Limit Theorem implies that QVPQ + N(0,1) weakly. 

L(ii) Note that it can be proved, e.g. using the Central Limit Theorem of 

Lindeberg-Feller, that V~(p - p 0 ) + n implies that 
-~ v 

Qvp + N([p0 (1 - p 0 J] n, 1). This shows that 
v 

{ N ( n, 1 l I n E JR } c: Li { Q I f. } v vp P Po 

If {!;} is a subsequence of {v} and \1;~ (p - p ) \ + oo, then {Q~ } 
I; 0 sPI; 

has no convergent subsequence in M1 (Ill). This shows that 

{N(n, 1l 

With Liv {Qvp [ p ~ p 0 } c: Lsv {Qvp \ p ~ p 0 }, this establishes L(ii) 

with 

P 00 {N <n, 1 l I n E m.} • 

L (iii) Tri vial. 

L(iv) This follows from Proposition 4.2.1 below and L(vii). 

L (v) Trivial. 

L(vi) Every <j> E ~ has at most two points of discontinuity. 

L(vii) It is well-known and easy to prove that if {Pv}is a sequence in 

M1 (Ill) with Pv + P weakly for a P which is absolutely continuous 

with respect to Lebesgue measure, then Pv(-oo, x) + P(-oo, x) and 

Pv {x} ->- 0, both limits being uniform in x E lR. This shows that 
~ v (pv - p 0 ) + n implies 

sup E <j>(Y) -EN(n,ll<j> \ +O. 
<j>E~ Pv v 
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With L(vi), this establishes L(vii). 

The two following modifications may elucidate condition L(iii). First 
consider the sequence 

{<Q , {Q I o <IP - P0 1 < v- 1 }, wvJ}. vp0 vp -

'l'he change of alternative hypothesis affects only L(ii, iii): condition 
L(ii) holds with P00 = {N(0,1)} and L(iii) does not hold, as P00 ' {PH00 } = 0. 
The alternative hypothesis "shrinks too fast". 

Secondly consider the sequence 

(1) 

Again the change of alternative hypothesis affects only L(ii, iii). Now 
L (ii) holds with 

{N(n, 1) I n 

The first part of L(iii) holds with 

but the second part of L(iii) does not hold: PH00 E P00 , but PH00 ~ 3PA00 • 

Cases like this are excluded in Definition 4.2.2, because they are rather 
irrelevant and the correspondence between asymptotically optimal tests for 
(1) and optimal tests for the potential limit problem 

(2) 

is too poor. E.g,, the maximin test for (2) is "uniquely" determined (test­
ing problem (2) has an "indifference zone") and the maximin power for (2) is 
larger than CL, whereas for every testing problem in the sequence ( 1) the max·­
imin power is CL and every unbiased - level CL test is maximin. o 

Condition L(iii) can often be verified with the following proposition. 

PROPOSITION 4.2.1. Suppose that L(i) is satisfied and that {~ } c cjJ, 
v * ~ -+ ~ implies 

\) 



Ep <P -+ Ep <P • 
\) 

Hv Hoo 

Define 

<!> {cp E <!> I Ep <P < a.} vElNU{co}, 
\) 

Hv 

and suppose that for every cp E <!> 00 a sequence {cjih} c <!> exists with <Ph + <P 

and EP cph < a. for all h. 

Then Hoo <!> Lt <!> • 
"' \) \) 

PROOF. As Liv<!>v c Lsv<!>v' it suffices to prove that Lsv<!>v c <!>00 c Liv<!>v. 
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(i) Let cp E Lsv<!>v. Then a !ubsequence {~} of {v} and a sequence {<ji~} with 

cp~ E <!>~ exist with cp~ 

concluded that <P E <!>co 

< a. EP cp, it can be 
Hoo 

(ii) Let cp E <!> First suppose that Ep <P < a.. Then there exists a v0 with co Hoo 
{<ji } with E exists Ep cp < a. for all \) .'.'.. \)0. Hence a sequence <P\) <!> 

*\) \) 

SU~ that <P\) = <P for all v > v0 . One has <P \) -)- <PI so that cp E Li <!> 
\) \) 

Secondly suppose that Ep cp = a. and let {<jih} be the sequence of which 

the existence is 
Hoo 

Li <!> because of the result above. assumed. Then <j>h E 
\) \) 

Lemma 4.2.1 implies that cp E Liv<!>\!. D 

In order to see that we cannot dispense with the last condition of Propo­

sition 4.2.1, let PH\!= N(v- 1 , 1), PH00 = N(0,1), A= Lebesgue measure and 

<!> = {cp I <P ex> 1 for all x > u } 
a. 

Then EP cp > a. for all v, so that <!>\! 
Hv 

empty. 

0 . But <!> 00 is not 

In the remainder of this section, it will be assumed that <!> is weakly* 

compact and that (PHv' PAv' <!>\!) + (PHoo' PAoo' <!> 00). 

In the following proposition, the function S! is also defined for PHoo' 

if PHco E P00 • This will be convenient, although it makes the name "envelope 

power function" somewhat abusive. In Sections 4.2 and 4.3, the class of 

all sequences {P } with P E PA for all v, which are relatively compact in 
\) \) \) 

M1 (JRm) (in other words: which have no divergent subsequences), will be 

denoted by K. 

PROPOSITION 4.2.2. Let S0 : PAV + [0,1] and S! : P00 -+ [0,1] be the envelope 

power functions with respect to <!>v and <1> 00 , respectively: 
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S*(Pl 
\) 

v E 1N U { 00 } • 

Suppose that {P } E K and P + P. Then S*(P ) + S00*(P) . \) \) \) \) 

PROOF. Let p E W00 • Since W 
and p\I + p. Hence with L(vii), 

Epp lim Ep p\! < lim inf S~(Pv) . 
\) \) \) 

This implies that S00*(P) < lim inf S*(P ). 
\) \) \) 

Now let {s} be a subsequence of {v} and ps E ws such that 

EP p~ + lim sup S*(P ) . s s \) \) \) 

As w is pseudo-metrizable and compact, it may be assumed (if necessary re­
place {s} by a further subsequence) that ps + p for some p E w. From 
W00 Ltvwv it follows that p E W00 • Hence with L(vii), 

0 

In accordance with Section 2.6, the functions S* and S* will not always be 
\) 00 

the envelope power functions of Proposition 4.2.2. It will be assumed that 
S* ; P + [0,1] and S00* 

\! AV P00 + [0,1] are functions with the property 

(4. 2 .1) 

In other words, the conclusion of Proposition 4.2.2 must be satisfied. The 
shortcomings with respect to S* and S* will be denoted by \) co 

(4.2.2) 

LEMMA 4.2.2. Asswrrption (4.2. l) implies that S! 

function. 
P00 + [0,1] is a continuous 

PROOF. Suppose that {Pn} c P00 and Pn + P E P00 • It is not a restriction to 
assume that S!(Pn) + p for some p; it must be proved that p = S!(P). 
Condition L(ii) implies that there exists a {Qv} E K with Qv + P, and for 
every n there exists a {Pnv} E K with lim Pnv 

\) 

P . Let d be a metric n 



generating the weak topology on M1 (IRm). For every n, there exists a 

v(n)>nwith 

Define 

using the 

d(P p ) 
V(n) I 

< n 
n, n 

n (v) min 

convention 

Q' 
v 

{n\v(n) 

that min 

-1 
ls~(nl (Pn,v(nll- S* (P ) I -1 

< n 
"" n 

v}, 

!I) °'· Define 

n(v) < 00 

n(v) 
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Then Q' E PA and Q' + P. There are infinitely many v with n(v) < 00 ; hence 
v v v 

p is a subsequential limit of the sequence {S0(Q~)}. As (4.2.1) implies that 

S0(Q~) + S!(P), this establishes p = S!(P). o 

The following proposition and its two corollaries will be used as tools for 

proving asymptotic optimality of certain sequences of tests. 

PROPOSITION 4.2.3. Let <Pv E ~v for all v, and denote the class of all sub­

sequential limits of {.p } by '¥. Then 
.V 

inf sup y ($, P) = 

<j>E'!I PEPAoo 00 

sup sup y (<j>, P) 
<j>E'!I PEPAoo oo 

sup lim inf 
{P }EK v 

v 

sup lim sup 
{P }EK v 

v 

PROOF. (i) First it is proved that for every <P E ~' 

( 1) sup Y00 (<j>, P). 
PEP 

00 

According to L(iii), one has PA00 = P00 ' {PH00 }. Hence it is sufficient to 

prove that if PH00 E P00 , then 
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Suppose that PH00 E P00 and </> E '!'. Condition L(iv) implies that '!' c: 400 • With 
L(v, vi) this implies that Epp is a continuous function of P E P00 • Lemma 
4.2.2 implies that y 00 (q,, P) is a continuous function of P E P00 • As 
PH00 E aPA00 according to L(iii), this establishes (1). 
(ii) Let {Pv} E K and p E '!'. Let {p~} be a subsequence of {q,v} with 
p~ + p. Then, with L(ii), 

This holds for arbitrary {P } E K and </> E '!'; hence v 

(iii) Let E > 0 and define 

y inf sup y 00 (</>, P) . 
</>E'l' PEPOO 

For every </> E qi there is a Pp E P 00 with y 00 (</>, Pp) > y - E. It was proved 
in (i) that for every p E '!', y 00 (</>, P) is a continuous function of PE P00 • 

Hence for every</> E '!', the set 

is a neighbourhood of </> in '!'. As '!' is a closed subset of the compact set 
w , '!' is compact. Hence there exist finitely many q, 1 , ... , q,n E '!' with 

Define Ph 

(2) inf max y00 (</>, Ph) ~ y - E • 
</>E'f h 

Condition L(ii) implies that for every h there exists a {Phv} E K with 
P-hv + P h. Let { S} be a subsequence of { v} with 

lim inf max yv (</iv' Phv) 
v h 



and with <PS ->- 1/J for some 1/J E 'JI. Then 

(3) 

lim inf max yv (<jlv, Phv). 
v h 

Define h(v) by 

Then (3) and the fact that {Ph(v),) EK imply that 

inf 
cj>E'JI 

< 

The definition of y and (2) show that it has been proved that 

inf sup Y.,, ( <P, P) < sup lim inf Yv (<jlv, p ) • 
v 

<jlE'JI PEP {P }EK v 
00 v 

(iv) The first equality to be proved follows from ( 1) , (ii) 

(v) The proof of the second equality is straightforward (use 

both inequalities which together yield the equality). a 
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and (iii). 

( 1) , and prove 

COROLLARY 4.2.1. Let S0 and S! 
for every v. 

be as in Proposition 4.2.2, and let <jl E <!> 
v v 

The two following statements are equivalent. 

(1) yv (<jlv' P) ->- 0 for au {P) EK 

(2) every suhsequential Zimit of H) is UMP - <!>00 for the testing 
m 

problem (lR 1 {PH00 }, PA00 ). 

PROOF. Denote the class of all subsequential limits of {<jl } by 'JI. Then (1) 
v 

can be written as 
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and (2) as 

sup sup y00 (p, P) 0 . 
pE'±' PEPA00 

The equivalence of (1) and (2) follows immediately from the second part of 

Proposition 4.2.3. o 

COROLLARY 4.2.2. Denote by~ the class of aZZ sequences {pv} with pv E <!>v 

for all v. 

(i) inf 
{p }E~ 

v 

inf sup y00 (p, P) . 
pE<!>oo PEPAoo 

(ii) For {wv} E i, the following two s~atements are equivalent. 

( 1) 

(2) 

inf 
{p }Ei 

v 

every subsequentiaZ Zimit of {w) .is MS - (<!> 00 ,!300 ) for the test­

ing problem (JR m, {P Hoo}, P Aoo) · 

PROOF. (i) This follows from L(iv) and Proposition 4.2.3. 

(ii) Denote by'±' the class of all subsequential limits of {wv}' and 

y inf sup y00 (p, P) . 
pE<I> 00 PEP Aoo 

The second part of Proposition 4.2.3 and (i) above imply that (1) is 

equivalent to 

sup sup y00 (p, P) y; 
pE'±' PEP Aoo 

according to the definition of "most stringent", this is also equivalent 

to (2). D 



*4.3. ASYMPTOTICALLY OPTIMAL TESTS FOR THE ASYMPTOTIC TESTING PROBLEM OF 

SECTION 4. 2. 

In this section again, the assumptions of Section 4.2 will be made: 
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~ is weakly* compact, (P , PA , ~ ) + (P , PA , ~ ) in the sense of Defi-Hv v v Hoo oo oo 
nition 4.2.2, and the functions 3·* : PA + [0,1] and 8* : p + [0,1] satisfy v v 00 00 

(4.2.1). Moreover, it will be assumed that condition L(viii) is satisfied. 

The shortcomings yv and y00 are defined by (4.2.2). The sequence {8~} is 

denoted by a* and the class of all sequences {$ } with $ E ~ I for every v v v 
v , is denoted by i. 

Correspondences will be established between asymptotically optimal 

tests for the asymptotic testing problem {(JRm, {PH}, PA,~)} and opti-v v v 
mal tests for the limiting problem (JRm, {PH00 }, PA00 ,~00 ). The definitions of 

"asymptotically UMP" and "asymptotically MS" are direct asymptotic analogues 

of the definitions "UMP" and "MS" given in Chapter 2. More general definiti­

ons of asymptotic optimum properties are given in Chapters 5, 6 and 7. 

DEFINITION 4.3.1. Consider the asymptotic testing problem 

m 
{ (lR , {PH }, PA , ~ ) } . v v v 

The test {$v} is asymptotically uniformly most powerful - i, or AUMP - i, if 

(i) {$) E i 
...... 

(ii) for every {wv} E ~ one has 

The test {$v} is asymptotically most stringent - ci, S*l, or AMS - (?i, a~>. 

if 

(il {$) E i 
(ii) sup y ($v' P) - inf sup yv ($, P) + 0. 

PEP v $E~ PEPA 

If 

AV V V 

lim 
v 

exists, this number is ca11ed the asymptotic minimax shortcoming - ci, a*i, 
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or AMXS - (~, S*l. 
A test {$v} is sharply consistent, if 

for all divergent sequences {PS} with PS E PAs for all S· 

It follows immediately from the definitions, that a sequence of UMP-<Jiv 

tests is AUMP - ~ and that a sequence of MS - (<Jiv, 130) tests is AMS - (~ 1S*l. 
It is also clear that for S*(P) = sup~Em E $, a test{$ } is AMS - (~,S*l v ~ ~v P v 
with asymptotic minimax shortcoming equal to 0 iff {~ } is AUMP - ~­v 

THEOREM 4.3.1. The test {$ } is AUMP - ~ iff v 

(i) 

(ii) 

{$ } E ~ v 
every subsequential limit of{$ }is UMP - <Ji for the testing problem v 00 m 
( JR 1 { p Hoo} ' p Aoo) 

(iii) {~v} is sharply consistent. 

PROOF. Let i3~(P) sup EP~ . Then {$v} is UMP - <Ji 00 iff {$v} E ~ and 
$E<Jiv 

(1) 

Condition (1) is satisfied iff {$v} is sharply consistent and 

(2) y (~ , P ) + 0 for all {P } E K. v v v v 

Corollary 4.2.1 shows that (2) is equivalent to (ii). o 

THEOREM 4.3.2. Suppose that S!(Psl + 1 for all divergent sequences {Ps} 

with PS E PAs . Let 

y inf 
$E<Ji 

00 

sup y 00 (~, P) . 
PEPA00 

If there exists at least one test {$v} E ~such that 

(i) every subsequentiaZ Zimit of {$v} is MS - (<Ji00 , S!l for the testing 
problem (JRm, {PH00 }, PA,) 

(ii) limsinf EP $s _::_ 1 - y for• every divergent sequence {Ps} with Ps E PAs' 
then any test {~) is AMS - (~, S*l iff H) E ~ and {~) satisfies (i) and 
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(ii); in that case, moreover, the AMXS - (~, S*l exists and is equal toy. 

PROOF. "if" Suppose that {<j> } E ~satisfies (i) and (ii). Then Corollary 
v 

4.2.2 yields that 

( 1) sup lim sup yv(<j>v,P) sup lim inf yv (<j>v, P) y 
{P }EK v {P }EK v 

v v 

(2) inf sup lim inf Yv (1/Jv' P) y. 
{1/J }E~ {P }EK v 

v v 

It follows from (1) and (ii) that 

(3) 

Result (2) yields that 

(4) lim inf inf sup yv (<j>, P) ~ y. 
v <j>E<l>v PEPAv 

Since {<j> } E ~ , (3) and (4) yield that {<j> } is AMS - (~, S*land that the 
v v 

AMXS - (~, S*l is equal to y. 

"only if". Suppose that {<J> 0)E ; satisfies (i) and (ii), and that {<J>) is 

AMS - a, S*l. From the "if" part it follows that the AMXS - (~, S*)is equal 

to y. Hence 

(5) 

Together with (2) and Corollary 4.2.2, this implies that {<j>} satisfies (i). 
v ' 

If {P~} is a divergent sequence with P~ E PA~' then S~(Ps) + 1, while (5) 

implies that lim sup ys (<j>s' Ps) 2_ y. Hence {<j>v} satisfies (ii). o 
s 

The assumptions of this section do not exclude the possibility that no test 

{<j> } E ~exists which satisfies conditions (i) and (ii) of Theorem 4.3.2. In 
v 

such cases, the classes of test functions <l>v are "not large enough", as the 

following example demonstrates. 

*EXAMPLE 4. 3. 1. Let m = 2, and let ;\ be Lebesgue measure on JR2 . Let 
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p 
HV 

N2 (o, I) 

p {1~2 (µ, I) (µ1 > 0, µ2 = 0) or 11 µ 11 _::_ v 1:i} AV 

<!> <!> = {I ( ) (d'x) I d E JR2 
I 11a11 = 1 }. \) ua.,oo 

For every v,<l> is a class of level a tests for the testing problem 
2 \) 

(lR , {PHv}, PAv). It can easily be verified that (PHv' PAv' <!>\!) + (PH00 ,PA00 ,<l>) 
with 

p 
Hoo N2 (0, I) 

{N2(µ, I) I µ1 > 0, µ2 

Condition L(viii) is also satisfied. 

0} . 

For every v, let 130 be the envelope power function with respect to <!>; 

then 13* does not depend on v. There is a unique MS - <!> test for the testing \) 2 
problem (lR , {PH00 }, PA00 ); this is of course the UMP - <!>test :(ua,co) (X1 ). 

The minimax shortcoming for the limit problem is 0. The class <!> does not 

contain a sharply consistent test, however. Hence there is no test {p } E 4i' 
\) 

which satisfies conditions (i) and (ii) of Theorem 2. 

The asymptotic minimax shortcoming for this testing problem is 1, and 

every {p} E i is asymptically most stringent - (~, S*). a \) 

For testing problems in practice, the classes <!>\! will always be chosen 

"large enough" so that AMS tests exist which do not only satisfy (ii) of 
Theorem 4.3.2 but which are even sharply consistent. 

THEOREM 4.3.3. A test {p } is sha.rply consistent and AMS - c4i', S*) iff \) 

(i) {p) E 'i 
(ii) {p) is sha.rply consistent 

(iii) every subsequential limit of {p) is MS - (<!>00 , 13! ) for the testing 
problem (lR2 , {P } 1 P ) . 

Hoo Aco 

PROOF. This follows immediately from Theorem 4.3.2. The condition that 

s;(Ps) + 1 for all divergent subsequences {Ps} with Ps E PAs' is superflu­
ous in this case: it was used only for proving that all AMS tests necessarily 

satisfy condition (ii) of Theorem 4.3.2. That part of the proof of Theorem 

4.3.2 is not needed for the proof of this theorem. a 



EXAMPLE 4.3.2. Consider the testing problem 

L (X ) 
p \) 

H : P1 

M3 < v, pl 

p 2 = p 3 = 1/3, H v A: p 1 2_P2 2_ p 3 
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This is the case m = 3 of the testing problem considered in Section 3.2 part 

(3) and in Section 3.4. Transform Xv= (Xvl' xv 2 , xv 3J' to Yv = (Yvl' Yv2 l' 

by 

This is a 1 : 1 transformation. It has been chosen so that under H one has 

cov Y = I. The probability distributions of Yv will be parametrized by 
::\ 

µ = \! E y 
p \) 

Jl 

In terms of µ, H and A are given by 

H µ 

Let ~ be the class of all tests with convex acceptance region and define 

where 

p 
Hv L0 (Yv) 

{ L (Y ) I µ E MA} 
µ \) 

Definition 4.2.2 will be applied with m 

will be proved that 

2 and A Lebesgue measure. It 
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where 

<Ii"'= {<!> E <Ii I EN(O,I) ~ < a}. 

Conditions L(i-v) can be verified in a similar way as in Example 4.2.1. 
Every test function with convex acceptance region is continuous a.e. (A], 
so that L(vi) holds. The remark following Theorem A.4.2 implies that L(vii) 
holds. The sharp consistency of the test {~v} below implies that L(viii) 
holds. 

Let 

v E lN U {oo} • 

A most stringent - (<!i00 , S!l test for the limiting problem is given in part 2 
of Section 3.3. According to Corollary 2.6.1, this test is unique up to 
equivalence a.e. [A]. An asymptotically most stringent - (~, S*l test can 
be given with the aid of Theorem 4.3.3. Let ~v be the test rejecting for 

y > 2·3-~ b-l [c - log {exp (~b Yvl) + exp(-~b Y 1>}], v2 VO. VO. VO. VO. V 

where bva and cva are chosen so that ~vis of size a and bva + bv(n/6), 
cva +co. (n/6), ba and co. being given in the figures reproduced in part 2 
of Section 3.3. More accurate values for b and c can be found in tables a a 
3 and 4 of VAN LINDE, SCHAAFSMA and VELVIS (1967). Some values are 

(JI. .05 

1.979 

3.980 

.02 

2.308 

5.445 

.01 

2.539 

6.600 

.005 

2.757 

7.788 

The test {~v} satisfies conditions (i) and (iii) of Theorem 4.3.3. In 
order to show that it is also sharply consistent, define 1jJv as the test 
rejecting for 

2·3-1:! b-l (c - log 2) . 
VO. VO. 

-1 The inequality t + t > 2 (for t > 0) implies that ~v ~ ~v· Hence it is 
sufficient to show that{~} is sharply consistent. Let {L (Y,)} be a v µt; s 



divergent sequence; then µ2 1'; + co. As varµ Y2v is bounded uniformly inµ, 

it follows from µ21'; +co that Y2!'; +co in{µ!';} - prob •. Hence Eµf; ~!'; + 1, 

establishing the sharp consistency of {$"}. 
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Theorem 4.3.3 implies that{$} is AMS - ci, S*l. In practice one will 
\) 

not be concerned about the size of the test being slightly different from a, 

and one will use bva ba(TI/6), cva = ca(TI/6) . 

It will be shown now that {$ } is also AMS in the following sense 
\) 

(stronger than Definition 4.3.1): if{$~} is any test with 

then 

lim sup E0 $~ (Yv) .::_ a, 
\) 

(1) lim sup { sup yv ($ , P) - sup yv ($~, P)}.::_ 0 
\) PEPA\I \) PEP AV 

Define 

c = min {a I E0$' (Y l, 1} 
\) \) \) 

Then E0$~ (Y) < a for every v and E I $~CY) - $" (Yv) - µ\) 
sequence {µ }. Hence it suffices to prove (1) for {$~} 

\) 

rem 2.7.2, for every $" there exists a $~' E ill with 
\) \) 

E $'" > E $" for all µ E MA • µ \) - J.I \) 

This implies that 

I + 0 for 

According 

every 

to Theo-

Hence the result that {$ } is AMS - ci, S*l implies that {$ } is AMS in the 
\) \) 

stronger sense described above. (Compare Corollary 4.4.1.) 

It follows from the proof of Theorem 4.3.2 that the AMXS - <1, S*l 
is equal to the MXS - level a of the limit prob'iem. Tables in VAN LINDE, 

SCHAAFSMA and VELVIS (1967) yield that the MXS-level .05 is .069 and the MXS­

level .01 is .073. The test for the limit problem which rejects for Y2 ~ ua 
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has also good power properties; its shortcoming is 0 for certain parameter 
values satisfying the alternative hypothesis, while its maximum shortcoming 
is .108 for a= .05 and .184 for a= .01. (A more detailed comparison bet­
ween this test and the MS - level a test is made in SCHAAFSMA (1968).) It 

can be inferred that the test {~~} where ~~ rejects for Yv2 .:'.:_ ua, is a good 
test for the asymptotic testing problem. This test is AMS - (~, S*) when 

'¥v is defined by 

a 

'¥ 
v 

{I (d'Y ) I d E lR2 , II d II (ua,"') v 
1} . 

4.4. APPLICATION OF SECTION 4.2 TO ASYMPTOTIC TESTING PROBLEMS FOR EXPONEN­
TIAL FAMILIES 

In the remainder of this chapter we consider the asymptotic testing pro­
blem {T } of Section 3.5 of which Examples 4.2.2 and 4.3.2 are special cases, v 
and use the notation introduced in Section 3.5. Recall that both the vector 
of sample means X(~) and Y = [n(v)]~ f(X(~l) are sufficient statistics for v 
Tv' that the probability distributions are parametrized by µ E F c JRm, 

E X{~) = µ 
µ 

(v) -1 
COVµX • = [n (v)] 

and that the "asymptotic covariance matrix"of Yv is denoted by 

Null hypothesis and alternative hypothesis are given by 

H f(µ) E V 

H VA : f(µ) E V + K , 

where V is a linear subspace of JRm and K a cone in JRm. Consult Sections 

3.1 and 3.5 for other assumptions and definitions. 

In the present section, we consider sequences of simple null hypothe­
ses and alternative hypotheses given by 



97 

Theorem 2.7.2 shows that the class of tests of the form $(X(~l), with 

$ E ~C' constitutes an essentially complete class. For the proofs of sharp 

consistency, it will appear that Yv is a more convenient random variable 

to work with than x<~l. In this section, the basic random variable is 

~ 

y 
v 

y 
v 

[n(v)]~ f(µ) = [n(vl]~ (f(X(~)) - f(µ)l 

The class of tests of the form $(X(~)) with$ E ~C' corresponds to the 

class of tests $(Y) with $ E ~lv' where 

~lv = {$ I a$ E ~C exists with $(x) = $([n(v)]~(f(x) - f(µv))) 

for all x E F; $(x) = 1 for x ~ [n(v)]~(f(F) - f(µv))} • 

Section 4.2 will be applied with A = Lebesgue measure. The class of test 

functions ~ must be weakly* compact with ~lv c ~ for all v. A convenient 

choice is 

(4.4.1) 

LEMMA 4.4.1. The alass ~defined by (4.4.1) is weakly* aompaat. 

PROOF. It is sufficient to prove that (i) ~lv is compact for every v; and 

(ii) if $v E ~lv for :11 v, then there exist a subsequence {$~} of {$v} 

and a $ E ~C with $~ + $· Assertion (i) follows from the compactness of 

~C (Theorem A.4.1 (i)) and the assumption that f, and hence also the func­

tion x i+ [n (v)]~ (f (xl - f (µ ) ) , has a continuous inverse (Section 3.1). 
v 

Assertion (ii) follows from the weak* compactness of the class of all test 

functions(Theorem 2.4.2) and Lemma A.4.4 (i). a 

It may be noted that ~ is not weakly* closed as a subset of the class of 

all test functions:if $ E ~and w = $ a.e. [A] then it is possible that 

$ * ~- (The class of all test functions with the weak* toplogy is not 

Hausdorff.) 
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THEOREM 4.4.1. Suppose that 

(i) 

(ii) 

(iii) 

(iv) 

(v) 

(vi) 

Then 

Pi (v) + pi > 0 (1 < i < k) 

µ + µ0 E F 
V L 

Lt [n(vl]" (f(M) - f(µ )) =Mas subsets of JRm v v v 
MA = M ' {O} ~ 0 , M = cl MA 

'"'v c <P lv U <Pc fop eve1'y v, <Pv ~ 0 
Ltv <Pv <P 00 as subsets of <P. 

c'Y >, v {L c'Y l 
µ v 

+ (N(O, /\), {N(n, Al 

µEM},<P)+ v v 

whePe A= /\(R, µ 0 ), R being the pPopoPtion matPix cOPPesponding to pPopoP­
tions p 1 , ••• , pk. MoPeoveP <P 00 c <PC, and {L (Y )} is Pelatively compact 

µlv v in M1 (JRm) iff {µ 1) <1> {µ) . 

PROOF. The conditions of Definition 4.2.2 will be verified. For L(i,ii,iii) 
it is sufficient to prove that 

(a) [n(v)]!z(f(µ 1 ) - f(µ )) + n implies that L (Y) + N(n, A) 
~ v v µ1 v 

(b) [n(v)] 1~(µ 1 ) - f(µ ) 11 + oo implies that v {L (Y)} is divergent. v ~v µ 1 v 
(a) Suppose that [n(v)] (f(µ 1) - f(µv)) + n. Then µ 1/+ µ0 by (ii) and the 
continuity of the inverse of f. It can be concluded from Theorem 2.3.1 that 
the third moments of X .< ~) are uniformly bounded for µ E K, when K is a com-l.J 
pact neighbourhood of µ0 with Kc F. Hence Liapounov's Theorem can be 
applied, so that 

Since f is continously differentiable this implies (see, e.g., RAO (1973) 
Section 6a.2) that 

~ (vl L ([n(v)] (f(X • ) - f(µ 1)) l +NCO, A) • 
µlv 

~ With [n(vl] (f(µ 1 ) - f(µ ) ) + n, 
v ~v 

(b) Suppose that [n(v)] II f(µlv) 

this shows that L (Y) t N(n, /\). 
µlv v 

- f(µv) II+ 00 • Then also 
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[n(v}]~ II µ 1 - µ II + 00 • Proposition A.2.1 yields the existence of a se-
v \J 

quence {y) c: nf1, II yJ = 1 with [n(v) ]Ii y~ (X(~) - µ) + 00 in {µ 1) -

prob .. Hence 

p {[n(v)]~ II x<~l - µ II < r} + 0 
µ1v v 

for every r. For every r, there exists anr' such that 

{x I [n(v)]~ llf(x) -f(µ)ll_:__r}c:{x I [n(v}]~ llx-µJ_:__r'}. 

This shows that 

for every r, so that {L (Y )} is divergent. 
µ \J 

L(iv) follows immediatel~\Jfrom condition (vi). 

L(v) follows from IAI # 0. 

L(vi) According to Lemma A.4.4 (i), every$ E w00 is a.e. [A] equal to a test 

with convex acceptance region. The definition of w implies that every 

$ E w00 has itself a convex acceptance region. In particular, every 

$ E W00 is a.e. [A] continuous. 

L(vii)follows from Theorem A.4.2. 

That w00 c: We has been demonstrated in the proof of L(vi). Note that 

{µ 1 } <t> {µ } is equivalent to lim sup [n(v) ]~ II µ1 - µ II< (see Section 
\J \J \J ~ \J \J 

4.1), which again is equivalent to lim sup [n(v)] II f(µ 1 ) - f(µ >II< 00 

\J \J \J 

Hence (a) and (b) show that {L (Y )} is relatively compact iff 
µ1\J \J 

[J 

THEOREM 4.4.2. Let W 
\J 

Lt W 
\J \J 

{$ E wlv E $ (Y ) < a } • Then 
µ\J \J 

PROOF. Denote{$ Ewe I EN(O,A)$ _:__a} by woo. It must be proved that 

Ls W c: W c: Li w . As L (Y) + N(O,A) weakly and IAI # O, it follows 
\J \J 00 v \J µ\J \J 

from Lemma A.4.4 (i) and Theorem A.4.2 that Ls\J WV c: w00 • Now let $ E W00 • 

According to Lemma A.4.4 (iv), a sequence {$ 1 } exists with $1 E w1 and * ~ \J \J \J 

$lv + $. Theorem A.4.2 shows that Eµv$lv(Yv) + EN(O,A)$ _:__a. Hence there 
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* exist ~v E ~lv with E ~ (Y ) < a for all v and ~ + ~- Hence $ E Liv~v· D µ\) \) \) - \) 

THEOREM 4.4.3. Let ~0 be a weakly* compact subset of ~C such that for every 
$ E ~0 a sequence {$ } c w0 exists with $1 (x) < $(xl for all x, 

h * l -
A{$h(x) < ~(x)} > O for all h, and $h +$·Let wv = {~ E ~O I Eµv$(Yv) .:_a}. 
Then 

PROOF. This follows immediately from Proposition 4.2.1 and Theorem A.4.2. o 

These theorems will be applied in Chapters 5, 6 and 8. The following two 

corollaries will play a role in these applications. 

COROLLARY 4.4.1. Suppose that assumptions (iJ, (ii), (iii) and (iv) of Theo­
rem 4.4.1 are satisfied. Let$ E ~C be the MS - level a test and let y be the 
minimax - level a shortcoming for the testing problem 

and let the shortcoming at stage v be defined by 

yv($',µ) =sup {E 1/J(Y) I E lj!(Y) <a} - E $'(Y) µ \) µ\) \) µ \) 

Then 

and for every test {$ } with lim sup E $ (Y ) < a one has that \) \) µ\) \) \) 

where 

Theorem 4.4.2 that 

PROOF. Let ~v = {$' E ~lv I E $' (Y) .:_a} U {$}. It can be concluded from µ\) \) 



Let {$\!} be a test with lim sup E $ (Y ) < a and let 
\) µ\) \) \) 

c 
\) 
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Then E c $ (Yv) < a for every v. 
µ \) \) 

As ~C i~ a complete class for the testing problem in terms of X(~) (Theorem 

2.7.2), there exists for every v a$' E ~ with E c $ (Y )< E $' (Y) 
v v µvvv-µvv 

for everyµ E Mv. With cv + 1, this shows that for every {µ 1v} EK, 

lim inf yv ($~, µlv) _::. lim inf Yv ($v' µiv). 
\) \) 

The assertions to be proved now follow from Theorem 4.4.1 and Corollary 

4.2. J. D 

COROLLARY 4.4.2. Suppose that {µ } is a relatively compact sequence in F and 
\) 

that { µ 1) <J> { µ) . Let the test $ v reject for 

Then E\l $v + a; and for every test {w) with lim supv E ij;v < a one has 
\) )l\) 

that 

lim inf 
\) 

PROOF. It is not a restriction to assume that [n(v)] ~ (µlv - µv)+ n ¥ O, 

that pi(v) +pi> 0 for all i and that µv + µ0 E F. Corollary 4.4.1 will be 

applied, f being the identity function so that Yv = [n(v)]~ (X(~) - µv), 

and Mv consisting only of µiv· 

Conditions (i) - (iv) of Theorem 4.4.1 are satisfied with MA= {n}. The 

MS - level a test $ for the limiting problem is even UMP - level a (in 

other words, y = 0) and it is given by 

1 
<jl(x) 

0 

-1 
n' A x 

> 

< 

u 
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As E I qi(Y )-qi (Y) J-+ 0 and L (Y)-+ N(O, A) ,one has that Eµ qi"-+ et. µv v v v µv v v v 
Corollary 4.4.1 and Proposition 4.1.1 yield that 

0 < lim inf yv (tj.iv' µlv) . 
v 

D 

Of course, Corollary 4.4.2 can also be proved more directly by using the 

Neyman-Pearson Fundamental Lemma to produce the exact MP - level et test for 

the testing problem 

{ L <'¥ >} > 
µlv v 

4.5. ASYMPTOTIC UNIQUENESS OF THE ASYMPTOTICALLY MOST STRINGENT TEST 

In this section the asymptotic testing problem of Section 4.4 will be 

specialized to the case where the sequences of null hypotheses and of alter­

native hypotheses are given by 

H µ = JJ v v 

m where µv -+ µ 0 for some µ 0 E F, and where MAU{O} is a closed cone in JR • 
This sequence of testing problems will play a central role in the proofs of 

several theorems in Chapters 6 and 8. Furthermore it will be supposed that 

pi (v) -+pi for all i, and that wv is as in Theorem 4.4.2. Then all conditions 
of Theorem 4.4.1 are satisfied, and it can be concluded that 

where A 

The functions S0 and S! will be the envelope power functions 
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13~(µ) sup E q, (Y ) 
(j>E<llv 

µ v v 

S!<nl sup EN <n,Al q, · 
ij>E<ll 

00 

Corollary 2.6.1 shows that the most stringent - (<ll 00 , S!l test for this test­

ing problem is unique up to equivalence a.e .. Let C be the acceptance region 

of this most stringent test, and q, = 1 - IC the most stringent test; denote 

the minimax shortcoming by y. Corollary 4.2.2 shows that if q,v E qiv for 

every v, then the condition that lim supv yv(q,v, µ1v) .::_ y for every 

{µ 1v}EK where 

* is equivalent to q,v + q,. The following theorem can be interpreted as esta-

blishing the asymptotic uniqueness of the asymptotically most stringent 

test without the restriction that ~V E <llv for every V. 

THEOREM 4.5.1. If{q,)is a test which satisfies 

lim sup yv(q,v, µ1 vl < y 
v 

PROOF. For notational simplicity, the proof will be given only for k 

n (v) v. 

1 and 

(i) It will be indicated first, that it is sufficient to consider only the 

case where f is the identity function. Define 

K' Dµ (µ1v - µ) EMA, {µ1) <l> {i.1)} . 
0 

If vi,. II µlv -µ 2v I\+ 0, then \I L (Y) - L (Y) II+ 0. Hence the condition 
µ1 v µ2 v 

that lim supv yv(q,v,µlv) 2 y for a~l {µ 1v} E vK is equivalent to the condi-

tion that this holds for all {µ 1v} EK•. Therefore it is sufficient to con­

sider the case where f(x) = D x. But then A can be expressed by 
-1 JJo v 

A : µ - µ E D MA As D M U {O} is a closed cone, this shows that it 
v v µ 0 µ 0 A 

is sufficient to consider the case where f(x) = x. It will be assumed in 
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the remainder of this proof that f(x) - x. Note that this implies that 
Y vi.,(X(~) -µ ) and/\_= l: 

v v µo 
(ii) Proposition 2.6.2 shows that a least favourable distribution T exists 
for the limiting testing problem 

Corollary 2.8.1 (ii) implies that T has a bounded support on MA. Define 

pn(yl 

~ (y) = f p (y) dT(lf). 
T 11 

As <j> is Bayes - level a against T, Proposition 2.5.1 shows that a constant 
c exists such that the acceptance region of <j> is the set C = {y I 9-T (y) :::__ c}. 
Then <j> = 1 - IC. Define 

d 
\) 

~ c'Y l <<J> c'Y l - <P c'Y l l T \J \J \J \J 

It will be shown that lim inf d > 0. 
\) \) 

Let 8 be the natural parameter for the exponential family and let 
Q(v) L (Y ), whereµ= µ(6). Letµ = µ(6 ). Then 8 µ \) \) \) 

where 

Define 

Corollary 2.3.1 implies that cv(s) 7 1 uniformly on compacts. Hence 



( 1) <V) (y) I Q,'[ (y) -+ 1 uniformly in y. 

-!:; -1 
Define µv(n) = µ(8v + v A n). Fubini's Theorem implies 

(2) E qi (Y ) Q, (v) (Y ) 
µV V T V 

As qi is a.e. continuous and 

for all n, Lebesgue's Theorem of dominated convergence implies 

(3) 

Define 

f Eµ (nlqi(Yvl dT(nl -+ f EN(n,Alqi(Yl dT(nl . 
v 

f S*<nl dT(n) 

then (2) and (3) yield 

(4) 
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For every n E 

Therefore the 

MA there is a sequence {µ 1 } E K with v !;i II µ1 - µ (n) II-+ 0. v . v v 
second assumption about {qiv} implies that for every n E MA 

one has 

lim sup {S*(n) - E ()qi (Y )} .::._ y 
v µv n v v 

With Fatou's Lemma this implies 

lim sup f {S*(n) - Eµ (n)qiv(Yv)} dT(n) .::._ y. 
v v 

Fubini's Theorem applied to the left hand side yields 

(5) lim inf E qi (Y) Q,(v) (Y) ~ S*(T) -y. 
V µV V V T V 
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(1), (4) and (5) imply that lim infv dv > 0. 

(iii) Define 

bv = -2d + 2c E (~ (Y) - ~(Yv)). v µv v v 

It follows from Lemma 4.5.1 that for every V and for c < hv < 2c, 

E I <P (Y ) - ~ (Y ) J < b I (h - c) + 2P {c < !l (y ) < h }. \lv v v v - v v µv - T v v 

The result that lim infv dv ~ 0 and the first assumption made about 

{~V} imply that lim sup b < 0. Hence a sequence {h } can be chosen v v - v 
with hv > c, hv-+ c and lim supv bv/(hv- c) .:::_ O. Then also 

P { c < JI, (Y ) < h } -+ 0, so that one has E l ~ (Y ) - ~ (Y) J -+ 0. D \lv - 'r v v \lv v v 

The following lemma is used in the proof above, but it is also of some inte­
rest in itself. Theorem 2.4.1 and Proposition 2.5.1 show that most powerful 
and Bayes tests have the form 

> 
<jl(x) ll(x) c ' 

0 < 

where JI, is the likelihood ratio and c a constant, determined by the size of 
the test. How different can a test be from such a most powerful test, and 

still be almost as powerful as the most powerful test? A special case of 

the lemma yields the following answer: if !l = dPA / dPH,<P is as above, 

EP <P' < EP <P and EP <j>' > E <P - £, then H - H A - PA 

~EP I <P - <P ' I < inf [ £ I (h - c) + PH { c .::_ JI, (X) < h}] . 
H h>c 

LEMMA 4.5.1. Let P be a probability measure on (X, r), JI,: X-+ [O, oo) an 
integrable function and <P : X-+ [0,1] a test function with 

> 
<j>(x) Jl(x) C I 

0 < 

fo1' some c. Then for every test function <P' and for every h > c, 
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EP I <P - <P' I < (h - c) -l { 2 EP R, ( <P - <P' ) - (h + c) EP ( <P - <P' ) } + 

+ 2 P { c < R, (X) < h} 

-1 -1 -1 -1 
PROOF. Let A= R, (c, oo), B = R, [O,c] , C = R, [h, oo) and D = R, (c, h). 

Note that A =CUD. First an upper bound will be obtained for Epi<P0 -<P•i, 

where <Po= IA. For d 0 = EP(<P 0 -<P'l, d 1 = EP R-C<P 0 -<P'l we have that 

(1) 

(2) 

( 3) 

Hence 

f <jl 1 dP = f ( 1 - <jl 1 ) dP - dO 1 

B A 

( 1l 
f R, ( 1 - <PI) dP = f R-<P I dP + d < c f <PI dP + dl "' 
A B l - B 

= c f c 1 - <P • l dP - c d 0 + d 1 2-
A 

< c h-l f R,(1-<jl') dP + f R,(1-<jl') dP - c dO + d 1 , 

C D 

(2) 
(h-C) f (1-<P'l dP < (l-ch- 1 ) f R,(1-<jl') dP _::dl - c do. 

c c 

(1) (3) 

E l<P -<P'I = f O-<P'l dP + f .p• dP = 2 f 0-<P'l dP - d 0 2-
P O A B A 

-1 
.2_ (h - c) {2d1 - (h + c) d 0 } + 2P(D). 

Let d 2 = Epl<P - <Pol = f <j> dP. Then d 2 .2_ P{R.(X) = c} and 
{R,(x)=c} 

Hence 
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+ (h- c)d2 } + 2P(D) 

::_ (h - c) -l { 2EP Q, ( <P - <P') - (h + c) EP ( <P - <P')} + 

+ 2P { c < Q, (X) < h} . 

CJ 

Of course it is possible to consider tests of the form <j>v(X~~), 
instead of only those tests which depend on Yv. For such tests, the 
conclusion of Theorem 4.5.1 remains valid. To see this, let {<j>v} be a 

(V) (V) , sequence of tests of the form <j>v(x11 , Xknk(v)l with 

Define 

lim sup yv(<j>v, µ 1 v) ::_ y 
\) 

E {"- (X (v) 
'f'v 11 ' 

for all {µ 1v} E K . 

x(v)) I Y } 
knk v · 

As Yv is a sufficient statistic, this conditional expectation is independent 
ofµ. The test {~v} satisfies the assumptions of Theorem 4.5.1. As the test 
function <P assumes only the values 0 and 1, the conclusion of Theorem 4.5.1 
can be written as 

This implies that 

E I <P (X(v) 
µ \) 11 , 

\) 

x(v) ) 
knk(V) 

x(v) ) I{O}(<j>(Yv)l + knk (v) 

(v) ~ 
xknk (V))) I{l }(<j> (Y)) y } ] 

\) 

Eµv r~)Yv> r{o}<<P<Y')> + c1-~v<'Yv1> r{ 1 }<<P<Y')>J _,..a. 
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CHAPTER 5 

ASYMPTOTICALLY LEVEL a AND ASYMPTOTICALLY UNIFORMLY MOST POWERFUL TESTS FOR 
PROBLEMS WITH COMPOSITE NULL HYPOTHESES 

In this chapter, asymptotic versions of the concepts "level a" and 

"uniformly most powerful" are studied for a class of testing problems which 

is somewhat more general than the class defined in Section 3.5. 

Adapting these concepts to asymptotic testing problems is less straightfor­

ward when the null hypothesis is composite than when it is simple. It will 

be seen that it can be advantageous to take error probabilities of tests into 

account only for parameter sequences {ev} for which a compact subset K of 

the parameter space exists with {ev} c: K. Definitions of the concepts "a­

symptotically of level a" and "asymptotically uniformly most powerful" are 

given in Sections 5.2 and 5.5, respectively. In Section 5.6, asymptotically 

uniformly most powerful tests are derived for certain testing problems for 

exponential families. 

5.1. THE SEQUENCE OF TESTING PROBLEMS TO BE CONSIDERED 

In Section 3.5, attention was focused on a class of testing problems 

for exponential families. Since the relevance of the asymptotic properties 

to be defined is determined by other matters than whether or not the classes 

of probability distributions from which the samples are drawn constitute 

exponential families, the assumption of exponential families will be dropped 

in Chapters 5,6 and 7 (unless indicated otherwise). 

A sequence T1 , T2 , of testing problems is considered such that for 

every v, the experiment for T is constituted by k(k > 1) independent random 
v 

samples 

x{v) 
il ' 

x<vl 
in. (V) 

l 

< i < k ' 

X.(~) being an m1. -· dimensional random variable with probability distribution 
l] 
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k P. 8 , where 8. E G .. Denote 8 = (Si, ... , 8k)' and G = Tii=lGi. Disjoint l i l l 
subsets GH and GA of G are given such that for every v, null hypothesis and 
alternative hypothesis for T are 

v 

A 

Denote GT = GH U GA; values of 8 outside GT will be left out of considera­
tion. Thus, TV can be represented by 

where 

m(v) k 
m.n. (v) L:i=l l l 

P(v) k n. (V) 

·e =® i=l (Pi8. 
) l 

l 

It is assumed that minini(v) + A test for the asymptotic testing problem 
{T } is a sequence {$ } where, for every V,$v is a test function for T . 

V . V {V) (V) V The notation ES$v is used for E8$v(x 11 , ... , Xkn (v)) · 
The parametrization is assumed to be identi.d:able: if 8, 8 1 E GT and 

8 ~ 8', then PiS. ~ PiS'. for some i. It is useful to endow GT with the 
topology which i~ the ccSarsest topology such that for every i, the function 
8 o+ Pie. from GT to M1 (:IRmi) is a continuous function, when M1 (1Rmi) is 
consideted with the weak topology (see Appendix A.1). Define 

This topology on GT can be characterized by the property that en + 8 iff 

for all bounded continuous functions f : lRm + JR • It follows from the 
metrizability and separability of M1 (lRm), that GT with this topology is 
a metrizable separable space. 

The topological assumptions are made, that GT is locally compact and that 
GH is a closed subset of GT. Usually, GT can be taken to be a subset of a 
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Euclidean space, and the topology defined above coincides with the relative 

Euclidean topology. In most cases, the variation topology on M1 (JRm) induces 

the same relative topology on {P8 I 8 E G'[,} as the weak topology does. 

If the {P. 8 I 8. E G.} are canonical exponential families, where 81. is 
1. . 1. 1. 

the natural para~eter and G. the interior of the natural parameter space, 
J_ 

then Theorem 2.3.2 says that the relative Euclidean topology 

ponds to the relative weak topology of {P. 8 I 8. E G.} as a 
J_ • 1. J_ 

of G. corres­
i 

subset of 

~ J_ M1 (JR. ). If, moreover, GT is a closed subset of G and GH a closed subset of 

GT, then the topological assumptions are satisfied.(Recall that closed sub­

sets and open subsets of locally compact spaces are locally compact.) Hence 

the testing problem of Section 3.5 satisfies the assumptions made here. 

The local compactness assumption will be directly used only in the 

following lemma, which is essential to several theorems later in Chapters 

5 and 6. 

LEMMA 5.1.1. A sequence {~} of compact subsets of GT exists with 

~ c: int ~+1 

This statement remains true if GT is replaced by GH. 

*PROOF.The proof needs to be given only for GT. I.et d be a metric for the 

topology of GT, and let {8(r)} be a sequence which is dense in GT. Define 

for 8 E GT 

s ( e ; s > { s • E GT I d < s • , e > ~ d 

s(8) sup {E < 1\ S(8; s) is compact}. 

The local compactness of GT implies that s(8) > 0 for all 8 E GT. If 

d(8', 8) = o < E < £:(8), then 8(8'; E - o) C: 8(8; £:),SO that S(8';t:-o) is 

compact. This shows that le:(8') -e:(8)j ~d(8', 8), implying that e: is a 

continuous function. 

For r E lN, define S = S(8(r); ~e:(8(r))). Then S is a compact sub-
r r 

set of GT. As e: is continuous and positive and {8(r)} is dense, one has 

(1) G 
T 

Define {~} inductively i.n the following way. Let K1 s1 . Suppose that 
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~ c::eT has been defined and is compact. Because of (1), a finite set ~c:: lN 
exists with 

K c U int S 
h rEHh r 

Define H+h ~ U {h + 1} and 

~+1 u s 
rEH+h r 

Then ~+l is a compact subset of GT with ~ c:: int ~+l and sh+l c ~+l . 
With (1), this implies GT= Uh~· D 

5.2. DEFINITIONS OF "ASYMPTOTICALLY OF LEVEL a" 

When one tries to give mathematical formulations for concepts such as 
"asymptotically of level a" and "asymptotically UMP" for the testing problem 
of Section 5.1, two obstacles are encountered. The first one arises from the 
inadequacy of considering only only fixed parameter values in the approach 
followed here. The other obstacle lies in the possible "degeneration" at 
the boundary of the parameter space. In this section these obstacles are 
indicated for the formulation of "asymptotically of level a". 

A very strong asymptotic level a requirement for the test {~v} is that 
for every v, ~v be of level 

(5.2.1) for all v. 

This requirement, with the inequality replaced by an equality sign, is the 
one used by WALD (1943). There are cases where this requirement can be met, 
e.g., when one uses exact similar-size a tests. In many cases, however, this 
requirement is too strong for practical purposes. The critical value for a 
test statistic is often computed by means of a normal approximation, and the 
user only knows that the size of his test is "approximately" equal to a. 
For (moderately) large sample sizes, determining a test which is exactly of 
size a is often a troublesome and irrelevant affair: one does not care too 
much whether the size of the test used is .054 or .050. Instead of (5.2.1), 
therefore, one might impose the requirement 



(5.2.2) lim sup E8 ~v < a 
v 
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for all 8 E 0H . 

This requirement is used, for instance, by NEYMAN (1959). The following 

example, due to Willem Schaafsma, demonstrates that (5.2.2) does not rule 

out "super-power". It is somewhat similar to the examples of super-efficient 

estimators, first given by Hodges and reported by LE CAM (1953). 

EXAMPLE 5.2.1. A test with super-power. For two random samples of size v 

from normal distributions N<e 1 , 1) and N<e 2 , 1), respectively, consider the 

testing problem 

H 

A 

(The first sample is redundant from a conceptual point of view.) 

The associated parameter spaces are 

011 [0,1] x {O} 

GA [0,1] x (0,1] 

h . ( (V) (V)) Te pair x1 . , x2 . of sample means is a sufficient statistic. The test 

~v' rejecting for 

> u a 

is UMP - level a. Let 

x<vl 
2. 

> u v 
a 

o/v be the test which rejects for 

-~ or 

The sequence of test functions {o/ } has super-power among the asymptotically v 
level a tests in the sense that it satisfies (5.2.2), while 

for all 8 E GA 

and 
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The first two assertions are obvious, the last one is proved by considering 
_,,. -1 

the sequence {8v} with 8v = (2v , v ). D 

In NEYMAN (1959), the adoption of (5.2.2) as the definition of "asympto­

tically of level a" creates no problems, because there the possibility of 

"super-power" is excluded by restricting the attention to the class of 

"all C(a) tests". 

A requirement which is intermediate between (5.2.1) and (5.2.2) is given 

by 

(5.2.3) lim sup sup E8 $v < a 
v 8E8H 

It can be proved that this requirement excludes "super-power": if {8v}ceA 

and $v is the most powerful - level a test for testing H against the simple 

alternative 8 = ev, and if {\j!v} satisfies (5.2.3), then 

For many testing problems, (5.2.3) can be used as a relevant and easily 

applicable asymptotic level a -requirement. Many other testing problems, 

however, exhibit a "degeneration" at the "boundary" of the parameter space 

which makes (5.2.3) less suitable. (In this context, a sequence {8v} will be 

said to tend to the boundary of the parameter space, if every compact subset 

of GT contains only finitely many 8v's.) 

This "degeneration" poses the problem with respect to the property "asympto­

tically of level a", that for parameter sequences which approach the boun­

dary of the parameter space sufficiently rapidly, other limiting distribu­

tions occur than for parameter sequences which stay away from the boundary. 

E.g., the multinomial distribution tends asymptotically to a normal distri­

bution if the probabilities are bounded away from 0, but if at least one 

probability tends to 0 sufficiently rapidly, then the multinomial distri­

bution tends asymptotically to a distribution with at least one Poisson 

marginal. This implies that the verification of the condition 

requires other methods for sequences {8 } tending to the boundary of the 
\) 
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parameter space, than for the sequences {8 } which stay away from the boun-
v 

dary. However, the behaviour at the boundary of the parameter space is usu-

ally not important: the statistician is confident that the true, but unknown, 

value of 8 lies "well inside" Elr· The theory to be developed in this chapter 

is designed for such situations. A corresponding asymptotic level a -require­

ment is 

(5.2.4) lim sup sup E8 ~ < a 
v SEK v 

for all compact K c 8H . 

A study where the compact subsets of the parameter space occupy a similar 

position is LE CAM (1956), Section 8. Requirement (5.2.4) is adopted in De­

finition 5.3.1 as the asymptotic level a requirement to be used in this 

study. 

The implications between the four considered asymptotic level a - res­

trictions can be summarized by 

(5.2.1) ""(5.2.3)"" (5.2.4)"" (5.2.2). 

The example of super-power shows that (5.2.2) is essentially weaker than 

the other three requirements. It will be demonstrated in Section 5.4 that 

the class of tests satisfying (5.2.4) does not contain essentially more 

tests, in a certain sense, than the class of tests satisfying (5.2.1). 

5.3. THE CHOICE OF "INTERIOR SEQUENCE" AS A FUNDAMENTAL CONCEPT 

The asymptotic level a -restrictions (5.2.3) and (5.2.4) are defined 

in terms of (suprema over) sets of parameter values. They can alternatively 

be formulated in terms of sequences of parameter values. This will turn out 

to be advantageous in later sections. So the following classes of sequences 

are defined. 

s1 {{e } c 8 e - e for some 8 E 8 } 
v H v H 

s2 {{8) c 8 e + e for some 8 E 8H} H v 

s3 { {8) c 8 {e }c 
H v 

K for some compact K c 8H} 

s4 {{e } 
v 

c 8H}. 
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Note that sl c s2 c s3 c s4. The class s3 is "not much larger" than S2, 
since every {6v} E S 3 has a subsequence converging to a limit in GH. When 
for i = 1, 2, 3, 4 the asymptotic level a - requirement Ai (a) is defined by 

lim sup Ee ~v < a for all {8v} E Si , 
v v 

then (5.2.2) is equivalent to A1 (a), (5.2.4) is equivalent both to A2 (a) 
and A3 (a), and (5.2.3) is equivalent to A4 (a). WITTING and NOLLE (1970, 
Section 2.2) treat asymptotic testing problems in a similar fashion: they 
always relate the concepts "asymptotically of level a" and "asymptotically 
UMP" to classes of sequences of probability distributions. For testing pro­
blems with composite null hypotheses where a "degeneration" at the boun­
dary of the parameter space occurs as discussed in Sections 5.2 and 5.5, 
the use of sequences of parameter values seems to lead to a more elegant 
formulation of asymptotic optimality considerations than the use of sets of 
parameter values. Therefore, all asymptotic properties in this study will 
be formulated in terms of sequences of parameter values. 

The discussion in the preceding section shows that S2 and S3 are very 
relevant for the formulation of "asymptotically of level a". In following 
sections it will be argued that for asymptotic optimum properties, too, it 
is often relevant to consider only those parameter sequences which stay 
away from the boundary of the parameter space. One could consider the class 
of all sequences with compact closure in GT or, more restrictively, the 
class of all sequences which are convergent in GT. Choosing between these 
two is a rather academic affair. The class of sequences with compact clo­
sure, because of its greater generality, gives a little bit more room for 
theoretical developments in Chapter 7. These sequences will be called "in­
terior sequences". 

DEFINITION 5.3.1. The class of interior sequences is 

The classes of interior sequences corresponding to null hypothesis and 
alternative hypothesis, respectively, are denoted by 

{e } 
v 

{8 } 
v 

E S 

E S 

{e } c 
v 

{ e } c 
v 

G } 
H 

G } 
A 



A test {~ } is asymptotically of level a, if v 

lim sup E6 ~v < a 
v v 

for all { 8 } E SH v 
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Asymptotically level a tests will be compared by means of the power 

sequences {E8 ~ } for {8 } E S . Many sequences of tests are "not essential-v V v A 
ly different" from our asymptotic point of view. Hence a concept of asympto-

tic equivalence is needed. This is given in the following definition. Like 

the definition above, this one is suitable especially for situations where 

the behaviour of tests at the boundary of the parameter space is felt to be 

not very important. 

DEFINITION 5.3.2. Two tests {~) and {\)!) are said to be asymptotically e­

quivalent if 

for all {8 } E S . 
V A 

They are said to be strongly asymptotically equivalent if 

I~ - \)! I + o v v for all {8) E SA . 

For two asymptotically equivalent tests, the "asymptotic powers" 

against all interior sequences corresponding to the alternative are the 

same for both tests. For two strongly asymptotically equivalent tests (the 

randomization, if necessary, can be carried out so that) the probability 

that the two tests lead to different decisions tends to 0. It may be sen­

sible to try to differentiate between tests which are (strongly) asympto­

tically equivalent. A large amount of literature exists about this subject, 

but it will not be considered in this study. 

5.4. RELATIONS BETWEEN SEVERAL DEFINITIONS OF "ASYMPTOTICALLY OF LEVEL a" 

In Section 5.2, four different definitions are given for the concept 

"asymptotically of level a", and the implication between them are summarized 

as 

(5.2.1) => (5.2.3) => (5.2.4) ... (5.2.2) . 
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Requirement (5.2.4) is adopted to be used in the rest of this study (Defi­

nition 5.3.1). It is demonstrated in this section, that (5.2.4) does not ad­

mit essentially more tests than (5.2.1) does: for every test{$} satisfying 
\) 

(5.2.4), there exists a test{~} which satisfies (5.2.1) and is strongly 
\) 

asymptotically equivalent to {$\!}. 

First suppose that {$v} satisfies (5.2.3), and define 

Then cv + 1. The test{~), defined by ~v = cv$v' satisfies (5.2.1) and is 

strongly asymptotically equivalent to {$ } , as 
\) 

for all {Bv} c GT 

E8 (1 - cv)$v < 1 - cv + o 
\) 

It remains to be shown that for {$v} satisfying (5.2.4), there exists 

a {~v} which satisfies (5.2.3) and is strongly asymptotically equivalent to 

{$\!} . The following lemma is used to prove this result. It is a version of 

Lemma 4 of LE CAM (1956). 

LEMMA 5.4.1. Let K be a compact subset and Gan open subset of G with 
T 

0 t Kc G I' GT. Then thm0 e ex-ists a test {x) with 

*PROOF. Define m and P8 as in Section 5.2, and let F be the class of finite 

sets of pairs (f, t), where f : JRm + lR is a bounded continuous function 

and t a real number. Since the topology of GT corresponds to the relative 

weak topology of {P 8 1 e E GT} as a subset of M1 (JRm), the class of subsets 

U(F) {8 E GT! IJ fdPe - tl < 1 for all (f, t) E F} 

for F E F, constitutes a base for the topology of GT. As K is compact and 

Gopen, finitely many F 1 , ... , FN E F exist with 



Define 

N 

Kc U U (Fh) c G . 
h=l 

d(6) min 
h 

max \ffdP8 -t\. 
(f,t)EFh 
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Then dis a continuous function and d(6) < 1 is equivalent to 8 E Uh U(Fh). 

Hence 

Kc {e E eTI d(Bl < 1} c G . 

With the continuity of d and the compactness of K, this implies 

Define 

sup d(8) < 1 < 

6EK 

a = i, (sup d(8) 
6EK 

inf d(8) . 

8E8T'G 

+ 1) E = 

n ( \)) = min.n. (v) 
no (v) 0 l. l. 

T f [n (\!) ]-1 L: f (X (v) 
\) 0 j=1 

lj' 

1 - a 

x(v)) 
kj 

(Tvf is not the most sophisticated estimator for ff dP8 , but it works 

easily.) Let if(x) \ .'.5_ M1 for all (f, t) E UhFh and x E lRm, and let M2 be 

the number of elements of UhFh. Chebychev's and Boole's inequalities yield 

Let xv be the indicator function of the event 

{min 
h 

max 
(f,t)EFh 

Then for all 8 E K one has 

IT f - tl < a} . 
\) 
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Pe {xv O} 2 
< M 
- 1 M2 I 

2 
E n0 (\J) 

and for all 8 E GT '-G 

Pe {xv 1} < M2 
- 1 M2 I 

2 
E n 0 (\J) 

As n0 (v) -)- 00 I this shows that {xv } satisfies the requirements. D 

THEOREM 5.4.1. Let {pv} be a test satisfying (5.2.4). Then a test {wv} exists 
which satisfies (5. 2. 3), and which is strongly asymptotically equivalent to 
{p) . 

*PROOF. If GT is compact, the theorem is trivial. Therefore assume that GT 
is not compact. According to Lemma 5.1.1, there exists a sequence {~} of 
compact subsets of GT with K1 f 0 and 

~ c: int ~+l 

Since GT is not compact, ~ f GT. Note that sup 8E~ E8p\J 
in h, for every v, and that (5.2.4) implies 

for every h . 

is non-decreasing 

Lemma A.5.1 implies the existence of a sequence {h1 (v)} with h 1 (v) ~ 00 and 

lim sup sup {E8pv I 8 E ~ (v)} :5._ a 
\) 1 

For every h, Lemma 5.4.1 yields a test {xhv} with 

It is not a restriction to assume that xh < xh 1 . (If necessary, replace \) - + ,v 

a(h, V) 



Then a(h, v) ~ a(h + 1, v) and for every hone has a(h, v) + O. Lemma 

A.5.1 now yields a sequence {h2 (v)} with h 2 (v) + 00 and a(h2 (v), V) + o. 
Define h 3 (v) = min {hl (V), h 2 (v)} , xv = x and ljiv = xv<Pv h 3 (v) ,v 
It will be proved that {lji } has the required properties. v 

In order to prove the strong asymptotic equivalence with {tjiv}, let 

{SV} C K for a compact K C 8T. As K c Uh int ~ and K is compact, there 

exists an h with Kc~' and hence 
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lim sup E8 I <Pv - lji) _:_ lim sup E6 ( 1 - x) < 1 - lim inf E8 xhv 
v v v v v v 

< 1 - lim inf inf E8xhv 0 . 
v 8E~ 

In order to show that {lji } satisfies (5.2.3), note that a subsequence {s} v 
of {v} and a {es} c eH exist such that 

lim sup sup E8ljiv 
v 8E8H 

and such that either es E ~l Cs) for all s, or es ~ ~l Csl for all s. 
In the first case, 

lim Ee lji~ < lim sup Ee <P s < lim sup sup {Ee<Ps I e E ~ (s)} _:_ CL 
s s .,- s s £: 1 

In the second case, 

lim E8 lj!E < lim sup s I; , - I; 

< lim sup a(h2(s), s) 0. 
s 

This establishes that {lji} satisfies (5.2.3). o v 

5.5. DEFINITIONS OF "ASYMPTOTICALLY UNIFORMLY MOST POWERFUL" 

In this section, we try to give a relevant formulation for the concept 
"asymptotically uniformly most powerful", abbreviated to "AUMP". In accor­
dance with Section 5.3, the concept "AUMP" will be formulated in terms of 
sequences of parameter values. The attention will always be restricted to a 
certain class~ of tests. For example, i can be the class of all asympto-
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tically level a tests. In Chapters 8 and 9, smaller classes ~will also be 

considered. 

DEFINITION 5.5.1. Let {8 } c GA. The test{~ } is said to be asymptotically v v 
most powerful - ~, or AMP-~. against {8 } if 

v 
{~) E ~ (i) 

(ii) lim inf Ee (~v - wvl > o for all {wv} E i . 
v v 

For a class S0 of sequences in GA, a test {~v} can be said to be AUMP-

1>' against S0 if it is AMP- ~against {ev} for all {Sv} E S0 . Possibilities 

for S0 are 

s1 { {8 } c G 8 - 8 for some 8 E GA} v A v 

s2 SA = { {e } c 8 {8 } c K for some compact Kc 8 } v v A 

s3 {e } c GA}. v 

Usually, w is large enough so that there exists a {~ } E ~with Ee~ + 1 v v 
for every 8 E GA. In such cases, {~v} E ~ is AUMP-1>' against S1 iff {~v} 
is consistent, and the optimum property "AUMP-~ against S1" is rather weak. 

The optimum property "AUMP-1>' against S 3" leads to meaningful results 

only if 1>' is a class of tests satisfying (5.2.1) or (5.2.3) as asymptotic 

level a - restriction. This is the approach usually followed; see WALD 

(1941) or JOHNSON and ROUSSAS (1969). The following example shows that for 

some testing problems this approach is too restrictive: there may exist an 

AUMP - '4) test against S2 , while no test is AUMP - 1>' against S J. This can 

happen when a "degeneration at the boundary of the parameter space" occurs 

(see Section 5.2). 

EXAMPLE 5.5.1. Comparison of two succes probabilities. Let x:~), for i = 1,2 
{v) 1.J 

and 1 ::_ j .::._ nl., {v), be independent random variables, X,, having the Ber-
1.J 

noulli distribution with succes probability Si: 

1} 0} 1 - 8, 
1. 

where e = (81, e2). Suppose that nl (v) I n2(v) + p E (0,1) and consider the 

testing problem 
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H A 

Denote by ~ the class of all tests which are asymptotically of level a in 

the sense (5.2.3). A sufficient statistic is (X(v) X(v)) with 
1+ ' 2+ 

n. (v) 
1. 

l: 
j=1 

x<vl 
ij 

It will be shown in Example 5.6.1 that Fisher's exact test is AUMP- ~against 

S2 • The purpose of the present example is to show that no AUMP- ~ test 

against S exists. 
3 

Argue by contradiction, and assume that {<j> } is AUMP- ~ against S3 • 
2v 

It may be assumed that test functions <Pov : JN 0 + [0,1] exist with 

~ - ~ (X(v) x<vl) A diagonal sequence argument establishes the exis-'Yv - 'Yov 1+ ' 2+ · 
tence of a subsequence {~} of {v} for which 

for a certain test function <j>. Note that if 

tends in variation distance to the Poisson 

(vl n. (v) e . + p., then L8 (X. ·) 
1. Vl. 1. Vi l.+ 

distribution with parameter pi. 

Let Y1 and Y2 be independent random variables having Poisson distributions 

with parameters p 1 and p 2 , and let 8~(p 1 , p 2 ) = (p 1 I n 1 (~), P 2 I n2 (~)); 

then 

(1) 

for all p = (p1 , p 2 ). With (5.2.3), this implies that cp is of level a for 

the "limiting" testing problem 

H' A' 

for Poisson parameters p 1 and p 2 . This testing problem admits no UMP-level a 

test (see below),so there exist a test~ and parameter values q 1 , q 2 with 

q 1 > pq2 and 
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where q (q1 , q 2 ) . Define 

there exists an h with 

(2) E '" (h) (Y1 , ) "'(Y Y ) q o/ y2 > Eqo/ 1' 2 . 

The test {•'·(h) (X(v) X(v))} t' f' (5.2.3) and o/ l+' 2+ sa is ies 

(3) E ljJ(h)(X(I;) X(l;))-+EqljJ(h)(Yl,Y2 J. 
et;<ql 1+ ' 2+ 

Relations (1), (2) and (3) contradict the assumption that {cp} is AUMP-W 
\I 

against s3. 
(In order to prove that no UMP-level a test exists for the "limiting" 

testing problem, it is sufficient to prove that a level a test cp 0 exists 
which is not dominated by the UMP-unbiased level a test cpu. Define cp 0 by 

t 

0 elsewhere , 

where c E JN and t E [ 0, 1) are determined so that 

(1) a . 

0 

0 

Since E( )cj>O is a continuous function of p which tends to 0 for p-+ oo, pp,p 
a p 0 exists which is the largest nonnegative real number with 

a . 

The test cp 0 is the unique most powerful - level a test for testing 
(p1 , p 2 J = (pp0 ,p0 ) against (p 1 , p 2 l = (p, 0), for all p > pp0 . Since 
cpu ~ cp0 , it can be concluded that 
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for all p > pp . Since the expectations of ~O and ~ are continuous functions 0 2 u 
of (p1 , p 2 ) on [O, 00 ) , there exists a (p 1 , p 2 ) with p 1 > PP2 > 0, p 1 > PP0 
such that 

(2) 

It follows from (1) and (2) that ~O is a level a test which is not dominated 

by ~u·) D 

As mentioned in Section 5.2, the theory to be developed in this chapter 
is designed for situations, where the statistician is not so concerned 
about the error probabilities of his test for parameter values which are very 
close to the boundary of GT. In such situations the property "AUMP-°¥ against 
s2 = SA" is satisfactory. If a test is AUMP - '¥ against s2 I the question whether 
it is also AUMP-'¥ against S3 (or the question to determine the largest class 
of interior sequences, against which the test is AUMP-°¥ ) is interesting, 
but often of minor importance. For certain testing problems (e.g., in the 
case of normal distributions), invariance considerations may be used to prove 
that the test is indeed AUMP-°¥ against S3 ; for many testing problems for 
contingency tables where an AUMP-°¥ test against S2 exists, such as that of 
Example 5.5.1, an AUMP-i test against S 3 will not exist. 

DEFINITION 5.5.2. The test {~ } is asymptotically uniformly most powerful \) 

-1, or AUMP-1 , if it is AMP-i against all {6v} E SA. If i is the class of 
all asymptotically level a tests, "AUMP-1" can be replaced by "AUMP - level 
a" o 

5.6. AUMP TESTS FOR EXPONENTIAL FAMILIES 

The literature contains many results concerning asymptotically most 
powerful tests. These results are often valid for testing problems involving 
families of distributions which are more general than exponential families. 
Many articles on AUMP test, such as WALD (1941) and JOHNSON and ROUSSAS 
(1969), consider testing problems with simple null hypotheses. NEYMAN 
(1959) considers testing problems with composite null hypotheses, but he 
proves asymptotic optimality of the proposed test only within the class 
"C(a)" of tests, which does not contain all asymptotically level a tests. 
Theorem 5.6.1 gives an AUMP - level a test for certain testing problems with 
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composite null hypotheses for exponential families. This test will be asymp­
totically equivalent to "optimal" tests derived by other authors; the con­
clusion that this test is AUMP - level a, in the sense of Definitions 5.5.2 
and 5.3.l, is new. Because of the restriction to exponential families, the 

test statistic can be expressed in a relatively simple way. 

The asymptotic testing problem of Section 3.5 is considered again, with 
the notation introduced there; it is assumed that the cone K used to define 
the alternative hypothesis can be chosen to be of the form 

(5.6.1) K {t a I t > O} , 

for some a E :!Rm (Note that if dim V ~ 1, then there exist many different 
cones K' with V + K' = V + K; the cone (5.6.1) is a choice with minimal 
dimension.) So, null hypothesis and alternative hypothesis are 

H f(µ) E V 

A f{µ) E V + ft a I t > O} ; 

the parametrization is done withµ= EµX(~).A sequence {µv} c Fis an inte­
rior sequence iff it is relatively compact in F. 

In part (2) of Section 3.2 one can find conditions ensuring that a 

UMP - level a or a UMP - unbiased level a test exists for this testing pro­
blem. If a UMP - level a test is known, then the construction of an AUMP -
level a test is superfluous. If there is no UMP - level a test, then :i.t is 
relevant to construct an AUMP - level a test, or to determine whether a 

given test is AUMP - level a. All AUMP - level a tests will be strongly 

asymptotically equivalent in the sense of Definition 5.3.2 (this can be 
proved using Theorem 4.5.1). For intermediate sample sizes, however, there 
may be different "good" level a tests with sizeable differences in their 
power functions; in spite of the existence of an AUMP - level a test, 
selecting a test can still be a non-trivial affair. 

Corollary 4.4.2 states that if {µ 0 v} and {µ 1v} are interior sequences 

with lim supv[n(v)]~ II µiv - µ 0 vll < 00 , then the sequence of tests o/v re­
jecting for 

(5.6.2) 
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is AMP - level a for the sequence of testing problems with null hypotheses 

and alternative hypotheses 

H 
v 

µ A 
v 

µ 

For arbitrary {µ 0 } E SH and {µ } E SA, there does not always exists a test 
v 1 v 

which has "asymptotically the same power" against {µ 1v} as the sequence of 

tests with rejection regions (5.6.2), and which is asymptotically of level 

a for the whole null hypothesis. Suppose for simplicity that f is the iden­

tity function; if µ 0 is the projection of µ 1\! on V with respect to the 
~1 

inner product x'R L Y , then the left hand side of (5.6.2) equals 
\! µO\! 

R 
v 

thisstatistic has expectation 0 under H, while its variance can be consis­

tently estimated. In this case, an asymptotically level a test {$v} exists 

which has "asymptotically the same power" against {µ 1v} as the sequence of 

tests with rejection regions (5.6.2). This test is AMP - level a against 

{µ 1v} . In the testing problem of this section, it is possible to choose 

{p } independently of {µ 1 }, which results in an AUMP - level a test. This 
v v 

is the essence of Theorem 5.6.1. This theorem uses the concept of a "uni-

formly consistent estimator". 

DEFINITION 5.6.1. A uniformly consistent estimator forµ under His a 

sequence of statistics 1'.iv with values in µ (0H), such that 

for all {µ 0 } E S , while for every {µ } E SA and every subsequence of {v} 
v H V 

there exist a further subsequence {~} and a µ 0 E µ(0H) with 

The first property required in this definition is essential; the 

second one is technical in character, and it is postulated only because it 

is handy for proofs of sharp consistency (see Definition 6.1.2 and part 

(iii) of the proof of Theorem 5.6.1). For the testing problem of Section 3.5, 
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there always exists a uniformly consistent estimator for µ under H. For ex­

ample, let Lv be the projection of JRm onto V with respect to the inner pro­

duct x'Rvy, and suppose for simplicity that f is the identity function and 

LV X(~) E µ(GH) with probability 1. Then µv ~ LVX(~) is a uniformly consistent 

estimator for µ under H : for every {µV} E S one has 

L µ 11 < 11 X ( ~ ) - µ 11 -+ 0 in { µ,, } - prob .. v v - v v 

If the k families {P. 6 le. E 8.} are identical and V = {(µ 1•, ... , µk')' I 
l. . (l.) l. 

µ 1 = µk}, then L~X ~ is the UMVU estimator fQr µ under H. 

THEOREM 5.6.1.For the positive definite symmetric matrix A, denote by 
. . -1 LA the projection on V W1-th respect to the 1-nner product x'A y and let 

wA be the vector of weights 

Let {µv} be a uniformly consistent estimator for µ under H and define 

1 if T > u 
v a 

0 if T < u 
v a 

Then {<I> } is AUMP - level a. 
\) 

PROOF. Define 

As WA is a continuous function of A, the uniform consistency of {µ)implies 
that 

(1) 



for every {µv} E SH. 

(i) First it will be proved that {$ } is asymptotically of level a. Let v 
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{µ } E S • Liapounov's Central Limit Theorem implies (as in part (a) of the 
v H 

proof of Theorem 4.4.1) that 

(2) 

From {µv} ESH it follows that f(µv) E V, and hence wA f(µv) 

A. With (1) and (2), this implies 

L (T l + NC0,1) • 
µv v 

0 for every 

Hence E $ + a. 
µ v 

(ii) Letv{µ 1 } ES and let {~ } be an asymptotically level a test. Suppose 
v A V 

that there exists a µ E µ (6H) with µlv + µ and suppose that 

(3) lim sup [n(v)]~ll µlv - µ0 )1 < 00 , 

v 

where µOv is defined by 

Let $lv be the test given by Corollary 4.4.2, with rejection region (5.6.2). 

Then 

(4) 

Note that 

where D 
µ 

A-1 (R µ) 
v' 

Caf I aµ). The assumption that f is twice continuously differen-

tiable and a first-order Taylor expansion yield that if $2v has rejection 

region 

d' A-l (R 
v v' 

µ) Y > u [d' A-l(R µ)d ]~ 
v - a v v' v 
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where 

then 

(5) 

d 
\) 

y 
\) 

The definition of µOv and the fact that f(µlv) E V + K imply that ~ 2 \J re­
jects iff 

the property that wA f(µOv) = O for every A implies that ~v rejects iff 
W~ Yv > ua. With (1), this shows that 

(6) E I~ - ~ I + 0 . 
JJov 2 v v 

Together with (3) and Proposition 4.1.1, (5) and (6) imply that 

E I~ - ~ I+ 0. With (4), this yields µlv lv v 

lim inf E ( ~ - l/J) ~ 0 . 
\) µ 1 \) \) 

(iii) Let again {µ 1\J} E SA, and let {l/Jv} be an asymptotically level a test. 
Suppose now that 

(7) 

for every {µ 0 } ES . The second assumption in Definition 5.6.1 implies \! H 
(passing to a subsequence, if necessary) the existence of a µ 0 E µ (8H) with 

(8) 

Let 

d 
\) 



It follows from (7), (8) and f(µ 1) E V + K that 

Note that 

[n(v) ]I:! W' d 
\) \) 

+ co 

the first term of the right hand side is bounded in {µ 1v}- prob. and the 

second term goes to co • This yields 
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(iv) Let {µ 1v} E SA, and let {$\!} be an asymptotically level a test. There 

exists a subsequence {I;} of { v} for which 

lim 
I; 

E (~I; - $1;) = lim inf 
µ11; \) 

and to which either (ii) or (iii) can be applied. In both cases it can be 

concluded that 

lim inf 
\) 

E (~ - $) ~ 0 • 
µ1 \) \) 

This establishes, together with (i), that{~ } :is AUMP - level a. c 
\) 

REMARK. It may be rather tedious to determine the projection LA(R ,µ la. In 

many practical applications, f is the identity function while (po~si~ly 
after a linear transformation) 

(5.6.3) l: v 
].l 

v for all µ E µ (8H) . 

-1 
This implies that x' A (RV, µ) v = 0 for all v E V iff x' Rvv = 0 for all 

v E V. So under condition (5.6.3), LA(R )a is the projection of a on V 
\)Iµ 

with respect to the inner product x' Rvy' and independent of µ. 

For a result which corresponds to the theorem above but which is valid 

for more general families of probability distributions, NEYMAN (1959) needs 

"root n - consistent estimators". These are estimators for which, roughly 
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said, 

i, 
{L ([n{v)] (µv-µ)l}istight 

µ\) 

for all {µv} E SH. We need to assume of the estimator {µv} only that it is 
uniformly consistent, because of our restriction to exponential families. 

EXAMPLE 5. 6 . .1. Corrrpm0 ison of two success probabilities (continued). This is 
a continuation of Example 5.5.1. In order to use the same symbols as in the 
present section, the success probabilities will be denoted by µ 1 and µ 2 . 
This testing problem provides an instance of the testing problem of this 
section, with k = 2, m1 m2 = 1, m = 2, f =the identity function, and 

v a=(l,-1)'. 

The average number of sucesses in the combined sample 

- (v) x . (X(v) +X(v))/n(v) 
1+ 2+ 

P1 (v) X (v) + p2 (v) X (v) 
1. 2. 

is a uniformly consistent estimator for the success probability under H. 
Forµ= (µ 0 , µ0 )' E v, one has 

It is clear that (5.6.3) is satisfied and 

a - 2(p2(v), - Pl {v))' 

for µ (µ0 , J.J 0 l '.This yields the test statistic 

The test which rejects for Tv > ua is AUMP - level a. It is asymptotically 
equivalent to Fisher's exact test ~Fv· The latter test is UMP-unbiased level 
a (LEHMANN (1959), Section 4.5) and it · · b ~ (X(v) X{v)) with is given y ~FV l+ , 2+ 
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> 

x 1 ha(n, n 1 , x 1 +x2), 

< 

where n n(v), n 1 = n 1 (v), and ta and ha are determined by the requirement 

x} a for all x. 

The test which rejects for TV > ua can also be regarded as a one-sided ver-
2 2 2 2 

sion of the x test for the 2 x 2 table, which rejects for Tv > u~a = Xl;a" 

CJ 

· h (V) (V) EXAMPLE 5.6.2. The Betzrens-F~s er problem. Let z11 , •.• , z1n (v) and 

Z (v) (v) b · d d d 1 f 1 1 ' t 'b t' 21 , ••• , z2n(v) e in epen ent ran om samp es rom norma dis ri u ions 

with expectation n1 and n2 and variance cr~ and cr~, respectively. Consider 

the testing problem 

H 

This is called the Behrens-Fisher problem. It has received much attention in 

the literature (see, e.g., LINNIK (1968) and references cited there) because 

of its practical and theoretical importance. The subset 0H of the natural 

parameter space corresponding to the null hypothesis is "curved", and the 

standard methods for obtaining UMP-unbiased level a tests cannot be applied. 

With the definition 

( i 1, 2; 1 2_ j 2_ ni (v) 

this problem is brought into the form of the testing problem of this section. 

Expectation and covariance matrix of X(v) are given by 
ij 
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2n.a~ ) J. J. 

4 2 2 
2ai + 4niai 

Some computations show that for µ 
2 2 2 2 ' <n, n + a 1 , n, n + a 2 ) 

{ ~2 2 }-~ ul I pl(V) + a2 I p2(V) (1, 0, -1, 0) 

The variances a~ can be estimated by S~i I ni (v), where 

n. (V) 
2 

s2 
J. 

(z:~i - z :v)) = l: 
VJ. 

j=l l.J ].. 

n. (v) 

z:v)= [n.(vl]-1 
J. 

z:~) l: 
J.. J. 

j=1 l.J 

Theorem 5.6.1 yields that the test which rejects for 

2 2 2 2 -~ (v) (v) n(v) [Svl I p 1 Cvl + S I P2 (v)] (Z - z ) > u v2 1. 2. a 

is AUMP - level a. Most tests which are proposed for this problem, such as 
the test of WELCH (1947), are asymptotically equivalent to this test. As a 
matter of fact, the reasons why the Behrens-Fisher problem is found to be 
interesting are related to the difficulties inherent in the size a - restric­
tion 

and in the similarity restrict.ion 

These difficulties disappear in the asymptotic approach followed here. The 
"flavour" of the Behrens-Fisher problem is lost in the present treatment. 
0 
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5.7. AN ELABORATE EXAMPLE: PAIRED COMPARISONS WITH ORDER EFFECTS 

For the comparison of two treatments, an "efficient design" can be ob­

tained by letting each individual serve as his own control: the two treat­

ments are administered to each of v individuals, and each individual pro­

duces a score indicating the preference for the one over the other treat­

ment. There will in general be an order effect, as one of the treatments is 

administered first and the other treatment last. The methodological and sta-

tistical procedures will have to take this order effect into account. 

The problem of testing whether a treatment effect exists, is discussed 

in SCHEFFE (1952), GART (1969), SCHAAFSMA (1973) and RAY (1976), under diffe-

rent assumptions concerning the experimental design. We study the same de­

sign as Schaafsma: a fair coin is tossed for each individual separately in 

order to decide which treatment is administered first. Each individual is 

requested to state whether he prefers the treatment tried first or the one 

tried last. Indicate the two treatments by the numbers 0 and 1, and define, 

for 1 < j :5._ v, 

number of treatment administered first to individual j 

0 (or 1) if individual j preferred the treatmentadministe­

red first (or last). 

The v pairs (zjl' zj 2 ) are regarded as the outcomes of a random sample 

<z11 , z12 J, ••• , (Zvl' zv2 ). Denote the conditional probability that a 

randomly selected individual prefers the treatment administered last, if 

treatment g was administered first, by e : 
g 

e 
g I zj1 = g} 

Since the coin is supposed to be fair, we have 

(g, h)} 
!i (1-8 ) 

g 

The null hypothesis of no treatment effect 

H 

if h 0 

if h 
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is to be tested against the alternative that the second treatment is preferr-
ed, 

(Note that the order effect is absent iff 80 + e1 = 1.) 

This is a testing problem for an exponential family of distributions where 
the part of the natural parameter space corresponding to the null hypothesis 
is "curved"; there does not exist a UMP - unbiased level a test. 

A sufficient statistic is N = (N00 , N01 , N10 , N11 ) where 

Ngh number of j with (Zjl' zj 2 ) = (g, h). 

In practice, the order effect is often ignored, and tne data are reduced to 
(N00 + N11 , N01 + N10 J, being the numbers of times that treatment O or 1, 
respectively, is preferred. The sign test, rejecting for large values of 
N01 + N10 , is UMP among the level a tests based on N01 + N10 . It is also 
most powerful - level Cl against all (80, 81) with eo > el and eo +Ell= 1. 
The test which rejects for large values of N01 + N10 , conditionally given 

(NO+' Ni+' N+O' N+l) where 

N 
g+ 

is formally equivalent to Fisher's test for the 2 x 2 table; it is studied 
by GART (1969) and SCHAAFSMA (1973). The latter author computes power func­
tions of the sign test and of Fisher's test, leading him to the conclusion 
that "as v increases, Fisher's test becomes more and more attractive where-
as the sign test becomes less attractive". We shall prove that Fisher's 
test is AUMP - level a. 

An asymptotic version of Fisher's test can be given by 

0 

where the test statistic is 

T > u 
Ov a 

< u 
Cl 
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In order to apply the theory of Section 5.6, the testing problem must be 

given the form of Section 3.5. In view of the remark following Theorem 5.6.1, 
. . (V) (V) 

a convenient transformation of the (Zjl , zj 2 ) to random variables having 

a distribution from a canonical exponential family (compare Example 2.3.1) 

is 

(-1,0,0)' 

x~v) (011 ,1) ' 

J (1,0 ,0)' 

(0 ,-1, 1) ' 

This transformation transforms N(v) to 

Note that 

v 
l: 

j=1 

(0,0) 

if 
(V) z (V)) (0, 1) 

(Zj 1 , j2 ( 1,0) 

(1, 1) 

' 
µ µ(8) E X(V) 

8 j l:l(8o - 81, 80 - 81, 80 + 811 . 

(Unlike in Section 3.5, 6 is here not the natural parameter.) This transfor­

mation is chosen because in terms ofµ, the testing problem obtains the 

simple form 

H 0, A 

while the covariance matrix under H is diagonal: 

l: 
µ 

cov 
µ 

forµ= (0,0, µ 3 J. This testing problem is of the form of Section 5.6, with 

k = 1, m = m1 = 3, f = - the identity function and 
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v (1, 1, 0) I • 

Note that A(R 
v' µ) l: and that condition (5.6.3) is satisfied; we have µ 

Ll: a = 0 and 
µ 

wl: 
µ 

A 'f 1 · t t t' f under H i's X(\J) = -l N(\J) uni orm y consis en es imator or µ 3 3 . \J +l · 

Theorem 5.6.1 yields that the test ~\J which rejects for T\J > ua' where 

is AUMP - level a. For allµ one has L (N(v)) 
µ 0+ 

v- 2 N(v) N(v) + ~ in prob .. Hence 
o+ 1+ 

Tv I TOv + 1 in prob., 

B(v, !;;) , so that 

implying that {~,) and {~ } are strongly asymptotically equivalent. Hence 
v ov 

Fisher's test {~0 \J} is AUMP - level a. 

The considerations and power computations in SCHAAFSMA (1973) show that, 

for very small v, Fisher's exact test is inadmissible; and that for v rea­

sonably large, say, v ~ 30, the sign test is only slightly better than 

Fisher's test, for 80 + 8 1 close to 1, whereas Fisher's test is much better 

than the sign test in a large region of the alternative. Although no com­
parisons with other tests have been made, it seems that for this testing 

problem the statement "{~0 \J} is AUMP - level a" can be interpreted roughly 

as "for v .:'._ 40, no leve 1 a test exists which has, for some ( 8 0 , e 1) with 

80 > e1 and 80 (8 1 ) not too close to 0(1), a worthwile power advantage over 

~ov" · 



CHAPTER 6 

ASYMPTOTICALLY MOST STRINGENT TESTS FOR PROBLEMS 
WITH COMPOSITE NULL HYPOTHESES 
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In this chapter, asymptotic versions of the concept "most stringent" 

are treated for the testing problem of Section 5.1. A definition of the 

concept "asymptotically most stringent" is given in Section 6.1. In Section 

6.3, the asymptotically most stringent test for testing problems with unres­

tricted alternatives for exponential families is derived. This result is 

closely related to the results of WALD (1943), and includes as a special 
2 case that the familiar x test for contingency tables is asymptotically 

most stringent. In Section 6.4, the asymptotically most stringent test for 

certain testing problems with restricted alternatives for exponential fami­

lies is derived. 

6.1. DEFINITIONS OF "ASYMPTOTICALLY MOST STRINGENT" 

For many asymptotic testing problems there does not exist an AUMP - i 
test in "attractive" classes i. Therefore it is relevant to define asympto­

tic optimum properties which can (almost) always be satisfied, and which 

are equivalent to "AUMP" if there exists an AUMP test. The property "asymp­

totically most stringent" (abbreviated to "AMS"), to be defined in this 

section,is such an optimum property. It is an asymptotic version of the 

property "most stringent", defined in Section 2.6. Recall that a test~ 

is most stringent -(w, S*l if ~ E wand 

(6.1.1) sup y (~, 8) 

8E8A 
inf sup y(~', 6), 
~'Ew 6E8A 

where y is the shortcoming with respect to S*, defined by 

y(~, 6) 
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A useful alternative formulation of condition (6.1.1) is the requirement 
that for every ~· E ~, one has 

(6.1. 2) sup { y ( ~ ' , 8 ' ) - y ( ~ , 8) } > 0 
8 'EG 

A 

In Sections 6.1 and 6.2, the sequence of testing problems T1 , T2 , ••• 

of Section 5.1 is considered again. The property "asymptotically most string­
ent" will be defined with respect to a sequence 

~S* { } s~ 

of functions S~ GA+ [0,1]. For every v, the shortcoming with respect to 
S* is 

v 

where ~ is a test for T . In most applications, v 
function with respect to the class of all level 

S* is the envelope power v 
a tests for T . 

v 
The concept "asymptotically most stringent" was introduced by WALD 

(1943). He defines a test{~} to be asymptotically most stringent if v 
(i) for all v 

(ii) for every test{~'} which satisfies (i), v 

y (~ , 8) J v v 
> 0 

(yv is the shortcoming with respect to the class of all level a tests for 
T .) An alternative formulation for (ii), resembling (6.1.2), is the re­v 
quirement that for every test{~'} satisfying (i), one has v 

inf 
{8 }cG 

v A 

This requirement involves not only interior sequences, but also sequences 
{ 8 } and { 8'} which "tend to the boundary of GT". In Sections 5. 2 and 5. 5 v v 
it is demonstrated that many testing problems "degenerate at the boundary 



of GT", and that it can be relevant to define asymptotic optimum pro­

perties of tests which involve only interior sequences. For a class S0 

of sequences in eA, a test {$v} E i will be called asymptotically most 

stringent -(~, S*l against S0 if for every {$~} E i, one has 

(6.1. 3) inf sup 
{8)ES0 {8~}ES0 

lim inf [y ($',8') - y ($ ,e )] > o. 
v v v v v v v 
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This is Wald's definition if i is the class of all sequences of size a test 

functions,S~ is the envelope power function with respect to the class of 

all level a tests for Tv, and S0 is the class of all sequences in eA. We 

shall call a test {$ } E i asymptotically most stringent -(i, S*l if {$ } 
v v 

is asymptotically most stringent -Ci, S*l against SA, the class of all 

interior 

s II Will 
0 

The 

sequences in eA. In Chapter 7, the property "AMS - ci, S*l against 

be considered for S0 c SA. 
optimum property "AMS - ci, S*l" is especially relevant if S* cor-

responds to i in the sense that for every {Sv} E SA a test {$v} exists which 

is AMP - i against {8 } ,and 
v 

(6.1.4) S~(Svl - E8 $v + O . 
v 

In this case, {$ } E i is AMP - i against {a } iff (6.1.4) holds. Theorem 
v v 

5.4.1 shows that if i is the class of all asymptotically level a tests and 

S* is the envelope power function with respect to the class of all level a 
v 

tests for T , then S* corresponds to i in this sense. If S* and S* are se-v v 1 2 
quences of envelope power functions which both correspond to the class of 

tests i, then 

This implies that for so c SA, a test is AMS - ci, Sil against so iff it 
~ ~* . s is AMS - (~, S2 l against 0 . Hence it makes sense to replace the name 

"AMS - ci, S*l against So" by "AMS - i against So" if S* corresponds to i, 
and s0 c SA . 

An asymptotic analogue of the minimax shortcoming does not always 

exist. This should be a number Yo such that {$v} E i is AMS - ci, S*l iff 
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The latter condition is equivalent to the condition that (6.1.3) holds for 

every {cp~} E ~, with S0 = SA, iff 

inf 
H'} E~ 

v 

inf 
{cp'}E~ 

v 

If this equality holds, then we say that the asymptotic minimax shortcoming 
- (~, S*l exists and is equal to y0 . We shall see in Section 6.3 that the 
asymptotic minimax shortcoming for the class of asymptotically level a tests 
exists, e.g, for a large class of testing problems for exponential families 
with unrestricted alternatives. For the testing problem of Section 3.5, the 
asymptotic minimax shortcoming exists if the sequence of proportion matrices 
Rv is convergent. 

After WALD (1943) started the investigation of asymptotically most 
stringent tests with his monumental work, several other authors have studied 
similar asymptotic optimum concepts. JOHNSON and ROUSSAS (1972) consider 

particular classes '¥ of tests such that if cp E '¥ for all v, then {cp } v - v v v is asymptotically of level a; they take ~ as the class of all such tests 

{cjiv}' and B0 as the envelope power function with respect to 'Pv. 
Presumably, it can be proved that~ contains "all good asymptotically level 
a tests" in some sense. They define certain sequences {Bv} of subsets of GA 
such that B~(8) is approximately constant for 8 E Bv' and consider the 
optimum property "AMS - (~, S*) against S 0", where 

{{8 } 
v 

8 E B for all v} . v v 

This optimum property is so heavily loaded with technical details, that it 
seems less appealing than the optimum property "AMS - level a" defined 
below. On the other hand, Johnson and Roussas derive asymptotically opti­
mal tests for a class of testing problems which is much more general than 
the testing problem for exponential families for which an AMS-level a test 
is derived in Section 6.3. 
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BHAT and NAGNUR (1965) consider the shortcoming with respect to the 

class of all level a tests,and take i to be the class of C(a) tests intro­

duced by NEYMAN (1959); they define the test{$} E i to be "locally asymp­v 
totically most stringent" if for all {$'} E i, one has 

\) 

where S0 is a certain subclass of SA. This requirement is equivalent to 

Wald's requirement (ii) mentioned above, since 

However, the remainder of their paper seems to imply that they intend to 

use definition (6.1' .3). 

The preceding discussion leads to the following definitions. 

DEFINITION 6.1.1. Let i be a class of tests and B* a sequence Sf, s2, ... 
of functions s~ : eA + [0,1] . For a test $ for T\) , the shortcoming y\) with 

respect to S* is 
\) 

Let S0 be a class of sequences in eA. 

A test {$"} is asymptotically most stringent - <i, B*l against s0 , or 

AMS - <i, B*l against S0 , if 

(i) {$"} E i 
(ii) for every{$•} E i, one has 

\) 

A test is asymptotically most stringent (~, B*l if it is asymptotically 

most stringent - <i, B*l against SA. 

If i and B* are such that for every {8 } E S , a {$ } E i exists which 
\! A \! 

is asymptotically most powerful - i against {8 } and satisfies 
\) 
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then s* is said to agree with ~. and for so c SA, "AMS - (~, S*l against So" 
can be replaced by "AMS - ~against S0". 

If ~ is the class of all asymptotically level a tests and S0 c SA, then 

"AMS - <!>against So" can be replaced by "AMS - level a against S0". 

If 

inf sup lim inf yv(<j>v' 8v) 
{<j> } E~ {8) ES0 v v 

inf sup lim sup yv (<j>v,8) 
{<j> } E~ {e) ES0 v v 

thenthis number is called the asymptotic minimax shortcoming - (~, S*l 
against S0 , or the AMXS - (~, S*l against S0 . The suffix"(~, S*l" can be 

replaced by "~" or"level a" as above. If S0 =SA the indication "against S0" 
can be omitted. 

For asymptotic testing problems where no AUMP test is available, the proper­

ty "AMS" does not ensure that E8v<!>v->- 1 for all sequences {ev} E SA for which 

an asymptotically level a test {<j>~} exists with E8 <!>~->- 1, and for all 
roJ ,....., ,....., ,....., v 

AMS - ( <!>, S*) tests { <j> } where <!> and S* are "reasonable". So an additional v 
requirement is made, expressed in the following definition. 

DEFINITION 6.1.2. A sequence {ev} is remote if {ev} E SA and a test {<j>v} 
exists which is asymptotically of level 0 and satisfies 

A test {<j> } is sharply consistent if v 

for all remote sequences { e } . 
v 

Note that for the testing problem of Section 3.5, a sequence {µv} ESA 
is remote iff there exists no subsequence {s} of {v} and no {µ 0 v} E SH 
~ith {µv} <t> {µ 0v}. Example 4.1.1 shows that this property does not hold in 

general for the testing problem of Section 5.1. Note also that if S* is the v 
envelope power function with respect to the class of all level a tests for 

T , then S*<e ) ->- 1 for every remote sequence {6 }. v v v v 
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6.2. CHARACTERIZATIONS OF AMS TESTS 

This section contains two propositions which relate AMS tests to the 

AMXS. The first proposition shows that if the AMXS exists, then a test is 

AMS iff its asymptotic shortcoming nowhere exceeds the AMXS. 

PROPOSITION 6.2.1. For{~} E ~ and y E [0,1] the assertions (i) and (ii) 
\) 

are equivalent. 

(i) the AMXS - (~, S*l against S0 exists and is equal to y; 

{~v} is AMS - (~, S*l against S0 . 

(ii) y = sup 
{6) ES0 

lim sup y (~ ,e ) < 
vvv-

\) 

PROOF. For {~~} E ~ , let 

lim sup yv (~~,evl 
\) 

(i) ~ (ii). Note that 

- lim inf yv(~v,8v) 
\) 

lim inf [y (~' ,8') -y (~ ,e ) ] ~ lim sup yv(~v' ,8v') + 
\) \) \) \) \) \) 

\) \) 

- lim sup yv(~v'8v) 
\) 

These inequalities permit to conclude from the assumption that {~ } is AMS, 
\) 

that 

0 < inf 
{8) ES0 
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for all{$'} E ~- Hence 
v 

Both right hand sides are equal to y, so that (ii) follows from 

y 

(li) ~ (i). It follows from (ii), that 

inf y {$'} < inf y {$'} < y {$ } 
H'}E~ - v {$'}E~ + v - + v 

v v 

y < inf y {$'}. 
H'}E~ - v 

v 

In this chain of inequalities, equality must hold. Therefore the AMXS exists 

and is equal toy. For every{$'} E ~. (ii) immediately implies the second v 
inequality in 

.:::_ Y_ {$'} - y {$ } > 0. v + v -

This establishes that {$ } is AMS. a 
v 

COROLLARY 6.2.1. Suppose that S* agrees with i. Then {$) is AUMP - ~ iff 
{$ } is AMS - 4i' and the AMXS - 1 is equal to O. v 

PROOF. The assumption that S* agrees with~ implies that for all {8v} E SA 
and{$'} E ~.one has 

v 

lim inf yv($~,8v) .:::_ O; 
v 

and that {$v'} is AMP - ~against {8} iffy ($',8) + 0. So {$v} is AUMP - ~ v v v v 
iff condition (ii) of Proposition 6.2.1 holds with y = 0 and S0 =SA. The 
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corollary follows from this observation and Proposition 6.2.1. o 

The following proposition states, loosely said, that for certain S0 a test is 

AMS against S0 iff it is AMS against S0 for all subsequences of {v} for 

which the AMXS against S0 exists. (Compare the inequality in the statement 

of Proposition 6.2.2 with condition (ii) of Proposition 6.2.1.) The proof 

permits the conclusion that the "only if" statement is valid for all classes 

S0 of sequences in GA. It is possible to give examples of classes s0 for 

which the "if" statement fails to hold. 

PROPOSITION 6.2.2. Let S0 be a class of sequences for which countably many 

subsets Bhv of GA exist with Bhv c Bh+l, v and 

s = u 
0 h 

{8 } 
v 8v E Bhv for every v} 

A test {~v} E ~ is AMS - (~, S*l against s0 , iff every subsequence of {v} 

has a fw0 ther subsequence { i;} such that 

< inf 
- {~'} E~ 

v 

PROOF. "if". Suppose that H) E ~ is not AMS. Then a {~~} E ~, {8) E S0 

and an E > 0 exist for which 

lim inf [ Y ( ~ 1 re 1 ) - Y ( ~ 1 8 ) ] < - E • 
v v v v v v 

v 

This can be expressed as 

where 

sup 
h 

lim inf 
v 
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Since ahv .":_ ah+l,v for every hand v, Lemma A.5.2 yields a subsequence {s} 
of {v} with 

sup 
h 

lim sup 
s 

It may be assumed, after taking a further subsequence if necessary, that 
ys(q,s, Ss) converges. This implies 

So {q,v} does not have the second property mentioned in the preposition. 
"only if". Suppose that {q,v} is AMS. Lemma A.5.3 demonstrates that for every 
subsequence of {v}, a further subsequence {s} exists with 

( 1) 

Since {q, } is AMS, for every{</>'} one has v v 

(2) < inf 
{8 } 

v 

sup 
{ 8'} 

v 

< sup lim inf y" (</> ~, 8 ~ ) - sup 
{8'} s ~ {8 } v v 

(1) and (2) show that {q,v} has the desired property. o 

< 

COROLLARY 6.2.2. A test {<t>) E ~is AMS - (~, S*l ifj' every subsequence of 
{v} has a further subsequence {s} such that 

lim SUP Y t; (</>St 8 S) < 
t; 



~ inf 
{4>'} E~ v 
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PROOF. Let{~} be the sequence of compact sets given by Lemma 5.2.1 with 

~ c int ~+land 0T =Uh~· For every compact KC 0T =Uh int ~'there 

e~ists an h with Kc~· Hence a sequence {6v} c eT is relatively compact 

in eT iff it is contained in some ~· Hence 

~ n 0A, and Proposition 6.2.2 can be applied. [J 

6.3. AMS TESTS AGAINST UNRESTRICTED ALTERNATIVES FOR EXPONENTIAL FAMILIES 

This section gives the AMS - level a test for the testing problem for 

exponential families of Section 3.5, in the case that the cone K used to 

define the alternative is a linear subspace of lRm. If V + K = lRm, the 

alternative is unrestricted. If V + K is a linear subspace of lRm but not 

lRm itself then the alternative is not really "unrestricted", but the test­

ing problem will be treated here in the same way as when V + K = lRm . Hence 

the title of this section. 

Important practical examples of this testing problem are the k-sample 

problem and the independence problem for random samples from probability 

distributions with finitely many possible outcomes, with the unrestricted 

alternatives (Examples 3.1.1 and 3.1.2 with alternatives A3 and A2 , res­

pectively). These testing problems are commonly formulated as testing pro­

blems for contingency tables. KARL PEARSON (1900) proposed the now familiar 
2 x test for contingency tables; however, the number of degrees of freedom 

used by him is incorrect for cases with composite null hypotheses. Many of 

the "fathers of mathematical statistics" made important contributions to 
2 the theory of the X test. FISHER (1922a) showed the correct way to compute 

the number of degrees of freedom. NEYMAN and E. PEARSON (1928) showed that 
2 the X test can be derived as an asymptotic approximation to the likelihood 

ratio test. WILKS (1935) derived the exact likelihood ratio test for these 

testing problems for contingency tables, and argued that there is no theo-
2 retical reason why the x test should be preferred to the likelihood ratio 

test. Much work has been done on the x2 test; we refrain from a more exten­

sive historical impression. 
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WALD (1943) proved that, for testing problems for very general families 

of distributions, the likelihood ratio test is asymptotically most stringent 
for testing against an unrestricted alternative. Wald's assumptions III and V, 

however, contain uniformityconditions which are not satisfied by full multi­

nomial families. He does not take the possibility into account that the 

testing problem "degenerates at the boundary of GT" (see Sections 5. 2 and 

5.5). So Wald's result cannot be directly applied to show that x2 tests are 

AMS for the corresponding testing problems for contingency tables with com­

posite null hypotheses and unrestricted alternatives. The question, whether 
2 x tests for these testing problems are indeed AMS in the sense of Wald's 

original definition (see Section 6.1), remains open. (See the remark at the 

end of this section.) 

The result that the test{~ } of Theorem 6.3.1 is AMS - level a can 
\) 

also be proved by applying WALD's (1943) theorem to arbitrary large compact 

subsets of GT. We give another proof, which is similar to the proofs of 

Theorems 6.4.1 and 8.1.1 concerning testing problems with restricted alter­

natives (Wald's proofs cannot be extended to the latter kind of testing 

problem). Wald's theorem is more general because he does not make the res­

triction to exponential families. BHAT and NAGNUR (1965) and JOHNSON and 

ROUSSAS (1972) also derive AMS tests for testing problems with unrestricted 

alternatives for very general families of probability distributions. We 

argued in Section 6.1 that their definitions of "asymptotically most strin­

gent" are not completely satisfactory. The asymptotic uniqueness of the 

AMS - level a test proved in Theorem 6.3.1 seems to be new. 

In this section the asymptotic testing problem of Section 3.5 is con­

sidered again, with the notation introduced there; it is assumed that the 

cone K used to define the alternative can be chosen to be a linear subspace 

of :!Rm. For the positive definite symmetric matrix A,define 

-1 
x' A y 

LHA JRm ->- V the projection on V with respect to [., . ] A 

LAA lRm ->- V + K the projection on V + K with respect to [.,.]A. 

THEOREM 6.3.1. Let{µ } be a uniformly consistent estimator forµ under H \) 



and let 

Let ~v be the test which rejects for 

T 
v 

where r = dim (V + K) - dim v 
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The test {~v} is AMS - level a and sharply consistent. Every sharply 

consistent AMS - level a test is asymptotically equivalent to {~ }. The 
v 

AMXS- level a exists and is equal to the minima:x: shortcoming for the test-

ing problem 

L (u) N (n, I) 
n r 

H : n o, A : n ~ o , 

a:nd given by the formula 

(6. 3.1) y 

PROOF. Because of Corollary 6.2.2, it is not a restriction to assume that 

Rv + R for a non-singular diagonal matrix R. Let ~V be the class of all level 

a tests for T , and~ the class of all asymptotically level a tests. v 
(i) Let {µ 0 v} E SH, µOv + µ 0 . Define 

~ 

y y 
v v 

Then w(f\., y) is continuous in(/\., y). It follows from (LA/\. - LH/\.) f(µ 0 ) =O 

that 

T v 
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It can be proved as in Theorem 4.4.1 that L (Y)-+ N(O,i\0 ) with 
11 ov v 

( 1) T 
\) 

in {11 0 ) - prob. , 

and hence L (T ) -+ X~ . This establishes that {$ } E ~. 
11ov v v 

(ii) Let again {µ 0 v} E SH, llov -+ µ0 and define Yv and J\0 as in (i) , and 

M 
\) 

{µ I f(µ) E v + K, LBJ\ f(µ) 
0 

Then conditions (i) - (iv) of Theorem 4.4.1 are satisfied with 

M {n E v + K I LHJ\ n 
0 

0} , MA M '- { 0} . 

Corollary 4.4.1 can be applied. The limiting problem is 

L (Y) 
n 

H : n 0, 

For this testing problem, (LAJ\ - LHJ\ ) Y is a sufficient statistic; it can 

be concluded from Example 2.6.2 that ~he test which rejects for 
2 2 

w (J\0 , Y) .'.'._ Xr;a is MS - level a and that the minimax shortcoming - level 

a is given by (6.3.1). 

Corollary 4.4.1, Proposition 4.1.1 and (1) together yield the following 

conclusion: if we define 

<l>\) = {$ 

E ij;(Y ) 
\1 \) 

K 

then 

(2) y sup 
{µ)EK 

lim sup y ($ ,µ ) 
\) \) \) 

\) 

and for every test{$•} E 1 we have 
\) 



(3) y < sup 
{µ } E. K 

\) 

lim inf y (cp' ,µ ) 
\) \) \) 

\) 
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Lemma 6.3.1 below shows that in these conclusions, yv can be replaced by yv 

where 

sup 
ijJE'I' 

\) 

E lj! (Y ) - E cp (Y ) • 
µ \) µ \) 

(iii) Before (ii) is used to prove that {cpv} is AMS - level a, it will 

first be demonstrated that {cp } is sharply consistent. Let {µ } be a remote 
~ \) \) 

sequence and denote [n(v)] f(µ ) by n • Then 
\) \) 

w(A , n l + 00 
\) \) 

in { µ } - prob. 
\) 

Hence 

w(A , Y ) > w(A ,n ) - w(A Y - nvl + 00 
v v - v v v' v 

in {µ) - prob .. This implies E cp + 1 
µ\) \) 

(iv) It will be proved that for every {µv} E. SA, one has 

(4) lim sup yv(cpv,µv) :::_ y 
\) 

Because of (iii), and passing to a subsequence if necessary, it may be assum­

ed that{µ} is contiguous to some sequence in SH, and that µv + µ 0 E µ(8H). 
\) -1 

Let ti.0 = A(R,µ 0 ) and µOv = f (LHA
0
f(µv)). Then{µ) <t>{µ 0 ) and (ii) can be 

applied; (4) follows immediately from (2). 

(v) It follows from (3) that 

y < inf 
{cp'} E~ 

\) 

With (iv) and Corollary 6.2.2, this establishes that {cp } is AMS - level a, 
\) 

and that the AMXS - level a is y. 

(vi) Finally, the asymptotic uniqueness of {cp }will be proved. Let {cp'} be 
\) \) 

any other sharply consistent AMS - level a test. For remote sequences {µv}' 

the sharp consistency implies 
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E 
µ\) 

Now let { 11 } E SA \) 

that µv + µo; let 

<I>\) 

be 

Ao 

- <I>~ I + 0. 

contiguous to some 

and {µ 0) be as in 

sequence in SH. It may be assumed 

(iv), and K as in (ii). Since {<ji'} 
\) 

is AMS - level a and the AMXS is y, we have 

Theorem 4.5.1 implies that 

with Proposition 4.1.1, this yields 

I <1> - <1>' I + o . 
\) \) 

CJ 

LEMMA 6.3.1. Suppose that Rv + R, {µ 0v} ESH and µOv + µ 0 ; let A0 
Define 

If { µ } <I> 
\) 

'I' {qi 
\) 

cj> {cj> 
\) 

{µ 0) and 

sup 
<PE<!> 

\) 

Eµ<ji (Y ) < a 
\) --

E (Y ) 
µOv 

<I> 
\) 

L 
HAO 

f(µ) 

sup 
<jJE'I' 

\) 

for all µ E µ (8H)} 

< a 

f(µOv) for all v, then 

PROOF. As 'l'v c <!>v' it is sufficient to show that for the test {q, 1v} present­
ed in Corollary 4.4.2 as the asymptotically most powerful - level a test 
for testing" µ = µov"against" µ = µv ", there exists a test {ijiv} which is 
asymptotically equivalent to {cp 1 } and with iji E 'I' for every v. Part (ii) - \) \) \) 

of the proof of Theorem 5.6.1 yields an asymptotically level a test {cj>v} 
which is asymptotically equivalent to {cp1v}. It follows from Section 5.4 
that there exists a test {ijiv} with ijiv E 'l'v, which is asymptotically equi-



In many applications of Theorem 6. 3. 1, f can be taken to be the identity 

function. If this is not the case (as in the independence problem for a 

contingency table), the indicated procedure is rather roundabout: it in-
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valves f (in Yv) and its "local 

lary yields a test statistic T 
\) 

-1 -1 inverse" D_ (in K ) • The following corol-
µv v 

which is identical to T if f is the iden­v 
tity function, and which may be easier to compute than Tv in other cases. 

COROLLARY 6. 3. 1. Suppose that v + K = ]Rm . Define 

T 
\) 

[n(v)] inf 
µ E µ (8H) 

The test {~v} which rejects for Tv > x!;a is a sharply consistent AMS -
level a test. 

PROOF. The sharp consistency can be proved as in the proof of Theorem 6.3.1. 

With Proposition 4.1.1, this implies that it is sufficient to prove that 

Tv - Tv-+ 0 in {µ)-prob., for every{µ) ESH with µv-+ µ for some 

µ E µ (8H) • Define 

[n(v)]'.!D: 1 {f(X(~'J - f(µ)} 
µ\) 

z (µ) 
\) 

[n(v)]'.i (X(~) - µ) 

and let {µv} be a sequence of statistics with 

T - 11 Z ( µ ) J 12 -+ 0 in { µ } - prob. . \) \) \) \) 

The tightness of {L (Z (µ))} implies that {L (Z <ii))} is tight. With µ \) µ \) \) 
a Taylor expansion f~r f, and µv-+ µin {µv} - ~rob., this yields that 

D_ (Z (µ ) - Z (ji ) ) 
µ\) \) \) \) \) 

= [n(v)] '.! {f(X(~)) - f(µ) 

in{µ} - prob., and hence that Z (ji) 
\) \) \) 

z (ji)-+ 0 in{µ} - prob .. 
\) \) \) 
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As 

this implies 

T 
v 

P {T - T > c} + 0 
µv v v 

< II z cil ) 11 2 
v v i: 

\) 

for every c > 0. It can be proved similarly that 

for every c > 0. Hence Tv - Tv + 0 in {µv} - prob. . o 

If x(v) 
1 I 

then 

X(v) is a sample from the multinomial M(l;µ) distribution, v 

l: (X ~V) 
j J. 

2 So the familiar x tests for the testing problems of homogeneity and of 

independence for contingency tables are instances of the AMS tests provided 

by the theorem of this section and its corollary. Are these tests also asymp­

totically most stringent in the sense of Wald's definition? In the terms 

of Section 6.1, this can be expressed as the question whether the x2 test 

is AMS - ci,S*) against so, where i is the class of all asymptotically level 

a tests in the sense of (5.2.3), S0 the envelope power function with respect 

to the class of all level a tests for TV, and S0 the class of all sequences in 

µ(GA). Let y0 be the AMXS - (i,S*l against S0 . 

It follows from SA c S0 that y0 _:_ y, where y is as in Theorem 6.3.1. 

According to Proposition 6.2.1, the test{~~} is AMS - (~ 1 S*) against S0 
iff {$ • } E i and 

v 

lim sup yv(~~'µv) :5.. y 
v 

2 
~he x test {~\!} satisfies 

lim sup yv(~v'µv) :5.. y :5.. y 0 
v 

for all {µ } E S 
\! A 



lim sup yv(~v,µv) .::_ y0 for all {µv} E S0 'SA . 
v 
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2 It is unknown whether the x test satisfies this condition. If y 0 = y, then 

the AMXS - (i,S*l against S0 is determined by the class SA of interior 

sequences, and every test which is AMS - (i,S*) against S0 must be asympto-
2 tically equivalent to the x test. (Recall that asymptotic equivalence was 

defined in Definition 5.3.2 with respect to only the class SA of interior 

sequences in GA.) If y0 > y, then the AMXS - (i,S*l against S0 is determined 

by s0 ' SA, and there will exist AMS - (i,S*l tests against S0 which are 
2 not asymptotically equivalent to the x test. So if Yo > Y, the optimum pro-

perty "AMS - (i,S*l against S0" is not a very relevant optimum property. A 

closely related phenomenon is studied in Chapter 7. 

6.4. AMS TESTS FOR CERTAIN TESTING PROBLEMS WITH RESTRICTED ALTERNATIVES FOR 

EXPONENTIAL FAMILIES 

The asymptotic testing problem of Section 3.5 is considered again. In 

this section, testing problems with restricted alternatives are studied, 

for which the sharply consistent AMS - level a test is asymptotically unique. 

The latter qualification is not superfluous, because for most testing 

problems for exponential families with restricted alternatives there are 

many sharply consistent AMS - level a tests, which are not asymptotically 

equivalent to each other. This phenomenon will be studied in the next chap­

ter. In the proof of Theorem 6.3.1, limiting problems TA of the form 

L (Y) 
n 

H : n 0, H VA 0 

play a role, where A= A(R,µ) forµ E µ (GH). It is essential in the proof 

of the asymptotic uniqueness of the sharply consistent AMS - level a test, 

that the minimax shortcoming for TA(R,µ) be independent of µ. The assumptions 

made below are sufficient, but not necessary, conditions for the minimax 

~hortcoming of the limiting problem to be independent of µ E µ (GH) . The 

theorem could be stated in greater generality, but the present form seems 

to suffice forpractical purposes. For the assumptions made, compare the 

remark following Theorem 5.6.1. 
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2 THEOREM 6.4.1. Suppose that there exists a continuous function a : µ(GH)-+(0, 00 ) 

such that for all µ E µ(GH) and for all proportion matrices R, one has 

.t\(R, µ) RV = V 
(6. 4.1) 2 .t\(R, µ) R x = a (µ) x for all x E K. 

Let Lv be the projection on v with respect to the inner product x'RvY' and 
let $ be the MS - level a test with convex acceptance region for the test­Ov 
ing problem 

L (Y) 
n 

H : n 0, 

Let {0 } be a uniformly consistent estimator for µ under H and define v 

The test {$ } is AMS - level a and sharply consistent. Every sharply consis­v 
tent AMS - level a test is strongly asymptotically equivalent to { $ } . v 

PROOF. It may be assumed that R -+ R. Denote the linear hull of K by W. Then 2 v 
A(R,µ) Rx= a (µ)x for allµ E µ(8H), x E W. Let L be the projection on V 
with respect to the inner product x'Ry, and let Bv (B] be the projection on 
(I - Lv)W [(I - L)W] with respect to x'RvY [x'Ry]. Some linear algebra shows 
that for all .t\ = A(R,µ) withµ E µ(8H), one has 

.t\RL = L.t\R , 
( 1) 

.t\R(I - L)W = (I - L)W, .t\RB = a 2 (µ)B. 

(i) Consider the testing problems 

Tb (lRm, {N(O,R- 1 )}, {N(n,R- 1 ) In f. o, n E (I -L)K}J 

rr (IRm' {N(O,.t\) }, {N(n,.t\) I n f. o, n E (I - L)K}) 

where A= .t\(R, µ0 J for some µ0 E µ(8H); let $6 and${ be the MS - level a 
tests for T6 and Ti, respectively. It will be demonstrated that 



(2) -1 
~r<y) = ~6 <0 (µJy) a.e .. 

If n E (I - L)K then R-lA- 1 n E (I - L) w by (1), implying that 

-1 -1 -1 ' n'A y = (R A n) Ry 

n'Ry = n'RBy 

-1 
n'A By 

for all y E lRm. Hence BY is a sufficient statistic for rr and r;. The 

covariance matrix of BY in Tb is BR-lB'; in Ti it is (use (1)) 
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B A B' o2 ( µ) B R - l B' • 

With Corollary 2.6.1, this implies (2) 

(ii) Let {µ 0) E SH, µOv ->- µ0 ; define 

y 
v 

y 
v 

BvY is a sufficient statistic for the testing problem mentioned in the state­
ment of the theorem, and the definitions of Lv and Bv imply that Bvf(µOv) =O. 
Hence 

* Lemma 8.1.1 implies that $Ov-+ $6· It follows from (i), the uniform consis-
tency of {j:iv} and Lemma's A.4.5, 6 that 

$ (Y ) v v 

~ (iii) Let again {µ 0) ESH, µOv-+ µ0 and define Yv as in (ii), A 
and 

Then conditions (i) - (iv) of Theorem 4.4.1 are satisfied with 

M {n E v + K I Ln O} (I - L)K , MA M '- {O} . 
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Hence L (Y)->- N(O,f\). With (ii), it can be concluded that {<P) is asympto­µO v 
tically o~ level a. Furthermore, Corollary 4.4.1 can be applied. The limit-
ing problem is Tr. Denote the minimax shortcoming for Tt by y. 

For the remainder of the proof, see the second half of part (ii), and 
parts (iv), (v), (vi), of the proof of Theorem 6.3.1. Only the sharp consis­
tency of {cpv} remains to be proved. 

(iv) Let {µv} be a remote sequence. Define 

x = [n(v)]~ (I - L) f(µ) v v v 

Then II x)I->- 00 ; it is not a restri.ction to assume that xJll x)I->- x E (I-L)K. 
It can be concluded from Proposition 2.8.2 and the fact that Y < 1 -a, that 
x ~ 0+ (ace cj>f). Define 

y 
v 

y 
v 

it can be proved as in (ii) that 

-1 -Corollary A.4.3 can be applied with Xv = Yv , Tv = o (µv) and <P <Pi . 
With (i) and the uniform consistency of {jJ },it yields that v 

D 

EXAMPLE 6.4.1. Testing homogeneity against an upward trend. The following 
k-sample problems are instances of the testing problem of this section. The 
index v is deleted. 

(i) For < i 2- k, 

are independent random samples from Bernoulli distributions with success 
probabilities µi. Null hypothesis and alternative hypothesis are 

H 

This test:i,ng problem is mentioned in Section 3.4. Take f 
k fUnCtiOJ1' ffi = k I µ ( 8) = ( Q f 1 ) f 

the identity 
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v l\} , K 

-1 Forµ= (p, ... , p) E µ(88 ) we have A(R,µ) = p(l - p)R . Assumptions (6.4.1) 

are satisfied with o 2 (p, ... , p) = p(1 - p). 

(ii) For 1 < i .::_ k, 

xil' · · ·' xin. 
]_ 

are independent random samples from Poisson distributions with parameters 

µi. Null hypothesis and alternative hypothesis are 

H H V A 

Take f =the identity function, m = k, µ(8) 

Forµ= (p, ... , p) E µ(88 ) we have A(R, µ) 

are satisfied with o 2 (p, ... , p) = p. 

(iii) For 1 < i .::_ k, 

(0, oo)k, V and K as in (i). 
-1 

pR . Assumptions (6.4.1) 

are independent random samples from normal distributions with means ni and 

common (unknown) variance t 2 . Null hypothesis and alternative hypothesis are 

H H y A 

To obtain random variables with a distribution in a canonical exponential 

family, let 

Then m 2k, 

X .. 
l-J 

µ (8) 

(n .• n~ + /i' 
]_ ]_ 1. 

2 
x 2h > x 2h-l for 1 .::_ h .::_ k} 



162 

( 

f0 ~µ 1 l) 
f(µ) 

fo(µk) 

v = {x E JRm I i)i = i)i-2 for 3 < h < m} 

K = {x E IRm I xl < x < < xm-1 ' 
x x4 - 3 2 x O} • 

For µ (n, n 
2 

+ T 

J\ (R,µ) 

2 , n, 

-1 
R 

a a ~ I 

- m 

2 T2) E µ (GH) we have n + 

c: 
2 Assumptions (6.4.1) are satisfied with o2 (n, n2 + T2 , 

(iv) For l < i .::__ k, 

n, ""'"'I T • 

z i.1 ' • · · ' Zin . 
l 

are independent random samples from normal distributions with means ni and 
variances T~ • Null hypothesis and alternative hypothesis are l . 

Let m, x .. ' lJ 

H 
2 

Tl 

H VA 

µ and f 

v {x E 

K {x E 

2 
'1 < 

be as 

lRm I 
lRm I 

2 
Tk 

in 

x2 

xl 

(iii). 

x4 

x3 

Take 

x } 
m 

x 
m-1 

= O, x < x < < x } 
2 - 4 - m 

Forµ E µ(8H), J\(R,µ) is as in (iii). Assumptions (6.4.1) are satisfied with 
2 2 2 2 + T2) = 2T4 . a (n 1 , n1 + T , n 2 , •.. , nk ' 

These four examples (as well as the related testing problems mentioned 
in Section 4.3 of BARLOW et al. (1972)) have the following form (for (iii) 
and (iv) the coordinates must be rearranged) : 
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v {x E lRm 
xl =~ } 

K {x E lRm 
xl < ~~· ~+1 x 0 

m 
}, 

with k < m. The projection L is given by L x y, where v v 

k 

Y1 yk l: p. (V) x. 
i=1 

l l 

yh ~ k + 1 < h < m 

(V) 
and LvX . is the UMVU estimator for Jl under H (see the remark following 

Definition 5.6.1), and uniformly consistent for Jl under H. 

For k 2, AUMP - level a. tests exist for these testing problems; see 

Section 5.6. Now consider the case k = 3. The AMS test involves the MS test 

for the testing problem 

where 

L (Y) 
T\ 

H : T\ 

R = 

-1 
N3 en, R J 

o, H V A 

l: p. x. = O} 
. l l 

l 

and pi> 0, p1 + p2 + p3 = 1. A sufficient statistic is (Y2 - Y1 , Y3 - Y2 ). 

A more convenient form of the sufficient statistic is (Z1 , z2 ) with 

(6.4.2) 

where 

(6.4.3) i 1, 3 . 
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In terms of (z 1 , z2 ) the testing problem is 

where 

(6.4.4) 

L (Z) 
r;; 

H : 1;; 

d 

0, H V A 

The angle w between the lines r;; 2 

sin w 

0 and 1;; 2 = dr;; 1 has cotg w d and hence 

Since 0 < KO < 1, w satisfies 0 < w < \n. The MS - level a test for this 
problem is, for certain values of a and w, given in part 2 of Section 3.3. 

Theorem 6.4.1 now yields the following conclusion. The test which re­
jects for 

where band care determined as in Section 3.3 part 2, where KO is given by 
(6.4.4), (Z1 , z2 ) by (6.4.2,3) and (Y1 , Y2 , Y3 ) for the four testing pro­
blems, respectively, by 

(i) 

(ii) 

Y. 
l 

~ - ~ n {p(l - p)}- X. 
l. 

3 
p = L: p, X. 

i=1 l i . 

Y. 
l 

., __ ., 
n p xi· 
3 

p = L: P. X. 
i=J l l· 
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(iii) Y. 
l~ --1 z. n T 

l. l.. 

-2 -1 
3 ni 

) 2 
1 n L L (Z .. - z. 

i=l j=l l.J l.. 

2-l.z 
., --2 -1ni (v) 

)2 Y. n T n. L (Z .. z. 
l. l. j=l l.J l.. 

(iv) 

-2 3 n. 
-1 l. 

)2 T n i: L (Z .. - z. 
i=l j=l l.J l.. 

and where n = n 1 + n2 + n 3 and pi = ni I n, is AMS - level a. 

The examples (i), (ii) and (iv) can also be approached by means of 

variance - stabilizing transformations (see e.g. RAO (1973) Section 6g). 

In terms of Theorem 6.4.1: the function f can be chosen in such a way that 
2 cr (µ) = 1 for all µ E µ(8H) . This leads to the following alternative expres-

sions for (Y 1 , Y2 , Y3) 

(i) Y. 2n ~ arcs in x: 
l. l.. 

(ii) Y. 2n~ x: 
l. l.. 

11. 

-~ ~ -1 1. 
) 2}. (iv) Y. 2 n log {n. L (Z .. z. 

l. l. j=l l.J l.. 

Using these expressionsfor Yi in the procedures indicated above leads also 

to an AMS - level a test. 

The discussion in part 2 of Section 3.3 implies that the test which 

rejects for z2 .:_ ua is also a good test for the limiting problem. The cor­

responding test for the testing problem (i) is presented in Section 9.2 as 

the AMS - asymptotically linear test. 

For k .:_ 4, the AMS - level a test for the limiting problem is unknown. 

The AMS - asymptotically linear test for testing problem (i), for general 

k, can be found in Section 9.2. o 



166 

CHAPTER 7 

TOWARDS AN ASYMPTOTIC OPTIMUM PROPERTY WHICH IS STRONGER 
THAN "ASYMPTOTICALLY MOST STRINGENT" 

For many testing problems with restricted alternatives, the asymptoti­
cally most stringent test is not asymptotically unique. An example is pro­
vided in Section 7.1. A stronger optimum property is necessary in order to 
obtain an asymptotically unique optimal test. This chapter is devoted to 
the introduction of the new optimum property "everywhere asymptotically most 
stringent", which is proposed as the proper asymptotic analogue of the pro­
perty "most stringent" for testing problems where the asymptotically most 
stringent test is not asymptotically unique. 

The approach in this chapter is complementary to the (less rigourous) 
description of the property "everywhere asymptotically most stringent" in 
Section 1.3. In Sections 7.2 and 7.3, the possibility is investigated of 
partitioning the asymptotic testing problem into subproblems, and defining 
a test to be optimal if it is asymptotically most stringent for every sub­
problem. It appears in Sections 7.3 and 7.4, that the equivalence relation 
of mutual contiguity can be used for an attractive partition into subpro­
blems. 'rhis leads to the definition of "everywhere asymptotically most 
stringent". 

7.1. AMS TESTS AGAINST RESTRICTED ALTERNATIVES ARE OFTEN NOT ASYMPTOTICALLY 
UNIQUE 

In the proofs of Theorems 6.3.1 and 6.4.1, a central role is played 
by the limiting testing problems 

for f\. = f\.(R,µ), µ E µ(GH). The relation between these limiting problems 
and the asymptotic testing problem is established by Theorem 4.4.1. The 
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proof of the asymptotic uniqueness of the AMS test in Theorems 6.3.1 and 

6.4.1 is based on the property that the minimax shortcoming for r;(R,µ)is 

the same for allµ E µ(8 8 ). In many cases, the minimax shortcoming for 

T* does d d h · · l' th th · AMS t t A(R,µ) epen on µ; t is imp ies at ere exist many es s, 
which are not mutually asymptotically equivalent. This is demonstrated in the 

following example. The index v is deleted. 

Consider the testing problem for two independent random samples from 

probability distributions with three possible outcomes, where the null hypo­

thesis of homogeneity is tested against the alternative hypothesis of an 

ordering with increasing likelihood rauio. After a reduction by sufficiency, 

one obtains the testing problem where (N11 , N12 , N13 ) and (N2 l., N22 , N23 > 

are independent, with 

i 1, 2 

where p = (p11' P12' P13' P21' P22' P23), Pih> O and ~h Pih 
null hypothesis and alternative hypothesis are given by 

H 

In accordance with the notation introduced in Section 3.5 let 

1, and where 

pi= ni In, Xi.h = Nih I ni . Note that (N11 , N13 , N21 , N23 J is a sufficient 
statistic and let 

µ 

1 - pil - pi3 , an alternative expression for H v A is 

H V A 

This testing problem is of the form of Section 3.1 with 
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Pu P21 (1 - p 13 l - pll ( 1 - P23l 

(7. 1.1) f 
P13 pl3 (1 - P21) - P23(l - P11) 

P21 
P1P11 + P2P21 

P23 
P1P13 + P2P23 

v {x E lR4 
xl = x2 = O} 

K {x E lR4 
xl > 0, x2 > 0, x = x4 = O} - - 3 

(In contravention of Section 3.5, the function f depends on the deleted in­

dex v through pi= pi (v). This has no consequences for the application of 
the theory of Chapter 4; the present choice of f leads to a simple form 

of A(R,µ) below.) 

As it was done in the proofs of Theorems 6.3.1 and 6.4.1, we can use 

Theorem 4.4.1 to relate limiting testing problems 

to this (asymptotic) testing problem; A A(R,µ) is the asymptotic covari-

ance matrix of 

(7 .1. 2) y 

An expression for A(R,µ) is given in Section 3.5. Some computations show 

that for µ = (pl, p3' P1, P3) satisfying the null hypothesis, 

( E{p:,p3) 
0 ) A P1 (1 -pl) -plp3 

-p1p3 P3(l-p3) 

where 

If the random variable for T~ is denoted by (Y1 , Y2 , Y3 , Y4 ) , then (Y 1 ,Y2 ) 

is a sufficient statistic. For fixed (p1 , p 3 ), it is convenient to apply 



(7. 1 .3) 

The transformed testing problem is~( )'where 
P 1 ,p3 

(7 .1. 4) 

r1:i = (JR2 , {N2 (0,IJ}, {N(n,I) I n2 > o, ln 1 1 .:::_ n2 tg w}) 

lz 
tg w(p1 ,p3 ) = {(1-K(p1 ,p3 ll I (1 +K(p 1 ,p3J)} 

{lz(l - K(pl ,p3))} lz 
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The minimax shortcoming - level a for r: is denoted by y(w), and the MS -

level a test by ~w (deleting the index a). It follows from SCHAAFSMA (1968) 

that y (w) is a strictly increasing function for 0 < w < li;·rr and certain 

(presumably all) values of a, including a = .05. 

As in part (ii) of the proof of Theorem 6.3.1, it can be concluded from Co­

rollary 4.4.1 that for every asymptotically level a test for the original 

testing problem, the "asymptotic maximum shortcoming" is at least 

sup y(w(p 1,p3)) 
P1 ,p3 

Y (li;n) . 

The asymptotic minimax shortcoming - level a is indeed y(li;n); one can prove 

that it is attained by the test 

(7 .1.5) 

where 

(7.1.6) h 1, 3 , 

and where z1 and z2 are given by (7.1.1,2,3). So this test is AMS - level 
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a. But (using the index v for a moment) for an asymptotically level a test 
{$v} and a {µv} E SA with µv + (p1 , p 3 , p 1 , p 3 ), the requirement 

limsupyv($v,µ) < y(l.irr) 
v 

is a sharp requirement only for w(p1 ,p3) close to l.irr. This implies that one 
has a lot of freedom in the choice of an AMS -level a test. E.g., it can 
be proved that if {1/J I 0 < w < !.;rr} is a family of test functions on JR2 with w 
convex acceptance regions, with the properties that w ~ 1/J is a weakly* con­w:t 
tinuous function while for every w, 1/Jw is of level a for Tw and its maximum 
shortcoming - level a for~ does not exceed y(J.irr), then w 

1/J ,- - l <2 1<P1'P3l' 2 2<P1•P3ll w P 1 ,p3 

is an AMS - level a test. The test (7.1.5) is of this form, with 1/Jw $1.irr; 
one can also take 1/Jw = $w, etcetera. 

Other AMS - level a tests exist, which do not depend continuously on (p 1 ,p3 ). 
E.g., let 1/J be any level a test for r: which is a.e. continuous, let (p 1 ,p3 ) 
satisfy p 1 > 0, p 3 > 0, p 1 + p 3 < 1 and define 

- 2 
(pl -pl) + ~ t/n 

- 2 
(pl - P1) + < t/n 

where Zh = Zh(p1 ,p3); there exists a t 0 > 0 such that 1/Jt is AMS - level o. 
for 0 _:::_ t _:::_ t 0 . One can continue at will, and propose many strange AMS -
level a tests. 

7.2. A TENTATIVE OPTIMUM PROPERTY: EVERYWHERE LOCALLY AMS WITH RESPECT TO 
A PARTITION OF SA 

For many testing problems with restricted alternatives, the AMS - level 
a test is not asymptotically unique. A typical example is exhibited in the 
preceding section. As we desire that an asymptotic optimum property re­
commends a unique test (up to asymptotic equivalence) as "the optimal test", 
t_his means that the property "AMS" is unsatisfactory for many testing pro­
blems with restricted alternatives. This section starts the construction of 
an optimum property which selects one "optimal" test from the class of all 
AMS tests. The testing problem of Section 5.1 is considered again. 
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The construction is based on the following idea. For testing problems 

where the AMS test is not asymptotically unique, the asymptotic minimax 

shortcoming is determined by a "small part" of the parameter space (in the 

testing problem of Section 7.1: by those parameter values (p 11 ,p 13 ,p21 ,p23 l 

satisfying the alternative hypothesis, for which p. 1 p. 3 is small (i = 1,2) 
l. l. -!:; 

while of course plh - p 2h is of the order of magnitude of n (h 1,3) ). 

The property "AMS" is a strong requirement on the asymptotic power function 

of a test only near that "small part". In other "parts" of the parameter 

space, a "local" asymptotic minimax shortcoming might be defined, being not 

larger and in many places smaller than the asymptotic minimax shortcoming 

for the whole problem. One would like a test to attain the "local" asympto­

tic minimax shortcoming in all "parts" of the parameter space. But which 

precise meaning will be given to the words "local" and "part"? 

Note that a similar problem was encountered earlier in this study. We 

saw in Sections 6.3 and 6.4 that an AMS test is not necessarily sharply con­

sistent. The property "AMS" is a strong requirement only for the class of 

contiguous sequences in SA. One could say that for the class of remote se­

quences the "local" asymptotic minimax shortcoming is 0, and that a test 

attains this "local" asymptotic minimax shortcoming iff it is sharply con­

sistent. For the testing problems treated in Chapter 6, the sharply consis­

tent AMS tests are asymptotically uniformly most powerful in the class of 

all AMS tests. In the present case where the non-uniqueness is related to 

the property that the minimax shortcoming for the limiting testing problems 

varies withµ, forµ E µ (0H), an AUMP - AMS test does not exist. The new 

optimum property will have to provide a compromise between different AMS 

tests. 

In accordance with Section 5.3, the vague notion "part of the parameter 

space" used above, will be given the meaning "subset of the class SA of 

interior sequences". Any equivalence relation~ on SA can be considered as 

a device to partition the asymptotic testing problem i.nto subproblems, each 

subproblem corresponding to a ~ - equivalence class of Sl': A test is "every­

where locally asymptotically most stringent" if it i.s AMS against every 

equivalence class s0 . This approach yields a great flexibility, because any 

equivalence relation may be considered. 

DEFINITION 7.2.1. Let~ be a class of tests, let S* be a sequence of enve­

lope power functions with respect to whi.ch the shortcomings y v are defined, 

and let ~ be an equivalence relation on SA. 
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The test {<j>v} is everywhere locally asymptotically most stringent 
-(i,S*l with respect to~, or ELAMS -(i,S*l with respect to~, if {<j> } is v 
asymptotically most stringent -(~,S*l against S0 , for every~ - equivalence 
class S0 . 

The suffix "- (~,S*l" can be replaced by "-<!>" or "-level a." subject to 
the same conditions as in Definition 6.1.1. 

This definition can be paraphrased by stating that {<j> } is ELAMS -v 
(~ 1S*l with respect to~ iff 

(i) {<P) E ~ 

(ii) for every {<j>'} E ~ , v 

( 7. 2 .1) 

It follows immediately from this formulation that if {<j> } is ELAMS - (~,S*) v 
with respect to ~, and ~ is a coarser equivalence relation than ~ (i.e. , 

{8v} ~ {8~} implies {8v} ~ {8~}), then {<j>v} is also ELAMS - (~,S*l with 
respect to ~. There are two extremes. The finest equivalence relation is 

equality, = If S* agrees with ~, then a test is ELAMS -~with respect to 
= iff it is AUMP - <!>. The coarsest equivalence relation declares all 

{8v} E SA to be equivalent. A test is ELAMS - (~,S*) with respect to this 
relation iff it is AMS - (~,S*l. Thus, if a test is AUMP - ~. it is ELAMS - ~ 
with respect to every equivalence relation; if a test is ELAMS - (~,S*) with 
respect to some equivalence relation, then it is AMS - (~',S*). For the 

equivalence relation defined by 

{8 } {8'} iff both are remote, or neither one is, v v 

a test is ELAMS - (~ 1 S*l with respect to ~ iff it is sharply consistent and 
AMS - (~,S*); provided that~ contains at least one sharply consistent test. 

The approach of this section is reminiscent of COGBURN's (1967) approach 
to stringency. Cogburn considers a decision problem with parameter space 8, 
space of decision functions~. and risk function R: G x ~ + [0, 00 ), together 
with an equivalence relation on G. The envelope risk function and the ex-
cess relative to ~ are 



e~ 

inf sup R ( 8' 6) 
oE/'; 8 1""8 

inf sup {R(8,o) - r~(8)} 
oE/'; 8E8 
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Cogburn defines a decision function o to be stringent relative to ~ if 

+ e for all 8 E 8. 
~ 

In other words, stringency is the minimax property with respect to the new 

loss function R(8,o) - r~(8). In my opinion, for non-trivial relations 

this definition is relevant only if the excess e is small; then R(8,o~) 

hardly exceeds r~(8). If e~ is large, the equivalence relation 

seem to be a natural one for the testing problem at hand. 

does not 

The definition of "ELAMS" is an asymptotic analogue of Cogburn's definition 

of stringency, with e~ = 0. 

7.3. LOCALLY UNIQUE ELAMS TESTS 

The property "ELAMS" has been defined with respect to an equivalence 

relation on SA' which can be chosen freely. The two trivial equivalence re­

lations considered in Section 7.2 show that for many testing problems with 

composite null hypotheses and restricted alternatives, some equivalence re­

lations are so fine that they do not admit an ELAMS test at all, while other 

equivalence relations are so coarse that with respect to them there is a 

large class of ELAMS tests, containing tests which are not asymptotically 

equivalent. It seems natural to ask, whether there exists a finest partition 

among all partitions admitting an ELAMS test. The answer is negative: for 

those testing problems of Section 3.5 where the AMS - level a test is not 

asymptotically unique, it is possible to construct equivalence relations ~ 

and RS such that 

(i) there exist ELAMS - level a tests { <P } and { <P'} with respect to ~ and 
\) \) 

~ , respectively; 

(ii) if {iJ!) is ELAMS - level a with respect to ~ (RJ), then {iJ!) is asympto­

tically equivalent to {<jl} ({<jl'}) (i.e., the ELAMS tests are asympto-v \) 
tically unique); 

(iii) {<jlv} and {<jl~} are not asymptotically equivalent. 

These three properties imply that the equivalence relations and ""' are 

not comparable. The following is a typical example for the construction of 

such relations ~ and RS. 
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EXAMPLE 7.3.1. Non-equivalent ELAMS tests. Consider the testing problem of 
Section 7.1, with the notation introduced there. Denote the maximum short­
coming - level a of ~w' for~ by y(w,w'). Then y(w,w) = y(w) and y(w,w') 
is a continuous function of (w,w'). There exist w0 E (0,~n) and X: (0,~n)->­

_,. [O ,!,in) with 

x (ul) < w for 0 < w < w0 

x (ui) = w 

y (w, x(w)) < y(l.,in) for 0 < w < w0 

Let 

sup y(w,x(w)); 
0 < w <WO 

then y0 .'.'._ y(w0 ). Use the index v again and define 

Then {~v} and {~~} are not asymptotically equivalent. Equivalence relations 
~and Rion SA will be indicated, such that{~} ({~'}) is the asymptotically 

\) \) 

unique ELAMS - level a test with respect to~ {Ri). 

It will be convenient to use parameters which can be easily identified 
in terms of the limiting problems~- To that end, define 8 = 8(p) by w 

where 

P21 (1 - P13l 

P13(1 -p21) 

P11 (1 - P23) 

P23(l -p11) 



(compare(7.1.1, 3)). Note that 

and that {8v} E SA is remote iff 

Define {8 } 
v 

n(v) (8 2 + 82 ) 
vl v2 

{8'} iff v 

lim sup 
v 

-+- 00 
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for all v 

Choose (8 03 , e04 ) so that y(w(e03 ,e04 )) = y0 and partition GA into the sets 

Denote the equivalence relation corresponding to this partition by De-

fine {8v} ~ {8~} iff 

lim sup 
v 

for all v 

n(v){(8 -8v' 1 )2 +(8 -8 1 ) 2 }<00. vl v2 v2 

It can be proved (in a way similar to the proof of Theorem 8. 1. 1) that { rp) 
is the asymptotically unique ELAMS - level a test with respect to ~, and also 

that {rj>'} is the asymptotically unique ELAMS - level a test with respect to 
\) 

~ , when the alternative hypothesis A is replaced by A' defined by 

The asymptotic maximum shortcoming of {rjl~} for sequences {8\!} contained in 
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does not exceed y 0 , which is the asymptotic minimax shortcoming for the class 
of sequences contained in 

It can be concluded, using Proposition 6.2.2, that{~'} is the asymptotically v 
unique ELAMS - level a test with respect to R:i. o 

This example demonstrates that even if attention is restricted to those 
equivalence relations on SA which are coarse enough for the existence of an 
ELAMS test and fine enough for theasymptotic uniqueness of the ELAMS test, 
one still is faced with many, essentially different, ELAMS tests. So a fur­
ther restriction is necessary: a stronger uniqueness condition will be im­
posed. 

Recall that the basic principle for the concept of an ELAMS test is that 
one wishes to minimalize the maximum shortcoming, for each "subproblem" si-
multaneously: if it were told that attention can be restricted to one parti­
cular subproblem, one still could use the same ELAMS test. Now suppose that 
{~v} is ELAMS with respect to R:i, and that S0 is a R:i - equivalence class with 
the property that another test {~v} exists which is also AMS against S 0 , and 
that a { 8) E S0 exists with 

"the AMS test against S0 is not asymptotically unique on S 0". If attention 
can be restricted to S 0 , then one is faced with a choice between different 
AMS tests against S 0 ; in the spirit of the basic principle expounded above, 
one can consider partitions of S0 and try to minimalize the maximum shorteom­

ing, simultaneously for each of the corresponding subclasses of S 0 . If this 
yields a test which is not asymptotically equivalent to {~ }, then restrict-v 
ing attention to S 0 leads to a test which is different from the ELAMS test. 
So the basic principle for the concept of an ELAMS test can lead to incon­
sistencies, unless for every equivalence class S 0 , the AMS test against S0 
is "asymptotically unique on S0 ". The latter requirement is expressed in 
the following definition. 
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DEFINITION 7.3.1. The ELAMS - (~,S*) test{~ } with respect to~ is locally v 
unique if for every ~ - equivalence class S0 and every {~~} which is 

AMS - (~,S*) against S0 , one has 

We now try to find equivalence relations on SA which lead to locally 

unique ELAMS tests. The surprising result will be proved that, under certain 

conditions, this approach leads to a unique test for the testing problem 

of Section 5.1: all locally unique ELAMS tests, with respect to different e­

quivalence relations, are asymptotically equivalent. In other words, the 

locally unique ELAMS tests do not depend on the equivalence relation. This 

result will be proved for equivalence relations which are regular in the 

following sense. 

DEFINITION 7.3.2. The equivalence relation~ on SA is regular, if the 

conditions 

{8} {8'} 
v v 

for every v, it holds that 8~ 8 or 8" v v 
8 I 

v 

Most "reasonable" equivalence relations are regular. This concept of 

regularity is introduced, because I do not know whether the theorem below is 

true, let al.one how it can be proved, for non-regular equivalence relations. 

THEOREM 7.3.1. Let d be a metric on G, {s } a sequence in [O,oo) and {§ } v v 
a sequence of estimators with values in G, such that 

(7. 3.1) {L 8 (s d(G ,8 ))} is tight for all {8v} ES. v v v 
v 

Define the equivalence relation ~ on SA by 

{8} ~ {8'} ifflim sup s d(8 ,8') < 00 

v v v v v 
v 

If~ is a regular equivalence relation with respect to which the.Pe e;dsts 
a locally unique ELAMS - level a test, then this test is also ELAMS - level 
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a with respect to RJ. 

(Rem!Il'k. This theorem will be applied in cases where 8 c lRm , d is the Eu­
clidean metric and s = [n(v)]~.) v 

PROOF. Denote by~ the class of all asymptotically level a tests. Let {~Ov} 
be a strongly unique ELAMS - level a test with respect to ~. Assume that a 
RJ - equivalence class S0 exists against which {~Ov} is not AMS - level a. It 
is sufficient to prove that this assumption leads to a contradiction. 
(0) First, the argument will be sketched for the case that AMXS's exists 
against all subclasses of SA. to be encountered in the proof, and that all 
infima and suprema are attained. 

(i) Let {~v} be AMS against S0 , with AMXS y0 . Let y00 be the asymptotic 
maximum shortcoming of {~Ov} against S0 , attained for the sequence {e 0 v} ES0 . 
Then y00 > y0 . Consider the equivalence class 

{ { e } E SA I { e } ~ { e0 } } • v v v 

(ii) Test functions xv will constructed with properties which ensure that 
the "convex combinations" 

satisfy 

(iii) {~lv} is asymptotically of level a, 

(iv) {~lv} is AMS against S1 , 

(v) limvsup EeOv (~lv - ~Ov) > O . 

This contradicts the strong uniqueness of {~Ov}. As a matter of fact, 
Xv+ 0 in {e 0v} - prob.; in some way, high values of Xv indicate that "8 is 
far from eov" . 
Now the real proof starts. 

(i) Since {~Ov} is asymptotically of level a but not AMS - level a against 
S0 , a {~v} E ~, a {80 v} E S0 and an s > 0 exist with 

(1) 

Let {Kh} be the non-decreasing sequence of compact sets with Uh~ 8 which 
T 
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was given by Lemma 5.1.1 and define Hh ~ n GA. Then 

lim sup 
v 

sv d(6v' eov) < 00 and {ev} c ~ for 

some h} 

So (1) can be written as 

sup lim inf a(h,v) < -E / 
h \) 

where 

(2) a(h,v) sup {y (ljJ ,8) - y (~o ,e ) I e E Ii f s d(8,60 ) < h}. v v v v v h v v -

Lemma A.5.2 demonstrates the existence of a subsequence {t:} of {v} with 

(3) sup lim inf a(h,t;) sup lim sup a(h,t;) < - E. 
h t: h t: 

Passing to a further subsequence if necessary, it may be assumed that 

exists. It follows from (2) and (3) that 

lim sup 
t: 

Define. the ~ - equivalence class 

{ 8 } ~ { 80 } } . v v 

According to Lemma A.5.3 it may be assumed, passing to a further subsequence 

of {t:} if necessary, that 

(4) l.im inf 

t: 
lim sup 

t: 

Denote this number by y 1 . It follows from {80 v} E S 1 that Yoo_":._ y 1 .Since 
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{<J>o) is ELAMS with respect to ~, {<J>o) is AMS against S 1. With (4) and the 
"only if" part of Proposition 6.2.2 (see also the remark preceding that pro­
position) it can be concluded that 

(5) inf 
{<j> }E~ 

v 

sup lim inf 
{8) ES 1 t;, 

(ii) Test functions xv will be constructed so that E80 t;,xi; + 0, E8 Xi; + 1 if 
yt;,(l/Jt;,,81;) is "too large",and so that for every {81;}, {xt;,} is "asy~ptotically 
constant in { 8 I;} - prob. ". Define 

It will be proved that st;,bt;, + oo. Argue by contradiction, and suppose that for 
some subsequence{~} of {t;,} , {ssbs}is bounded. Then a sequence {e 1s}exists 
for which lim sup s d(8 1 , 8 ) < oo and 

s s s Os 

lim inf 
s 

lim sup 
v 

This contradicts the definition of y0 . Hence st;bt;, + oo • 

Define 

min 
-1 

{1, bi; d(8, 801;)} 

t (§ ) 
v v 

for all v ~ {t;} and all e 

The assumption about {§v}and s~t;, + 00 imply that for all {8v} E S 

and hence 

(6) in { 8 } - prob. , for all { 8 } E S . v v 
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With ts(80s) = 0, this yields in particular that 

Define 

Then q, 1v = <Pov for all v ~ {s}, and <Pis - ijJs-+ O in {80s} -prob. 

(iii) For every v, q, 1v is a test function for Tv. For every {8v} ES, 

<P 1 - [ t < e ) q,0 + < 1 - t < e J J w ] _,. o v v v v v v v 
in {8) - prob. 

Since {q,0v} and {ijJv} are asymptotically of level a, this implies that {q, 1v} 

is asymptotically of level a. 

(iv) Let {<j>v} E 4/ and {8 2v} E S 1 be arbitrary. In order to prove that {q, 1v} 

is AMS - level a against S1 , it suffices to show that 

It follows from (6) that 

lim inf [y (<j> ,8) - y l<P 1 ,82 )] = v v v v v v v 

Let o > 0. From (5) follows the existence of a {e 3v} E S1 with 

lim inf 
s 

Since {<j>Ov} is AMS against S1 , a {84v} E S1 exists with 

Define {8 5) by 
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Since~ is regular, {e5v} E S1 . It will be proved that 

lim inf [yv(~v,Ss) - yv(~lv' 82)] > -6 . 
v 

For the subsequence {1:;} of all v with t (6 2 ) 
v v 

1 (if infinitely many such 
v exist), 

For the subsequence {1:;} ofallv with t (8 2 ) < 1 (if infinitely many such v v 
v exist), 

> lim inf y (<jJ ,e ) -lim sup [tr(e2 ,..lY,..<~0 ,..,e 2 rl + - c; c; c; 31; c; ~ ~ ~ ~ ~ 

+ (1-tz:;<e 2 c;Jlyc;<lj!c;,e2 c;J] 

Therefore, it is sufficient to prove that for this subsequence {c;} , 

This inequality follows from t (8 2 ) < 1, which implies d(8 2 ,e0 ) < b , c; c; c; c; c; 
which implies yc;(lj!c;,82 c;l :5_ Yo+ £ :5_ Y00 :5_ Y1 · 
(v) Since 
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{$0v} and {~ 1 v} are not asymptotically equivalent on S1 • 

The conclusion that {~lv} is AMS - level a against S1 , but not asympto­

tically equivalent to {~Ov} on S1 , contradicts the local uniqueness of 

{~o)· CJ 

It may be noted from the proof, that Theorem 7.3.1 remains valid if 

"ELAMS - level a" is replaced by "ELAMS - (~ 1 S*)", where~ is the class of 

all asymptotically level a tests and S* is arbitrary. 

The following proposition gives a natural upper bound for the rapidity, 

with which the sequence {sv} can tend to infinity. 

PROPOSITION 7.3.1. Let d, {s} and {e } satisfy (7.3.1). 
v v 

Then {8v} 4 {8~} implies that lim supv svd(8v,8~ ) < 00 

PROOF. Suppose, for a subsequence{!;} of {v}, that si;d(Bi;,8k) ~ 00 • Define 

z I; = ':ls!; d ( 8 v 8 k) . '!'hen 

> z 
I; 

we have also 

Hence, neither {8 } 4 {8'} nor {8'} 4 {8 } can hold. CJ 
v v v v 

COROLLARY 7.3.1. Suppose that d, {s } and {e } satisfy (7.3.1) and that 
v v 

lim sup svd(8v,8~) < 00 

v 
implies {8) <I> {e~}. 

Suppose that ~ is a regular equivalence relation on SA and that {~v} is 

the locally unique ELAMS - level a test with respect to ~. Then {~ } is 
v 

ELAMS - level a with respect to <I>. 
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PROOF. It follows from the first assumption and from Proposition 7.3.1 that 

<1> and,:::,; are identical. This makes the corollary to a restatement of Theorem 

7.3.1. D 

In most applications of Theorem 7.3.1, 8 can be taken to be a subset 

of lRm, for some m, and d the Euclidean metric. In the case of exponential 

families parametrized by the expectationµ, 0 = X(~) and s = [n(v)]~ satis-v v 
fy the assumptions of the theorem. More generally, under regularity conditi-

ons including the finiteness of the Fisher information matrix, one can take 

s = [n(v)]~ and§ , e.g., the maximum likelihood estimator. See LE CAM v v 
(1955), Lemma 5. In the case of uniform distributions on intervals in lR, 

one can take sv = n(V). LE CAM (1969) and DACUNHA - CASTELLE (1978) give 

examples of families of densities with other "speeds of distinguishability" 

{s }. 
v 

7.4. THE DEFINITION OF "EVERYWHERE ASYMPTOTICALLY MOST STRINGENT" 

Mutual contiguity can be regarded as an outstanding relation for the 

construction of ELAMS tests. It is clear that mutual contiguity (or conti­

guity, for short) is an equivalence relation. If two sequences in SA are 

contiguous, say { e } <1> { e'}, then the power sequences {Ee qi } and {Ee, qi } v v v v v v 
are related. If two sequences in SA have no contiguous subsequences then, 

under regularity conditions, the corresponding probability distributions 

are asymptotically concentrated on disjoint sets (see Theorem 4.1.1). Hence 

they can be "treated" separately by a single test. This shows that conti·­

guity is a suitable equivalence relation for partitioning the asymptotic 

testing problem into subproblems. 

For testing problems with 8 c lRm, under regularity conditions satis­

fied by the testing problems of Section 3.5, the first assumption of Coro!-
~ lary 7.3.1 is satisfied when dis the Euclidean metric, sv = [n(v)] and 

§v is the maximum likelihood estimator. So Corollary 7.3.1 demonstrates 

that if a locally unique ELAMS test with respect to contiguity exists, then 

the argumentation of Section 7.3 leads to the selection of this test from 

the class of all AMS tests. 

Section 1.3 contains another, more intuitive, introduction of the op­

timum property "EAMS". 

DEFINITION 7.4.1. 

- (~,S*), or EAMS 

The test {qi } is everywhere asymptotically most stringent v 
- (~,S*l, if {qi} is locally unique ELAMS - (~ 1S*l with v 

respect to mutual contiguity. 
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The indication "- (~,S*)"can be replaced by 11 -1" or " - level ex" as 

in Definition 6.1.1. 

For testing problems where the AMS test is not asymptotically unique and 

where an EAMS test exists, this optimum property is proposed as the most 

natural method for selecting one test from the class of AMS tests. The pro­

perty "ELAMS with respect to mutual contiguity", without the local unique­

ness, is also an attractive asymptotic optimum property. It will appear in 

Chapter 8 that for the testing problems treated in this study, the local 

uniqueness can always be established. 

The following proposition characterizes EAMS tests. In conditions (ii) 

and (iii) it is tacitly assumed that all sequences {SV} considered are 

elements of SA. 

PROPOSITION 7.4.1. Suppose that a metric don eT and a sequence {sv} of 

nonnegative numbers exist such that for {S }, {S'} E SA, 
v v 

{S) <1> {S~} iff lim sup svd(Sv,S~) < co • 

v 

Then {$v} is EAMS - (1,S*l iff 

(i) {$) E <!> 

(ii) for every {S0) E SA and e1Jery subsequence of {v} a further subsequence 

{~} exists for which 

(7 .4.1) sup 
{ s } <I> {so } 

v v 

< inf 
{ljl } Ei 

v 

sup 
{S} <!>{So} 

v v 

{iii) if{$~} E 1 and {S0) E SA are such that for every subsequence of {v} 

a further subsequence {~} exists with 
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PROOF. In Proposition 6.2.2 take 

s0 { {B) E SA I {B) <l> {e0) } 

Bhv {8 E GA n ~ I svd(8,80v) :::__ h} 

where{~} is the sequence of compact subsets of GT given by Lemma 5.1.1. 

Proposition 6.2.2 then shows that {cj>v} is ELAMS - level a with respect to 

contiguity iff (i) and (ii) hold. Condition (iii) is the local uniqueness 

of { $ } • D 
v 
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CHAPTER 8 

EVERYWHERE ASYMPTOTICALLY MOST STRINGENT TESTS 

This chapter concludes the theoretical part of this study: the optimum 

property "everywhere asymptotically most stringent" is applied to the asymp­

totic testing problem of Section 3.5. It is demonstrated in Section 8.1 that 

the EAMS - level a test can be obtained by using the test which is MS -

level a for the "limiting problem": a corresponding testing problem for 

multivariate normal distributions, where the unknown covariance matrix is re-

placed by an estimate. Unfortunately, for many of these limiting problems the 

MS - level a tests are not known explicitly. One can focus attention on sub­

classes '¥ of the class of all level a tests for the limiting problem, con­

taining tests with good power properties and for which the MS ·- '¥ test can 

be constructed. In Sections 8.2, 3, 4 asymptotic versions of this approach 

are developed, leading to the concepts of "EAMS - asymptotically - '¥" and 

"EAMS - conditionally - '¥" tests. 

Throughout this chapter, the testing problem studied is that of Sections 

3.1 and 3.5. 

8.1.EAMS - LEVEL a TESTS 

It will be demonstrated that the EAMS - level a test can be obtained 

in the following way. Replace the considered testing problem (that of Sec­

tion 3.1) by a corresponding testing problem for multivariate normal distri­

butions 

(8.1.1) (JRm, {N(11,A) [ 11 E V}, {N(11,J\) [ 11 E (V +Kl 'V} l , 

and use for the unknown covariance matrix J\ = J\(R,µ) an estimate provided 

by a uniformly consistent estimator {A }. Employ the test which is most 
v 

stringent - level a for this "estimated limiting problem". 
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It will be convenient to replace testing problem (8.1.1) by the cor­

responding (and, in a sense, equivalent) testing problem with a simple null 

hypothesis 

(8.1. 2) r* 
Ii. 

(lRm, {N(O,li.)}, {N(n,li.J In E (V +Kl '-V, Lli.n O}) I 

where 

is the projection onto V with respect to the inner product 

-1 
x'/i. y. 

* There exists a MS - level a test for Tli. (Theorem 2.6.1) and this test is 

unique up to equivalence a.e. (Corollary 2.6.1). Let ~Ii. be the version of the 

MS - level a test which has a convex acceptance region (Theorem 2.7.2), de­

noted by ace ~Ii.' and with ~/i.(x) = 0 for all x Ea ace ~Ii.· The recession 

cone of ace ~Ii. (Section 2.8) is denoted by O+ (ace~/\.). 
The test {~i (Y )}is EAMS - level a, as it will be demonstrated in 

1'\) \) 

Theorem 8.1.1. The following lemma is used in the proof. 

LEi"1MA 8.1.1. The most stringent test ~Ii.' specified as above, satisfies 
(i) ~/i.(y+v) = ~Ii. (y) for aU y E lRm , v E V, Ii. 

(ii) (V +K) 
+ 

n 0 (ace ~Ii.) = v fo1? all Ii. 

(iii) ~Ii. is a weakly* continuous function of Ii.. 

* PROOF. (i) Denote the random variable for the testing problem Tli. by Y. For 
m -1 

every y E 1R and n E L Ii. { 0} , 

Hence Y - L/i.Y is a sufficient statistic. The determination of ~Ii. ensures 

that ~Ii. depends on Y through Y - L/\ Y. Since (y + v) - L/i. (y + v) = y - L/i.y for 

ally, this demonstrates (i). 

(ii) Proposition 2.8.2 and corollary 2.8.1 show that ((V+K)n r"~ 1 {0})n 
+ 

n 0 (ace ~Ii.) = {O}. With (i), this implies (ii). 
~ (iii) The test ~/i.(y) = ~/\.(/\. y) is MS - level a for the testing problem 
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A _i, ( (V + K) n L ~ l { 0}) 

It is sufficient to prove that ijJA is a weakly* continuous function of A. Let 

f3*(nl =sup {Enl/J(Y) I E01/J(Y) .:':_a}, y(l/J,n) 

y*(MA) = sup y(ijJA,n). 
n EMA 

13* (n) ·- E 1jJ 
n 

Then y*(MA) is the minimax - level a shortcoming for testing against AA , 

and 

for all A, 

where y* is the minimax - level a shortcoming for the testing problem with 

the unrestricted alternative (see Corollary 2.8.1 and the subsequent remark 

for the inequality y* < 1 - a) • For every A, 1jJ A is the a. e. unique level a 

test 1jJ satisfying 

(1) 

Suppose that 

implies that 
* 

sup y(l/J,nl 
n EMA 

Av +A and let 1/Jv = ijJA. The compactness of <l>C (Theorem A.4.1) 
\) 

every subsequence of {1/Jv} has a further subsequence {ijJI;} 

with 1/JI; + 1jJ for some 1jJ E <l>c· It is sufficient to show that (1) holds for 

every subsequential limit (it is immediately seen that 1jJ is of level a, so 

that (1) will imply that 1jJ = ijJA a.e.). For every n EMA there exists a se­

quence {nl;} with nl; E MA1;' nl; + n. With the joint continuity of y, this 

shows that 

(2) sup y(ijJ,n) < lim inf y* . 
nEMA !; 

+ 
Since y* < 1 - Cl I Proposition 2. 8. 2 shows that MA n 0 (ace 1jJ) {O}. Let 

{nl;} be a sequence with nl; E MAI; and 
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It may be assumed that either II ni;ll-r oo or nt;->- n. If II ni;ll ->- 00 , then 
y(l/Jt;,nt;l ->- O (Corollary A.4.2). If nt;->- n, then n E MJ\ and y(l/Jt;,nt;J ->- y(l/J,nl. 
Hence 

(3) lim sup 
t; 

Y (l/J, nl . 

It follows from (2) and (3) that l/J satisfies (1). o 

THEOREM 8.1.1. Let {µ } be a uniformly consistent estimator forµ under H \) 

and define 

-J\ J\ (R , Ji ) . 
\) \) \) 

Let <Pi\ be the MS - level a test for T;, as specified above Lemma 8.1.1.The 
test {<j> } with 

\) 

is a sharply consistent EAMS - level a test. 

PROOF. In (i) the sharp consistency (which is r,.ecessary for {<j> } to be EAMS) 
\) 

is proved; in (ii) and (iii), some preparations are made; in (iv), (v) and 
(vi) the three conditions of Proposition 7.4.1, which are equivalent to 

{<j> } being EAMS - level a, are verified. It is not a restriction to assume \) 

that Rv ->- R for some proportion matrix R. The class of all asymptotically 
level a tests is denoted by ~- y is the shortcoming with respect to the 

\) 

class of all level a tests for T . 
\) 

(i) Let {µ } be a remote sequence. Because of the uniform consistency of \) 

{µ\!} , every subsequence of {v} has a further subsequence {t;} such that 
µt;->- µ0 in {µt;} - prob., for some µ0 E µ(0H). Let J\ = J\(R,µ 0 ) and 

xt; = [n (!;) ]i,, (I - LJ\) f (µt;). Then l!x t; II->- 00 and for every subsequential limit 
x of xt; I 11 xt; 11 one has x E (V + K) ' V. Lemma 8. 1. 1 yields that every such 

x satisfies\~ O+(acc <j>J\) ; that <Pi;(Yt;) = <PKi;(Yt; +xt;) with Yi;= 
Yi; - [n(i;)] f(µ ); and that the assumptions of Lemma A.4.7 are satisfied 

- I;~ ~ 
with Ti;= J\s, xt; =Yi;, <Pi;(Xt; + xt;, TE;) = q,Ai;(Yt; + xt;) and q, = q,J\. Hence it 
can be concluded from Corollary A.4.3 that Eµi;<PI;->- 1. 
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(ii) Suppose that {µ0v} E SH and that {~} is a subsequence of {v} with 

µ0~ + µ0 ; let A= A(R,µ 0 ) and Y'~ = Y~ - [n(~)]~f(µ0 ~>· Lemma 8.1.1 (il im­

plies that $~(Y~) $A (Y~). An application of Lemma A.4.7 as in (i) above 
~ yields 

(iii) Let {µ 0v}, {~}, µ0 , A and Y~ be as in (ii). Define 

* and let yA be the minimax shortcoming for TA. Corollary 4.4.1 and Lemma 

6.3.1 yield that 

(iv) Let {µ 0v} E SH. Every subsequence of {µ 0v} has a further subsequence 

{µ0~} which converges to some µ0 E µ(0H). Since 

L (Y") + N co ,A) 
µo~ " 

(see Theorem 4.4.1), 

it follows from (ii) 

level a. 

where Y~ and A are as in (ii), while EN(O,/\)$/\ =a, 

that E $" + a. Hence {$ } is asymptotically of 
µo~ " v 

(v) Let {µv} E SA. Every subsequence of {v} has a further subsequence {~} 

such that either {µ~} is remote, or {µ~} ~ {µ0~} for some {µ 0v} E SH with 

µOv + µ0 for some µ0 . In the first case it follows from (i) and Proposition 

4.1.1 that 

(1) 0 • 
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In the second case let J\ be as in (ii). It follows from (iii) that 

(2) y < inf 
J\ -{<jl'}E~ 

v 

(note that every { µ 1 I;} E K can be extended to a sequence { µ 1 v} <?> { µv} ) . For 
every {µ 1 } <?> {µ }, (iii) can be applied with {f- 1 (L,f(µ 1 ))} instead of v v -1 1t v 
{µ 0); then {µ 11;} EK and f (LJ\f(µll;)) _, µ0 , so that 

(3) 

Since (3) holds for all {µ 1 } <?> {µ } , it shows together with (1) and (2) v v 
that condition (ii) 

(vi) Let {µv} E SA, 

of {v} has a further 

(4) 

< 

of Proposition 7.4.1 

and let{$'} E ~be 
v 

subsequence {!;} with 

is satisfied. 

a test such that every subsequence 

Distinguish again the two cases of (v). In the first case the right hand 

side of (4) is 0, implying that 

lim sup E I$~ - $!;I~ lim sup E ((1-$1;) + (1-$')) 0. 
I; µI; I; µI; I; 

In the second case the right hand side of (4) is 'J\, and Theorem 4.5.1 yields 

that E $ - $' -+ O,so that also E I $!; - $~ I -+ 0 (Proposition 4.1.1). 
µ01; I; I; µI; 

Hence E $v - $~ -+ 0. D 
µv 

We saw in Section 3.3 that the MS - level a test $A has been determined only 

in a few cases and that it seems to be very difficult to obtain the MS - le­

vel a test in considerably more cases. Moreover, it may be expected that in 

general the MS - level a test is computationally rather unattractive. For 

these reasons, Theorem 8.1.1 seems to be of a limited practical interest. 
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EXAMPLE 8.1.1. Testing homogeneity against increasing likelihood ratio for 

a 2 x 3 table. Consider the testing problem of Section 7.1. The limiting 

problem T~ is obtained in that section, and transformed to the more conve­

nient form rt. The MS - level a test for Tt is given in part 2 of Section w w 
3.3. So Theorem 8.1.1 yields that the test which rejects for 

where z 1 and z 2 are given by (7.1.1, 2, 3), w by (7.1.4), p1 ,p3 by (7.1.6) 

and b = ba(w(p1 ,p3 )J and c = ca(w(p1 ,p3 )J by the figures in part 2 of Sec­

tion 3.3, is EAMS - level a. o 

8.2. ASYMPTOTICALLY - ~ TESTS 

For many testing problems from practice, the explicit construction of 

the EA.MS - level a test seems to be a forbidding task. It may be sensible 

to focus attention on a judiciously chosen subclass ~ of the class of all 

asymptotically level a tests, for which the EAMS - ~ test can be constructed 

explicitly and has satisfactory power properties. In this section, it will 

be assumed that a class ~ of tests is available for suitably transformed 

versions of the limiting testing problems TA. The class ';f' of asymptotical­

ly - ~ tests will be defined in such a way, that the EAMS - \Ji' test can be 

obtained by a method similar to that of Section 8.1. 

Note that a family of linear transformations BA 

chosen such that 

' 

(8.2.l) 
{O}, BAABA = I for all A, 

A tt- BA is a continuous function. 

:JR m + :JRr can be 

(An example is given by the transformations Y tt- (z 1 (p1 ,P3l, z 2 <P1 ,P3ll in 

Section 7.1.) The limiting testing problem TA is transformed by BA to the 

testing problem 

(JRr, {N(O,I)}, {N(n,rJ In 7' o,n E BAK}). 

The class ~ will be a class of tests for the latter testing problem, satis-
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fying the following assumptions. 

ASSUMPTIONS CONCERNING 1. 

(i) 1 is a weakly* (with respect to Lebesgue measure) compact class of test 
r functions on JR , 

(ii) every w E 'l' has a convex acceptance region and satisfies EN(O,I)W <a. 

Interesting classes 'l' of tests are, e.g., the class of linear tests 

'l' ={I( )(a'x) I a E JRr, ilall 1} u ,oo 
a 

(see part 4 of Section 3.3); and the class of all tests <Pa,w' where <Pa,w 

is the likelihood ratio tests at level a for the testing problem with a 

"circular cone alternative" 

0, H v A n'a > 11 nil cos w 

where a E JRr, Ila II= 1 and 0 .:_ w .:_ 11/2 (see part 5 of Section 3.3). (It may 

be noted that linear test are likelihood ratio tests q, with w = 0.) 
a,w 

DEFINITION 8.2.1. The class W of asymptotically - ~tests is the class of 

all tests {q,v} such that for every {µv} E SH there exists a sequence 

{w) c 1 with 

(8.2. 2) 

In most applications, the class 1 will be invariant under orthogonal trans­

formations (if W E 'l' and U is an r x r matrix with UU'= I then w(U.) E '!'). 

Then the class 'l' does not depend on the particular choice of the family of 

transformations BA. 

PROPOSITION 8.2.1. Let {~v} be an asyrrrptoticaZZy - 'l' test. For every 
{µv} E SH and every suhsequence of {v}, there exists a further subsequence 

{s} such that A(Rs,µs) +A for some A and 

Eµs I ~s(\> -1/J(BAYs) I +o 
for some 1fJ E '!'. 
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PROOF. Let{µ} E ~ and define A = A(R ,µ};let{~} co/ be a sequence ~~- v tI v v v v 
satisfying (8.2.2). For every subsequence of {v} there exists a further 

* subsequence {~} with A~ + A and (because of the compactness of o/} ~~ + ~ 

for some~ E W. Assumption (iv} implies that 

and sim.ilarly for \Ji (BA.) • It follows from Lemma A. 4 .6 that 

with (8.2.2), this yields the desired conclusion. o 

COROLLARY 8.2.1. Every asymptotically - o/ test is asymptotically of level a. 

PROOF. This follows from Proposition 8.2.1, assumption (ii) and (8.2.1.), 

wich imply that 

In order to "replace" r,emma 6.3.1, certain assumptions are needed about 

the sequence 1!* of functions with respect to which the shortcoming functions 

Yv are defined. 

ASSUMPTIONS CONCERNING B*. 
(i) There exists a function 

(ii) For every remote sequence {µ 1V}, one has 

It may be noted that assumption (i} implies that SO is a continuous 

function; see Lemma 4.2.2. 
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LEMMA 8.2.1. The assumptions concerning S* imply that if A= A(R,µ 0 ) for 
some subsequential limit R of {Rv} and some µ0 E µ(8H), then 

lim inf {S0 (n) In E BAK,11 nil ~r} = 1 
r-><x> 

m PROOF. Let LA : IR -+ V be the projection on V with respect to the inner 

product x'A-lY and define 

a(r,v) * o ~ I sup {Sv(µ) -S (BA[n(v)] f(µ)) 

µ E v + K, [n(v) ]~II f(µ) - f(µ 0 ) II_:=_ r, LAf(µ) 

Assumption (i) implies that lim 
v 

a(r,v) = 0, for all r. Lemma A. 5 .1 implies 

the existence of a sequence {r } with r -+ 00 and a(rv,v) -+ 0. Let {n) cBJ\K v v 
be a sequence with II n)I _:'__ rv' II n II+ 00 and v 

lim inf 
r-+ oo 

~ let LJ\f(µlv) = f(µ 0 ) and BA[n(v)] f(µlv) = nv. Then {µ 1v} is a remote se-
quence; assumption (ii) implies that S~ (µlv) -+ 1. Hence 

a o ( n" l > a* ( µ l ( ) 1 µ v µv lv - a rv,v -+ ' 

which proves the assertion. a 

It can be attractive to use a sequence S* which agrees which '!' in the sense 

of Definition 6.1.1: for every {µv} E SA there exists an asymptotically most 
powerful - \ji' test {~ } against {µ }, and this test satisfies v v 

where y (~,p) = S*(µ) - E ~- In such a case, the sequence S* can be regarded v v )1 

as a sequence of envelope power functions with respect to ';ji'. The following 

proposition shows that the assumptions concerning 'l'A and the definition of 

Vf imply the existence of such a sequence S*. 

PROPOSITION 8.2.2. Suppose that for every A, there exists a ijJ E 'l' wit:h 
BJ\K n O+(acc ijJ) = {O}. Then there exists a sequence S* of functions 
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s~ : µ(0A) + [0,1] which agrees with 1 and which satisfies assunrptions (i), 

(ii) with 

0 s <nl 

PROOF. Let {0\J} be a uniformly consistent estimator for µ under H and define 

/\. /\.(R ,µ ) 
\) \) \) 

cjl {lj! <Bt; . l I 1jJ E 'l'} 
\) 

\) 

S0(µl sup E cj> (Y ) 

q, E <P 
µ \) 

\) 

It will be demonstrated that the sequence S* = {S*} satisfies the require­
\! 

ments. First the assumption concerning S* are verified. 

(i) Let {µv} ESH and define Av = f\.(Rv,µv'. It follows from Corollary 

A.4.1 that for all {ljJv} c 'l' , 

E 1jJ (B- y ) - ljJV (Bf\. Y) I + o. 
µ\) v A \) 

v \) 

If {µ1) <3> {µ } and 
\) 

Bf\. [n(v)] 
~ 

f (µ1 v' + n, then 
\) 

L (Bf\. y ) + Nr(n,I) 
µ 1 \) \) 

\) 

It can be demonstrated similarly to the proof of Proposition 4.2.2, that 

the first assumption concerning S* is satisfied. 

(ii) Let {µ 1v} be a remote sequence. The uniform consistency of t0v} im­

plies that every subsequence of {v} has a further subsequence {s} with 

µs +µin {µ 1 s} - prob., for some µ E µ (0H), and with Rs + R. Let 

/\. = f\.(R,µ) and let 1jJ E 'l' be 
. + 

l/i) {O}. a test with BAK n 0 (ace 

" As; Corollary A.4.3 can be applied with xi; = [n(SJ] f(µlsl and TS it 

yields that 

(iii) It remains to be proved that S* agrees with 'l'. Note that if 

q, E <P for every v, then {cj> } E 1. Hence it is sufficient to prove that 
\) \) \) 
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for every {µ } E S , there exists a test {~ } which is asymptotically most lv A v 
powerful -o/ against {µ 1 },with~ E ~ for every v. v v v 

For remote {µ 1v}' the desired conclusion follows from (ii) above. If 

{µ 1 v} is not remote, it may be assumed that {µ 1v} <I> {µv} for some {µv} ESH. 

Let ~v the most powerful -~v test against µiv· It is sufficient to prove 
that for every{~'} E ~,we have 

v 

lim inf E (~ - ~~) > 0 
v µlv v 

It follows from Proposition 8.2.1 that for every subsequence of {v}, there 

exists a further subsequence {~} with A(R~,µ~) + A for some A and 

for some~ E '!'. With Proposition 4.1.1, this implies 

Hence 

0 . 

D 

Other approaches, closely related to the one of this section, are also pos­

sible. Note that if'!' contains tests~ with (BAK) n O+(acc ~) ~ {O} I then 

there will exist asymptotically -'!' tests which are not sharply consistent. 

This is the case, e.g., for the two classes '!' mentioned before Definition 

8.2.1. One can object against the use of a sequence S* which agrees with 

o/ and wish, instead, to use a sequence S* which agrees with the class of 

all sharply consistent tests in ~. Such an approach will lead to slightly 

different (and more complicated) assumptions concerning '!'A and S*, and to 

a theory which can be developed along the lines of Sections 8.2 and 8.3. 

8.3. EAMS - ASYMPTOTICALLY-'!' TESTS 

From the point of view of practical applicability, the theorem of this 

section i.s one of the main results of this study. It shows that the EAMS -
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asymptotically -~ test can be obtained from the MS -~ tests for the testing 

problems 

(8.3.1) (lRr, {N(O,I)}, {N<n,I) I n E BAK, n # O}) 

in a way which is similar to the method of Section 8.1. 

The introduction of the optimum property "EAMS - (~','ii'*>" has been mo­

tivated in Chapter 7 especially by Theorem 7.3.1, where i is the class of 

all asymptotically level a tests. A similar theorem can be proved for the 

case that 1 is the class of all asymptotically -~ tests, under certain 

assumptions on ~. We shall not tire the reader with such a theorem, but 

o~ly demonstrate how the EAMS - asymptotically -~ test can be obtained. 

Theorem 8.3.1. Suppose that the assumptions of Section 8.2 concerning~ 

and 'ii'* are satisfied. Let {0 } be a uniformly consistent estimator for µ 
\) 

under H and define 

A A(R ,µ ) 
\) \) \) 

Suppose that for every A there exists a unique MS - (~,Sol test WA for the 

testing problem (8.3.1), with maxirrrwn shortcoming with respect to s0 less 

than 1 - a. Then the test {$ } with 
\) 

w­A 
\) 

is a sharply consistent EAMS - ('¥','ii'*> test. 

PROOF. The assumption that the maximum shortcoming of WA is less than 1 - a 

implies that (BAK) n O+(acc WA) = {O}; use Proposition 2.8.2, Corollary 

2.8.1 (ii) and Lemma 8.2.1 to prove this. The uniqueness of the MS tests 

WA implies that WA is a weakly* continuous function of A; this is proved 

just like Lemma 8.1.1 (iii). 

The proof of this theorem proceeds like that of Theorem 8.1.1, with 

some minor modifications. Let $A(x) = WA(BAx) and replace i by~. 
(i,ii) See the proof of Theorem 8.1.1. 

(iii) Let {µ0v}, {~}, µ0 , A and Y~ be as in (ii). Define M~ and K as in 

the proof of Theorem 8.1.1. Let~~= ~A for all ~, and let yA be the mini­

max shortcoming - (~,SO) for testing problem (8.3.1). Then the conditions 
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of Theorem 4.4.1 are satisfied for the subsequence {E;}. Corollary 4.2.2 (i), 

assumption (i) concerning S* , and Proposition 8.2.1 show that 

(iv) It follows from (ii) that (8.2.1) holds with wv 
H) E o/. 

WA(R ,11 ) • So 
v v 

(v,vi) See the proof of Theorem 8.1.1. The sentence before the last one 

must be replaced by the following two sentences. In the second case the 

uniqueness of the MS test WA for testing problem (8.3.1) implies, with (iii) 

above, Proposition 8.2.2 and Corollary 4.2.2 (ii), that E I ~k - ~A I-+ 0. 

E I "'I - "' I ' 011. OE; It follows from Proposition 4.1.1 that ~ ~ ~ o 
11E; E; E; 

Corollary 8.3.1. Suppose that the assumptions of Section 8.2 concerning 'I' 
are satisfied. Let { 0 } be a uniformly consistent; estimator for 11 under H v 
and define 

Suppose 

problem 

and with 

A i\(R ,jj_ ) 
v v v 

that for every A there exists a unique 
(8.3.1), with 

+ BJ\K n 0 (ace 

maximum shortcoming 

w J\) = { O}. 

y ) 
v 

Then the 

with 

test 

MS - 'I' test 

respect to 

{~ } with 
v 

is a sharply consistent E'AMS - asyrrrptotically -'!' test. 

WJ\ for 

'I' less 

PROOF. This follows from Theorem 8.3.1 and Proposition 8.2.2. o 

the testing 

than 1 - a 

Corollary 8.3.1 demonstrates, e.g., that the tests which are derived as 

"approximately most stringent somewhere most powerful" in SCHAAFSMA (1966), 

are everywhere asymptotically most stringent - asymptotically - linear. In­

stead of "asymptotically-linear", one can say "asymptotically - somewhere 

most powerful". The term "asymptotically-linear" is shorter and indicates 

the computational simplicity of this class of tests; the term "asymptoti-
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cally-somewhere most powerful" indicates a property of the (asymptotic) 

power functions. EAMS - asymptotically-linear tests for some testing pro­

blems from practice are given in Chapter 9. 

Essential for a sensible application of Corollary 8.3.1 (or Theorem 

8.3.1) is the judicious choice of'¥ (and s0 J. This choice will have to en­

sure that the MS - '¥ test for testing problem (8.3.1) (i) can be constructed 

explicitly, (ii) has attractive power properties and (iii) is computatio­

nally not too demanding. The class of linear tests satisfies (i) and (iii), 

and (ii) to a certain but not altogether satisfactory extent; see the dis­

cussion in part 4 of Section 3.3. The class of likelihood ratio tests a­

gainst circular cone alternatives seems to be more promising from the point 

of view of power properties. 

8.4. CONDITIONALLY -'¥ TESTS 

The class '¥ of all asymptotically - '¥ tests is but one instance of a class 

of tests for the asymptotic testing problem, related to the class '¥ of tests 

for the limiting problems (8.3.1). The present section is devoted to an al­

ternative approach, using the concept of a conditionally -'¥ test. At first 

sight this approach looks attractive, but we shall see that it is doubtful 

whether it is of much practical use. 

For the testing problems of Chapter 9, the subset 8H of the natural 

parameter space corresponding to the null hypothesis is the intersection of 

the natural parameter space 8 with a linear subspace. This implies that the 

experiment 

(8. 4.1) 

admits a complete sufficient statistic (see LEHMANN (1959), Section 4.3, for 

the concept of completeness of a class of probability distributions). It can 

be convenient to perform a test conditionally on the outcome of a statistic 

which is complete sufficient for the experiment (8.4.1): the resulting con­

ditional testing problem has a simple null hypothesis. 

The assumptions of Section 8.2 concerning '¥ and S* will be supplied 

with the following assumptions concerning {jj }. For all testing problems of 
\J 

Chapter 9, these assumptions are satisfied if one takes µ\J as the uniform-

ly minimum variance unbiased estimator forµ under H. (See FERGUSON (1967), 

Section 3.6 for this concept; compare our remark following Theorem 5.6.1.) 
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ASSUMPTIONS CONCERNING {0 }. 
\) 

(i) For every v, µ\! is a complete sufficient statistic for the experiment 

(8.4.1). 

(ii) The sequence {j:i } is 
\) 

(iii) There exist versions 

under H, such that for all 

a uniformly consistent estimator 

of the conditional distributions 

{µ) E SH with A(Rv,µv) +A, one 

+ N (0,I) 
r 

for µ under H. 

of Y given µ\) 
\) 

has 

It may be possible to deduce assumption (iii) from assumption {i); the 

author has not succeeded in finding a proof of this implication. 

DEFINITION 8.4.1. The class ~ of conditionally -~ tests is the class of all 

tests {$\!} such that for every v, $\! has the form 

$ (Y ) 
\) \) 

The class of conditionally -~ tests is defined not in terms of asymp­

totic properties of the test {$ } (like the class of asymptotically -~ 
\) 

tests), but in terms of the form of $v; this may be a reason for preferring 

conditionally -~ tests. 

The EAMS - (~ 1S*l test of Theorem 8.3.1 is a conditionally-~ test; one 

might expect (the author did) that this test is also EAMS - cW,S*). How-

ever, it turns out that this is the case if and only if for every A we have 

(8.4.2) inf y (ljl,T) 
1jJ E~ 

inf 
1jJ E ~ 

sup y(ljl,T) , 

T ETA 

where TA is the class of probability distributions with finite support on 

BAK' and 

y(ljl,T]) 
0 

f:l <nl - EN(n,Il 1jJ 

y(\ji,T) f y(\ji,T]) d T(T]) 

For many "manageable" classes~, condition (8.4.2) is not satisfied. E.g., 

it can be shown by examples that if ~ is the class of linear tests, then 
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(8.4.2) will be violated (try r = 2). If (8.4.2) does not hold, then it can 

be proved by means of a minimax theorem that 

inf 
~; E '¥' 

< inf 
TjJ E'¥ 

sup y (ijJ,1:) 

'ET/\ 

sup y(ijJ,1:), 
1: ET/\ 

inf 
1jJ E '¥ 

y(ijJ,1:) < 

where '¥' denotes the convex hull of '!'. This implies that in order to mini­

mize the maximum shortcoming, it is advantageous to randomize the choice 

of TjJ E '!'. This randomization can be effected by a conditionally -'!' test 

but not by an asymptotically -'!' test. To see how this can be done, suppose 
h 

that Tj!' Lj=l tjijJj is a convex combination of ijJj E '!'with 

(8.4. 3) y(Tj!',1:) <inf 
1jJ E'l' 

y (Tj!,1:). 

Then µ(8H) can be partioned into sets Cvl' .•. , Cvh in such a way that 

P {0 E c } + t. for all j and all {µv} ESH. (E.g., let µ 1 be a coordi-
µv V Vj J 

nate ofµ E µ(0 ) such that the variance of µvl is of the order of magnitude 
-1 H 

of [n(v)] , let 0 < E < ~ and define 

[n(v)]·-~-E 
j-1 j 

c 
vjl 

([ L t g' l: 
g=l g=l 

c 
vj {µ E µ(0H) I µ1 E c '1} VJ 

These sets C . have the required property.) 
VJ 

The test{~'} with 
v 

t ) + 2Z) 
g 

is a conditionally -'!' test with the property that for all {µ } E S with 
v H 

/\(Rv,µv1 +/i. and for all {µ1) E SA with {µ 1) <t> {µ) one has 

Hrn sup yv(~~,µ 1 ) < 
v 

sup y(ijl',T); 
1: ET/\ 

whereas for the EAMS - (~,S*) test {~ } there exists a {µ } E SA with 
v 1V 
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{ µ 1 } <1> { µ } and 
\) \) 

lim inf y\!(~v,µlv) 
\) 

inf sup y(~,T). 

~E'¥ TETJ\ 

With (8.4.3), this implies that{~} is not EAMS - (~,S*). 
\) 

The EAMS - (~,S*l test, for problems where (8.4.2) does not hold, will 

be a test where the estimator µ is not only used to estimate the value of 
\) 

µ under H, but also to randomize between tests in '¥. This is a very "unnatu-

ral" use of µ ; the concept of an EAMS - conditionally -'¥ test is relevant 
\) 

only if (8.4.2) is satisfied. It seems to be typical for classes of tests 

'¥ which are "manageable" and continuously parametrized by a subset of JRs , 

that they do not satisfy (8.4.2). We have no practical examples of EAMS -

conditionally -'¥ tests. 

For this reason we refrain from giving a proof of the result, that if 

the assumptions of Theorem 8.3.1, the assumptions concerning{µ }, and 
\) 

equation (8.4.2) are satisfied, then the EAMS - (o/,s*J of Theorem 8.3.1 

is also EAMS - (W,S*). 
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CHAPTER 9 

EAMS - ASYMPTOTICALLY - 'Y TESTS FOR SOME TESTING PROBLEMS 

FOR CONTINGENCY TABLES 

EAMS - asymptotically -W tests are presented for several testing pro­

blems for contingency tables, for suitable classes ~. These tests can be 

considered as versions of well-known tests such as the Wilcoxon-Mann-Whit-

ney two sample test, the Kruskal-Wallis k sample test, etcetera, with an 

EAMS treatment of ties. 

9.1. INTRODUCTION 

In this chapter, some testing problems for two-dimensional (in the case 

of univariate symmetry: one-dimensional) contingency tables 

(n · ·) 1 · J 1 · 1-J _2.J..2_{.; ~J~m 

are studied. The contingency table (n .. ) will be considered to be the out­
lJ 

come of a matrix of random variables 

The probabilistic assumptions concerning (Nij) will be specified in each of 

the following sections. 

Many examples of testing problems where the data can be arranged in con­

tingency tables have been presented in this study: see Sections 1.1, 3.1, 

3.4 and 7.1. Optimal tests for some testing problems of this kind are 

derived in Examples 4.3.2, 5.6.1, 6.4.1(i) and 8.1.1, and in Section 5.7. 

In Section 3.4 a few approaches by other authors to these problems are brief­

ly reviewed. All testing problems of this chapter are instances of the test­

ing problem of Section 3.1, after the reduction by sufficiency. 

It is demonstrated in Section 8.1 how the everywhere asymptotically 

most stringent - level a (EAMS - level a) test for the testing problems of 
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this chapter can be constructed, if the most stringent - level a test for 
the "limiting problem" is known. Unfortunately the MS - level a tests for 

the "limiting problems" for the testing problems of this chapter are not 

explicitly known, except for some very special cases. We content ourselves 

with the approach of Sections 8.2 and 8.3, and present EAMS tests in certain 

subclasses of the class of all asymptotically level a tests. 

In Sections 9.2, 9.4 and 9.5 attention is focused on asymptotically -

linear tests; these are related to tests based on linear test statistics 

for the limiting testing problems. The tests presented are EAMS among the 

asymptotically linear tests. They are also conditionally - linear tests: the 

test statistics are linear combinations of the N .. 's, conditionally given 
l.J 

the outcomes of the marginal totals (Nl+' ... , Nk+) and (N+l' ... , N+m), for 
Sections 9.2 and 9.3. (In Section 9.5, other marginal statistics are used 

for the conditioning.) Many tests which are used in practice for these test­

ing problems are asymptotically - linear and/or conditionally - linear; see 

Section 3.4. 

Asymptotically - linear tests are not suitable for the testing problem 

of Section 9.3. Attention is focused there on asymptotically - squared means 

tests; these are related to tests for the limiting testing problems which 

are based on sums of squared standardized sample means. 

In part 4 of Section 3.3 some of the pros and cons of linear tests for 

testing problems with restricted alternatives for normal distributions are 

discussed. The same kind of arguments can be used in a discussion about the 

merits of asymptotically - linear tests for the testing problems of this 

chapter. For these testing problems, the region in the parameter space cor­

responding to the alternative hypothesis (if the parametrization is done, 

as usual, by the probabilities of the different outcomes; in Section 9.4, 

conditional probabilities have tQ be used) is a cone. The power properties 

of the EAMS - asymptotically - linear test are excellent for "directions 

in the center of the cone" and rather poor for "directions near the edges 

of the cone". The maximum shortcoming of this test at the edges of the cone 

increases with k and m. (The testing problem itself becomes intrinsically 

more difficult for larger values of k and m; the minimax shortcoming tends 
to 1 - a as km + oo.) 

It seems desirable to look for other classes ~ of tests for the limit­

ing problem, with the properties that the EAMS - asymptotically - ~ tests 

are "near the edges" more attractive than the EAMS - asymptotically - li-

near test and "near the center" not too much less attractive. The class 
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of likelihood - ratio tests against circular cone alternatives (see part 5 

of Section 3.3) seems to be promising; this class of tests is currently 

being studied by Mr. Hans Akkerboom. Among the asymptotically - linear tests, 

however, the EAMS - asymptotically -- linear tests may be preferred from the 

point of view of power properties; unless there are reasons to give parti­

cular attention to a certain subalternative, and to use a test which is good 

for testing against this subalternative (compare the discussion at the end 

of Section 3.2). 

The tests presented in Sections 9.2, 9.4 and 9.5 are the tests derived 

in Chapters 8,9 and 10 of SCHAAFSMA (1966) as "approximately" most strin­

gent - somewhere most powerful tests; see also part 4 of Section 3.3, and 

Section 3.4. These tests are derived by Schaafsma as the most stringent -

somewhere most powerful tests for the limiting problems (the somewhere most 

powerful tests for the limiting problem are based on linear test statistics), 

but without a theoretical justification of this method. It follows immedia­

tely from Corollary 8.3.1 that they are EAMS - asymptotically - linear. A 

similar method is used in Appendix A.6 in order to derive the test present­

ed in Section 9.3. 

9.2. TESTING HOMOGENEITY AGAINST TREND IN A SPECIFIED DIRECTION 

Consider the problem of testing homogeneity against trend for k inde­

pendent random samples from probability distributions with m possible out­

comes. The experimental data can be condensed into a k x m contingency 

table 

0 u t c 0 m e sample 

1 2 m size 

-
s 1 n11 n12 nlrn nl 
a 2 n21 n22 n2m n2 
m 

p 

1 

e k nk1 nk2 nkrn nk 

total n 
+1 

n 
+2 n n 

+m 
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where n. is the size of the i'th sample, and n .. is the frequency count of l lJ 
outcome j for the i'th sample. The probability model states that for every 

i, (nil' ... , nim) is the outcome of a random variable Ni (Nil' ... ,Nim) 

which has the multinomial distribution with parameters ni and pi = 

= (pi 1 , ... , Pim)' while N1 , N2 , ... , Nk are independent. The parameters pi 

satisfy 

m 

L: 
j=1 

p," = 1. lJ 

The null hypothesis of homogeneity 

H 

is to be tested against the one-sided alternative of an upward trend 

m m 

Al : l: pi+l ,j > l: pij 2 < h < m, < i < k - 1 - -j=h j=h 

with at least one inequality strict; 

or against the two-sided alternative of an upward or a downward trend 

A2 : either Al holds, or 

m m 
l: Pi+1,j < l: pij -

j=h j=h 
2 < h .::_ m, .::_ i .::_ k - j I 

with at least one inequality strict. 

We restrict attention to one-sided (for A1 ) or two-sided (for A2 ) tests, 

based on test statistics of the form 

l: .. a., N,, 
l,J lJ l.J 

where the weights aij are allowed to depend on the outcome (n+l' ... n+m) of 

the combined sample and on the sample sizes: 

a .. 
lJ 

and where the weights satisfy, asymptotically for n + 00 , certain continuity 
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conditions. (More precisely: we restrict attention to tests which are a­

symptotically - linear and conditionally - linear, as defined in Sections 

8.2 and 8.4.) The weights a .. must be determined in an "optimal" way; we use 
1-J 

the optimum property "everywhere asymptotically most stringent". 

The EAMS - asymptotically - linear level a test for testing H against 

A1 rejects the null hypothesis if 

(9. 2. 1) 

where 

2 -l2 
(S ) 

k 
i:: 

i=l 
b. 

l 

m 

l: 
N. 

a. 21 > u 
a 

b. 
l 

c. 
l. 

a. 

j-1 
l: 

h=1 

j=l J n. 
l 

~ ~ -{c. (n-c.)} +{c. 1 (n-c. 1J} 
l l i- l-

i 
i:: 

g=1 

1 
n-1 

n ' g 

k -1 2 m 2 
{ l: ni bi}{ l: N+J.(aJ. -a.) } 
i=1 j=l 

N+j 

n 

Note the a 1 < a 2 < ... <am and that a small value of n+h leads to wide 

spacings between the weights ah-l' ah and ah+l" For the frequently used mid­

rank weights, a small value of n h leads to small spacings between the weights 
+ ~ for the indices h - 1, h and h + 1. The concavity of the function t >+ { t ( 1 - t)} 

for O .::._ t .::._ 1 implies that bJni 2_bi+/ni+l. Furthermore, l:i bi= O; this im­

plies that the test statistic (9.2.1) remains unaltered if a. is replaced, 
J 

for all j, by a. -· a* where a* is arbitrary but independent of j. For nume­
J 

rical reasons it can be recommendable to replace (for the computation) a. by 
J 

a. - a* where a* is equal or close to a. 
J 

'I'he test statistic has under the null hypothesis, conditionally given 

(n+l' ... , n +m), mean 0 and variance 1. The test statistic can be regarded as 

a linear combination of sample means 

m N .. 
l: a . ...2.:1.. 

j=l J ni 
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this sample mean can be interpreted as a measu1·e for the tendency of the 
i'th sample towards high outcomes. 

The EAMS - asymptotically - linear level a test for testing H against 
A2 is the natural two-sided analogue of (9.2.1), and rejects the null hypo­
thesis if 

(9.2.2) 
k 
z 

i=l 
b. 

]. 

m 
z 

j=l 

where a., b. and s2 are as above. J ]. 

N. 
a. A 

J n. 
]. 

u 
'JCi 

SCHAAFSMA (1966, Section 8.2) treats also :he problem of the combination 
of r independent problems of testing homogeneit:,r against an upward trend in 
k x m tables. He proposes a test which is (in b.~rms of the present study) 
EAMS - asymptotically - linear level a. The maximum shortcoming of this test 
will be rather large, however, unless r, k and m are very small. If the r 
sample sizes are not too different, and if ther•e is no reason to desire that 
the combination test is powerful especially for a certain subalternative of 
the alternative hypothesis "there is an upward trend for at least one of the 
r testing problems", it may be preferable to combine several independent 
test statistics (9.2.1) and/or (9.2.2) by Fisher's method of combining tests 
(see Section 3.2, part 5 and Section 3.3, part 1) rather than by the proce­
dure proposed by Schaafsma. 

In the case k =2, the tests (9.2.1) and (~1.2.2) can be regarded as ver­
sions of the Wilcoxon-Mann-Whitney two-sample i;est, with an EAMS treatment 
of ties. In that case, the rejection regions (1.2.1) and (9.2.2) can be 
written in simplified form as 

(9.2.3) 

(9.2.4) 

m 
l: 

j=l 

m 

a. 
J 

j=l 
a. 

J 

where a. and a. are as above and 
J 

n 

u 
Cl 
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In the case k .'.'._ 3, the tests (9.2.1) and (9.2.2) can be regarded, res­

pectively, as one-sided and two-sided trend analogues of the Kruskal-Wallis 

test, with an EAMS treatment of ties. They are related to the Jonckheere­

Terpstra test which is not conditionally-linear (it is linear conditionally 

given a set of statistics different from (N+l' ... , N+m)), but which is an 

asymptotically-linear test. So the resultthat the tests (9.2.1) and (9.2.2) 

are EAMS - asymptotically - linear demonstrates that, in the sense of the 

optimum property "EAMS", these tests can be preferred over the Wilcoxon-

Mann-Whitney test (for k 2) and the Jonckheere-Terpstra test (fork> 3). 

In the case m = 2, the testing problem considered is the problem of test­

ing homogeneity against an upward trend for k probabilities. This problem 

is treated also in Example 6.4.1 (i), where the asymptotically most strin­

gent - level a test is derived. This is one of the few testing problems 

with restricted alternatives for contingency table, where the "local mini­

max shortcoming" (see Section 1.3) is constant, and where the AMS - level a 

test is asymptotically unique. The AMS - asymptotically - linear level a 

test is also asymptotically unique and given by (9.2.1) for the one-sided 

and by ( 9. 2. 2) for the two-sided case. For m = 2 these rejection regions can 

be written in simplified form as 

(9.2.5) (S2)-l;i 
k Ni2 
z: b. > u 

i=l 
l n. a 

l 

2 -li k Ni2 

I (S ) z: b. > ul;ia 
i=l 

l n. 
l 

(9.2.6) 

where bi is as above and 

k b2 

z: l 

i=1 
n. 

l 

For this case (m = 2) one can also apply the variance - stabilizing ·- arc­

sine - transformation (see RAO (1973), Section 6 g.3): the tests (9.2.5) 

and (9.2.6) can be demonstrated to be asymptotically equivalent to the tests 

which reject for 

(9. 2. 7) 
k 

z: 
i.=1 

b. 
l 

arcs in 
N.2 L 

(-l- l"> 
n. 

J_ 

u 
a 
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(9.2.8) arcs in 

where b. is as above and 
l. 

s2 
k b~ 
i:: 

l. 

i=l 
n·. 

l. 

In the case m = k = 2, the testing problem for the 2 x 2 table is obtain­
ed of which the one-sided case was treated in Example 5.6.1, where Fisher's 
test was demonstrated to be asymptotically uniformly most powerful - level 
a. This test is for m=k=2 asymptotically equivalent to the tests (9.2.1), 
(9.2.3), (9.2.5), (9.2. 7). For the two-sided case with m =k =2, the alter­
native A2 is the unrestricted alternative, and the tests (9.2.2), (9.2.4), 

2 (9.2.6), (9.2.8) are all asymptotically equivalent to the x test for the 
2 x 2 table which is AMS - level a according to the remark following Corol­
lary 6. 3.1. 

9.3.TESTING HOMOGENEITY AGAINST TREND WITHOUT A SPECIFIED DIRECTION 

Consider the testing problem where the data are of the kind of Section 
9.2, with the same probabilistic assumptions. The null hypothesis of homo­
geneity 

H 

is to be tested against the alternative of a trend in an unspecified direc­
tion 

A a permutation (i1 , i 2 , ... , ik) of (1, 2, ... , k) exists 
m m such that i::. h p. . > i::. h p. . , for 
J= 1 r+1J - J= 1 J 

2 ::_ h ::_ m, 1 < r < k-1; with rat least one inequality 

strict. 

For k = 2 this alternative hypothesis is identical to alternative hypothesis 
A2 of Section 9.2. The testing problem of Section 1.1 is an instance of this 
testing problem, with k = 3 and m = 4. 

Linear test statistics are not suitable for this testing problem. In 
this section, we restrict attention to test statistics of the form 



(9. 3. 1) 
k 
L. 

i=l 

-1 
n. 

1. 
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where the weights aj are allowed to depend on the outcome (n+l' ... , n+m) 

of the combined sample and on the sample sizes n 1 , ... , nk. 'I'he statistic 

(9.3.1) can be interpreted as a sum of squared "standardized" sample means, 

where outcome j has received score a .. The corresponding class of tests 
J 

for the limiting problem will be called the class of "squared means" tests. 

The optimal weights, resulting in an EAMS - asymptotically - squared 

means level a test, are derived in Appendix A.6. This test rejects the null 

hypothesis H if 

(9. 3.2) -" s ~ 

where 

a. 
J 

a 

k 
L. 

i=.1 

j-1 

i: 
h=l 

1 
n-1 

m 

i: 
j=1 

-1 
n. 

1. 

m 

i: 
j=l 

N 

a. 
J 

m 
-1 2 

L. aJ. (NiJ. - ni n N +j)} 
j=1 

_n __ } ~ 

N+,h+l 

N . (a. - a ) 2 
+J J 

+j 
n 

2 
> Xk-i;a 

0 

Note that the weights a. are identical to those of Section 9,2. Again, the 
J 

test statistic (9.3.2) remains unaltered if a. is replaced by a. -a* for 
J J 

all j; it can be recommendable for numerical reasons to replace, for the 

computation, a. by a.-~ where a* is equal or close to a 
J J 

The test (9.3.2) can be regarded as a version of the Kruskal-Wallis 

test, with an EAMS treatment of ties. For m=2 the alternative hypothesis 

A is the unrestricted alternative, and the test (9.3.2) is the usual x 2 

test for the k x 2 table, except for a factor 1 - n -l in the test statistic. 

As an example, the t•2st ( 9. 3. 2) will be applied to the data for the 

fish indicated by P6 and studied by VODEGEL (1978) in the experiment des­

sribed in Section 1.1. These data are given by the following table. The 

weights a. -·a are given in the last row. J . 



214 

behavioural category sample 

1 2 3 4 size 

d small 80 55 18 6 159 

u 

m medium 113 81 26 9 229 

m 

y large 20 149 29 4 202 

total 213 285 73 19 590 

a. -a -2.10 
J 

.10 3.28 9.54 

The outcome of the test statistic (9.3.2) is 14.3. The null hypothesis 
is rejected at the level of significance a= .001. It may be interesting 
to know that VODEGEL (1978) proceeds from the rejection of the null 
hypothesis H to the construction of more refined models. 

9.4. TESTING INDEPENDENCE AGAINST "POSITIVE DEPENDENCE" 

Consider the problem of testing independence against "positive depen­
dence" for a random sample from a bivariate probability distribution with 
k x m possible outcomes. The experimental data can be condensed into a 
k x m contingency table 

- -·-
outcome variable 2 
1 2 m total 

0 v 1 n11 n12 nlm n1+ 
u a 2 n21 n22 n2m n2+ 
t r 

c 

0 

m 1 

e k nkl nk2 nkm !\:+ 

total n+l n+2 n 
+m n 
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where n. . is the frequency count of outcome ( i, j) and n is the sample 
lJ 

size. The probability model states that (n 11 , n 12 , ... , nlm' n 21 , ... , nkm) 

is the outcome of a random variable (N11 , N12 , ... , Nkm) which has the 

multinomial distribution with parameters n and p ={p11 , P 12 , ···,Pim' 

P21 , ... , pkm). The parameter p satisfies 

p .. > 0, 
lJ 

k 
i:: 

i=1 

m 

i:: piJ' 
j=l 

1 . 

The null hypothesis of independence 

H for all ( i , j) , 

where pi+ = l:j pij and p+j = l:i pij, is to be tested against an alternative 

hypothesis which specifies the concept of "positive dependence". Two such 

alternatives are considered. 

The first one is the alternative of positive regression dependence of 

variable 2 on variable 1, 

-1 
m 

-1 
m 

Al pi+ l: pij .::. pi+l ,+ i:: pi+1,j 
j=h j=h 

for 1 < i < k-1, 2 < h < m; with at least one inequality strict. - -

This concept of dependence is discussed in LEHMANN (1959, 1966). It is not 

symmetric in two variables, and it can be relevant especially if, from a 

methodological point of view, variable 1 is regarded as the "independent 

variable" and variable 2 as the "dependent variable ". 

The second alternative is that of positive quadrant dependence 

g 

l: 
i=1 

h g h 

l: piJ' ~ l: Pi+ l: P+J· 
j=1 i=l j=l 

for 1 .::_ g.::_ k-1, 1 < h < m-1; with at least one inequality strict. 

This concept of dependence was introduced by LEHMANN (1966) and SCHAAAFSMA 

(1966). It is symmetric in the two variables. 

We restrict a.ttention to one-sided tests, based on test statistics of 

the form 
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L: •. a .. N .. 
l., J l.J l.J 

where the weights a .. are allowed to depend on the marginal outcomes l.J 
(n+l' ... , n+m) and (nl+' ... , nk+), in such a way that the resulting tests 
are asymptotically - linear and conditionally linear, as defined in Sections 
8.2 and 8.4. The weights a .. must be determined in an "optimal" way; we l.J 
use the optimum property "everywhere asymptotically most stringent". 

The EAMS - asymptotically - linear level a test for testing H against 
A1 is given by the same formulae as the test (9.2.1), if ni is replaced by 
ni+ (1 :':._ i :':._ k). It may be noted that this testing problem is "transformed" 
into the testing problem of Section 9.2, with the alternative hypothesis 
A1 defined in that section, by conditioning on the outcomes (nl+' ... , nk+) 
of the frequency counts (Nl+' ... , Nk+) for the first variable. 

The EAMS - asymptotically - linear level a test for testing H against 
A2 rejects the null hypothesis if 

k m 
(9.4.1) L: L: Nij(ai-a.)(bi-b·) 

i=1 j =1 
> u 

Cl 

where 

i-1 
__ n_}i, L: n 

0 a. --+ I al l_ N N g=1 g+ g+l ,+ 

k Ni+ 
a L: a. 

i=l 
l. n 

j-1 
n __ n_}i, b. i:: --+ b1 0 J h=l N+h N+,h+1 

m N . 
b L: b. ---2.2. 

j=l J n 

82 
k m 

2 
n-1 

L: N. (a.-a )2 L: N+j(bj -b.) 
i=l l.+ l. • j=l 

i, 'rhe test statistic (9.4.1), divided by (n -1) , can be regarded as a 
version of Spearman's rank correlation coefficient with an EAMS treatment 



of ties. The test statistic has under the null hypothesis, conditionally 

given (nl+' ... , nk+) and (n+l' ... , n+m)' mean 0 and variance 1. 
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One can also wish to test the null hypothesis H against one of the two­

sided alternative hypotheses which are the natural two-sided analogues of 

A1 and A2 . The EAMS - asymptotically linear level a tests for these testing 

problems are the natural two-sided analogues of the one-sided tests mention­

ed above (compare Section 9.2.). 

9.5. BIVARIATE AND UNIVARIATE SYMMETRY PROBLEMS 

Bivariate symmetry problems can occur when samples are drawn from a 

bivariate probability distribution, where the two variables are similar in 

a certain sense: e.g., when they represent measurements for the left eye 

and the right eye, respectively; or the reactions to two treatments when 

both treatments are administered to the same persons. Consider the problem 

of testing symmetry against "asymmetry towards high values on the first 

variable" for a. random sample from a bivariate probability distribution with 

m x m possible outcomes. The experimental data can be condensed into an 

m x m contingency table 

outcome variable 2 
total 

1 2 m 

0 v 1 nll n12 nlm nl+ 

u a 2 n21 n22 n2m n2+ 

t r 

c 

0 

m 1 

e 

m n 
ml 

n 
m2 

n n 
mm m+ 

total n+1 n+2 n n 
+m 

where n .. is the frequency count for outcome (i,j) and n is the sample size. 
l.J 

The probability model states that (n 11 , n 12 , nlm' n 21 , ... , nmm) is the 

outcome of a random variable (N 11 , N12 , Nmm) which has the multinomial 

distribution with parameters n and p = (p 11 , P 12 , Pim' P 21 , ... , Pmm). 
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The parameter p satisfies 

m m 

l: l: piJ' 
i=l j=l 

1 . 

The null hypothesis of symmetry 

H for all {i,j) 

states that the two variables are exchangeable. It is to be tested against 
the alternative hypothesis of "asymmetry towards high values on the first 
variable" 

A l: pij > l: pji 
(i,j) EB (i,j) EB 

for all B E A 

with at least one inequality strict, 

where A is the class of all subsets of {1, .•. , m} 2 which are increasing in 
the first coordinate and decreasing in the second coordinate: 

A {B c {1, ... , m} 2 I if (i,j) E Band i ::_ g, j > h then 

(g,h) E B} . 

This alternative hypothesis was introduced by SCHAAFSMA (1966). It is dis­
cussed in SCHAAFSMA and SNIJDERS (1979). 

We restrict attention to one-sided tests, based on test statistics of 
the form 

l: .. a .. N .. 
]_, J 1.J l.J 

where the weights a are allowed to depend on the "marginal" outcomes ij 
(nij + nji) i < j in such a way, that the resulting tests are asymptotically -
linear and conditionally - linear, as defined in Sections 8.2 and 8.4. The 
weights a .. must be determined in an "optimal" way; we use the optimum pro­l.J 
perty "everywhere asymptotically most stringent". 

Unfortunately, the computations involved in the construction of the MS­
linear test for the limiting problem become very complex as m increases; 
the solution is known only for m = 3. In that case, the alternative hypothe-
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sis can be formulated as 

with at least one inequality strict. 

The EAMS - asymptotically - linear level a test for testing H against A in 

the case m = 3 rejects the null hypothesis if 

(9. 5 .1) 

where 

N .. +N .. 
l.J J l. 

2n 

a .. 
l.J 

(N .. -N .. ) 
l.J J l. 

a~.(N .. N ) 
l.J l.J + ji 

> u 
a 

The test statistic has under the null-hypothesis, conditionally given 

(nij + nj i) i .::_j, mean 0 and variance 1. 

In practice, the outcomes (i,j) are often reduced to the differences 

i - j. This is relevant especially if the arithmetical difference i - j is 

regarded as a good measure for the "size of the conceptual difference be­

tween outcome i and outcome j". However, the reduction to the arithmetical 

differences is often applied not on conceptual grounds, but in order to 

facilitate the statistical treatment. As this reduction may obscure conclu­

sions which could be drawn from the experimental data, one should be care­

ful with it and not apply it too soon. 

If the reduction to the arithmetical differences is applied, then the 

resulting data can be condensed into a one-dimensional table 
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0 u t c 0 m e total 
-rn -m+l m-1 m 

n n 
-m+1 n 

m-1 
n n -m m 

where n. is the frequency count for outcome j and n is the sample size. J 
(The upper bound m corresponds tom- 1 in the bivariate problem discussed 

above.) The probability model states that (n_m, n-m+l' ... ,nm) is the out­
come of a random variable (N_m' N-m+l' ... ,Nm) which has the multinomial 
distribution with parameters n and p = (p_m' p-m+l' ... , pm). The parameter 
p satisfies 

m 
l: 

j=-m 

The null hypothesis of symmetry 

H 
u 

for all 

1. 

is to be tested against the alternative hypothes.is of "a.symmetry towards 
high values" 

A 
u 

m m 
l: p > l: p . 

j=h 'j j=h -J 
for 1 ~ h ~ m, 

with at least one inequality strict. 

This testing problem sometimes occurs in its own right, not a.fter a reduc­
tion from bivariate data to arithmetical differences. 

We restrict attention to one-sided tests, based on test statistics of 
the form 

where the weights a. are allowed to depend on the "marginal" outcomes J 
n_ 1 + n 1 , n_ 2 + n 2 , ... , n_m +nm in such a way that the resulting tests 
are asymptotically - linear and conditionally - linear, as defined in 

Sections 8.2 and 8.4. The weights a.. must be determined in an "optimal" 
J 

way; we use the optimum property "everywhere asymptotically most stringent". 



The EAMS - asymptotically - linear level a test for testing Hu 

against Au rejects the null hypothesis if 

(9.5.2) 

where 

a. 
J 

m 
l: 

j=l 
a. (N. -N . ) 

J J -J 

j-1 
l: 

h=l 

N . +N. 
-J J 

2n 

m 

l: 
j=1 

a~ (N . +N.) 
J -J J 

> u 
a 
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The test (9.5.2) can be regarded as a version of the Wilcoxon signed ranks 

test, with an EAMS treatment of ties. The test statistic has under the null 

hypothesis, conditionally given (n_ 1 + n 1 , ... , n_m +nm) mean 0 and 

variance 1. 

For the testing problems which are the two-sided analogues of the test­

ing problems of this section, the two-sided versions of the tests (9.5.1) 

and (9.5.2) are EAMS - asymptotically -linear level a tests. 
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APPENDIX 1 

A.1. THE WEAK TOPOLOGY ON THE CLASS OF PROBABILITY MEASURES ON JRm 

The weak topology on the class of probability measures in IRm has been 
studied extensively, e.g., in PARTHASARATHY (19671. In this appendix, some 
well-known definitions and results which are basic to this study are pre-
sented. 

The definition below will be used only for X 
[-oo ,+oo Jm. 

IRm and for X 

DEFINI'rION A.1.1. (i) Let X be a metric space. The class of all probability 
measures on X is denoted by M1 (X) . The weak topology on M1 (X) is the weakest 
topology with respect to which the functions 

p >+ I fdP 

are continuous, for all bounded continuous functions f: X -+ IR . 

(ii) Let {P } be a sequence of probability measures on [-oo,+00 ]m. v 
{Pv} is tight if for every E > 0 a number k exists such that 

lim inf P {x I II xii s; k} ~ 1 - E. v v 

It can be proved that the weak topology on M1 (IRm) is identical to the 
relative topology which M1 (IRm) has as a subset of M1 ([-cc,+oo]m), the latter 
space being considered with its weak topology. This is pleasant for the 
avoidance of confusion. It may be noted that in most texts, a family A of 
finite measures on the metric space X is defined to be tight, or uniformly 
tight, if for every E > 0 there exists a compact K c X with P(X\K) < E for 
all P EA. Definition A.1.l(ii) is more convenient for the purposes of Ap­
pendix A.2; for sequences of probability measures on JRm, Definition A.1.l(ii) 

is equivalent to the usual one. 

THEOREM A.1.1. 

(i) If X is a separable metric space, then the weak topology on M1 (X) is 
separable and metrizable. 

(ii) A sequence {P } of probability measures on [-00 ,+00 ]m is tight iff v 
every subsequence of {Pv} has a further subsequence which converges 
weakly in M1 ([-00 ,+00 ]m) to a probability measure concentrated on 



(-"',+co) m. 

(iii) A sequence {P } of probability measures on lRm is tight iff it is v 
weakly relatively compact in M1 (lRm). 
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PROOF. See PARTHASARATHY (1967). Note that (iii) is an immediate corollary 

of (i) and (ii). D 

LEMMA A. 1. 1. 

(i) A sequence {Pv} of probability measures on [-00 ,+o<>] is tight iff for 

every sequence {z } c lR with z + oo, one has v v 

P [-z ,z ] + 1. 
v v v 

(ii) Let {P } be a sequence of probability distributions on lRwith moments v 

= f xdPv(x), a~ = f 2 
µv (x-µ) dP v (x) • 

Suppose that {cr~} is a bounded sequence. Then {P } is tight iff { µ } v . v 
is a bounded sequence. 

PROOF. (i) Immediately from the definition. 

(ii) Follows from (i) with Chebychev's inequality. D 

PROPOSITION A.1.1. If X is a metric space, then Pv + P weakly in M1 (X) if 

and only if 

for all Borel-measurable A c X with P(aA) O. 

PROOF. See PARTHASARATHY (1967). 0 
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APPENDIX 2 

A.2. CONTIGUITY 

The concept of contiguity has been introduced in Section 4.1. In this 

appendix some well known results are derived, which are essentially present 

already in LE CAM (1960). The other references mentioned in Section 4.1 al··-

so contain proofs of most of these results, or of slightly different versions 

of them. 

In the following theorem, for every v E: JN , P v and Qv will be probabil­

ity measures on (X\J,F\J) and L\J is a version of the likelihood ratio statis­

tic dQ\J/dP\J defined in the following way. For every v, a set Cv E: Fv exists 

such that Pv(Cv) = 1 and 

where I denotes restriction to C . Define the function l : X + [0, 00 ] by Cv \! \! \! 

l (x) 
\) 

x E: c 
\) 

X E X \C . 
\) \) 

'rhen lv(x) is defined up to equivalence a.e. [Pv+Qv]. The distribution of 

the random variable L l (X ), when X is a random variable with values \) \) \) \) 

in x\), is completely determined when x\) has probability distribution p\) 

and also when Xv has probability distribution Qv. 

THEOREM A.2.1. The following four statements are equivalent. 

(i) {Q\J} ~ {P\J} 

(ii) 

(iii) 

(iv) 

for every sequence of random variables Tv = tv (Xv) with values in 
[-00 ,+00 ], {Lp (T )} is tight implies that {LQ (T )} is tight 

\) \) .\) \) 

{LQ (L J} is tight 
\) \) 

{LQ (log L )} is tight. 
\) \) 

PROOF. The characterization of tightness given in Lemma A.1.l(i) will be 

used. 

(i) ""' (ii) If {L (T ) } is tight, then 
Pv \! 

for all { z } c IR with z + 00 
\) \) 



Together with (i), this implies 

for all {z } c lR with z -+ 00 

\) \) 

Hence {L (T )} is tight. 
Q\) \) 

(ii) => (iii) Note that for all v and all z > 0, 

( 1) P {L > z} = 
\) \) J 

{L >z} 
\) 

-1 
z 

Hence {L (L ) } is 
Pv \! 

tight, and the implication is trivial. 

(iii) "'> (iv) An application of (1) with interchanged roles of Pv and Qv 

yields 

Q {Jlog L I > z } 
\) \) \) 

Condition (iii) and zv -+ 00 imply that the right hand side tends to 0. 

(iv) "'> (i) If Bv E Fv and 0 < zv < 00 , then 

Q (B ) 
\) \) J 

B n{L Sz } 
\) \) \) 

L dP + Q (B n{L >z }) 
\) \) \) \) \) \) 

Suppose Pv(Bv) -+ O. Let {zv} be a sequence with zvPv(Bv) -+ 0 and zv-+ 00 • 

Condition (iv) implies that 

Q {log L > log z } -+ 0, 
\) \) \) 

so that also Qv (B) -+ 0. D 
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PROPOSITION A.2.L Let (lRm ,{P 8 18E0}) be a canonical m-dimensional exponen­
v tial family, and denote the v-fold product measure of P8 by P8 . Let {nv} 

be a sequence in 8 which is relatively compact in G. Then for {8 } c 8, 
\) 

iff {vi,,118 -TJ II} is bounded. 
\) \) 
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v Denote the sample mean for P8 (regarded as a sample of size v from P8 ) by 

X~v). If v11 11e -n II->- co, then there is a sequence {y } c lRm with lly II = 1 
such that v 12y~(X~vl_E x:v)) ->- oo in {8 }-prob.. v v 

v nv v 

PROOF. A a-finite measure A on lRm exists which is not concentrated on a 

hyperplane, such that 

dP 8/df.(x) = exp{8'x-w(8)} 

for a norming function w: 0 ->- lR . Let x 1 , ••. , Xv be a random sample from P 8 , 

i.e. 

and let x +=I~ 1 x., µ(8) = E8x., E8 = cov8x .. v J= J J J 
Corollary 2.3.1 shows that w is infinitely often differentiable and 

µi eel :0 aw<e)/aei 

a2wceJ;a0. a0 .. 
l J 

Let {n } and {8 } be sequences in G, and let {nv} be relatively compact in 0. v v 

h 
"If". Suppose that {v'll8 -1') II} is bounded. One has v v 

v v log(dP8 /dP ) 
v ~ 

V[ (8 -n ) Iµ (8 )-w (8 ) +1P (n ) J v v v v v -

var8 log Lv = v(ev-nv)' Ee (8v-nvl. 
v v 

Taylor's Theorem yields the existence, for every v, of a tv E (0,1) such 

that for ;:;v = tv8v+(1-t)nv' 

-!zv (8v -n)' El;; (ev -n). 
v 

As {n } is relatively compact and {v12 11 e -n II} is bounded, {8 } and {1;v} are v v v v 
also relatively compact. With the continuity of E8 , this shows that {Ee } 

v 



and {l: } are bounded. Hence {E8 logL } and {var8 logL } are bounded se-sv v v v v 
quences. Lemma A.1.1(ii) shows that {L8 (logL)} is tight, which according 

v v 
to Theorem A.2.1, implies that {Pv8 } <! {Pv }. 

v nv 

-1 
"Only if". Let sv =He -n ll, y = s (B -n J, 

v vv v v v v 
It must be shown that {P8 } is not contiguous 

\) 

z -!:i 
y~ (Xv+ -w <n)). \) 

\) 

Then 

ESZv \) 
i, 

y~ (µ (B)-µ Cn)) 

var8zv y~i::eYv· 

and suppose that 

to {P v } . Define 

"v 

i, 
v s 

v + "'· 

As i:: 8 is a continuous function and lly} = 1, Lemma A.1.1 (ii) yields that 

{L (Z ) } is tight. It will be proved that Z + 00 in { 8 }-prob., which by 
nv v v v 

Theorem A. 2. 1 contradicts {P v9 } <::J {P v }. 
v nv 

First consider the case where sv + O. The mean value theorem yields 

227 

the existence, for every v, of a \> E (0,s) such that for sv = nv + tvyv' 

!:i \) s y'l: y . \) \) sv v 

It follows from 8 - n + \) v 0 that {(v} is relatively compact in 8; hence 

lim inf y'l: y > 0 and therefore 
\) v sv \) 

With the boundedness of {var8 Z } and Chebychev's inequality, this shows 
\) v 

that z\) + 00 in {8v}-prob. 

Now consider the general case. Note that the family of probability 

distributions { L t (Z ) I 0 ,:; t 0:: s } has monotone likelihood ratio. 
nv+ Yv v v 

Therefore, 0 0:: t ,:; s implies that L (Z l is stochastically smaller 
v v - i, nv+tvYv v 

than L (Z) L8 (Z ). If v s + 00 , there exists a sequence {t} with 
nv+svYv 12v v v v v 

0 ,:; tv ,:; sv' v tv + 00 and tv + 0. The result proved above shows that 

Z + 00 in {n +t y }-prob. Therefore also Z + 00 in {8 }-prob .. n 
\) \) v \) \) v 
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Although Proposition A.2.1 belongs to "common statistical knowledge", 
I have not found explicit proofs of the "only if" part in the literature. 
This may be related to the fact that contiguity for product measures is a 
"local" property, whereas the "only if" statement expresses a "global" 
property of the family {P8 1e E 8}. 

COROLLARY A.2.1. Let {Pele E 8} and P~ be as in the proposition above, and 
let {nv} be a sequence in 8 which is relatively compact in 8. Then for 
every { e v} c 8, 

if f 
., 

{v lie -n II} is bounded. v v 

If v l:.11 e -n II + "° 
v v ' 

then there is a sequence {Bv} of measurable sets with 

P~ (B) + O, 
v 

Pv (B ) + 1. 
n v v 

!-PROOF. Proposition A.2.1 implies that if {v'lle -n II} is bounded, then 
\) \) 

{P ve } <l> {P v } . The proof of the "only if" part of the proposition shows that v !- nv 
if v 'II e -n II + 00 , then a sequence {z } c JR exists such that for v \) v 
B {z s z } one has v \) v 

PV (B ) + 0, e v v 
P v (B ) + 1. n v v 

But this implies that neither of the one-sided contiguities can hold. 0 

The regularity property for sequences of product measures {Pv} and 
v 

{Qvv} that either {Pv}<l> {Qv}, or a sequence {B} exists with Pv(B J + 1, v v v v v 
Qv(B) + 0, is by no means restricted to exponential families; see, e.g., \) \) 

ROUSSAS (1972). But there are examples which do not exhibit this regularity 
property: see Example 4.1.1. Some further results about contiguity for se­
quences of product measures can be found in OOSTERHOFF and VAN ZWET ( 1975). 

LEMMA A.2.1. For 1 sis k, let {P. } and {Q. } be sequences of probability l.V 1.\! -
measures. Define P ®k P. and Qv ®~ 1 Q .. Then {O } <J {Pv} iff V i=1 l.V i= l.\! -v 

{Q.} <l{P.} 
lV lV 

for i 1, ... ,k. 
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PROOF. "Only if" follows immediately from the definition of contiguity. 

"If". Define L. = dQ. /dP. , L = dQv/dPv as in the beginning of this ap-
iv ivk iv v 

pendix. Then log L = l· 1 log L. a.e. [Pv+Qv]. For every tone has 
v i= iv 

{!log L I ~ kt} J 
\) 

k 
n 

i=l 
{I log L. I ~ 

l \) 
t}. 

The desired implication follows from Theorem A.2.1. D 
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APPENDIX 3 

A.3. TOPOLOGIES ON THE SPACE 2X 

In accordance with KURATOWSKI (1966), the space of all closed subsets 

of the topological space X will be denoted by 2X 

In Section 4.2, the concept of topological convergence of a sequence 

of subsets of a pseudo-metrizable topological space plays an important role. 

* In Appendix A.4, the equivalence of the weak topology on the space WC of 

tests with convex acceptance region with the H-topology (to be defined be­

low) on the space C of convex acceptance regions is used. This appendix is 

devoted to a study of some properties of topological convergence and the 

H-topology, and of their relation with the exponential topology and the 

Hausdorff metric. 

In this appendix, X will be a pseudo-metrizable topological space, and 

d will be a bounded pseudo-metric on X generating its topology. The E-neigh­
bourhood of x E X will be denoted by 

S(x;E) {y E X I d(x,y) < E}. 

x DEFINITION A.3.1. The exponential topology on 2 is the topology with the 
base 

where 

{B(H;G1 , ••• ,Gn) In EN; HE 2x, Gh open subsets of x 

for h = 1, ... ,n} 

for h = 1, ... ,n}. 

The H-topology on 2X is the topology with the base 

{B(H;G1 , .•• ,Gn) In E JN; HE 2x, H compact, Gh open subsets 

of X for h = 1, ... ,n}. 



231 

Convergence of {F } to F in the exponential and the H-topology will be de­
v 

noted by F = e-lim\IF\i and F H-lim\JF\i, respectively. 

The Hausdorff metric on 2X is defined by 

p (F,H) 
{

max{sup inf d(x,yl, sup inf d(x,y)} 
XEF YEH yEH XEF 

1 F 0 i H or F i 0 = H 

0 F H = 0. 

F,H i 0 

Topological convergence of a sequence {F } in 2X has been defined in 
\) 

Definition 4.2.1. 

It follows from Definition A.3.1 that if {F } is a sequence in 2x, 
\) 

then F = e-lim F iff 
\) \) 

(i) for every closed H c X with F n H 

sufficiently large, and 

0 it holds that Fv n H 0 for v 

(ii) for every open G c X with F n G i 0 it holds that Fv n G i 0 for v 

sufficiently large; 

and that F = H-limvFv iff (i) and (ii) hold with "closed" in (i) replaced 

by "compact". 

The exponential topology is sometimes called the finite topology, the 

Vietoris topology (after its originator) or the closed-open topology. Some 

books in which results about topological convergence, the exponential topol­

ogy and the Hausdorff metric can be found are HAUSDORFF (1927) (does not 

mention the exponential topology) and KURATOWSKI (1966). The H-topology 

was introduced by FELL (1962); it is sometimes called the compact-open 

topology. Topologies on 2X which are very closely related to the H-topology 

were introduced by WATSON (1953) and MROWKA (1957). A historical exposition 

about these and related concepts, including some further references, is 

given by McALLISTER (1978). The theorems A.3.1,2 and 4 are known, and can 

be found in the references mentioned. First, the implications between the 

four convergence concepts will be treated. 

THEOREM A. 3 .1. 

(i) p (F \) ,F) ...,.. 0 implies that F = L t\)F \). 

(ii) F = e-limvFv implies that F = LtvF v· 

(iii) F = L tVF \i implies that F = H-limvF V. 
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PROOF. 

(i) Suppose that p(Fv,F) + 0. It must be proved that LsvFv c F c LivFv. 

First let x E LsvFv; then a subsequence {~} of {v} exists, and a se­

quence {xs} with xs E Fs and d(xs,x) + O. The definition of p implies 

that for every s1 a y~ E F exists with d(x~,y~) -~ p(F~,F) + ~·-l. Since 

Fis closed and d(x,y~) $ d(x~,x) + p(Fs,F) + ~ + O, x E F. Second­

ly let x E F; for every v, a xv E Fv exists with d(xv,x) $ p(Fv,F) + 

(ii) 

-1 
+ v Therefore d(xv 1 x) + 0, showing that x 

Suppose that F = e-limvFv. It must be proved 

First suppose that x ~ F; since F is closed, 

E > 0. Define 

H {y E X I d(x,y) $ ~E}. 

E Li F . 
v v 

that Ls F v v 
S (X;E) Ii F 

c F c Li F . 
v v 

0 for some 

Then H E 2X and H n F = 0. Since B(H;X) is a H-neighbourhood of F, 

one has that Fv E B(H;X) for v sufficiently large, which is equivalent 

to F n H 0. This shows that x ~ Ls F . Secondly suppose that x E F. v v v 
For every E > 0, B(0;S(x;E)) isaH-neighbourhood of F, so that 

F n S(x;E) ;' 0 for \I sufficiently large. Therefore, inf F d(x,y) +O. V YE v -1 
For every v, let xv E F be such that d(x,xv) $ inf d(x,y) + v . V YEFv 
Then xv + x, which shows that x E LivFv. 

(iii) Suppose that F LtvFv. First let G be an open subset of X with 

F n G ;' 0. Let x E F n G; since F LivFv, a sequence {xv} exists 

with x E F , x + x. Since G is open, x E F n G for v sufficiently v v v v v x 
large, showing that Fv n G ;' 0. Secondly let H E 2 be compact with 

F n H = 0. Let x EH; then x ~ F and there exist E(x) > 0 and v(x) 
with S(x;E(x)) n Fv = 0 for all v ~ v(x). Since His compact, there 

exist x 1 , ... ,xn EH, for some n, with 

n 
H => U S(~;c:(~)). 

h=1 

n This shows that H n Fv = 0 for all v ~ maxh=l v(~). D 

Other implications than those mentioned in Theorem A.3.1 do not exist 

for all spaces X. For example, let X JR with d (x,y) min { I x-y I , 1 }. 

(a) Let F [-v,v]; then p(F ,JR) for all v, but JR = e-lim F v 
-1 -Y -1 v v 

(b) Let F Uh JN [h-V ,h+v ] ; then p (F v I ]IJ ) = v + 0, but 
V E -1 -1 

G = LlhE:IN (h-h ,h+h ) is an open set with :IN c G and F <j: G for all v. v 
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Hence JN is not the exponential limit of F v. 

These examples show that the topology generated by the Hausdorff metric 

and the exponential topology are not comparable, and also that the implica­

tions of Theorem A.3.1(i,ii) cannot be reversed. An example showing that the 

implication of Theorem A.3.l(iii) cannot be reversed is given by KURATOWSKI 

(1966), §29 IX, Remark 1. 

THEOREM A.3.2. If X is compact, then the exponential topology and the H­

topology coincide, and can be metrized by the Hausdorff metric, while topo­

logical convergence is the associated convergence concept. 

PROOF. Every closed subset of a compact space is compact. Hence the equiv­

al.ence of the exponential topology and the H-topology follows immediately 

from the definition. Theorem A.3.1(ii,iii) shows that topological convergence 

is the associated convergence for sequences. 

In order to show that the exponential topology can be metrized by the 

Hausdorff metric, first let E > 0 and FE 2x. Then x 1 , ... ,xn E F exist for 

some n, such that 

Define 

n 
F c LI S(~;l:;s). 

h=l 

H X\ U S(x;E). 
XEF 

Then B(H;S (x1 ;'2El, ... ,S(x ;l2sU_ is an exponential neighbourhood of F con-
X n X 

tained in {F' E 2 I p(F,F') < s}. Secondly let F,H E 2 , let n E JN and 

let G1 , •.• ,Gn be open subsets of X, with H n F = 0 and F n Gh "'0 for 

h = 1, ... ,n. Let xh E F n Gh for 1 ~ h ~ n; then there exists an s 1 > 0 such 

that S(~,s 1 J c Gh for all h. The compactness of H implies the existence of 

an E2 > 0 such that (U S(X;E2)) n F = 0. Let E 
X XEH -

{F' E 2 I p(F',F) < d c B(H;G1 , ... ,Gn). D 

For spaces X with "enough" compact subsets, H-convergence is in some 

way equivalent to "exponential convergence of the intersections with com­

pact subsets". A first conjecture could be that F = H-lim\J Fv iff F n K = 

= e-limv Fv n K for every compact Kc X. This conjecture is refuted by the 

counterexample where X is a metric space, K a compact subset of X and x E 8K, 

where {x } is a sequence in X with x ~ Kand xv+ x, and where F = {x}, 
\) \) 
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Fv is the set consisting of only the element xv. Then F = H-limv Fv but 

F n K {x} and F n K 0 for all v. The boundaries of the compact sets K v 
produce complications, which are dealt with by the formulations in the fol-

lowing theorem. 

x THEOREM A.3.3. Suppose that X is locally compact, and that F E 2 and {Fv} 

is a sequence in 2x. The following statements are equivalent. 

(i) F Lt F v v 
(ii) F H-lim F v v 
(iii) F n K e-limv ( (F vnK)u (Fn3K)) for every compact K E 2x 

(iv) (FnK) u 8K = e-lim ( (F nKJ uoK) for every compact K E 2x v v 
(v) for every compact K E 2X, an LE 2X exists with K c int L and 

(FnL) u dL = e-lim ((F nL)U8L). v v 

PROOF. (i) =>(ii) This is Theorem A.3.l(iii). 

(ii) => (iii) Suppose that F = H-lim F and that K E 2X is compact. First v v 
let H E 2X be such that H n (FnK) = 0. Then H n K is compact, and 

Fv n (HnK) 0 for v sufficiently large. As H n F n K = 0 and 3K c K one 

has that H n ((FvnK)u(Fn3K)) = 0 for v sufficiently large. Secondly let G 

be an open subset of X with G n (FnK) i 0. Then F n (Gn3K) f 0 or 

F n (G n intK) f 0. In the first case, G n ((FvnK)u(Fn3K)) f 0 for all v. 
In the second case, G n int K is an open set with F n (G n int K) f 0, 
implying that G n ((FvnK)u(Fn8K)) f 0 for v sufficiently large. 

(iii) => (iv) It is easy to see that the function F ~ F u L, for LE 2x, is 

continuous in the exponential topology. Apply this with L = 8K. 

(iv) => (v) As X is locally compact, for every compact K E 2X there is a 

compact L E 2X with K c int L. 

(v) => (i) Suppose that (v) holds; it must be demonstrated that LsvFv c F c 

c LivFv. First let x ~ F. As X is locally compact and F is closed, a com­

pact K exists with x E int K, K n F 0. Let L E 2X satisfy K c int L and 

((FnL)U8L) = e-limv ((FvnL)U3L). As K is closed and Kn ((FnL)u3L) = 0, 
Kn ((FvnL)u3L) = 0 for v sufficiently large. This implies that Kn Fv = 0 
for v sufficiently large, so that x ~ LsvFv. Secondly let x E F, and let 

K cl{x}; then K is compact. Let L E 2X satisfy K c int L (that is, 

x E int L) and (FnL) u 8L = e-limv((FvnL)U3L). For every E > 0 one has 

·cs(x;E))n((FnL)U::lL) f 0, implying that (S(x;E))n((FvnL)U3L) i 0 for v suf­

ficiently large. There is an EO > 0 so that S(x;E0 ) c int L, implying that 

S(x;E) n 3L = 0 for all E < E0 . Hence for every EE (O,E 0 ), it holds that 
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F n S(x;s) f 0 for v sufficiently large. This shows that inf d(x,y) + 0, V yEFv 
so that x E Li F . D v v 

THEOREM A.3.4. Suppose that X is separable. Then every sequence in 2X has 

a topologically convergent subsequence. 

PROOF. See HAUSDORFF (1927) §28 or KURATOWSKI (1966) §29. 0 

A corollary of Theorems A.3.l(iii) and A.3.4 is that for separable X, 

the H-topology is sequentially compact. The following corollary will be 

used in Appendix A.4. 

COROLLARY A.3.1. If Eis an open subset of JRm, then the H-topology on 2E 

is metrizable and compact. 

Let d be the Euclidean metric on JRm , and p the associated Hausdorff 

metric (which can assume the value+ oo). 

Let F be a non-empty closed convex set in lRm and {F } 
v 

let s 
r 

[ llxll s r}. Then F = H-lim F iff 
v v 

for all r with F n int S f 0. 
r 

lRm 
c 2 , and 

PROOF. If E c JRm is open, then there is an increasing sequence {K } of 
r 

compact subsets of E such that for every compact K c E, there is an r with 

K c int Kr. Theorems A.3.2,3 show that the H-topology can be metrized by 

the metric 

p (F,F') l 2-r p ( (FnK ) u:lK , (F' nK ) u()K ) . 
r r r r r 

The compactness follows from Theorems A.3.1(iiil and A.3.4. 

Of the last assertion, "if" follows from Theorems A.3.2 and A.3.3 

(v} * (ii}, together with the continuity in the exponential topology of the 

function F' ,_,._ F' U ClSr. To prove "only if", suppose that F = H-limv Fv and 

that x E F n int S . Because of Theorem A.3.2 it is sufficient to prove 
r 

that F n Sr = e-limv (F vnSr). First let H be a closed subset of JRm and 

H n F n Sr = 0. Then H n Sr is compact, so that H n Fv n Sr = 0 for v suf­

ficiently large. 
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Secondly let G be an open subset of m.m with G n F n s F 0; say, 
r 

y € G n F n Sr. Fors > 0 sufficiently small, the convexity of F, and G 

being open, imply that sx + (1-s)y € G n F n (int Sr). Hence 

Fv n (Gn int Sr) f 0 for v sufficiently large, so that certainly 

G n (FvnSr) ~ 0 for v sufficiently large. 0 

The exponential topology and the H-topology have been studied also for 

topological spaces X which are not metrizable: e.g., by MR6WKA (1957,1970) 

and by FELL (1962). 

Theorem A.3.3 (i)<=> (ii) shows that for metric, locally compact X the 

concept of topological convergence corresponds to a topology on 2x. The 

reader may be interested to know that WATSON (1953) and MR6WKA (1957,1970) 

proved converse results: if topological convergence for sequences of subsets 
x of X corresponds to a topology on 2 , then X is locally compact. 
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APPENDIX 4 

A.4. TESTS WITH CONVEX ACCEPTANCE REGION 

The class of all test functions $: JRm + [O, 1] will be denoted by <I> 1 • 

According to Definition 2.7.2, the test function$ E <1> 1 has acceptance re­

gion C if C is a closed subset of JRm with 

. (j>(x) {: X E int C. 

x ~ c 

Note that not all tests have an acceptance region. If the test (j> has ac­

ceptance region C, this is denoted by acc(j> = C. For a class F of closed 

subsets of lRm , the class of all tests $ with acc(j> E F is denoted by <!>F. 

The class of all closed convex subsets of JRm, including 0, is denoted by 

C. Thus, <l>C is the class of all tests with convex acceptance region. The 

class <l>C plays an important role, because it is an essentially complete 

class for testing problems for exponential families with a simple null hy­

pothesis (Theorem 2.7.2). In this appendix some properties of <l>C are 

studied. 

lRm m 
LEMMA A. 4 .1. Let F c 2 be closed in the H-topology of 2JR , and let A. 

be a a-finite measure on. JRm with A.(ClF) = O for all F E F. Suppose that if 

{Fv} c F, F = H-limv Fv then IFv(x) + IF(x) a.e. [:>..]. 

Consider the weak* topology in <l>F with respect to A., and define the 

H-topology in <l>F as the topology induced by the H-topology in F through the 

map$ 

(i) 

(ii) 

f+ acc(j>. Then the following conclusions hold. 

Let {$ } c <l>F' If$ ~ (j>, then (j> (x) + (j>(x) a.e. [:>..]. If $,,(x) + (j>(x) v v v v 

a.e. [:>..], then $ ~ $. 
v * 

Let f: JRm + (Q,oo) be :>..-integrable. A pseudo-metric for the weak 

topology on <l>F is given by 

* _(iii) <l>F is H-compact and weakly compact. 
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PROOF. 

(i) First suppose that ace~ = H-limv acc~v· It follows immediately from 

the assumptions that ~v(x) + ~(x) a.e. [A]. Secondly suppose that 

~v(x) + ~(x) a.e. [A]. Then Lebesgue's dominated convergence theorem 

* shows that ~v + ~. 
m 

(iii) Corollary A.3.1 shows that 2lR 
lRm F is a H-closed subset of 2 , 

is H-metrizable and H-compact. Since 

WF is H-compact. (i) shows that the 

* weak topology on WF is weaker than the H-topology, so that WF is al-

* so weakly compact. 

* (ii) Suppose that ~v + ~ or pf (~v'~) + 0, for {~v} c WF' ~ E TF. According 

to (i) and (iii), every subsequence of{~} has a further subsequence v 
{~s} such that $s(x) + w(x) a.e. [A], for some w E ~F. Lebesgue's 

* dominated convergence theorem shows that $s +wand pf($s,w) + 0. This 

* implies that $(x) = w<xJ a.e. [A]. Hence$ +~and pf($ ,$) + 0. D v ~ v 

Note that if A is Lebesgue measure, then A(3C)= 0 for every convex 
set C. 

lRm lRm 
LEMMA A.4.2. Let F c 2 be closed in the H-topology of 2 Suppose that 

if {F } c F and F = H-lim F , then I (x) + IF(x) for all x E lRm\3F. Then V v V Fv 
~F is weakly* compact with respect to every a-finite measure A on JRm. 

* PROOF. Since the weak topology on w1 is pseudo-metrizable (Theorem 2.4.2), 

* it is sufficient to demonstrate that wF is weakly sequentially compact. 

Let {$v} be a sequence in WF. According to Corollary A.3.1 there is a sub­

sequence {~s} of {$v} and a F E F such that F = H-lims acc$s. By assumption, 

$s(x) + 1 - Ii,,(x) for all x E JRm\3F. Since the weak* topology on w1 is 

{$s} compact (Theorem 2.4.2), 

* $;;; + $, for some $ E W1 . Then $;;; (x) + 1 - IF (x) for all 

has a further subsequence {$;;;} such that 

x E IRm \3F. Define 

{ $ (x) X E ClF 
w (x) 0 X E int F 

1 X E lRm \F. 

Then w E wF. For every A-integrable function f, 

f f$( dA + J f$dA = J fwdA, 

3F 3F 3F 

J f$ dA + 
t; I f(1-IF)dA f fwd:\. 

lR m\3F JRffi \3F lRm \3F 
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This implies that f f$~dA + f f$dA, so that $~ ! $. This demonstrates the 

* weak sequential compactness of <PF. D 
m 

LEMMA A.4.3. C is a H-closed subset of 21R If {c) c C and C 

then every x E int C has a neighbourhood U c C with U c cv for v sufficient­

ly large, while every x f C has a neighbourhood u with U n C = 0 and 

u n CV= 0 for v sufficiently large; in particular, ICv(x) + Ic(x) for all 

x E lRm \ac. 

PROOF. 

(i) Suppose that B c lRm is closed but not convex. Then there exist 

x 1,x2 E Bandt E (0,1) with y tx1 + (1-t)x2 f B. There is a com­

pact neighbourhood K of y with K n B 0; and open neighbourhoods G1 

(ii) 

of x 1 and G2 of x2 such that for every z1 E Gl, z2 E G2 , the line 

segment joining z1 and z2 intersects K. Hence 

{F E 2 
lRm 

I F n G1 ¥ 0, F n G2 ¥ 0, F n K = 0} 

is a H-neighbourhood of B which does not intersect C. 

Suppose that {C } c C and C = H-lim CV. First let x f C and let K v v 
be a compact neighbourhood of x with K n C = 0; take U int K. Then 

K n CV = 0, and hence U n CV = 0, for v sufficiently large. Secondly 

let x E int c. Then for $ i $ m+1 there exist xi E C and ti > 0 

with x = Eitixi and Eiti = 1. There exists an E > 0 so that if 

lly-xll < E and Uy.-x.R < E (1$i$m+1), then y E conv{y1 , ••• ,y 1}. Let 
i i m+ 

U = {y I lly-xO < d and G. = {y I Dy-x.B <d. Then C n G. ¥ 0; hence 
i i i 

a v0 exists with cv n Gi ¥ 0 for all i and all v ~ v0 • The convexity 

of cv and the choice of E imply that u c cv for all v ~ v0 ; similarly 

one has that U c c. D 

THEOREM A. 4. 1. 

(i) <Pc is weakly* compact with respect to every a-finite measure A on lRm. 

(ii) Let A be Lebesgue measure on lRm, and consider the weak* topology with 

respect to A. Let f: lRm + (0,co) be A-integrable. For {$v} c <Pc, $ E <PC, 

one has that$ ! $ iff ffl$ -$ldA + O. If$ is not a.e. [A] equal to v v 
* 1, then $v + $ is equivalent to $v(x) + $(x) a.e. [A], and also to 
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PROOF. (i) This follows immediately from Lemmas A.4.2,3. 

* (ii) Lemmas A.4.1(ii) and A.4.3 imply that ~v +~is equivalent to 

ffl~v-~JdA + 0. Lemmas A.4.l(i) and A.4.3 show that if ~v(x) + ~(x) a.e. 

* * [A] or ace~ = H-limv acc~v' then ~v + ~- Now suppose that ~v + ~ and that 

~ is not a.e. [A] equal to 1. Lemmas A.4.1,3 show that every subsequence of 

{~v} has a further subsequence {~s} with c = H-lims acc~s' for some c E C; 
m * and with ~s(x) + 1 - Ic(x) for all x E lR \ac, so that ~s + 1 - IC. This 

implies that ~(x) = 1 - Ic(x) a.e. [A], so that int C = int ace~. EGGLESTON 

( 1958) Corollary 1. 3. 3 states that for every closed convex C c lRm with 

non-empty interior, one has that C = cl int C. Since ~ is not equal to 1 a.e. 

[A], one has that int ace~ /' 0; therefore C = ace~. 

Thus it has been shown that every subsequence of {~v} has a further 

subsequence {~s} with ~s(x) + ~(x) for all x E lRm\aacc~ and with ace~= 
= H-lims acc~s· This implies that ~v(x) + ~(x) for all x E JRm\aacc~ and 

ace~ = H-limv acc~v· D 

* The weak compactness of ~C was proved by MATTHES and TRUAX (1967), 

who used a method similar to the approach followed here. They employed the 

convergence concept in C which is mentioned in Corollary A.3.1 together with 

the Blaschke Selection Theorem. The latter theorem is a relative of Theorem 

A.3.4. See also EATON (1970). 

It follows from Theorem A.4.l(ii) that if A' is a finite measure on 

IRm which is equivalent to Lebesgue measure, then the weak* topology on WC 
coincides with the L1 topology with respect to A'. 

Another example of a class F which satisfies the conditions of Lemmas 

A.4.1,2 is the class of all closed increasing subsets of JRm. A subset B of 

IRm is called increasing if (x 1 , ... ,xm) E B, xi s yi for all i, implies 

that (y1 , •.• ,ym) E B. 

The following results are used in Section 4.4. It will be assumed that 

F is an open subset of JRm , and that f: F + f (F) c JRm is one-to-one and 

twice continuously differentiable, with non-vanishing Jacobian I (3f/3x) I, 
and with a. continuous inverse. A will denote Lebesgue measure on JRm in the 

remainder of this appendix. 

LEMMA A.4.4. Let {tv} c (0,oo) be a sequence with tv + oo, let {µv} c F be a 

sequence with µv + µ 0 E F and let {CV} c C. Let ~v be a test with 
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(i) If $v ! $, then $ is a.e. [A] equal to a test w with convex acceptance 

region. 

(ii) * Suppose that $v-+ $, $ E we and$ is not a.e. [A] equal to 1. Then 

for every compact K c int ace$ one has that K c int acc$v for v suf­

ficiently large; and for every compact K with K n ace$ = 0 one has 

that K n acc$v 

a.e. [A]. 

* 

0 for v sufficiently large. In particular, $v (x) -+ $ (x) 

(iii) Suppose that $v-+ 1. Then for every compact Kone has that 

diam(K n acc$v) -+ 0. 

(iv) * For every C E C, {cv} can be chosen so that $v -+ 1 - IC. 

PROOF. Denote by Dv [DJ the matrix of partial derivatives (8f/8x) in x = µv 

[·x=µ 0 J. For x E F, define 

It will be shown first, that g 1v(xv) -+ y implies that g 2v(xv) -+ y. Since f 

is twice continuously differentiable and µv -+ µ0 , one has that Dv -+ D and 

that for x -+ µ0 

2 
D (x-µ )+O(llx-µ ll ), 

v v v 

uniformly in v. If glv(xv) -+ y, then the continuity of the inverse of f im­

plies that xv -+ µ0 • Further, 

t D (x -µ )+O(t llx -µ tt 2J. 
v v v v v v v 

Since D -+ D and lol oJ 0, this shows that t ilx -µ II 
v 2 v v v 

t ilx -µ ii -+ 0. Hence 
v v v 

implying that g2v(xv) -+ y. 

Define 

2 
O(t llx -µ ii J + o, 

v v v 

0(1) and that 
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acc<Pv t (cl f(C nF)-f(µ )) v v v 

* (i) Suppose that <Pv + cp. Corollary A.3.1 implies that 

ce {F2s} such that c = H-lims F2s for some closed c c 

convex, Lemma A.4.3 yields that C is convex. Define w 

{F? } has a subsequen­
rrr v 

JR • As every F 2 v is 

- IC. Let K be 

compact and K n C = 0. It will be proved that K n acc<Ps 0 for s suffi­

ciently large. There exists a compact K1 with Kc int K1 , K1 n C = 0. As 

C = H-lims F2s, one has that K1 n F2s = 0 for s sufficiently large. Argue 

by contradiction, and suppose that a subsequence {;:;} of {s} exists with 

K n F l;:; f 0 for all ;:;. It may as well be supposed that y;:; = gl;:; (x;:;) with 

x;:; E c;:; and y;:; + y EK. But then g2;:;(x;:;) E F2 ;:; and g2;:;<x;:;) + y E int K1 . 

This is a contradiction with K1 n F2s = 0 for s sufficiently large. 

Now let K be compact and K c int C. It will be proved that K c int 

acc<Ps for s sufficiently large. Argue by contradiction, and suppose that a 

subsequence {;:;} of {s} exists with K ~ int F 1;:;. It may as well be supposed 

that y;:; + y, y E K and y;:; ~ Fi;:;· As y;:; E g 1;:;{F) for ;:; sufficiently large, 

we have that Y;:; = g 1;:;(x;:;) with x;:; ~ C;:; for;:; sufficiently large. As y E int 

c and c = H-lims F2s, Lemma A.4.3 implies that y has a neighbourhood u c int 

C with U c F2s for s sufficiently large. But g2 ;:;(x;:;) + y and hence 

g2;:;<x;:;) E U\F2 ;:; for;:; sufficiently large. This is the desired contradiction. 

It has been demonstrated in particular, that <fis(x) + W(x) for all 

x E lRm\ac. Since also <Ps ! <fi, it follows that <fi(x) = W(X) a.e. [A]. 

(ii) Suppose that <Pv ! <P, and that <P is not a.e. [A] equal to 1. Then the 

argument in (i) shows that for every subsequence of {<fiv} a further subse­

quence {<fis} exists and a set C E C such that for every compact K c int C 

one has K c int acc<Ps for s sufficiently large, and for every compact K 

with K n C = 0 one has K n acc<Ps = 0 for s sufficiently large; while 

<fi{x) = 1 - IC(x) a.e. [A]. As <P is not a.e. [A] equal to 1, c = acc<P in­

dependently of the subsequence (see the proof of Lemma A.4.3). This estab­

lishes (ii). 

(iii) Let <Pv ! 1, let K be compact and let {s} be a sequence of {v} with 

diam(Knacc<Psl + lim supv diam(Knacc</>v). According to the proof of (i), it 

~ay be assumed that H-lims acc<Ps = C, for some convex set C with 1 = 1 - IC 

a.e. [A]. This implies that C = 0 or C = {x}, for some x E lRm. In both 

cases, for every E > 0 a compact K' c K exists with diam(K\K') < E and 
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K' n acc</Js = 0 for s sufficiently large. 

(iv) As Jn I v 
f 0, there exist convex sets c with F2v = tVDV(Cv-µv) = c 

v 
for every v. Let q,v = 1 I 

Flv 
, with F1v tv (cl f(CvnF)-f(µv)). The argument 

in the proof of (i) shows that </Jv(x) ->- 1 - Ic(x) for all x E JRm \8C. This 

* implies that </iv ->- 1 - IC. D 

* THEOREM A.4.2. Suppose that </iv is as in Lemma A.4.4, and that </iv->- qi. Let 

{Pv} c M1 (JRm) be a sequence with Pv ->- P weakly, where P « A. Then 

EPv</JV->- Ep</J. 

PROOF. First suppose that </J(x) = 1 a.e. [:\], and let£ > 0. Theorem A.1.1 

(iii) shows that a compact K exists with Pv(K) > 1-~£ for all v. 

L.emma A.4.4(iii) shows that sequences {xv} c Kand ov with ov > 0, ov->- 0 

exist such that </iv (x) = 1 for all x E K with II x-x II ;:., 8 • Hence 
v v 

E </J > 1-!:!£-P {x J II x-x II < o } . It follows from P ->- P and P « A that 
Pv v v v v v v 

P {x I II x-x II < 8 } < !:!E for v sufficiently large. Hence EP </J ->- 1 = E </J. 
v v v v v p 

Secondly suppose that </J is not a.e. [;\] equal to 1. According to Lemma 

A.4.4(i), a closed convex set C exists with </J(x) = 1 - IC(x) a.e. [:\].Let 

E > 0. There exist compact sets K1 and K2 with K1 c int c, K2 n C = 0, and 

P(K 1uK2 ) > 1-E. It follows from Lemma A.4.4(ii) that for v sufficiently 

large, one has that IK2 (x) $ </J (x) $ 1 - I (x) for all x E IRm. Hence for 
v Kl 

v sufficiently large, 

Pv(K2) $ Ep </iv$ 1-Pv(Kl). 
v 

As P(8K 1) = P(8K2 ) = 0 and Pv->- P weakly, one has that Pv(K 1)->- P(K 1), 

Pv(K2) ->- P(K2). Furthermore, P(K2) $ Ep</J $ 1-P(Kl) and (1-P(K1))-P(K2) 

This shows that JEP q, -E </JI < £ for v sufficiently large. v v p 
D 

< E. 

When Theorem A.4.2 is applied with f being the identity function, it 

* yields the result that if {q,v} c <l>C and q,v ->- q, while Pv ->- P « :\, then 

* EP </iv ->- Ep</J. Combined with the weak compactness of <l>C this shows that if 
v 

P v ->- P « A then P v (C) ->- P (C) uniformly in C E C. The latter result was 

proved first by RANGA RAO (1962); more general results were given by 

BILLINGSLEY and TOPS~E (1967) and by TOPS~E (1977), while FABIAN (1970) 

provided a simpler proof. The proof given here is related to Fabian's proof. 

The following three lemmas are used in several chapters. Lemma A.4.7 

can be regarded as a stochastic version of Lemma A.4.6. 
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LEMMA A.4.5. Let (Xv,Y) be pairs of random variables on mm with Xv 

in prob. and with L (X) + P 0 weakly for a P 0 with P 0 « ;\. Then 

El$(X l-$(Y ) I + O for every$ E 4>C. 
\) \) 

y + 0 
\) 

PROOF. Let ace$ = C. Define <{c = {y E lRm I II x-yll s E for some x E ac}, for 

E > 0. Then ace is closed, and n O ace = ae. For every c > 0, E> 

{l$(X l-$(Y l I > O} c {Ix -Y I 2 d u {x E ace}. 
\) \) \) \) \) 

One has that P{IX -Y I 2 
\) \) 

Let o > 0. There is an E 

P{lx -Y I 2 c} < o/3 and 
\) \) 

EI$ (X l-<P (Y ) I < 0. D \) v 

LEMMA A.4.6. Let {P } c 
\) 

{$v} c 4>c, <P E q,c· Then 

E C c} + o and P{Xv E a e} + P0 (a e) for every c > o. 
> o with P0 (aEe) < 8 /3. If v is so large that 

E E that IP{Xv E a e} - P0 (8 eJ I < o/3, then 

M1 (lRm) with P v + P weakly 

Ep 1$ -$1 + 0 iff $ ! $. v v v 

and P « ;\ « P. Let 

PROOF. "if". First suppose that </i(x) = 1 a.e. [;\]; then </i(x) < 1 in at most 

one point x0 . Therefore 

1 - EP <Pv+Pv{x0 } + O, 
v 

according to Theorem A.4.2. Secondly suppose that <P is not a.e. [:\] equal 

to 1, and let c > 0. The proof of Theorem A.4.2 shows that a compact K 

exists such that P(K) > 1-E and </iv(x) = </i(x) for all x E K, for v sufficient­

ly large. Then 

lim supv EP l<Pv-<PI Slim supv (1-P\!(K)) <c. 
v 

"only if". Because of the compactness of q,C' it is sufficient to prove that 

if {~} is a subsequence of {v} and <P~ ~ w for some w E q,C' then </i(x) = w(x) 

* a.e. [;\]. If <P~ + w, then the "if" part shows that 

As l<ti-wl is a.e. [;\] continuous, this implies that 

Epl<P-wl = lim~ Ep~l</i-wl = 0. As ;\ « P, $(x) = w(x) a.e. [;\]. 0 
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COROLLARY A.4.1. Let {P }, {Q} c M1 (lRm) with P + P and Qv + P weakly and v ·v v 
P « ;\ . Let {<p } c iP C. Then E <ji - E <ji + 0 • v Pv v Qv v 

PROOF. This follows from Theorem A.4.l(i) and Lemma A.4.6. D 

LEMMA A.4.7. Let (Xv,Tv) be pairs of random variables with values in ]RmxT 

for some measurable space T. Let <P : lRm x T + [0,1] be measurable functions v 
so that <jiv(·,t) E iPC for every v and every t ET. Let <PE iPC, <P not a.e. 

[:\] equal to 1, and suppose that for every weak* neighbourhood W of <P in iPC 

* one has that P{<jiv(·,Tv) E W} + 1. (In other words, <jiv(•,Tv) +<Pin probabil-
ity.) Let L(Xv) + P 0 rrreakly for a P 0 rrrith P 0 « A. Then 

El<P (X ,T )-<ji(X ) I + 0. v v v v 

PROOF. Lemma A.4.4(ii) shows that for all compact sets K1 c int acc<ji and K2 

with K2 n acc<ji = 0, 

W(K) {~ E <Pc I <ji(x) = ~(x) for x E K} 

is for K = K1 u K2 a weak* neighbourhood of <ji. Let E > 0. Then compact sets 

K1 c int acc<ji and K2 with K2 n acc<ji = 0 exist such that P0 (K1uK2l > 1-c. 

Let K = K1 u K2 • One has that 

El<P (X,T)-<ji(x)l os:P{<Pv(·,Tv) ~W(K)}+ v v v v 

+ E{f<P (X ,T )-<ji(X) I I <P (•,T) E W(K)}. v v v v v \) 

The first term goes to O. The second term is majorized by 

P{X t K I <P (•,T) E W(K)}. \) v \) 

Lex l<P 1·,T J E w(Kll + P0 . \) v v 

Since P0 (3K) = 0, this implies that 

P{x ~ K I cp 1·,T l e wcKl} + 1 - P0 1Kl <c. D v \) v 
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The result of Lemma A.4.7 is not valid for qi(x) 

this, let T = JRm , 

qi (x,t) = {o 
v 1 

llx-tll 

II x-tll 

-1 
$ v 

-1 
> v 

1 a.e. [A]. To see 

and Tv Xv. Then qiv(·,Xv) +qi in probability in ~C for the function qi with 

qi (x) := 1. But qi)Xv ,Xv) = 0. 

The last results of this appendix are used in consistency proofs. 

They use the concept of the recession cone O+C of a convex set C, defined 

in Definition 2.8.1. Lemma A.4.B(i) is a generalization of Proposition 
2.8.l(iii) and its proof is hardly different from the proof of that result. 

LEMMA A.4.8. 

(i) Let {c } c c, H-lim c = c t- 0. Let {x } c JRm, llx II + 00 I x /llx II 
v+ v v v v v v 

+x ~ 0 c. Then H-limv(Cv-xv) = 0. 
(ii) Let M be a closed cone in JRm . Then 

{O}} 

is a H-open subset of C. 

PROOF.(i) By Theorem A.3.l(iii), it is sufficient to prove that Lsv(Cv-xv) = 

= 0. Argue by contradiction, and suppose that ys E Cs, ys - xs + z for some 

subsequence {s} of {v}. As H-lim CV= C f. 0, there exist Pc E Cc, p E C 
+ .v s s 

with ps + p. As x ~ o c, there is a t > o with p + tx ~ c. Let ts = t/llxsll; 
then 

The convexity of cs implies that (1-ts)ps + tsyl; E cs for llxsll 2 t. With 

C = H-limv cv this implies that p + tx E c, a contradiction. 

(ii) If M = {O}, the assertion is trivial. Now suppose that M f. {O} and let 

C E CM. Argue by contradiction and suppose that Cv E C\CM, C = H-limv Cv. 

Let y E C; there exist y E C with yv + y. As M n O+Cv f. {O} for every v, 
+ v v 

there exist xv E M n 0 C with II x II + oo. Let { S} be a subsequence of { v} v v 
with xs/llxl;ll + x for some x. Then x E M, hence x ~ O+C. With (i), this 



247 

implies that H-lim~(C~-x~) = 0. But y~ + x~ E c~ and hence y E Li~(C~-x~). 

This is contradictory (use Theorem A.3.3(ii) ~ (i)). D 

COROLLARY A.4.2. Let L (X) = N (µ,l:) with lrl -f 0. Let IIµ II + 00 , jJ /IIµ II + jJ 
J1 m + v v v 

and let $ E IC be a test with J1 ~ 0 (ace$), and which is not a.e. [A] equal 

* to 1. If {$v} c 'c• $v + $ then Ellv$v(X) + 1. 

PROOF. Theorem A.4.1(ii) implies that H-limv acc$v ace$. With Lemma 

A.4.B(i) this shows that H-limv(acc$v-µv) = 0. Hence 

E $ (X) 
]J v v 

1 - P0 {x E ace$-µ } + 1. v v ll 

C,OROLLARY A. 4. 3. Make the assumptions o_f Lemma A. 4. 7. Let { x } be a sequence 
v 

with llx II + oo, x /llx II + x ~ O+(acc$). Then E$ (X +x ,T) + 1. v v v v v v v 

PROOF. For compact K c JRm and v 0 E JN define 

{~ e 'c J K n (acc~-x ) v 

Then W(K,v) c W(K,'J+l) for all Kand v. It will be proved first that for 

* every K, there exists a v such that W(K,v) is a weak neighbourhood of $. 

* It follows from Theorem A.4.1 (ii) that the weak topology on IC is metrizable; 

* let p be a metric for the weak topology. Argue by contradiction, and sup-

pose that there exists a compact K such that for every v there is a 

$v e IC\W(K,v) and p($,$v) ~ v- 1 . Theorem A.4.l(ii) implies that ace$ 

= H-limv acc$v; Lemma A.4.B(i) implies that H-limv (acc$v-xv) = 0, which is 

in contradiction with $ ~ W(K,v) for every v. v 
Hence for every compact set K c JRm , there exists a vK such that 

* W(K) = W(K,vK) is a weak neighbourhood of $. For every K and v ~ VK one 

has 

$ (•,T) E W(K)}P{$ (•,T) EW(K)} v v v v 

For K arbitrarily large, the right hand side can be made arbitrarily close 

to 1 (see the proof of Lemma A.4. 7). 0 
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* In this study the (relative) weak topology has been used as the basic 

topology on <!>C. From this appendix it can be concluded that it would also 

be possible to use as the basic topology on <l>C the topology generated by 

the base 

{W(K1 ,K2 l I K1 and K2 are disjoint compact subsets of JRm} 

of open sets W(K1 ,K2 ) defined by 

{$ E <l>C I K1 c int ace$, K2 n ace$ 0}. 

This topology could be called the K-topology. It is clear that the K-topology 

can also be defined on the class of all tests with an acceptance region. 

Lemmas A.4.3 and A.4.4(ii) demonstrate the relation between the K­

* topology and the weak topology. The K-topology is related to the H-topol-

ogy in the following way:$ ~ $ iff ace$= H-lim ace$ and (lRm\int ace$) v v v 
H-limv (lRm \int ace$). 



APPENDIX 5 

A.5. THREE LEMMAS ON DOUBLE SEQUENCES 

LEMMA A.5.1. Let {a(n,v)} be a double sequence with a(n,v) S a(n+l,v) for 

every (n,v) and with supn lim supv a(n,v) = a. Then a non-decreasing se­

quence {n(v)} exists with n(v) ~ 00 and lim sup a(n(v) ,v) =a. v 

PROOF. Define 

I -1 
v(n) = min{vo a(n,v) $ a+n 

Then for all v ~ V(n+l) one has that 

a(n,v) S a(n+1,v) s a+ (n+l)-l s a+ n-l 

so that v(n) $ V(n+l). Define n(v) by 

n(v) = v if lim v(n) < oo 
n 

n(v) max{n I v(n) s v} if lim v(n) 
n 

The sequence {n(v)} satisfies the requirements. D 

LEMMA A.5.2. Let {a(n,v)} be a double sequence with a(n,v) s a(n+1,v) for 

every (n,v) and with supn lim infv a(n,v) = a. Then a subsequence {~} of 

{v} exists with supn lim sup~ a(n,~) = a. 

PROOF. For every h define 

v<h> min{v ~ h I a(h,v> s a + h-1}. 

Then h $ v(h) $ v(h+l) 
- -1 

< 00 , and a(h,v(h)) s a+ h • Hence for every n, 

lim suph a(n,v(h)) slim suph a(h,v(h)) s a. 

Take {0 {v(hl}. D 

249 
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LEMMA A.5.3. Let A be a collection of sequences {a } c [0,1]. Then a sub­
\! 

sequence {s} of {v} exists with 

sup lim inf as 
{a h:A s 

\) 

sup lim sup as. 
{a }EA s 

\) 

PROOF. For every subsequence {r;} of {v}, define 

a_{r;} sup lim inf a 
{a }EA <:; 

<:; 

\) 

a+{;;;} sup lim sup a r;" 
{a }EA r; 

\) 

For every subsequence {r;} and every £ > 0, there exists an {a } E A with 
\) 

lim sup ar; > a+{r;} - £ 

r; 

and therefore also a further subsequence {r;•} with 

lim inf a , > a {r;} - e. 
r;' r; + 

For this {<:;'}one has that 

so that 

Now the subsequence {s} will be constructed. Define {r;(l)} 

ductively, let {r;(h+l)} be a subsequence of {r;(h)} with 

{v} and, in-

(h) Let {s} be a diagonal sequence of the {r; }; then for every h, {s} is a 

subsequence of {r;(h)} apart from finitely elements of {s}. Hence for everyh 

so that {s} does the job. D 
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APPENDIX 6 

A.6. THE EAMS - ASYMPTOTICALLY - SQUARED MEANS TEST FOR SECTION 9.3 

Consider the limiting problem for the testing problem of Section 9.3 
in the form (8.1.1). This limiting problem is denoted by T(p0 ), where 

-1 Po= (p01 , .•. , Porn) is the outcome of n (N+l' ... , N+m). It is the testing 
problem where Y1 , ... , Yk are independent random variables, 

L (Y.) 
n i 

H 

H V A a permutation (i 1 , ... , ik) of (1,2, ... , k) exists 
,,h < h such that L.. 1 n. . l:. 1 n. . , 

J= 1 r+1J - J= 1 rJ 
for 1 < h ~ m - 1 , 1 < r < k - 1 

The covariance matrix l: (p0 ) has diagonal elements p 0 . ( 1 - p 0 .) and off-dia-
J J ' gonal elements -p0 jpoh· Recall that the set of all n = (nf' n2, ... , nk) 

satisfying H v A is denoted by V + K. Define Y. = n ~ i:1:1- 1 Y .. , ~ m-1 J.ID J= l.J nim = n - l:j=l nij. Attention is restricted to tests based on test statis-
ties 

k m 
y . )} 2 T l: pi l: a. (Y .. -a i=l j=l J J.) • J 

where 

k 
y 

. j 
l: pi Y .. 

i=l l.J 

A family of transformations BA exists, satisfying (8.2.1). The class 
of level a tests for T(p0 ) rejecting for large values of Ta' where a E :JR m, 
is transformed by BA (A depending on p 0 and p) to a class o/ satisfying the 
assumptions made in Section 8.2. o/ is called the class of squared means 
tests. The transformations BA will not be specified explicitly, as it is 
more convenient to study the limiting problem in the form T(p0 ). 

m 
As l:j=l (Yij -Y.j) = 0, attention may be restricted to all a with 

0, 
m 

2 
l: aJ.pOJ. 

j=1 
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Denote the class of all a E m.m satisfying these restrictions by A (p0) • 

Let 

Then 

z. {a) 
1. 

T 
a 

k 
L: 

i=1 
{Z. (a) 

1. 

a.Y .. z (a) 
J 1.J 

~ 2 
pi z. {a)} , 

and standard methods for normal variables yield that, if a E A(p0 ), 

where 

L (T ) 
n a 

2 Let ~a be the test which rejects for Ta > Xk-l;a· It follows from Corollary 

8.3.1 that if~*( ) is the MS - {~a I a E A(p0 J} test for T(p0 ), then the 
a Po 

test which rejects for 

with p 0 

Y.. p-1..~ n~~ N .. 
1.J 1. l.J 

is an EAMS - asymptotically - squared means test for the testing problem of 

Section 9.3. The vector a*(p0 ) will be determined; consider a fixed p 0 and 

let a*= a*(p0 J, A= A<p0 ). 

Let G(o 2 ) be the probability that a random variable with the x~-l,o2 
distribution exceeds the value x~-l ;a. Then the power of ~a in n is 

G(o 2 (a,n)). The vector a* satisfies 



sup y(a*,nl 
nEV+K 

inf 
a EA 

sup y(a,n) , 
nEV+K 
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where y(a,.) is the shortcoming function of $a with respect to {$c I c EA}: 

y(a,n) 
2 2 

sup G (o (c,nl) - G(o (a,nl) . 
cEA 

Note that V + K is a cone and o2 (a,n) a homogeneous function inn. The fol­

lowing lemma shows that the maximum shortcoming of $a on the half-line 

{tn It > O} depends on (a,n) as a decreasing function of 

~2 2 2 
o (a,n) = o (a,n) I {sup 6 (c,n)} . 

LEMMA A.6.1. The function 

sup y(a,tn) 
t > 0 

cEA 

~2 
is a decreasing function of o (a,n) 

PROOF. This result follows from 

sup y(a,tn) 
t>O 

sup {sup G(o2 (c,tnl) - G(o 2 (a,tnl)} 
t>O cEA 

2 2 2 2 . 
sup {sup G(t 6 (c,n)l -G(t 6 (a,n))} 

t>O cEA 

sup {G Ct2 sup o2 (c ,n)) - G (t2o2 (a, n))} 
t>O cEA 

sup {G(s) -G(s6 2 ca,n)) 
s > 0 

note that G is an increasing function. a 

Hence the desired vector a* is the solution of 

inf '6 2 (a*,nl 
nEV+K 

sup 
a EA 

inf 6 2 (a,n) . 
nEV+K 

The following lemma demonstrates that a* can be obtained as the solution 
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of the simpler maximin problem 

(A.6.1) 

where 

inf d 2 (a*,8) 
e E K0 

h 

sup 
a EA 

inf a2(a,8), 
e E K0 

for 1 < h ::._ m-1 , 
j=1 

e. < o 
J 

a2 (a,e) (a'8) 2 / {sup(c'8) 2 } 
cE A 

m 

l: 
j=l 

e. 
J 

O} 

LEMMA A.6 •. 2. For all aEA one has 

(A.6.2) inf 8 2 (a,n) 
nEV+K 

inf a2(a,8) . 
8 EK0 

PROOF. (i) Let t 1 , •.• , tk be numbers with l:ipiti = 0. For every 8 EK0 , 

there exists an nEV+K with nij - n.j = tiej for all (i,j). For this n, 

o2 (a,nl 
k m 2 
i: p . { i: aJ. ( niJ. - n . ) } 

i=1 1. j=1 .J 

k 

l: 
i=1 

P.t~ (a'8) 2 , 
1. 1. 

~2 2 
implying that 6 (a,n) = d (a,8). Hence the< - sign in (A.6.2) is trivial; 

it remains to prove the :::_ - sign. 

(ii) Note that if a is not monotone (i.e., if there exist indices j 1,j 2 ,j 3 
with j 1 < ] 2 < j 3 and (a. -a. ) (a. -a. ) < 0), then both sides are equal 

J3 J2 J2 J1 
to 0. Note also that both sides are invariant under the transformation 

a •+ -a. Hence it is sufficient to consider an arbitrary a 0 EA with 

::._ aOm' and prove that the :::_ - sign in (A.6.2) holds for 

this ao. 

(iii) It may be assumed that (after a permutation of the indices i) 6 2 (a0 , .) 

assumes its infimum in some n E (V + K) + where 

(V + K) + 
h 

{ n E V + K I l: ( n. + 1 . - n .. ) < 0 for all h and i} . 
j=l 1. ,J l.J -

It will be convenient to transform n to a variable for which the inequali­

ties defining (V + K) + are more simply related to the expression for the 
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function o2 . Define 

( 1 2_ j 2_ m-1 ) 

m 
l: 

j=h+l 
Cn .. -n . ) , 

l.J • J 
U, (n) 

l. 
(u.1, ... , u. 1)' 

l. i,m- . 

Then 

Now let 

m 

l: aJ. <niJ' - n. J.) 
j=1 

b' {a)u. {n) 
1. 

k 
l: piui (n) 

i=l 

(1 < i < k-1) 

0 . 

Then v ij {n) > 0 for all n E (V + K) +. Some computations show that 

(1) 
2 o (a, n) 

k-1 

l: rih (b' (a)vi (n)) (b' (a)vh <nl) 
i,h=l 

where rih rhi and 

h k i 

rih l: pg ) { l: pg ) (1 + 2 l: pg ) 
g=1 g=i+l g=h+l 

(iv) For v E lRm-l define 

2 
sup (b' {a)v) . 

a EA 

> 0 < h < i < k. 

Denote b (a0 ) by b 0 . Let v i v i (n) for some n E (V + K) +, and let i 0 be the 

index with 

(2) (be) v. ) 2 I 11 v. 11 2 
io io 

2 
I II v.11 · 1. 

Denote v. by v. Note that b0vi > 0 for all i. We have 
io 
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(b0v) 2 2 
( 1) 

sup 6 (a,n) < 

a EA 

< (b0v) 2 l: rih II V. II 
i,h 

l. 

( 1) 

II v 11 2 

which is equivalent to 

(3) 

Let v vom O; define 

1 < j < m 

h 
'I'hen l:j=lej = -vOh' implying that 8 E K0 ; furthermore we have 

a' e b' (a)v for all a E A • 

2 ~ 2 
Hence (3) is equivalent to d (a0 ,e) _":._ 6 (a0 ,n). This implies that the 

> - sign holds in (A.6.2) for a = a 0 . D 

The maximin problem (A.6.1) will be solved by means of the method of ABEL­

SON and TUKEY (1963) (see part 4 of Section 3.3). Note that we consider a 

fixed p 0 • Define the inner product in IRm 

and let 

Then 

[x,y] 
m 

l: xjyj I P0 j ' II x II 
j=l 

{';;'. I a E A}. 

!; 
{[x,x]} , 

a' e = [~, e] 

B = {x E lRm 
m 
z 

j=l 
x. 

J 
0, [Ix[[= 1} · 



The maximin problem (A.6.1) amounts to finding x* E B with 

(A.6. 3) inf [ x* e] I 11 e 11 = sup 
e E K0 ' x E B 

The edges of the cone K0 are e 1 , 

inf [x,e] I 11 e II· 
6 E KO 

em-l where 

e. 
J 

-t, xj+l t for some t > O; 

X 0 for h " j I j + 1 } 
h 
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The method of ABELSON and TUKEY (1963) implies that if x* E K0 is a vector 

which makes equal angles with the edges e 1 , ... , em-l' then x* is the solu­

tion of (A.6.3). So we try to solve the system of equations 

= c 

or 

With the restriction Lj xj 0, we obtain the solution 

where 

while c is 

TI • 
J 

j-l -1 -1 ~ 
L (pOh + Po,h+l) 

h=l 

m 
'IT. L PoJ· TI. 

j=l J 

* 2 determined by the requirement Lj(xj) 

Vector a*, wi"th a* -l * j Poj xj, is given by 

a~ C('IT. - 'IT.) 
J J 

m 2 -~ 
c = { L p 0 . (rr. - TI.) } • 

j=l J J 

.::_ j < m-1 

1 .'.:, j < m-1 

1. Hence the maximin 
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