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Abstract 

Coffman et al. ( 1991) have introduced a flow process in graphs, where each vertex gets 
an initial random resource, and where at each time vertices with large resources tend to 
attract resources from neighbours. The initial resources are assumed to be i.i.d., with a 
continuous distribution. 
We are mainly interested in the following question: does, with probability!, the resource 
of each vertex change only finitely many times? 
Coffman et al. concentrate mainly on the case where the graph corresponds with the 
integer points on the line, in which case it is easily seen that the answer to the above 
question is positive. For higher-dimensional lattices they make general remarks which 
suggest that the answer to the above question is still positive. However, no proof seems 
to be known. 
We restrict to the case of the square lattice, and, by a percolation approach, we reduce 
the question above to the question whether a certain quantity, which can be obtained 
from a finite computation, is sufficiently small. This computation is, however, still too 
long to be executed in an acceptable time. We therefore apply Monte Carlo simulation 
for this finite problem, which gives overwhelming evidence that, for the square lattice, 
the answer to the main question is positive. 
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1. Introduction 

Coffman et al. [2] introduced the following model of 'distributed clustering'. Let G be a 
(finite or countable), locally finite, connected graph. 

We denote by p (v, w) the graphical distance between the vertices v and w (i.e. the minimal 
number of edges in a path from v to w ). Further, we define Bn ( v) := { w : p ( v, w) ~ n}, and 
aBn(v) := {w: p(v, w) = n}. 

Now assign to each vertex v an initial 'resource' ro(v). We assume that these initial 
resources are non-negative i.i.d. random variables with a continuous distribution. Now we 
define the resources at time t, denoted by r 1 ( v), t = 1, 2, ... , inductively as follows. Let, for 
each v with r1 (v) ¥=- 0, a1(v) be the vertex w E B1 (v) for which ri(w) is maximal (note that 
a1(v) may be v itself). Now define, for each v, r1+1 (v) = Lw:ar(w)=v r1 (w). In other words, 
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at each time each vertex (simultaneously with all others) gives its resource to the richest vertex 
in its neighbourhood. We are mainly interested in the following questions. 

Question 1. 

(a) Does, with probability J, each vertex eventually reach a final resource value? 

(b) If the answer to question (a) is positive, is the expectation of this final value equal to the 
expectation of the initial value? (In other words: 'Is it impossible for resources to get 
lost'?). 

Remarks. 
1. Clearly, once a vertex has resource value 0, its value remains 0 for ever. Further, it is not 

difficult to see that, if G is finite, then at each time that at least one vertex changes its value, 
the value of some vertex changes from positive to 0. Hence, on a graph with n vertices, all 
resource values remain unchanged after time n. 

2. Coffman et al. concentrate mainly on the case where G is the graph of which the vertices 
are the integer points on the line, and where each pair of consecutive integers has an edge. For 
that case the evolution of the system is, in some sense, very regular. In particular, the answer to 
Question 1 (a) and (b) is positive, and several quantities of interest can be explicitly computed. 

3. As Coffman et al. pointed out (in the last section of their paper), the evolution in the 
higher-dimensional cases is typically much more complicated, and there is no hope for exact 
calculations as done for the line. Without explicitly saying so, they suggest that the answers to 
Question l(a) and (b) above are still positive for these cases. However, it seems that no proof 
is known. 

4. Van den Berg and Meester [5] prove weaker stability properties than those in Ques­
tion l(a) and (b). In particular, for the square lattice they prove that (a.s.) for each vertex v, 
eventually either r1 (v) = 0, or a1 (v) remains constant. However, Question 1 remained open. 

In the present paper we concentrate, like Van den Berg and Meester (see Remark 4 above) 
on the square lattice. However, we use a percolation-like approach (Van den Berg and Meester 
used ergodicity and symmetry arguments). In Section 2, by an adaptation of quite standard 
percolation arguments, we reduce Question 1 to a finite problem. Although this problem is 
finite, it appears to be too large to be solved rigorously in a realistic time. We therefore applied 
Monte Carlo simulation to it, which strongly convinced us that, for the square lattice, the 
answer to Question 1 (a) and (b) is positive. As a side result, for the evolution on an n x n torus 
instead of the full lattice, the expected time until all vertices have reached their final value is 
at most of order log n. 

2. Results 

In the remainder of this paper G is the square lattice, i.e. the graph of which the vertices are 
the elements of , and where two vertices v = (v 1, v2) and w = (w 1 , w2) share an edge iff 
lv1 - w1 I+ Jv2 - w2I = 1. 

Let ro(v). v E =~ 2 , and r1 (v), v E £ 2 be the initial resources and the resources at time I 
respectively, as described in Section I. In particular, the ro(v) are non-negative i.i.d. random 
variables with a continuous distribution. Further, let the random variables Xv be defined by 
xv = I if r1 ( v) > 0, and 0 otherwise, v E 2.:: 2. Note that the X-values depend only on the 
order statistics of the ro-values. Also note that the X-process is 4-dependent: if V, W c 2'.: 2 
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and min{Jlv - wJI : v E V, w E W} > 4, then the collection (Xi, i E V) is independent of 
the collection (X j, j E W). 

We are particularly interested in the percolative properties of this X-process. (For a quite 
general treatment of percolation, see Grimmett [3]). When a vertex v has X ( v) = 1, we 
say that v is open. An open path is a path in the graph of which every vertex is open. The 
set { v : Xv = 1} can be partitioned into maximal connected components. We say that the 
X-process percolates if one or more of these components are infinite. Note that the future 
evolution of the resources on a finite component C no longer depends on the values outside 
C (because all vertices on the outer boundary of C have resource 0 at time 1 and hence, as 
mentioned in Section 1, Remark 1, will have resource 0 for ever; this boundary with 0 resource 
values isolates C from the outside). Hence (see again Section 1, Remark 1) after time ICI + 1 
the resource values of C remain unchanged. So if, with probability 1, X does not percolate, 
then the answer to Question 1 (a) is positive. Moreover, we then also have that no resource 
'escapes to infinity' and hence (by standard arguments) that the answer to Question l(b) is 
also positive. 

To state the theorem below, we need some extra terminology and notation. Let k I= l be 
positive integers. By a crossing of the rectangle ([0, k] x [0, l]) n LZ 2 we mean an open path 
which starts on one of the long sides of the rectangle and ends on the opposite long side, and 
lies entirely in the rectangle. 

By Pn.m we denote the probability that there exists a crossing of a given n x m rectangle, 
say the rectangle ([0, n] x [O, m]) n :z2. 

We say that a function f : N -+ JR+ decays exponentially if 3A. > 0 such that f (n) < e-'-n, 
n EN. 

Theorem 1. If there exist N > 0, K > 4 with PN.2N+K < 1/13, then (a)-(d) below hold. 

(a) The probability of an open path from 0 to aBn decays exponentially inn. In particular; 
the X-process does not percolate and the answer to Question 1 (a) and (b) (in Section 1) 
is positive. 

(b) P(\CI > n) decays exponentially inn, where C is the open component of the origin. 

(c) P(T > n) decays exponentially in n, where T is the smallest time after which the 
resource value of 0 remains unchanged. 

(d) Consider the distributed clustering process on an n x n torus (instead of the full square 
lattice), and let T be the smallest time after which all resource values remain unchanged. 

Then E(T) = O(logn). 

Remarks. 
1. It is a well-known result in the percolation literature that if crossing probabilities are 

smaller than a certain K, then no percolation occurs and the cluster radius and cluster size 
distributions have an exponential decay. However, in that literature one is mainly interested in 
the existence of such K rather than its value. This explains why the values which arise from the 
computations in the early publications were extremely small (see the proof of Theorem l(b)). 
Later, in the work of Cha yes and Chayes [ l] a scaling argument was used to show that 1I16 
suffices. Below, we refine the technique used in [4] and obtain the threshold of 1/13. In 
the dimensions higher than 2, our method produces thresholds on the crossing probabilities, 
which are larger by an order of magnitude than those obtained by the argument of Chayes and 
Cha yes. 
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FIGURE I: A part of a path n, which crosses the rectangles Ri and R;+ 1. The second rectangle is an 
element of ax; .y;. 

2. Since Pn,2n+k is non-decreasing in k, it makes sense to check the conditions of 
Theorem 1 only for K = 5, the smallest value beyond the radius of dependence of the X­
process. 

Proof of Theorem 1. First we need some more notation. Let N and K be fixed and satisfy 
the condition of the theorem. Let a (i) = Li /2J(K + N) + 1 (i is odd} K, i E Z:. Let, for integer 
n, m, Sn,m be the rectangle ([a(n), a(n + 1 )] x [a (m), a(m + 1)]) n 2:: 2. In the simplest case 
of K = N, a(i) =Ni, and all Sn,m are N x N squares. In the general case, if both indices n 
and m are even, or both are odd, or one is even and the other is odd, Sn,m is a K x K, N x N 
or N x K rectangle respectively. The union of all Sn,m covers the integer lattice, and each two 
of them are either disjoint or share a common side. 

Let Hn,m be the horizontal rectangle given by Hn,m = Sn- I ,m U Sn,m U Sn+ 1.m. We call 
n, m the coordinates of Hn,m. Further let V11 ,m be the vertical analog of Hn,rn, i.e. Vn.m = 
Sn,m- l U Sn,m U Sn,m+ I· Finally, for n and m even, let Bn,rn be the set of twenty (2N + K) x N 
rectangles which 'surrounds' Sn,m at 'scaled distance' 5 (see Figure 1). More precisely, 

Bn.m = {Hn+i.m+J• Vn+J,m+i: Iii+ UI = 5, i is even}. 

Proof of Theorem 1 (a). Suppose there is an open path TI from 0 to a 8 11 • If n is sufficiently 
large, compared to N and K, IT goes outside U-6·:·o),J'.5':6Si,J. Hence there must be a crossing 
of some rectangle belonging to Bo,o. Let R1 be the rectangle which corresponds to the last of 
such crossings appearing on the path TI (it is not difficult to check that this is well defined), 
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and let (x1' YI) be the coordinates of R1. Remark: it is important to note that after this last 
crossing n will never visit the set Ulil.IJl:::3 Si,J again. Let i1 and .Y1 be two even numbers such 
that Iii!+ I.Yi I = 4 and lx1 -.X1 I+ IY1 - ytl = 1. So (i1, Y1) are the coordinates of the K x K 
square S;1 .5ii neighb~uring R1 at the si~e of the origin. Now, as above, if n is sufficiently large 
there must be~ crossmg of a rectangle ~n a;1,.Y1 · Let x2, Y2 be the coordinates of the rectangle 
R2 correspondmg to the last such crossmg. By the remark above, each vertex of this crossing 
is at distance ?: f! from R1. Carrying on like this we construct a sequence of rectangles 
Rt, R2, ... , Rk with k = Ln/(2N + 2K)J - 1, and a sequence (Xi, Yi), i = O, I, ... , k such 
that 

(i) .Xo =yo = O; Ri E o;;_1,ji;_1, I ~ i ~ k; Xi and Yi are even and such that Iii - Xi-t I+ 
l.Y; - 5';-1 I = 4 and lxi - id+ ly; - y;I = I, where (xi, Yi) are the coordinates of 
Ri, I ~ i ~ k. 

(ii) There is a crossing of R1; for each i, 2 ~ i :::: k, there is a crossing of R; which has 
distance ?: K from each R 1, j < i. 

Note that, since K is larger than 4 (and the X-process is 4-dependent), the events in (ii) 
are independent. Each of these events has probability~ PN,2N+K· Further, a;;,y; has 20 
elements (rectangles) for any i, but if i ?: 1 then, as the reader can check, at least 7 of them 
are covered or surrounded by o;;_1,y;_ 1 • So there are at most 13 'fresh' rectangles, and at least 
one of them is crossed by the path n. Hence, there are at most 20 x l 3k- l sequences which 
satisfy (i). Hence, the probability that there exists an open path from 0 to aB11 is at most 
20 x 13k-l p(N)k, with k as defined above. From this the result follows immediately. 

Proof of Theorem I ( b ). As mentioned before, in the literature on percolation there are 
theorems analogous to l(b) but with the condition '3N : PN,2N+K < 1/13' replaced by 
'3N: PN,3N < K', where K is a fixed small number (for instance, theK in Theorem I of Kesten 
[4] is (in the case of the square lattice) smaller than 10-100). The proof of these theorems can 
be straightforwardly adapted (possibly at the cost of an even smaller K) to finite-dependent 
models. However, the smallness of K is no longer important to us, because Pm,3m is clearly at 
most the product of the number of vertices on a long side of a given 3m x m rectangle (i.e. 
3m + 1) and the probability of an open path from 0 to aBm. which by l(a) goes to 0 as m goes 
to oo. 

Proof of Theorem I ( c). This follows immediately from I(b) and the earlier observation that 
r ::s ICI +I. 

Proof of Theorem 1( d). Note that, for I sufficiently small (compared ton), the distribution 
of the configuration at time I on a set of vertices of radius l 'does not feel' whether we work 
on an n x n torus or on the full lattice. In particular, the probability that the component of 0 
is smaller than l is then the same for the torus as for the infinite lattice. Let, for each vertex v 
on the torus, Tv be the smallest time after which its resource value remains unchanged. By the 
observation in Remark I in Section 1, T ~ the size of then x n torus, which is n2• Therefore 
we trivially have, for each a > 0, 

112 

ET = L P(T ?: l) ~a logn + n2 P(T ?: a logn). 
l=l 

(1) 
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Further, n2 P(T::::: alogn) = n2 P (3 a vertex v on the torus with Tv 2': alogn) :S n4 P(To 
::::: a log n ). However, by the observation at the beginning of this proof, for each a, for all 
sufficiently large n (depending on a), P(To ::::: a logn) = P(r ::::: a logn), with r as in l(c). 
From this and l(c), we obtain that, for a sufficiently large, the second term on the right-hand 
side of (1) goes to 0 as n ~ oo. 

This completes the proof of Theorem I. 

Conjecture. p5, is < 1I13. 

Remark. Clearly (by Theorem I), under this conjecture the conclusions in Theorem l(a)-(d) 
hold (and hence the answers to Question !(a) and (b) are positive). 

Although we have not computed a rigorous convenient upper bound for Ps.15, the word 
'conjecture' is somewhat too weak here. One should note that the exact computation of P5, 1s 
is a finite task. As we remarked before, the X-process depends only on the order statistics 
of the initial resource process. More precisely, the Xi, i E Ho.o, depends only on the order 
statistics of the ro(j), p(j, Ho,o) :S 2. So the exact computation of PS.IS can be done by 
enumerating all permutations of the set {1, 2, ... , IWI}, where W = {j : p(j, Ho.o) :S 2}, 
and counting the number of permutations which give rise to a crossing of Ho.o in the induced 
X -configuration. However, since I WI > I 00, not even the fastest computer is able to do this in 
a realistic time. Maybe by clever inclusion-exclusion arguments one could obtain a rigorous 
upper bound < 1/13 for P5. L5 (or some other Pn,2n+5 ). However, we have not done this, but 
instead used Monte Carlo simulation to estimate Pn,2n+5 for various values of n (see Table 1 
below and compare the crossing probabilities with I/ 13 = 0.07692 ... ), which very strongly 
indicates that the conjecture is true. 

TABLE l. 

Monte Carlo estimate 
n of Pn,2n+5 Standard deviation # simulations 

4 0.13048 0.00005 5 x 107 

5 0.06798 0.00004 5 x 107 

6 0.03467 0.00003 5 x 107 

Final remark. Even if there were faster computers which could compute (or sufficiently 
bound) ps, 15 rigorously, the proof would still not be entirely satisfactory, because for other 
lattices one would have to make all the calculations again. It would be nice to have a more 
elegant and general proof of absence of percolation for the X -process, for instance by showing 
(in some sense) domination by a subcritical 'ordinary' percolation process. However, in spite 
of serious attempts, we have not succeeded in doing this. 
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