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1 Introduction

The communication networks of the nearby future are expected to support a wide range of heterogeneous services. Here one can think of traditional applications, such as data, video and voice, but also of sophisticated multimedia applications, such as gaming and remote surgery. These services may have different traffic characteristics, but in addition may also have different Quality-of-Service (QoS) requirements. The integration of heterogeneous traffic flows thus raises the need for service differentiation.

A service discipline that is capable of supporting different QoS-levels, is Generalized Processor Sharing (GPS). The GPS discipline assigns weights to the traffic classes, and these weights determine the guaranteed minimum service rates for the classes. In case some class does not fully use its minimum rate, then the excess rate becomes available to the other classes, also shared according to these weights.

Since the exact analysis of GPS queues is often intractable, most of the work on GPS has focused on various bounds and asymptotic approximations of statistical performance guarantees, such as loss probabilities, delay characteristics, and workload distributions. In particular, in the literature one has mainly focused on the (asymptotics of the) loss probability of a particular class, see [3, 4, 7, 12, 16, 17]. Besides losses (due to buffer overflow), also delay strongly determines the QoS as perceived by customers. Particularly for real-time applications, the delay is only allowed to exceed some predefined threshold with extremely small probability. Hence, the (exponential) decay rate of the delay probability is an important performance measure. In literature, however, hardly any results are available on this decay rate. Paschalidis [14] focused on a two-class GPS system, in a discrete-time setting, in which the input traffic was assumed to be short-range dependent, and derived logarithmic asymptotics of the probability that the delay exceeds some large value.

The contribution of this note is twofold. In the first place we derive bounds on the delay probability in a two-class GPS system with general input processes, assuming that the inputs have stationary increments. Secondly, we then consider the situation of $n$ input processes of both classes, scale the link capacity with $n$ as well, and let $n$ grow large. This so-called ‘many-sources regime’ is motivated by the fact that, particularly in the core of the network, the queues need to serve a large number of flows at the same time. In this many-sources framework, we apply Schilder’s sample-path large deviations theorem to calculate the decay rates of these bounds in the important case of Gaussian inputs, which cover both short-range and long-range dependent traffic. We note that this work is related to [10], where the authors derive (lower bounds on) the decay rate of the overflow probability in a two-class GPS systems; for other related work, see [1, 8, 11]. We show that there exist two closed intervals of GPS weight values in which the bounds are tight: one containing the special case that class 1 has priority, and the other containing the case that class 2 has priority. For the remaining middle interval, we derive bounds on the decay rate. In the special case of Brownian inputs we obtain transparent closed-form expressions.

The remainder of this note is organized as follows. In Section 2 we describe the two-class GPS model, and derive bounds on the delay probability. In Section 3 we specialize to Gaussian traffic in a many-sources setting: using Schilder’s theorem and the bounds mentioned above, we derive (bounds on) the corresponding decay rate.
2 Bounds on the virtual delay probability

In this note we consider a two-class GPS system, served with rate $c$. Each class has its own queue, and is assigned a weight $\phi_i \geq 0$, $i = 1, 2$. Without loss of generality it is assumed that $\phi_1 + \phi_2 = 1$. The weight $\phi_i$ determines the guaranteed minimum rate $\phi_i c$ for class $i$. If a class does not fully use this minimum rate, then the excess capacity becomes available for the other class. Note that GPS is a work-conserving scheduling discipline, i.e., if at least one of the queues is non-empty, then the server always works at full speed.

We focus on the delay experienced by a packet (‘fluid molecule’) of a particular class, say class 1, having arrived at an arbitrary point in time, the so-called virtual delay. We assume that the system is stable, such that the delay is bounded almost surely. Also, without loss of generality we assume that the packet arrives at time $0$. We denote the delay experienced by this packet by $D_1 \equiv D_1(0)$. Clearly,

$$p(d) := \mathbb{P}(D_1 > d) = \mathbb{P}(Q_1 > B_1(0,d)), \quad (1)$$

where $Q_i \equiv Q_i(0)$ is the steady-state queue length of class $i$, and $B_i(s, t)$ is the amount of service received by class $i$ in the interval $(s, t]$. Likewise, let $X_i(s, t)$ be the amount of traffic generated by class $i$ in the interval $(s, t]$. Throughout this note we assume that $X_1(s, t)$ is independent of $X_2(s, t)$, i.e., $\text{Cov}(X_1(s, t), X_2(s, t)) = 0$, $s \leq t$.

In this section we derive bounds on $p(d)$, which apply to all input processes that have stationary increments; stationarity of the increments means that the distribution of $X_i(s, s + t)$ does not depend on $s$, but just on the interval length $t$. We will use these bounds in Section 3 to derive (bounds on) the exponential decay rate of $p(d)$ in the many-sources setting.

To derive a lower bound on $p(d)$, we need to find an upper bound on $B_1(0,d)$, as follows from (1). As $B_1(0,d) \leq cd - B_2(0,d)$, this is equivalent to finding a lower bound on $B_2(0,d)$. Now, we have to distinguish between two scenarios: (i) queue 2 is continuously backlogged in the interval $(0,d]$ and (ii) queue 2 is empty at some time in $(0,d]$. In case (i) we have that $B_2(0,d) = \phi_2 c d$, because the second class receives at least its guaranteed service rate in the interval $(0,d]$, and class 1 is continuously backlogged by definition (otherwise it cannot experience a delay of $d$), thus claiming at least its guaranteed rate in the interval $(0,d]$. In case (ii) we need a different approach to derive a lower bound on $B_2(0,d)$. Let $z$ denote the last time in $(0,d]$ that the second queue was empty, that is $z := \max\{v \in (0,d]: Q_2(v) = 0\}$. This yields

$$B_2(0,d) = B_2(0,z) + B_2(z,d) = Q_2 + X_2(0,z) + \phi_2 c (d - z) \geq \inf_{u \in [0,d]} \{X_2(0,u) + \phi_2 c (d - u)\}. \quad (2)$$

Note that the right-hand side of (2) will not exceed $\phi_2 c d$. That is, it is also a lower bound on $B_2(0,d)$ in case (i). Therefore, we find the following upper bound:

$$B_1(0,d) \leq cd - B_2(0,d) \leq cd - \inf_{u \in [0,d]} \{X_2(0,u) + \phi_2 c (d - u)\}.$$ 

Hence, we obtain

$$p(d) \geq \mathbb{P} \left( Q_1 > cd - \inf_{u \in [0,d]} \{X_2(0,u) + \phi_2 c (d - u)\} \right). \quad (3)$$
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So far no explicit expressions have been found for the steady-state queue length distribution of a particular class in a GPS system. In other words: we do not know the distribution of $Q_1$, which makes the lower bound (3) not very useful; we would rather like to have a bound that is in terms of the input processes $X_1$ and $X_2$ only. Using that, for some $b \geq 0$,

$$P(Q_1 > b) = P \left( \bigcup_{x \geq 0} \{ Q_1 + Q_2 > x + b, Q_2 \leq x \} \right),$$

we find that (3) can be rewritten as

$$p(d) \geq P \left( \bigcup_{x \geq 0} \left\{ Q_1 + Q_2 > x + cd - \inf_{u \in [0,d]} \{ X_2(0,u) + \phi_2(c - u) \}, Q_2 \leq x \right\} \right). \quad (4)$$

But now observe that $Q_1 + Q_2$ is the steady-state queue length of the total queue, and hence, due to the work-conserving nature of GPS, Reich’s identity [15] implies that

$$Q_1 + Q_2 = \sup_{t \geq 0} \{ X_1(-t,0) + X_2(-t,0) - ct \}. \quad (5)$$

Also, again by Reich’s identity,

$$Q_2 = \sup_{s \geq 0} \{ X_2(-s,0) - B_2(-s,0) \}. \quad (6)$$

The negative of the optimizing $t$ ($s$), denoted by $t^*$ ($s^*$), can be interpreted as the beginning of the busy period of the total (second) queue containing time 0. Clearly, this entails that $s^* \leq t^*$. Now, using (5) and (6), the lower bound (4) can be expressed as

$$p(d) \geq P \left( \exists x \geq 0, t \geq 0 : \forall s \in [0,t] : \forall u \in (0,d) : \begin{array}{c} X_1(-t,0) + X_2(-t,u) > x + ct + \phi_1 cd + \phi_2 cu; \\ X_2(-s,0) \leq x + B_2(-s,0) \end{array} \right). \quad (7)$$

From (7) we conclude that, in order to find a lower bound on $p(d)$ that only depends on the input processes $X_1$ and $X_2$, we have to find a lower bound on $B_2(-s,0)$.

**Lemma 2.1** $p(d)$ is lower bounded by

$$P \left( \exists x \geq 0, t \geq 0 : \forall s \in [0,t] : \forall u \in (0,d) : \begin{array}{c} X_1(-t,0) + X_2(-t,u) > x + ct + \phi_1 cd + \phi_2 cu; \\ X_2(-s,0) \leq x + \phi_2 cs \end{array} \right).$$

**Proof:** Since $-s^*$ denotes the beginning of the the busy period, queue 2 is continuously backlogged in the interval $(-s^*, 0]$, and therefore $B_2(-s^*, 0) \geq \phi_2 cs^*$. This implies that the right-hand side of (7) is lower bounded by the stated, and therefore also $p(d)$. \hfill \Box

Likewise, to derive an upper bound on $p(d)$ we need to find a lower bound on $B_1(0,d)$. A first lower bound on $B_1(0,d)$ is clearly given by $B_1(0,d) \geq cd - Q_2 - X_2(0,d)$. This is a direct implication of the fact that, in an interval $(0,d]$, a queue never claims more than the queue length at time 0, increased by the amount of traffic arriving at this queue in $(0,d]$. 
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Lemma 2.2 $p(d)$ is upper bounded by

$$\mathbb{P}(\exists t \geq 0 : X_1(-t, 0) + X_2(-t, d) > ct + cd).$$

Proof: Since $B_1(0, d) \geq cd - Q_2 - X_2(0, d)$, we have

$$p(d) \leq \mathbb{P}(Q_1 > cd - Q_2 - X_2(0, d)) = \mathbb{P}(Q_1 + Q_2 > cd - X_2(0, d)).$$

Using (5), it is easily seen that the right-hand side is equivalent to the stated. \hfill \square

Class 1 can only experience a delay of $d$ if class 1 is continuously backlogged in the interval $(0, d]$. This implies that $B_1(0, d) \geq \phi_1 cd$, from which we deduce the following second upper bound.

Lemma 2.3 $p(d)$ is upper bounded by

$$\mathbb{P}\left( \exists x \geq 0, t \geq 0: \forall s \in [0, t] : \exists v \in [0, s] : \begin{array}{l}
X_1(-t, 0) + X_2(-t, 0) > x + ct + \phi_1 cd; \\
X_1(-s, -v) + X_2(-s, 0) \leq x + cs - \phi_1 cv.
\end{array} \right).$$

Proof: Since $B_1(0, d) \geq \phi_1 cd$, we have that $p(d) \leq \mathbb{P}(Q_1 > \phi_1 cd)$. In Section 3 of [10] it is shown that $\mathbb{P}(Q_1 > \phi_1 cd)$ is upper bounded by the stated. \hfill \square

Notice the similarity between the lower bound of Lemma 2.1 and the upper bound of Lemma 2.3.

3 Decay rate of the virtual delay probability

In this section we derive (bounds on) the decay rate of the virtual delay probability in case of Gaussian inputs. We consider a many-sources setting, where the link capacity is scaled proportionally to the number of sources. In the special case of Brownian inputs we obtain closed-form expressions.

3.1 Gaussian input traffic

Let class $i$ consist of a superposition of $n, n \in \mathbb{N}$, i.i.d. flows (or: sources), $i = 1, 2$; the analysis can easily be extended to the case of unequal number of sources, see Remark 2.2 in [10]. Let the service capacity be $nc$. A class-$i$ flow behaves as a Gaussian process with stationary increments $\{A_i(t), t \in \mathbb{R}\}$, with $A_i(t) \equiv 0$. Also, let the mean traffic rate and variance function of a single class-$i$ flow be denoted by $\mu_i > 0$ and $v_i(\cdot) : \mathbb{R}_+ \to \mathbb{R}_+$, respectively, $i = 1, 2$. This mean rate and variance curve fully characterize the probabilistic behavior of the flow $A_i(\cdot)$. To guarantee stability we assume that $\mu_1 + \mu_2 \leq c$. With $A_i(s, t) := A_i(t) - A_i(s)$ denoting the amount of traffic generated by a single flow of type $i$ in the interval $(s, t]$, $A_i(s, t)$ has a Normal distribution with $\mathbb{E} A_i(s, t) = \mu_i \cdot (t-s)$ and $\text{Var} A_i(s, t) = v_i(t-s)$; recall that the assumption of stationary increments entails that the law of $A_i(s, t)$ only depends on the length of the interval.
\((s, t)\). We also introduce the centered process \(\overline{A}_i(t) := A_i(t) - \mu_i t\); we write \(\overline{A}_{i,j}(t)\) when we refer to the \(j\)-th flow of class \(i, j = 1, \ldots, n\). It is well-known that the covariance function \(\Gamma_i(s, t)\) can be written as
\[
\Gamma_i(s, t) := \text{Cov} (A_i(s), A_i(t)) = \text{Cov} (\overline{A}_i(s), \overline{A}_i(t)) = \frac{1}{2} (v_i(s) + v_i(t) - v_i(t - s)),
\]
for all \(0 \leq s \leq t\). We impose the following (weak) assumptions on \(v_i(\cdot), i = 1, 2\).

**Assumption 3.1** For \(i = 1, 2\),

A1 \(v_i(\cdot) \in C_1([0, \infty))\).

A2 For some \(\alpha < 2\) it holds that \(v_i(t)/t^\alpha \to 0\), as \(t \to \infty\).

A3 \(v_i(\cdot)\) is non-decreasing.

### 3.2 Large deviations

In this subsection we recall two key large-deviations theorems, which are needed in the analysis of the next subsection.

**Theorem 3.2** Let \((X, Y) \sim \text{Norm}(0, \Sigma)\), for a non-degenerate 2-dimensional covariance-matrix \(\Sigma\). Then,
\[
(i) \quad \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq x \right) = \frac{1}{2} x^2 / (\Sigma_{11})^2;
(ii) \quad \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq x, \frac{1}{n} \sum_{i=1}^{n} Y_i \geq y \right) = \inf_{x \geq x} \inf_{b \geq y} \lambda(a, b),
\]
where \(\Lambda(a, b) := \frac{1}{2} (a \ b) \Sigma^{-1} (a \ b)^T\).

We continue with a brief description of the framework of Schilder’s sample-path LDP (see [2], and also Thm. 1.3.27 of [6] for a more detailed treatment). Then the path space is \(\Omega := \Omega_1 \times \Omega_2\), with
\[
\Omega_i := \left\{ \omega_i : \mathbb{R} \to \mathbb{R}, \text{continuous}, \omega_i(0) = 0, \lim_{t \to \infty} \frac{\omega_i(t)}{1 + t} = \lim_{t \to \infty} \frac{\omega_i(t)}{1 + \|t\|} = 0 \right\}.
\]

We note that in [1] it was pointed out that \(\overline{A}_i(\cdot)\) can be realized on \(\Omega_i, i = 1, 2\). Now one can construct a reproducing kernel Hilbert space \(R_i \subseteq \Omega_i\), consisting of elements that are roughly as smooth as the covariance function \(\Gamma_i(s, \cdot)\); for details, see [1, 6, 10]. Suppose that the \(\omega_i(\cdot)\) are linear combinations of covariance functions: \(\omega_i(\cdot) = \sum_{j=1}^{m_i} a_{ij} \Gamma_i(s_{ij}, \cdot)\), with \(a_{ij}, s_{ij} \in \mathbb{R}\), \(j = 1, \ldots, m_i, m_i \in \mathbb{N}\), \(i = 1, 2\). Then we can define the rate function:
\[
I(\omega) = I(\omega_1, \omega_2) := \frac{1}{2} \sum_{i=1}^{m_1} \sum_{j=1}^{m_1} a_{i1} a_{1j} \Gamma_1(s_{i1}, s_{1j}) + \frac{1}{2} \sum_{i=1}^{m_2} \sum_{j=1}^{m_2} a_{2i} a_{2j} \Gamma_2(s_{2i}, s_{2j});
\]
this definition can be extended to \(\omega(\cdot)\) in \(R := R_1 \times R_2\) that are no linear combinations of the covariance functions, see [1, 2, 6].
Theorem 3.3 [Schilder] For centered Gaussian inputs the following sample-path large deviations principle (LDP) holds, under Assumptions A1 and A2:

(a) For any closed set $F \subset \Omega$,

$$\limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} \sum_{j=1}^{n} A_{1,j}(\cdot), \frac{1}{n} \sum_{j=1}^{n} A_{2,j}(\cdot) \in F \right) \leq - \inf_{\omega \in F} I(\omega);$$

(b) For any open set $G \subset \Omega$,

$$\liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P} \left( \frac{1}{n} \sum_{j=1}^{n} A_{1,j}(\cdot), \frac{1}{n} \sum_{j=1}^{n} A_{2,j}(\cdot) \in G \right) \geq - \inf_{\omega \in G} I(\omega).$$

Remark: Theorem 3.3 shows that the LDP consists of an upper and lower bound, which apply to closed and open sets, respectively. It can be verified that in the present paper we have open sets $G$, that are such that

$$\inf_{\omega \in \overline{G}} I(\omega) = \inf_{\omega \in G} I(\omega),$$

where $\overline{G}$ is the closure of $G$. The way to prove this is to show that an arbitrarily chosen path in $\overline{G}$ can be approximated by a path in $G$. This proof is completely analogously to [13] and Appendix A of [9].

3.3 Decay rate

In this subsection we derive (bounds on) the decay rate corresponding to the virtual delay probability

$$p_n(d) := \mathbb{P}(Q_{1,n} > B_{1,n}(0,d)), \quad n \to \infty,$$

where $Q_{1,n} \equiv Q_{1,n}(0)$ is the steady-state class-1 queue length and $B_{1,n}(0,d)$ is the amount of service received in the interval $(0,d]$ by class 1, in a system with $n$ class-1 inputs, $i = 1, 2$, that has service capacity $nc$.

From Theorem 3.3 and the remark in Section 3.2, it follows that

$$J(d) := - \lim_{n \to \infty} \frac{1}{n} \log p_n(d) = \inf_{f \in L} I(f) = \inf_{f \in \overline{L}} I(f),$$

where the open (closed) set $L$ ($\overline{L}$) consists of all paths $(f_1, f_2)$ that give a delay larger (larger or equal) than $d$. The path in $L$ (and likewise in $\overline{L}$) that minimizes the decay rate, $f^* = (f_1^*, f_2^*)$, is also known as the so-called most probable path (MPP). Informally speaking, given that the rare event occurs, with overwhelming probability a delay of $d$ is achieved by a path ‘close to’ the MPP, cf. [1].

Recall that in Section 2 we derived bounds on $p(d)$. In this subsection we will exploit these bounds, to derive (lower bounds on) $J(d)$. Note that the decay rates of the upper (lower) bounds on $p(d)$ are lower (upper) bounds on $J(d)$ for all $\phi_2 \in [0, 1]$. 
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3.3.1 Class 2 in overload

We first focus on the regime $\phi_2 \in [0, \mu_2/c]$, i.e., class 2 in overload, and we derive an exact expression for the decay rate of $p_n(d)$. Recall that $B_1(d) \geq \phi_1 cd$ in order to have a delay of $d$. This yields

$$p_n(d) \leq \mathbb{P}(Q_{1,n} \geq n\phi_1 cd) \leq \mathbb{P}(Q_{1,n}^{\phi_1 \mu_2} \geq n\phi_1 cd),$$

where $Q_{1,n}^{\phi_1 \mu_2} \equiv Q_{1,n}^{\phi_1 \mu_2}(0)$ denotes the stationary workload of queue 1 if it is served in isolation at constant rate $\mu_2$.

Lemma 3.4 If $\phi_2 \in [0, \mu_2/c]$, then

$$J(d) = \inf_{t \geq 0} \frac{(\phi_1 cd + (\phi_1 c - \mu_1)t)^2}{2\mu_1(t)}.$$  \hspace{1cm} (10)

Let $t^*$ be optimizer in the above equation. Then, the MPP is given by

$$f^*_1(r) = \begin{cases} \mathbb{E}(A_1(r,0)|A_1(-t^*,0) = \phi_1 c(t^* + d)) & \text{for } r \leq 0; \\ \mathbb{E}(A_1(0,r)|A_1(-t^*,0) = \phi_1 c(t^* + d)) & \text{for } r > 0. \end{cases}$$

$$f^*_2(r) = \begin{cases} \mathbb{E}(A_2(0,r)|A_1(-t^*,0) = \phi_1 c(t^* + d)) & \text{for } r \leq 0; \\ \mathbb{E}(A_2(0,0)|A_1(-t^*,0) = \phi_1 c(t^* + d)) & \text{for } r > 0. \end{cases}$$ \hspace{1cm} (11)

Proof: The decay rate $J^L(d)$ of $\mathbb{P}(Q_{1,n}^{\phi_1 \mu_2} \geq n\phi_1 cd)$ in case $\phi_2 \in [0, \mu_2/c]$ is given in Theorem 6.1 of [10]. Note that because $\mathbb{P}(Q_{1,n}^{\phi_1 \mu_2} \geq n\phi_1 cd)$ is an upper bound on the delay probability, its decay rate $J^L(d)$ is a lower bound on $J(d)$. In addition, in Section 6 of [10] the authors also derived the MPP $\hat{f} = (\hat{f}_1, \hat{f}_2)$ corresponding to $J^L(d)$ using (9). The decay rate $J^L(d)$ is given by (10) and $\hat{f}$ is given by (11). What is left to show is that $J(d) = J^L(d)$ and $f^* = \hat{f}$.

Finding an upper bound $J^U(d)$ on $J(d)$ is a matter of computing the rate function (‘costs’) of a path in $L$, i.e., a path that produces a delay of at least $d$. Let $(Y_1, Y_2)$ be bivariate Normally distributed. Now, using that the random variable $(Y_1|Y_2 = y)$, for some $y \in \mathbb{R}$, is Normally distributed with mean

$$\mathbb{E}(Y_1|Y_2 = y) = \mathbb{E}Y_1 + \frac{\text{Cov}(Y_1, Y_2)}{\text{Var}Y_2}(y - \mathbb{E}Y_2),$$ \hspace{1cm} (12)

it can be verified that

$$\hat{f}_1(r) = \mu_1 r - \frac{(\phi_1 cd + (\phi_1 c - \mu_1)t^*)}{\gamma_1(t^*)} \Gamma_1(-r, t^*) \quad \text{for } r \in (-t^*, 0];$$

$$\hat{f}_2(r) = \mu_2 r \quad \text{for } r \in (-t^*, d].$$

This path is such that, at time 0, queue 1 has buffer content $\phi_1 cd$ (as $Q_1(-t^*) = 0$), and such that queue 2 continuously claims service rate $\phi_2 c$ in the interval $[0, d]$ (as $\mu_2 \geq \phi_2 c$), i.e., service rate $\phi_1 c$ is available for class 1 in the interval $[0, d]$. Hence, we conclude that path $f$ results in a delay of exactly $d$, i.e., $\hat{f} \in L$, implying that $f^* = \hat{f}$ and, using (9), $J^U = J^L = J(d)$. \hfill \square
3.3.2 Class 2 in underload

We now consider the regime \( \phi_2 \in (\mu_2/c, 1] \) and we derive the decay rate \( J(d) \). In the analysis below the following critical class 2 weight is of importance:

\[
\phi_2^F := \frac{\mu_2}{c} + \frac{v_2'(d - r^*) + v_2'(t^* + r^*)}{2(v_1(t^*) + v_2(t^* + d))} \left( 1 - \frac{\mu_1 + \mu_2}{c} \right) t^* + \left( 1 - \frac{\mu_2}{c} \right) d,
\]

where \( t^* \) is minimizer of

\[
\inf_{t \geq 0} \frac{(c(t + d) - \mu_1 t - \mu_2 (t + d))^2}{2v_1(t) + 2v_2(t + d)},
\]

and where \( r^* \) is maximizer of

\[
\sup_{r \in [-t^*, d]} v_2(d - r) + v_2(t^* + r).
\]

Note that \( \phi_2^F \geq \mu_2/c, \) as \( v'(\cdot) \geq 0 \) by Assumption A3, and possibly larger than 1. The next theorem presents the exact decay rate in case \( \phi_2 \in [\phi_2^F, 1] \) (if this interval is non-empty).

**Lemma 3.5** If \( \phi_2 \in [\phi_2^F, 1] \), then

\[
J(d) = \inf_{t \geq 0} \frac{(c(t + d) - \mu_1 t - \mu_2 (t + d))^2}{2v_1(t) + 2v_2(t + d)}.
\]

Let \( t^* \) be optimizer in the above equation. Then, the MPP is given by

\[
\begin{align*}
\hat{f}_1^*(r) &= \begin{cases} 
-\mathbb{E}A_1(r, 0)A_1(-t^*, 0) + A_2(-t^*, d) = c(t^* + d) & \text{for } r \leq 0; \\
\mathbb{E}A_1(0, r)A_1(-t^*, 0) + A_2(-t^*, d) = c(t^* + d) & \text{for } r > 0.
\end{cases} \\
\hat{f}_2^*(r) &= \begin{cases} 
-\mathbb{E}A_2(r, 0)A_1(-t^*, 0) + A_2(-t^*, d) = c(t^* + d) & \text{for } r \leq 0; \\
\mathbb{E}A_2(0, r)A_1(-t^*, 0) + A_2(-t^*, d) = c(t^* + d) & \text{for } r > 0.
\end{cases}
\end{align*}
\]

**Proof:** Lemma 2.2 gives an upper bound on the delay probability. The decay rate \( J^L(d) \) of this upper bound and the corresponding MPP \( \hat{f} \), the latter obtained by using (9), are well known (see for instance [1]), and given by (16) and (17), respectively. Below we show that \( J^L(d) = J(d) \), or equivalently, that \( \hat{f} \in L \) if \( [\phi_2^F, 1] \) (similarly to the proof of Lemma 3.4).

Using (12), it can be verified that

\[
\begin{align*}
\hat{f}_1(r) &= \mu_1 r - \frac{\Gamma_1(-r, t^*)}{v_1(t^*) + v_2(t^* + d)} (c(t^* + d) - \mu_1 t^* - \mu_2 (t^* + d)) & \text{for } r \in (-t^*, 0]; \\
\hat{f}_2(r) &= \mu_2 r - \frac{\Gamma_2(t^*, t^* + d)}{v_1(t^*) + v_2(t^* + d)} ((c - \mu_2)(t^* + d) - \mu_1 t^*) & \text{for } r \in (-t^*, d]; \\
g_2(r) := \frac{d\hat{f}_2(r)}{dr} &= \mu_2 + \frac{v_2'(d - r) + v_2'(t^* + r)}{2v_1(t^*) + 2v_2(t^* + d)} ((c - \mu_2)(t^* + d) - \mu_1 t^*),
\end{align*}
\]

i.e., \( g_2(\cdot) \) represents the input rate of the path \( \hat{f}_2 \), which is derived using (8). Note that \( -t^* \) denotes the beginning of the busy period of the total queue, i.e., \( Q_1(-t^*) = Q_2(-t^*) = 0 \). Hence,
if the input rate of class 2 is smaller than the guaranteed minimum rate \( \phi_2c \) for all \( r \in (-t^*, d] \), then clearly queue 2 is empty in the interval \((-t^*, d]\). Let

\[
    r^* := \arg \max_{r \in (-t^*, d]} g_2(r),
\]
i.e., \( r^* \) is maximizer of (15). Then queue 2 is empty in the interval \((-t^*, d]\) if \( \phi_2 \geq g_2(r^*)/c = \phi_2^F \). Now, note that the path \( \tilde{f} \) is such that

\[
    Q_1 + Q_2 = Q_1 = cd - \tilde{f}_2(d) = \int_0^d (c - g_2(r))dr,
\]
in case \( \phi_2 \in [\phi_2^F, 1] \). As class 2 only uses rate \( g_2(r) \leq \phi_2c \) in this case, this implies that rate \( c - g_2(r) \) is available for the first class, \( r \in (-t^*, d] \). It is not hard to see that, given

\[
    Q_1(0) = \int_0^d (c - g_2(r))dr
\]
and service rate \( c - g_2(r) \) for the first class, the experienced delay in steady state is exactly \( d \). This proves that \( \tilde{f} \in L \), i.e., \( f^* = \tilde{f} \) and \( J(d) = J^L(d) \). \( \square \)

We now focus on the remaining interval of weights: \( \phi_2 \in (\mu_2/c, \phi_2^F) \). We have not succeeded in finding the exact decay rate in this middle regime, but we present two lower bounds; it is noted that lower bounds on the decay rate, which correspond to upper bounds on the probability \( p_n(d) \), are usually of practical interest, as typically the network has to be designed such that \( p_n(d) \) is small.

Clearly, the decay rate of Lemma 3.5 is also a lower bound on \( J(d) \) in case \( \phi_2 \in (\mu_2/c, \phi_2^F) \), as it is independent of \( \phi_2 \) (see proof of Lemma 3.5). However, the corresponding path \( f^* \) is not necessarily contained in \( L \), and therefore it is not known whether the bound is tight.

We proceed by presenting a second lower bound on \( J(d) \).

**Lemma 3.6** \( J(d) \) is lower bounded by

\[
    \inf \inf \sup \inf \Lambda(z_1, z_2),
\]
where

\[
    \Lambda(z_1, z_2) := \frac{1}{2} \begin{pmatrix} z_1 - (\mu_1 + \mu_2)t \\ z_2 - (\mu_1 + \mu_2)s + \mu_2v \end{pmatrix}^T \begin{pmatrix} (v_1(t) + v_2(t)) & \Gamma_1(s, t) - \Gamma_1(v, t) + \Gamma_2(s, t) \\ \Gamma_1(s, t) - \Gamma_1(v, t) + \Gamma_2(s, t) & v_1(s - v) + v_2(s) \end{pmatrix}^{-1} \begin{pmatrix} z_1 - (\mu_1 + \mu_2)t \\ z_2 - (\mu_1 + \mu_2)s + \mu_2v \end{pmatrix}.
\]

**Proof:** Let the exact decay rate of the upper bound in Lemma 2.3 be denoted by \( J^L(d) \). Define the set of paths

\[
    S^{s,t,v,x} := \left\{ \tilde{f} \in \Omega \left| \begin{array}{l} -f_1(-t) - f_2(-t) \geq x + ct + \phi_1 cd; \\
         f_1(-v) - f_1(-s) - f_2(-s) \leq x + cs - \phi_1 cv \end{array} \right. \right\},
\]

where
\[ S := \bigcup_{x \geq 0} \bigcup_{t \geq 0} \bigcap_{s \in [0,t]} \bigcup_{v \in [0,s]} S^{*,t,v,x}, \]
and \( \overline{f}(t) = (\overline{f}_1(t), \overline{f}_2(t)) := (f_1(t) - \mu_1 t, f_2(t) - \mu_2 t) \) is the centered path. Then using Lemma 2.3 and ‘Schilder’ (recall that Schilder’s theorem relates to centered Gaussian inputs), we obtain that
\[
J(d) \geq \inf_{f \in S} I(\overline{f}) = J^L(d) \geq \inf_{x \geq 0} \sup_{t \geq 0} \inf_{s \in [0,t]} \inf_{v \in [0,s]} I(\overline{f}).
\]
The last inequality above was given in Theorem 4.1 of \cite{10}. We now focus on the calculation of \( \inf_{f \in S^{*,t,v,x}} I(\overline{f}) \) for fixed \( s, t, v \) and \( x \). Recognize that \( \Lambda(z_1, z_2) \) is the large-deviations rate function of the bivariate random variable \( (A_1(-t, 0) + A_2(-t, 0), A_1(-s, -v) + A_2(-s, 0)) \). Finally, using Theorem 3.2,
\[
\inf_{f \in S^{*,t,v,x}} I(\overline{f}) = \inf_{z_1 \geq x + ct + \phi_1 c d} \Lambda(z_1, z_2).
\]
This proves the stated. \( \square \)

The following theorem summarizes Lemmas 3.4-3.6.

**Theorem 3.7** Suppose that class-1 and class-2 sources are Gaussian inputs. Then, under Assumptions A1-A3,
\[
J(d) = \begin{cases} 
  (i) & \inf_{t \geq 0} \frac{(\phi_2 - \mu_2) t}{2 c_1(t)} & \text{for } \phi_2 \in [0, \mu_2/c]; \\
  (ii) & \inf_{t \geq 0} \frac{(c(t+d) - \mu_1 t - \mu_2 (t+d))^2}{2 c_1(t) + 2 c_2(t+d)} & \text{for } \phi_2 \in [\phi_2^E, 1], 
\end{cases}
\]
and
\[
(ii) \quad J(d) \geq \max \left\{ \inf_{t \geq 0} \frac{(c(t+d) - \mu_1 t - \mu_2 (t+d))^2}{2 c_1(t) + 2 c_2(t+d)}, \inf_{x \geq 0} \inf_{v \geq 0} \sup_{u \in [0,t]} \inf_{v \in [0,s]} \inf_{z_1 \geq x + ct + \phi_1 c d} \Lambda(z_1, z_2) \right\}
\]
for \( \phi_2 \in (\mu_2/c, \phi_2^E) \), where \( \Lambda(z_1, z_2) \) is as in Lemma 3.6.

### 3.4 Brownian inputs

For most Gaussian inputs that satisfy A1-A3 there does not exist a closed-form expression for (bounds on) the decay rates as presented in Theorem 3.7. In case of Brownian inputs, however, we can derive explicit expressions for (bounds on) the decay rate \( J(d) \). Brownian motions can be used to approximate weakly-dependent traffic streams as suggested by the celebrated Central Limit Theorem in functional form, see also \cite{8}. We let the variance functions be characterized through \( \nu_i(t) = \lambda_i t \), with \( \lambda_i > 0 \), \( i = 1, 2 \).

Straightforward calculus shows that (14) is minimized for
\[
t^* = \begin{cases} 
  d \left( \frac{c - \mu_2}{c - \mu_1 - \mu_2} - 2 \frac{\lambda_2}{\lambda_1 + \lambda_2} \right) & \text{if } \frac{\mu_2}{c} + \frac{2 \lambda_2}{\lambda_1 + \lambda_2} \left( 1 - \frac{\mu_1 + \mu_2}{c} \right) \leq 1; \\
  0 & \text{otherwise}.
\end{cases}
\]
Since \( \phi'_2(t) = \lambda_t \), we obtain from (13) that
\[
\phi^F_2 = \min \left\{ \frac{\mu_2}{c} + \frac{2\lambda_2}{\lambda_1 + \lambda_2} \left( 1 - \frac{\mu_1 + \mu_2}{c} \right), 1 \right\}
\]
The following theorem characterizes the decay rate \( J(d) \).

**Proposition 3.8** Suppose that class-1 and class-2 sources are Brownian inputs. Then,
\[
J(d) = \begin{cases} 
(1) & 2\phi_1 c d \frac{\phi_c - \mu_1}{\lambda_1} & \text{for } \phi_2 \in [0, \mu_2/c]; \\
(2) & 2d \left( \frac{\phi_1 (\phi_c - \mu_2)}{\lambda_1 + \lambda_2} \right) & \text{for } \phi_2 \in [\phi^F_2, 1],
\end{cases}
\]
and
\[
J(d) = \begin{cases} 
(1) & \frac{1}{2} d \left( \frac{\phi_1 c + (\phi_c - \mu_1) u^*)^2 + (\phi_2 c - \mu_2)^2 u^*}{\lambda_1 u^*} \right), \\
(2) & \frac{1}{2} d \left( \frac{\phi_1 c + (\phi_c - \mu_1) u^*)^2 + (\phi_2 c - \mu_2)^2 (u^* + 1)}{\lambda_2} \right),
\end{cases}
\]
for \( \phi_2 \in (\mu_2/c, \phi^F_2) \), with the ‘critical time scale’ \( u^* \) given by
\[
u^* := \frac{\phi_1 c}{\sqrt{(\phi_1 c - \mu_1)^2 + (\phi_2 c - \mu_2)^2 \lambda_1 \lambda_2}}.
\]

**Proof:** Straightforward calculus shows that the optimizer of Lemma 3.4 is
\[
t^* = \frac{\phi_1 c d}{\phi_1 c - \mu_1},
\]
from which we obtain (1). In Lemma 3.5 the optimizer is
\[
t^* = d \left( \frac{c - \mu_2}{c - \mu_1 - \mu_2} - \frac{\lambda_2}{\lambda_1 + \lambda_2} \right),
\]
which yields (2). The lower bound in (1) follows from Lemma 3.6, and was proved in Theorem 5.6 of [8]. The upper bound in (2) is a matter of calculating the costs of a path in \( L \). Consider the following path:
\[
f_1(r) = \begin{cases} 
-\mathbb{E}(A_1(r, 0) | A_1(-t^*, 0) = \phi_1 c (t^* + d)) & \text{for } r \leq 0; \\
\mathbb{E}(A_1(0, r) | A_1(-t^*, 0) = \phi_1 c (t^* + d)) & \text{for } r > 0.
\end{cases}
\]
\[
f_2(r) = \begin{cases} 
-\mathbb{E}(A_2(r, 0) | A_2(-t^*, d) = \phi_2 (t^* + d)) & \text{for } r \leq 0; \\
\mathbb{E}(A_2(0, r) | A_2(-t^*, d) = \phi_2 (t^* + d)) & \text{for } r > 0.
\end{cases}
\]
where \( t^* = u^* d \). Using (12), it can be verified that this path is such that class 1 produces traffic at constant rate \( \phi_1 c (t^* + d)/t^* > \phi_1 c \) in the interval \((-t^*, 0]\) and at constant rate \( \mu_1 \) elsewhere, whereas class 2 produces traffic at constant rate \( \phi_2 c \) in the interval \((-t^*, d] \) and at constant rate \( \mu_2 \) elsewhere. This obviously leads to \( Q_1(0) = \phi_1 c d \) (as \( Q_1(-t^*) = Q_2(-t^*) = 0 \)), and thus a delay of \( d \), as class 2 continuously claims its guaranteed rate in the interval \((-t^*, d] \). In case of standard Brownian inputs it is well-known that (9) can be rewritten as (Thm. 5.2.3 of [5])
\[
I(\omega) = \frac{1}{2} \int (\omega_1(t))^2 dt + \frac{1}{2} \int (\omega_2(t))^2 dt.
\]
Using (18), the decay rate associated with \( f \) is therefore given by \( I(\tilde{f}_1, \tilde{f}_2) \), with \( \tilde{f}_i(t) := (f_i(t) - \mu_i t)/\sqrt{\lambda_i}, i = 1, 2 \) (recall that (18) relates to standard Brownian inputs), which is equivalent to the desired expression. \( \Box \)
4 Conclusion

In this note we analyzed the delay in a two-class GPS system. We derived bounds on the probability that the virtual delay experienced by a packet (‘fluid molecule’) of a particular class exceeds some threshold. Assuming Gaussian input traffic, we applied Schilder’s sample-path large deviations theorem to calculate the logarithmic asymptotics of these bounds. We showed that for certain weights in the GPS system the bounds are tight. In the special case of Brownian inputs we obtained closed-form expressions.

Future research directions include the derivation of the decay rate of the joint overflow probability: $\mathbb{P}(Q_{1,n} > nb_1, Q_{2,n} > nb_2)$, in particular in case of Brownian inputs.
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