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We investigate the validity of the bootstrap method for the elementary 
symmetric polynomials S~k) = (Z)-11'1 < i «·· < i < n Xi ... X; of i.i.d. 
random variables X1 , ... ,Xn. For both fix~d and'incre~sing brder k, as 
n __, oo the cases where µ = EX1 f= 0, the nondegenerate case, and 
where µ = EX1 = 0, the degenerate case, are considered. 

Key Words and Phrases: bootstrap, resampling schemes, U-statistics, 
nondegenerate polynomials, degenerate polynomials. 

1 Introduction 

In the early days of bootstrap methodology the feeling existed that the bootstrap 
method which is now usually called the naive nonparametric bootstrap should work 
in most cases. Nowadays however we know that the range of validity of the naive 
bootstrap is rather restrictive, typically the standard bootstrap 'only' works when we 
are dealing with statistics which can be approximated by a sample mean. Hence the 
standard bootstrap works in any case for asymptotically normal statistics. It also 
works e.g. for statistics like the Kolmogorov-Smirnov statistic (cf. BICKEL and 
FREEDMAN, 1981). For other statistics the standard resampling from the empirical 
distribution has to be replaced by other resampling schemes. To stress the point, some 
people would say that 'every problem requires its own bootstrap method'. 
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The need for different bootstrap methods can even show up for one statistic. More 
specific, depending on the asymptotic framework and characteristics of the under
lying distribution, it can happen that different resampling methods are required to 
bootstrap a particular statistic. The statistic we have chosen to investigate is the 
elementary symmetric polynomial of order k. 

Let X1, ••• , Xn be independent and identically distributed random variables with 
common distribution function F and 

-oo < µ = EX1 < oo, 2 2 0 < u = u (X1) < oo. 

Let, for any 1 ::: k ::: n, 

1-:kl =(kn)-! """'"' x . .. . X. 
n ~ '1 zk 

l 5 i 1 < ··· < ik 5 n 

(1) 

and let 

F':_k)(x) = p n n - µ < x ( 
l/2(~k) k) ) 

n kµk-lu -
(2) 

for real x. The statistic (1) is called an elementary symmetric polynomial of order k. It 
is frequently used as a typical example of a U-statistic of order k. 

Let us review some asymptotic results. Asymptotic normality for U-statistics, with 
a fixed order k, has been first derived by HoEFFDING (1948). For elementary symmetric 
polynomials it means that, fork fixed andµ -::j:. 0, we have 

sup 1F,,kl(x) - <P(x)I --+ 0, as n --+ oo, (3) 
x 

where <P(x) denotes the standard normal distribution function. 
For distributions F with µ = 0 the U-statistic s<;-i is degenerate since it is readily 

seen that 

E(X1 ••• XklX;) = 0, i = 1, ... , n, 

whenever k ~ 2. The asymptotic distribution of degenerate U-statistics can be found 
in, e.g. RUBIN and VITALE (1980). Note that the limit distributions are no longer 
normal in the degenerate case (cf. also Theorem 4 of the present paper). 

Now consider the standard nonparametric, or naive, bootstrap introduced by 
EFRON (1979). Let Fn denote the empirical distribution function of the sample 
X 1, ••• , Xn from F Furthermore let .¥'r, ... , X~ denote a bootstrap resample of size n, 
i.e. given the values of X 1, ••• , Xn the random variables xr, ... , ~denote a sample 
of size n from the empirical distribution Fn. We approximate the distribution P;.kl(x) 
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of the normalized kth order elementary symmetric polynomial by its bootstrap 
counterpart F,,kl*(x), where 

(4) 

With Xn and Sn denoting the Sample mean and Sample standard deviation Of the 
original sample, and 

Here P~ refers to probability under Fn. For k fixed and µf. 0, we have bootstrap 
consistency (cf. BICKEL and FREEDMAN, 1981). 

sup 1F,.kJ* (x) - F,.k>(x)I --+ 0, almost surely. (5) 
x 

Similarly, for Studentized elementary symmetric polynomials, one approximates 

dk)(x) = p n _n - µ < x ( 
1;2(s<kJ k) ) 

n k~-lsn -

quite well by 

(6) 

where x~ and s= denote the sample mean and sample standard deviation of 
the bootstrap resample xr, ... , X=. For fixed order Studentized nondegenerate 
U-statistics Efron's bootstrap has been shown to work better than the classical 
normal approximation by HELMERS (1991 ). It is easy to check that this means that, for 
k fixed and µ f. 0, the asymptotic accuracy of the bootstrap approximation G~k)* to 
the exact cdf. G~k) is of order o(n- 112) a.s., as n --+ oo. 

The results above can be summarized by saying that Efron's bootstrap works well 
in the case of a fixed order nondegenerate elementary symmetric polynomial. In this 
paper we study two different ways of departing from the standard case. Firstly in 
Section 2 we investigate the case of increasing order nondegenerate elementary sym
metric polynomials. In Section 3 we investigate the case of fixed order degenerate 
elementary symmetric polynomials. In both cases we show that the bootstrap still 
works, up to a certain degree and with possible modification of the resampling 
scheme. 
©VVS,2000 
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2 Nondegenerate polynomials 

Suppose that we are in the case where µ does not vanish. For this case, the question 

how far the standard asymptotic normality, stated in (3), still holds if we allow k to 
increase with n, has been investigated in VAN Es and HELMERS (1988). It turns out that 

essentially we have to require k = o(n112) for the polynomials to remain asymp

totically normally distributed, with the standardization given by (2). The case where 

k"' an112, for some constant a > 0 serves as a border case. For results on the 
asymptotic distribution of the k-th root of the polynomials see SZEKELY (1975, 1982), 

HALASZ and SZEKELY (1976), MORI and SZEKELY (1982) and VAN Es (1986). 
Our first theorem states that Efron's bootstrap still works in cases where the order is 

allowed to increase, as long as asymptotic normality holds. 

THEOREM 1. The bootstrap works, i.e. 

sup 1.F,,kl* (x) - _F,,kl(x)I -+ 0, 
x 

holds almost surely, with the standard resampling scheme, provided k = o(n112). 

The rate of the bootstrap convergence in Theorem 1 is of faster order thank/ Jn, 
the order of the normal approximation error, as established in VAN Es and HELMERS 
(1988). More precisely: 

THEOREM 2. If µ = EX1 ::/: 0, 0 < o-2 = o-2(%1), EJX113 < oo, and k = o(n112 log-1 

n logz- 1 n), then as both k and n-+ oo, 

nl/2 pM pkl* 
ks~p I n (x) - n (x)I -+ 0, almost surely, 

where J!;,kl denotes the distribution function of n112(Snk) - µ)/(kµk-l a) and P,,kJ• is its 

bootstrap counterpart ( 4). 

A result, similar to Theorem 2 holds true for Studentized elementary symmetric 

polynomials. We have the following theorem: 

THEOREM 3. If the conditions of Theorem 2 are satisfied and, in addition, EiX1 14+e < oo, 

for some e > 0, then as both k and n-+ oo, 

n112 k k* 
Ts~p IG~ )(x) - G~ l (x)I -+ 0, almost surely, 

where G~k) denotes the distribution function of n112(Snk) - µ)/(kXt;,- 1sn) and G~k)• is its 

bootstrap counterpart ( 6). 

So, the bootstrap approximations P;,kJ* respectively G~k)* are asymptotically closer 

to P;,kl respectively G~k) than the normal approximation. 
Recent work by PUTTER and VAN ZwET (1998) strongly suggests that the (4 + e)th 

moment condition in Theorem 3 can be replaced by the weaker and more natural 
©VVS, 2000 



104 A. J. van Es, R. Helmers and M. Huskova 

assumption EIX1 i3+e < oo, for some a > 0. However, we will not pursue this matter 
here. 

EXAMPLE. Consider the special case where the Xi are drawn from a discrete distribu
tion concentrated on zero and one. Let p = P(Xi = 1) = I - P(Xi = 0), with 
O < p < I, and let En denote the number of ones in the sample. The symmetric 
polynomial of such X's can be expressed as the quotient of two binomial coefficients 

If k = o(n112) we have 

- n -+N 
nl/2 (p S:_k) _ ~ ) 'D 

k k-IJp(J - p) ' 

where N is a standard normal random variable. This confirms Theorem I in VAN Es 
and HELMERS (1988). A detailed proof can be found in VAN Es et al. (1997), an earlier 
version of this paper. It is readily seen that the naive bootstrap works in this case 
because the asymptotics are based on a sample average E11/n. 

Now assume k"' rm 112• Then we have (see VAN Es et al., 1997) 

where N is a standard normal random variable. In this case the naive bootstrap works 
because, again, the asymptotics are based on a sample average E11/n, i.e. withp~ equal 
to the fraction of ones in the sample, defining 

Jl,,kl(x) = P(p-k ~k):::; x), 

and 

we have uniformly in x, 

Jl,,kl(x)-+ H(x) and 11;,kl*(x)-+ H(x), almost surely, (7) 

where H(x) is the distribution function of 

{ ct(p(l - p))1;2 N 1 - P 2} 
exp - ---1:1. . 

p 2p 
©VVS, 2000 
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Let us now consider convergence in the 
have 

_..:_ ____ _: ___ ~ __ x + ! ) 

+1) 
i 

= 

and 

From it now follows that (5) also holds true, which means that the naive bootstrap 
also works in this situation. 

3 Degenerate polynomials 

If the order k is fixed then the limit distribution of is not normal anymore. It 
follows from the results of RUBIN and VITALE ( 1980), who the asymptotic 
distribution of symmetric statistics, that the limit distribution is by the following 
theorem: 

THEOREM 4. Let X1, ... , Xn be i.i.d. random variables 1dth :::ero mean and variance 
as n _.. x. we have 

sup jP(Snkl::: .nr(Snkl)) - P(.JkJ.Hk(Z)::: _.. 0 
x 

where Hk( . ) is the Hermite polynomial of order k and Z is a random variahle with a 
1V(O, I) distribution. 

The theorem says that S'nkl /a(Snkl) has the same limit distribution as 

r:-:k I 
...; ·. Z1 -l e ~ j)i ( 

(8) 

where Z has a N(O, 1) distribution and r * extends over all indices 0 "S}::: k such that 
(k - J)/2 is an integer. It can be checked by straightforward calculations that 

Since the form of the distribution is not explicitly known a bootstrap approx
imation of the distribution of S-nkl is really needed. 

VVS. ~OOO 
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It is known that in this case the usual bootstrap does not work for this situation (see 
BICKEL and FREEDMAN (1981) fork= 2 and ARCONES and GJNE: (1992) for general 
fixed k). The latter authors showed that if the bootstrap version s<;,kr of the statistic 
S;,k) is defined as 

the bootstrap works. It says that we should simply copy the original model, where the 
mean is zero, in the bootstrap world. 

Applying the results of ARCONES and G1NE (1992) to our situation we get the 
following result. 

THEOREM 5. Let the assumptions of Theorem 4 be satisfied. Then as n--+ oo we have 

almost surely, where s~ is the sample variance based on X1, ••• , X,,. Hence the Arcones
Gine bootstrap is consistent in estimating the distribution of s<;,k) /a(S;,k)). 

REMARK. The question is what the limit behavior of S;,kJ is, when k increases together 
with n in such a way that k = o(n112), and whether some resampling scheme works in 
this situation also. Let us assume additionally that E!Xii2+o is finite for some [J > 0. 
According to the Appendix in RUBIN and VITALE (1980), we have 

k)_(n)-1 (-l/-j1-···-jk 1 (" )h(n 2)h (" )A S,, - k L '}}2 /dk ., ., L:xi L:xi ··· :LX;' . 
+ . . . Ji·." ·ik· i=I i=l i=l 

(9) 

where l'+ denotes the summation over j 1, ... ·A such that iv= 0, 1, ... , k and 
l'~=l vjv = k. Now, using the Marcinkiewicz-Zygmund strong of large numbers we 
find that 

lL: 2 - (X. - 1) --+ 0, n I 
a.s. 

and 

n-k/(2+ol L IX/--+ 0, a.s., k = 3, 4, ... 

(This is valid even for k --+ oo. The reason is the following. Instead of treating 
n-k1<2+o) l'IXl it suffices to treat n-k1<2+0> l:'IX/ /{!Xii :::: n11<2+0l} and it can be easily 
checked that 

n-k/(2+o) L IX/ l{IX;I::: nl/(2+o)}:::: n -ko/(2+o) L 1x/o /{!Xii :::: nl/(2+o)} 
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for any 2 + b < k 0 S k s n.) Then we carefully treat all terms in (9) to find that only 
the terms withj1 + 2jz = kneed not be negligible. All other terms have no influence 
on the limit distribution. This means that s},kl(a(~~l))- 1 asymptotically has the same 
limit distribution as Tk (cf. (8)), even fork-+ oo. 

Further careful calculations show that the only influential terms are those with 
} 1 + 2}2 = k and dnl -/k, S}1 S dn2-/k,, where dn 1 and dn2 are arbitrary sequences of 
positive numbers such that dn 1 -+ 0 and dn2 -+ oo. Concerning the validity of the 
Arcones-Gine bootstrap under the above-mentioned stronger assumptions, Theorem 
5 remains true even for this situation. The reason is that if we replace the arguments 
based on the strong law of large numbers by the weak law of large numbers 
arguments everything goes through. 

4 Proofs 

PROOF OF THEOREM 1. We adapt the proof of Theorem 1 in VAN Es and HELMERS 
(1988) to the bootstrap world. The proof is based on the Hoeffding decomposition of 
elementary symmetric polynomials, as given by KARLIN and RINOTI (1982). For the 
bootstrap statistic sl-j:l* we have 

k 
,.,!k)* :;-,k ~ * * .)~ - .xn = L..., H,(X1, ... , Xn), (10) 

r=l 

where 

Next define 

r = 1, 2, ... , k - 1. 

This gives 

s2 
qr = ~(k - r)2 /((r + l)(n - r)), r = 1, 2, ... , k - 1. 

n 

Conditional on X 1, ••• , Xn, the summands of (10) are uncorrelated. Hence we find, 
given X1, ••• , Xn 

k 

a2c1;,kl*) = L a2(H,(X~, ... , x:)) 
r=l 

= a\H1 CI'i, ... , x:))(l + q1 + q1 q2 + · · · + q1 q2 .. · qk-1). 

(i;) vvs, 2000 
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Since on a set of probability one we have Sn -+ (j and xn -+ µ, by the assumption 
k = o(nl/2), with probability one we have, for fixed k and n and for n sufficiently large, 

k2 
q,<c-, r;::;:;l,2, ... ,k-1, 

rn 

for some constant c > 0. This implies 

k oo ( k2)r-l 1 C _ c(k2 /n) 
O:::: I>1 ···qr-1:::: L(r - l)! -;; - e - 1 = o(l), 

r=2 r=2 

almost surely, as n-+ oo, which shows that the linear term 

n 

s 1cxr, ... , X~) = kn- 1 x:- 1 2).x7- Xn) 
i=l 

is the dominant term in the expansion (10). The result now follows from the central 
limit theorem for triangular arrays. D 

PROOF OF THEOREM 2. It is proved in the appendix of VAN Es and HELMERS ( 1988) that 

P,,kl(x) = 4>(x) + ~n- 112 </>(x)(l - x2){a-3E(X1 - µ)3 + 3(k - l)0"µ- 1} 

+o(n~2) 
(11) 

uniformly in all real x. Here <P of course denotes the standard normal density. Note 
that there is no need for the usual requirement that Fis non-lattice, when k-+ oo, as 
n -+ oo. (However, if k is fixed, we must of course add the assumption that Fis non
lattice, in order to guarantee that our expansion is valid uniformly.) It is now easy to 
check that the argument leading to the expansion for F},,kl can be repeated to find that, 
quite similarly, also 

holds true almost surely. Here m3 of course denotes the sample third central moment 
n-1 z;7= 1 (X; - Xn) 3 of the original sample. Comparing (11) with (12) we easily 
conclude that, because almost surely Xn -+ µ, ~ -+ 0"2 , m3 -+ E(X1 - µ)3 by the 
strong law, the theorem is proved. D 
©VVS, 2000 
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PROOFOFTHEOREM 3. We only give an outline of the method of proof and omit further 

messy details. It can be proved by a slight adaptation of the proof given in MAESONO 

(1995) (cf. also HELMERS (1991) and VAN Es and HELMERS (1988)) that 

G~k)(x) = <P(x) + ~n-112 </J(x) 

x {(2x2 + l)a-3E(X1 - µ) 3 + 3(k - l)(x2 + l)aµ- 1} + o(~) 
nl/2 

(13) 

uniformly in all real x. The main new ingredient in the present proof is to verify that 

the Studentization we employ-whi_9h simply amounts to replacing the scaling factor 

kµk- 1 a by the plug-in estimate ki':,- 1 sn -will yield exactly the same Edgeworth 

expansion (cf. (13)) as Studentization by means of the delete-one-jackknife method, 

which is applied in HELMERS (1991) and MAESONO (1995). Combination of this fact 

with an argument like the one described in the appendix of VAN Es and HELMERS 

(1988) will then complete our proof. Similarly, one can also show that 

G~k)* (x) = <P(x) + ~n- 112<f>(x){(2x2 + l)s~3m3 + 3(k - l)(x2 + l)snk,;" 1} + o(n~12) 
(14) 

holds true almost surely. Comparing (13) with (14), we easily conclude that, because 
- 2 3 

almost surely Xn -+ µ, s~ -+ a , m3 -+ E(X1 - µ) by the strong law, the theorem is 

proved. D 
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