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ABSTRACT. Let $A \neq B$ be nonempty subsets of the group of integers modulo a
prime $p$. If $p \geq |A|+|B|-2$, then at least $|A|+|B|-2$ different residue classes can
be represented as $a+b$, where $a \in A$, $b \in B$ and $a \neq b$. This result complements
the solution of a problem of Erdős and Heilbronn obtained by Alon, Nathanson,
and Ruzsa.

1. The Result

For nonempty subsets $A, B$ of an abelian group $G$ define their restricted sumset
as

$$A \ast B = \{a+b \mid a \in A, b \in B, a \neq b\}.$$  

Concerning a conjecture of Erdős and Heilbronn [10, 11], in 1994 Dias da Silva
and Hamidoune [6] established the inequality

$$|A \ast A| \geq \min\{p, 2|A| - 3\}$$

via exterior algebra methods in the case when $G = \mathbb{Z}/p\mathbb{Z}$ is a cyclic group of
prime order. With an application of the polynomial method of Alon and Tarsi
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[4], Alon, Nathanson, and Ruzsa [2, 3] obtained the more comprehensive result
\begin{equation}
|A + B| \geq \min \{ p, |A| + |B| - 2 \}
\end{equation}
whenever $|A| \neq |B|$, which clearly implies the relation
\begin{equation}
|A + B| \geq \min \{ p, |A| + |B| - 3 \}
\end{equation}
in general. Some ramifications in elementary abelian $p$-groups have been explored
in a series of papers by Eliahou and Kervaire [7, 8, 9].

However, $|A + B| \geq |A| + |B| - 2$ holds in every torsion free abelian group
whenever $A \neq B$ (see e.g. [14]), thus (1) has been expected to be also valid in
$\mathbb{Z}/p\mathbb{Z}$ when $A \neq B$, but the existing methods do not work under the condition
$|A| = |B|, A \neq B$. The purpose of the present paper is to circumvent this
seemingly technical problem employing the Combinatorial Nullstellensatz of Alon
[1]. Thus we prove

**Theorem 1.** Let $A \neq B$ be nonempty subsets of the additive group of a field of
characteristic $p$. Then $|A + B| \geq \min \{ p, |A| + |B| - 2 \}$.

Coupled with the results of [15] this yields the following

**Corollary 2.** Let $A, B$ be nonempty subsets of the additive group of a field of
characteristic $p \geq |A| + |B| - 2$. Then $|A + B| \geq |A| + |B| - 2$, unless $A = B$ and
one of the following holds:

(i) $|A| = 2$ or $|A| = 3$;

(ii) $|A| = 4$, and $A = \{a, a + d, c, c + d\}$;

(iii) $|A| \geq 5$, and $A$ is an arithmetic progression.

2. **The Proof**

Denote the field of characteristic $p$ at issue by $F$. If $|A| + |B| - 2 > p$, then there
exist nonempty subsets $A' \subseteq A$ and $B' \subseteq B$ such that $|A| + |B| - 2 = p$ and
$A' \neq B'$. Since $A' + B' \subseteq A + B$, it is enough to prove Theorem 1 for the pair
$A', B'$. Thus we may assume that $p \geq |A| + |B| - 2$. The statement is obvious if
$p = 2$, we also assume that $p$ is an odd prime, or $p = \infty$.

If $A$ and $B$ are arbitrary nonempty subsets of $F$ with $p \geq |A| + |B| - 2$, then
$|A + B| \geq |A| + |B| - 3$. Indeed, if $|A| \neq |B|$, then in fact $|A + B| \geq |A| + |B| - 2$
as it was proven by Alon, Nathanson, and Ruzsa in [2], see Theorem 1 therein.
Although it is formally stated only for prime fields, the proof works in arbitrary fields, as they mention it at the end of the paper. If $|A| = |B| \geq 2$, then this applied for the sets $A$ and $B' = B \setminus \{b\}$ for any $b \in B$ gives

$$|A + B| \geq |A + B'| \geq |A| + |B'| - 2 = |A| + |B| - 3.$$  

If one of the sets has only one element, then the statement is obvious. Accordingly, we only have to prove the following version of Theorem 1.

**Theorem 3.** Let $A, B$ be subsets of a field $F$ of characteristic $p > 2$ such that $|A| = |B| = k \geq 2$ and $p \geq 2k - 1$. If $|A + B| = 2k - 3$, then $A = B$.

Assume that $A = \{a_1, a_2, \ldots, a_k\}$, $B = \{b_1, b_2, \ldots, b_k\}$, and put

$$C = A + B = \{c_1, c_2, \ldots, c_{2k-3}\}.$$  

The polynomial $f \in F[x, y]$ defined as

$$f(x, y) = (x - y) \prod_{i=1}^{2k-3} (x + y - c_i)$$

has the property that $f(a_i, b_j) = 0$ for any $1 \leq i, j \leq k$. Recall the Combinatorial Nullstellensatz of Alon [1]:

**Lemma 4.** Let $F$ be an arbitrary field and let $f = f(x_1, \ldots, x_k)$ be a polynomial in $F[x_1, \ldots, x_k]$. Let $S_1, \ldots, S_k$ be nonempty finite subsets of $F$ and define $g_i(x_i) = \prod_{s \in S_i} (x_i - s)$. If $f(s_1, s_2, \ldots, s_k) = 0$ for all $s_i \in S_i$, then there exist polynomials $h_1, h_2, \ldots, h_k \in F[x_1, \ldots, x_k]$ satisfying $\deg(h_i) \leq \deg(f) - \deg(g_i)$ such that $f = \sum_{i=1}^k h_i g_i$.

Accordingly, we introduce the polynomials

$$g(x) = \prod_{i=1}^k (x - a_i) = x^k - \alpha_1 x^{k-1} + \alpha_2 x^{k-2} - \ldots + (-1)^k \alpha_k$$

and

$$h(y) = \prod_{i=1}^k (y - b_i) = y^k - \beta_1 y^{k-1} + \beta_2 y^{k-2} - \ldots + (-1)^k \beta_k,$$

where $\alpha_i = \sigma_i(A)$ and $\beta_i = \sigma_i(B)$ are the elementary symmetric functions of $a_1, a_2, \ldots, a_k$ resp. $b_1, b_2, \ldots, b_k$. In view of Lemma 4, there exist polynomials $q, r \in F[x, y]$ of degree at most $k - 2$ such that

$$f(x, y) = q(x, y)g(x) - r(y, x)h(y).$$

Writing
\[ q(x, y) = \sum_{i=0}^{k-2} q_i(x, y), \quad r(x, y) = \sum_{i=0}^{k-2} r_i(x, y) \quad \text{and} \quad f_i(x, y) = (x - y)(x + y)^{i-1}, \]
where \( p_i, r_i, f_i \) are homogeneous polynomials of degree \( i \), with the additional notations \( \gamma_i = \sigma_i(C) \) (1 \( \leq \) \( i \) \( \leq \) 2\( k - 3 \)) and
\[ q_{-1} = q_{-2} = r_{-1} = r_{-2} = 0, \quad \alpha_0 = \beta_0 = \gamma_0 = 1, \]
Eq. (2) implies the following equations of homogeneous polynomials of degree \( 2k - 2 - t \) for every integer \( 0 \leq t \leq k \):
\[ (3) \quad (-1)^t \gamma_t f_{2k-2-t}(x, y) = \sum_{j=0}^{t} (-1)^{t-j} \{ \alpha_{t-j} q_{2k-2-j}(x, y)x^{k-t+j} \}
- \beta_{t-j} r_{2k-2-j}(y, x)y^{k-t+j} \}.
\]
Finally writing
\[ q_i(x, y) = \sum_{u+v=i} A_{uv} x^u y^v \quad \text{and} \quad r_i(x, y) = \sum_{u+v=i} B_{uv} x^u y^v \]
we find that the equations (3) encode certain relations between the coefficients \( A_{uv}, B_{uv} \) and the numbers \( \alpha_i, \beta_i, \gamma_i \). The careful study of these relations, after a technical elimination process that we postpone until the next section, results in the following

**Lemma 5.** For every integer \( 1 \leq t \leq k \), \( \alpha_t = \beta_t \) and \( u + v = k - 2 - t \) implies \( A_{uv} = B_{uv} \).

Consequently, \( q(z) = h(z) \). It means that \( a_1, a_2, \ldots, a_k \) and \( b_1, b_2, \ldots, b_k \) are the roots of the same polynomial of degree \( k \), hence \( A = B \) as claimed. It only remains to prove Lemma 5.

3. Details

For \( 1 \leq i \leq 2k - 3 \), let
\[ f_i(x, y) = (x - y)(x + y)^{i-1} = \sum_{u+v=i} C_{uv} x^u y^v. \]
Then \( C_{i,0} = 1, C_{0,i} = -1, \) and in case \( u, v \neq 0 \) we have
\[ C_{uv} = -C_{vu} = \binom{i-1}{u-1} - \binom{i-1}{u} = \frac{2u - i}{u} \frac{i-1}{u-1}. \]
Since \( i < p \), \( C_{uv} = 0 \) if and only if \( i \) is even and \( u = v = i/2 \). Consider \( C_{uv} + C_{u-1,v+1} \). If \( u = i \), then it is
\[
C_{i,0} + C_{i-1,1} = 1 + \frac{(i-1)}{(i-2)} = i - 1,
\]
a nonzero element in \( F \) if \( i > 1 \). Similarly in the case \( u = 1 \),
\[
C_{1,i-1} + C_{0,i} = 1 - i \neq 0.
\]
In general, if \( 2 \leq u \leq i - 1 \), then
\[
C_{uv} + C_{u-1,v+1} = \frac{2u - i}{u} \left( \frac{i - 1}{u - 1} \right) + \frac{2u - 2 - i}{u - 2} \left( \frac{i - 1}{u - 2} \right)
\]
\[
= \left\{ \frac{2u - i}{u} \cdot \frac{i - 1}{u - 1} + \frac{2u - 2 - i}{u - 2} \right\} \left( \frac{i - 1}{u - 2} \right)
\]
\[
= \frac{i}{u} \frac{(2v - 1) \left( \frac{i - 1}{u - 2} \right)}{(u - 1) \left( \frac{i - 1}{u - 2} \right)}
\]
Thus we proved:

**Claim 6.** If \( i > 1 \), then \( C_{uv} + C_{u-1,v+1} = 0 \) if and only if \( i - 2v - 1 = 0 \).

We prove Lemma 5 by induction on \( t \). Note that if \( t > k - 2 \), then by definition \( u + v = k - 2 - t \) implies \( A_{uv} = B_{uv} = 0 \). For the initial step, \( \alpha_0 = \beta_0 = 1 \) by definition. Let \( u + v = k - 2 \). To see that \( A_{uv} = B_{uv} \), consider Eq. (3) for \( t = 0 \). It reads as
\[
\sum_{u + v = 2k - 2} C_{uv} x^u y^v = \sum_{u + v = k - 2} A_{uv} x^{u+k} y^v - \sum_{u + v = k - 2} B_{uv} x^u y^v.
\]
It follows that
\[
B_{uv} = -C_{v,u+k} = C_{u+k,v} = A_{uv}.
\]
For complete induction, let \( 1 \leq t \leq k \), and suppose that Lemma 5 has been already proved for smaller values of \( t \). We start with the first statement. First we verify \( \alpha_t = \beta_t \) in the case when \( t \) is even, that is, \( t = 2s \) for some \( s \geq 1 \). We have \( k - s \geq k - 1 - (t - 1) \geq 0 \). Consider the coefficient of the term \( x^{k-1-s} y^{k-1-s} \) in Eq. (3). On the left hand side this coefficient is \((-1)^t (2k - 1_s) \alpha_{k-1-s, k-1-s} = 0 \). In the polynomial \( q_{k-2-j}(x, y) x^{k-t-j} \), the coefficient of \( x^{k-1-s} y^{k-1-s} \) is \( \alpha_{k-1-s, k-1-s} \) if \( j \leq s - 1 \) and 0 otherwise. Similarly, in \( r_{k-2-j}(y, x) y^{k-t-j} \), the coefficient of the same term is \( B_{k-1-s} \) if \( j \leq s - 1 \) and 0 otherwise. Thus Eq. (3) implies
\[
\sum_{j=0}^{s-1} (-1)^{t-j} \left\{ \alpha_{t-j} A_{s-1-j, k-1-s} - \beta_{t-j} B_{s-1-j, k-1-s} \right\} = 0.
\]
Since \((s - 1 - j) + (k - 1 - s) = k - 2 - j\) and \(s < 1 < t\), based on the induction hypothesis we have \(A_{s-1-j,k-1-s} = B_{s-1-j,k-1-s}\) and \(\alpha_{t-j} = \beta_{t-j}\) for every \(1 \leq j \leq s - 1\). The summation can thus be reduced to the first term and we obtain

\[
\alpha_tA_{s-1,k-1-s} - \beta_tB_{s-1,k-1-s} = 0.
\]

Here \((s - 1) + (k - 1 - s) = k - 2\), and in view of Eq. (4)

\[
A_{s-1,k-1-s} = B_{s-1,k-1-s} = C_{s-1+k,k-1-s} \neq 0,
\]

since \(s - 1 + k \neq k - 1 - s\), given that \(s \geq 1\). It follows that \(\alpha_t = \beta_t\).

If \(t\) is odd, that is, \(t = 2s + 1\) with some \(s \geq 0\), then in Eq. (3) we consider the sum of the coefficients of the terms \(x^{k-1-s}y^{k-2-s}\) and \(x^{k-2-s}y^{k-1-s}\). (Note that \(k-2-s \geq k-2-(t-2) \geq 0\), unless \(k = t = 1\), which is excluded by \(k \geq 2\).) On the left hand side it is

\[
(-1)^j \gamma(t) (C_{k-1-s,k-2-s} + C_{k-2-s,k-1-s}) = 0.
\]

Therefore Eq. (3) implies

\[
0 = \sum_{j=0}^{s} (-1)^{t-j} \alpha_t \cdot A_{s-j,k-2-s} + \sum_{j=0}^{s-1} (-1)^{t-j} \alpha_t \cdot A_{s-1-j,k-1-s} - \sum_{j=0}^{s-1} (-1)^{t-j} \beta_t \cdot B_{s-j,k-2-s} - \sum_{j=0}^{s-1} (-1)^{t-j} \beta_t \cdot B_{s-1-j,k-1-s}.
\]

Since \((s-j)+(k-2-s) = (s-1-j)+(k-1-s) = k-2-j\) and \(s < t\), the induction hypothesis once again allows us to reduce the above equation to

\[
0 = (-1)^t \alpha_t A_{s,k-2-s} + (-1)^t \alpha_t A_{s-1,k-1-s} - (-1)^t \beta_t B_{s,k-2-s} - (-1)^t \beta_t B_{s-1,k-1-s}.
\]

In view of Eq. (4) this equation can be rewritten as

\[
(\alpha_t - \beta_t)(C_{s+k,k-2-s} + C_{s-1+k,k-1-s}) = 0.
\]

Since \((2k-2) - 2(k-2-s) - 1 = 2s+1 = t\) is not zero in \(F\), in view of Claim 6 it follows that the second term is not zero, and we conclude that \(\alpha_t - \beta_t = 0\), \(\alpha_t = \beta_t\).

It remains to verify the second statement of the lemma under the additional assumption that the first statement has been already verified. Accordingly, we assume \(t \leq k-2\), \(\alpha_t = \beta_t\), and let \(u + v = k - 2 - t\). On the left hand side of Eq. (3), the coefficient of \(x^{u+k}y^v\) is \((-1)^j \gamma(t) C_{u+k,v}\). If \(0 \leq j \leq t\), then
v \leq k - 2 - t < k - t + j$, thus in $r_{k-2-j}(y, x) y^{k-t+j}$ the coefficient of $x^{u+k} y^v$ is 0. Therefore on the right hand side of Eq. (3), the coefficient of $x^{u+k} y^v$ is

\[
\sum_{j=0}^{t} (-1)^{t-j} \alpha_{t-j} A_{t-j+u, v}.
\]

Consequently, Eq. (3) implies

\[
\sum_{j=0}^{t} (-1)^{t-j} \alpha_{t-j} A_{t-j+u, v} = (-1)^{t} \gamma_{t} C_{u+k, v}.
\]

Looking at the coefficient of $x^v y^{u+k}$ the same way we obtain

\[
- \sum_{j=0}^{t} (-1)^{t-j} \beta_{t-j} B_{t-j+u, v} = (-1)^{t} \gamma_{t} C_{v, u+k}.
\]

Since $C_{v, u+k} = -C_{u+k, v}$, it follows that

\[
\sum_{j=0}^{t} (-1)^{t-j} \alpha_{t-j} A_{t-j+u, v} = \sum_{j=0}^{t} (-1)^{t-j} \beta_{t-j} B_{t-j+u, v}.
\]

Because $(t - j + u) + v = k - 2 - j$, the induction hypothesis implies $A_{t-j+u, v} = B_{t-u+j, v}$ for $0 \leq j < t$. We have furthermore assumed $\alpha_{t-j} = \beta_{t-j}$ for all $0 \leq j \leq t$, therefore the above equality can be reduced to

\[
(-1)^{t} \alpha_{t-u} A_{t-u+u, v} = (-1)^{t} \beta_{t-u} B_{t-u+u, v}.
\]

Since $\alpha_0 = \beta_0 = 1$, we obtain $A_{uv} = B_{uv}$.

4. Remarks

The strategy of the above proof is very similar to that of the inverse theorem contained in our previous work [15], and in fact the technical details are much more simple. In retrospect, the present paper should have preceded [15], but at that time it seemed very complicated to handle the restricted sumset of two different sets using the Combinatorial Nullstellensatz.

For any nontrivial group $G$, let $p(G)$ denote the order of the smallest nontrivial subgroup in $G$. In [12, 13] we extended the result of Dias da Silva and Hamidoune proving that

\[
|A \times A| \geq \min \{p(G), 2|A| - 3\}
\]
holds in any abelian group $G$. Further developing this technique and the method of group extensions introduced in [16], Balister and Wheeler [3] established

$$|A+B| \geq \min\{p(G), |A| + |B| - 3\}$$

in every group. It is quite plausible, that Theorem 1 and Corollary 2 can also be generalized in the same spirit.
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