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·-!.,,r~kcr, Stichting Mathcmati sch Centnnn, Amsterdam : 

naraineter esbmation in i1,itia.l val~roblcms '.'. 

r recogni;~on of the underlying methoJology is a prerequisit~ for the 

r estin~tion of parameters in scientific reodels. The notions of consis

and uniqueness can be instrumental in this respect. Hhen experimental 

are analysed, in advance a mod~l of the system under investigation has 

kno'im only with a finite number of degrees of freedom. Now a mo<lel is 

consistent with respect to a set of experimental data if no discrepancy 

s between data and model. In general a model will be consistent for 

subset of the a priori allowed parameter set . A 

is unique if all pararr:.eters are dcten:!ined by the data, such that there 

left in the ~cdel. It is f anda;""lental that one never can proo/e.... 

the corr~ne. Hm;~v~r there is the possibility to rej ect 

correct operational model ( i.e . a model which is 

and unique) it should be possible to predict future behaviour . 

in this light it is c l ear that not only estimates of the para

havc to be de t ermined, but also estimates of t heir rel iability. 

of a set of parameters is reduced to the solution of a 

i near least squares problem as follows. Let be given a s e t of 

r i mental data {(t. , y.)} - y. represents the result of a measurement on 
J. J. J. 

- component of) y a t t i me t. -, and let the model be given by the initial 
l. 

y '( t,p) = 
y(O,p) 

f (t ,y,p) ' 

= Yo(p) • 

(1) 

estimate of the paramet er (vector) p is cons i dered that value of p 
.. . wi.n1m1zes 

S(p) =I (y(t . ,p)-y.)
2

=llY(p) 11
2

• 
1 ). 

ninimization is performed by Marquardt's method . 

method requires values of ay(t,p)/ap, which are obtained by solving 

additional set of differential equatio~s 

f ( t,y,p) + f (t,y,p) 
p y 

( 2 ) 



one-way coupling b·::':ween the n0nlinear I.V.P. (1) and this linear set 
differential equations (~) is C.;{ploited by the use of i tiplici t linear 

ltistep methods (Adams-Moulton or Gear's stiffly stable methods , cf. [ J ]) . 

quardt's method is realized by means of the singular value decomposition 
the Jacobian matrizen J = oy(t.,p)/op; [cf. 2,3]. With J = U A VT the i 

process becomes 

;>.. = ;>..(n) > O. 

estimates can be obtained in ::he usual way (i.e. from steady states 
from raw estimates of derivativts) or by combining the parameter estimation 

multiple shooting. 

e singular values '' and the corresponding colunmvectors of V (eigenvectors 
JTJ) yield important information about correlations between the different 

rarncters. These matrices, tog~ther with the vector of residuals Y(p), enable 
to a certain extend to judge of the consistency, uniqueness and accuracy of 

e parameters determined. 
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