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Abstract. In this paper we study the convergence of a multi-
grid method for the solution of a two-dimensional linear
second order elliptic equation, discretized by discontinuous
Galerkin (DG) methods. For the Baumann–Oden and for the
symmetric DG method, we give a detailed analysis of the con-
vergence for cell- and point-wise block-relaxation strategies.

We show that, for a suitably constructed two-dimensional
polynomial basis, point-wise block partitioning gives much
better results than the classical cell-wise partitioning. Inde-
pendent of the mesh size, for Poisson’s equation, simple MG
cycles with block-Gauss–Seidel or symmetric block-Gauss–
Seidel smoothing, yield a convergence rate of 0.4–0.6 per
iteration sweep for both DG-methods studied.

1 Introduction

In this paper we describe and analyze a multigrid method
for the solution of discrete systems arising from discontin-
uous Galerkin (DG) discretization. Since recent work by
Baumann–Oden [13], discontinuous Galerkin discretization
has become more popular for discretization of elliptic
problems, in particular for application in hp-adaptive solvers.
Originally, DG methods, based on constrained optimiza-
tion [6, 11, 12], suffered from stability problems inherent
in the saddle-point character of the Lagrange multiplier
formulation. In [2, 14] these problems were overcome by
introducing a penalization of the discontinuity that stabilizes
the scheme. The method by Baumann–Oden modifies
the saddle-point character of the problem and results in
a definite (but asymmetric) discretization for the Poisson
problem. Because the diffusion part is often combined with
a convection term, the asymmetry is generally not considered
as a disadvantage in practice. For a comprehensive survey of
recent variants of DG methods and their properties we refer
to [3].

In the present analysis we restrict ourselves to the
Baumann–Oden and the symmetric DG method. Looking
for an optimal efficient solution procedure that can also be

applied conveniently in an hp-adaptive context, we are led
to the solution of DG discretization by a multigrid (MG)
technique. To our knowledge, the first paper on multigrid
in combination with DG was [7], who give an abstract
convergence theorem for the symmetric case along the
lines of [5]. In [4] the use of MG with DG for application
in groundwater flow by means of ILU-decomposition is
mentioned. However, no analysis was given.

In the present paper we analyze not only the symmet-
ric but also the Baumann–Oden discretization for the two-
dimensional Poisson equation and we derive two-level con-
vergence rates by local mode Fourier analysis. An analysis
for the one-dimensional case was given in [9, 10]. In this pa-
per we show that multigrid can be a an O(N) solver indeed,
provided that the right block-relaxation methods are used.
The block-relaxation should not be based on grouping the de-
grees of freedom according to their cells, but – for a suitably
selected polynomial base – on a grouping of degrees of free-
dom that can be associated with cell vertices. Both for the
Baumann–Oden and for the symmetric DG method, this strat-
egy leads to an efficient MG method.

For the treatment of solution methods for systems aris-
ing from DG discretization of arbitrary high order, it is
sufficient to study the fourth-order case, where the solu-
tion is approximated by cubics. With tensor-product piece-
wise cubics on each rectangular cell, the trace of a func-
tion and its normal derivative can be approximated suffi-
ciently well on each cell boundary segment to determine the
fourth order discrete DG operator. All additional accuracy
can be obtained by corrections on a hierarchical basis, that
have vanishing values and normal derivatives at cell edges.
This implies that all additional accuracy can be achieved
by local bubble functions only, that have no contribution
to cell interaction. Hence, these additional degrees of free-
dom are completely restricted to cell interiors and can be
solved by a combination of static condensation and defect
correction iteration. This is the motivation why we study
here only the cubic case, and why we introduce the ba-
sis (6), or a variant (see also [10]) with the Jacobi polynomials
P(4,4)

n (x), that satisfy an L2-orthogonality condition on the
cell interior [1, p.774].
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The outline of this paper is as follows. First, in Sect. 2,
we describe the variational form of the PDE that is the basis
for our DG discretizations and we describe the discretiza-
tion stencils that occur for the discretization of the Poisson
equation. As a preparation for the MG-method we also de-
scribe the stencils for the grid-transfer-operators. In Sect. 3
we treat the Fourier analysis tools used for the systems of grid
functions that correspond with DG discretization with piece-
wise cubics. In Sect. 4 we first treat the smoothing analysis.
We show that block-relaxation is stable on a reduced basis of
cubic polynomials, whereas the straightforward tensor prod-
uct representation is not. In Sect. 5 we treat the two-level
analysis and we compute optimal damping parameters for the
smoothing, and the spectral radii for the two-level methods,
with block-Jacobi, block-Gauss–Seidel or symmetric block-
Gauss–Seidel relaxation.

In the last section we show by a numerical example that
the actual convergence rates correspond very well with those
derived by Fourier analysis. Both for the Baumann–Oden
and for the symmetric DG method, this strategy leads to an
h-independent convergence rate of at least 0.4–0.6 per two-
level cycle.

2 The discontinuous Galerkin discretization

2.1 The weak form of the discontinuous Galerkin method

In order to describe the two-dimensional discretization
methods studied in this paper, we first give a special weak
formulation of the equation. This formulation is used for
the family of Discontinuous Galerkin (DG) discretization
methods applied to elliptic problems [3, 10]. To continue,
we consider Poisson’s equation on a unit cube Ω ⊂ Rd ,
partly with Neumann and partly with Dirichlet boundary
conditions:

−∆u = f on Ω ,

where u = u0 on ΓD and n · ∇u = g on ΓN . Further we
have ΓD ∩ΓN = ∅ and Γ D ∪Γ N = ∂Ω. The variational form
of this equation, for the different DG-methods reads: Find
u ∈ H1(Ωh) such that:

B(u, v) = L(v) ∀v ∈ H1(Ωh) , (1)

where the bilinear form B(u, v) is defined by,

B(u, v) =
∑

Ωe∈Ωh

∫
Ωe

∇u ·∇vdx −
∫

Γint∪ΓD

〈∇u〉 · [v] ds

+σ

∫
Γint∪ΓD

〈∇v〉 · [u] ds +µ

∫
Γint∪ΓD

[u] · [v] ds , (2)

and the functional L(v) by,

L(v) =
∑

Ωe∈Ωh

∫
Ωe

fv dx +σ

∫
ΓD

〈∇v〉 · [u0] ds +
∫
ΓN

gv ds .

For non-negative integer k, the space Hk(Ωh) is the broken
Sobolev space [13] on the partitioning Ωh of the domain Ω,

Ωh = {
Ωe

∣∣ ∪e Ωe = Ω, Ωi ∩Ωj = ∅, i 
= j
}
.

The interior boundaries are denoted by Γint = ∪e ∂Ωe \ ∂Ω.
The penalty parameter µ and method parameter σ determine
possible different discretizations [3] : σ = 1 gives Bauman-
n’s method (or NIPG if µ > 0), σ = −1 gives the symmetric
DG (IP-DG for µ > 0). For a scalar function w(x), the jump
operator [ · ] and the average operator <·> are defined at the
common interface1 between two cells Γi, j = Ωi ∪Ω j , by

[w(x)] = w(x)|∂Ωi ni +w(x)|∂Ωj nj ,

〈w(x)〉 = 1

2

(
w(x)|∂Ωi +w(x)|∂Ωj

)
, (3)

for x ∈ Γi, j . Here ni is the unit outward pointing normal for
cell Ωi . For a vector valued function, τ(x), we define

[τ(x)] = τ(x)|∂Ωi ·ni + τ(x)|∂Ωj ·nj ,

〈τ(x)〉 = 1

2

(
τ(x)|∂Ωi + τ(x)|∂Ωj

)
. (4)

2.2 The discrete formulation in tensor product form

The next step is to define the finite dimensional test and trial
function spaces, Sh, Vh ⊂ H1(Ωh) in order to derive a dis-
crete version of the weak formulation (1). To simplify the an-
alysis we restrict ourselves to the two-dimensional Poisson’s
equation on a regular uniform partitioning. The treatment of
the three-dimensional equation is analogous, but less conve-
nient considering the notation.

Taking the same space for the test and trial functions
(Sh = Vh), we have: find uh ∈ Sh such that,

B(uh, vh) = L(vh) , ∀vh ∈ Sh . (5)

We take for the finite dimensional trial and test space Sh ⊂
H1(Ωh) the space of piecewise polynomials of degree less
than 2p in each of the coordinate directions on the partition-
ing Ωh :

Sh = {
φi,e ∈ P2p−1(Ωe), Ωe ∈ Ωh

}
,

and, as motivated in [10], we further provide Sh with a tensor
product basis of polynomials, defined on the unit interval by

φ2n+k(t) = tn+k(1 − t)n+1−k , n = 0, 1, · · · , p −1; k = 0, 1.
(6)

Thus, on the unit square, Ω̂ ⊂ R2, we use a basis of tensor-
product polynomials based on (6). A basis for P2p−1(Ωe)

is obtained by the usual affine mapping Ω̂ → Ωe. Hence, on
a regular rectangular grid Ωh with cells Ωe of size hx ×hy the
approximate solution reads:

uh(x, y) =
∑

1≤e≤N

∑
0≤i, j<2p

ce,i, j φi

(
x − xe

hx

)
φj

(
y − ye

hy

)

≡
∑

1≤e≤N

∑
0≤i, j<2p

ce,i, j φe,i(ξ)φe, j(η) . (7)

1 At a Dirichlet boundary the interface with a virtual (flat, exterior) adja-
cent cell, containing only the Dirichlet data, is used.
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After substitution of (7) into (5), and because of the tensor
product structure of our basis, we can express the discrete sys-
tem Lhuh = fh in explicit form as:

∑
1≤e≤N

∑
0≤i, j<2p

ce,i, j


 1

hx

1∫
0

φ′
e,iφ

′
e,ĩ

dξ

− 1

hx

〈∇φe,i
〉 · [φe,ĩ

] |Γint∪ΓD +σ
1

hx

[
φe,i
] · 〈∇φe,ĩ

〉 |Γint∪ΓD

+ µ
[
φe,i
] · [φe,ĩ

] |Γint∪ΓD

 hy

1∫
0

φe, jφe, j̃ dη

+ hx

1∫
0

φe,iφe,ĩdξ

 1

hy

1∫
0

φ′
e, jφ

′
e, j̃

dη

− 1

hy

〈∇φe, j
〉 · [φe, j̃

] |Γint∪ΓD

+ σ
1

hy

[
φe, j

] · 〈∇φe, j̃

〉 |Γint∪ΓD

+ µ
[
φe, j

] · [φe, j̃

] |Γint∪ΓD


=
∑

1≤e≤N

∑
0≤i, j<2p

∫
Ωe

f(x, y)φ ĩ

(
x − xe

hx

)
φ j̃

(
y − ye

hy

)
dΩe

+ σ

∫
ΓD

〈
∇
(

φ ĩ

(
x − xe

hx

)
φ j̃

(
y − ye

hy

))〉
· [u0] ds

+ µ

∫
ΓD

[u0] ·
[
φ ĩ

(
x − xe

hx

)
φ j̃

(
y − ye

hy

)]
ds

+
∫
ΓN

gφ ĩ

(
x − xe

hx

)
φ j̃

(
y − ye

hy

)
ds , ∀ĩ, j̃ . (8)

We see that the left-hand side of (8) is an extension of a one-
dimensional stiffness and mass matrix. If we define

M = (
Me,i,ĩ

)= hx

1∫
0

φe,iφe,ĩdξ ,

and

S = (
Se,i,ĩ

)= 1

hx

1∫
0

φ′
e,iφ

′
e,ĩ

dξ − 1

hx

〈∇φe,i
〉 · [φe,ĩ

] |Γint∪ΓD

+ σ
1

hx

[
φe,i
] · 〈∇φe,ĩ

〉 |Γint∪ΓD

+ µ
[
φe,i
] · [φe,ĩ

] |Γint∪ΓD ,

we may write:

Lhuh =
∑

1 ≤ e ≤ N
0 ≤ i, j < 2p

ce,i, j
(
Se,i,ĩ Me, j, j̃ + Me,i,ĩ Se, j, j̃

)
,

∀ĩ, j̃ .

Or briefly, in tensor product notation we have:

Lhuh =
∑

1 ≤ e ≤ N
0 ≤ i, j < 2p

ce,i, j (S⊗ M+ M⊗ S)e,i,ĩ, j, j̃ ,

∀ĩ, j̃ . (9)

In our one-dimensional analysis [9, 10] we explained that
if we associate the first four polynomials of basis (6) with
function values and corrections on derivatives at the cell cor-
ners, the discrete system can be partitioned in point-wise
blocks, each of which can be associated with a nodal point
of a cell. We showed by Fourier analysis, that the relaxation
methods (damped block-Gauss–Seidel (DGS) and damped
block Jacobi (JOR)), based on that partitioning, show better
smoothing properties than the classical cell-wise partition-
ing. We further emphasized that higher order polynomials
can be introduced as genuine bubble functions. They cor-
respond to interior cell corrections only. So, if we are in-
terested in fast convergence of the discrete system the co-
efficients of these bubble functions are of less importance.
They can be eliminated by static condensation or dealt with
by defect correction. So, in this two-dimensional analysis,
we again restrict ourselves to the case p = 2 and we distin-
guish between cell-wise and point-wise stencils of the dis-
crete system.

2.3 Implementational details

A slightly better alternative basis than (6), but still satisfying
our purposes, is defined on [−1,+1] as follows. We take
the first four basis functions as in (6), i.e., the functions
(x −1)p(x +1)q, with (p, q) = (1, 0), (0, 1), (2, 1), (1, 2),
but for the higher order contributions we take (x − 1)2

×(x +1)2 P(4,4)
n (x), with n = 0, 1, · · · , and P(4,4)

n the Jacobi
polynomials (see [1, p.774]). The first four basis functions
are essential for our purpose, because they represent function
values and first derivatives at the cell boundaries. The higher
order polynomials, constructed by means of the Jacobi
polynomials, satisfy the useful L2-orthogonality property.
In addition to the orthogonality, this new basis relieves the
restriction to odd degree k for k > 4.

Notice that for higher order accuracy not all tensor prod-
uct basis functions have to be included. Higher order cross-
products of total degree higher than 2p −1 can be neglected.
This gives a significant reduction of computational work, viz.,
in two dimensions asymptotically a factor 2, in three dimen-
sions a factor 6.

2.4 The two-dimensional cell-wise and point-wise stencil

Whereas for the one-dimensional discrete system the point-
wise and the cell-wise stencils are both three-point block
stencils, this is not the case for the two dimensional discrete
system described above. To see this, consider (8) and (9). If
we order the equations and coefficients of the stiffness and
mass matrices cell-wise over the two coordinate directions
([φe,0(.), φe,2(.), φe,3(.), φe,1(.)]), we have the following sten-
cil contributions:
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SC
L =



−1

2
0 −1

2

1 −σ

2
−hµ

0 0 0
1

2
σ

0 0 0 0

0 0 0
1

2
σ


,

SC
C =



1 +σ

2
+hµ

1

2
0

−1 −σ

2

−1

2
σ

2

15

1

30
0

0
1

30

2

15
−1

2
σ

−1 −σ

2
0

1

2

1 +σ

2
+hµ


,

SC
R =



1

2
σ 0 0 0

0 0 0 0
1

2
σ 0 0 0

1 −σ

2
−hµ −1

2
0 −1

2


,

MC
C =



1

3

1

20

1

30

1

6
1

20

1

105

1

140

1

30
1

30

1

140

1

105

1

20
1

6

1

30

1

20

1

3


,

where the superscript ‘C’ denotes ‘cell-wise’ and the sub-
script ‘L’,‘C’,‘R’, respectively ‘left’, ‘center’ and ‘right’. If
we now, with the notation of (9), write:

LC
· · = (

SC
· ⊗ MC

· + MC
· ⊗ SC

·
)

i,ĩ, j, j̃ , (10)

i, ĩ, j, j̃ ∈ {1, 2, .., 4} ,

the result is a five-points block stencil, with for each block
a 16 ×16 matrix. We denote the stencil by:

Lh �

LC
CL

LC
LC LC

CC LC
RC

LC
CR

. (11)

Re-ordering the equations and coefficients of the mass
and stiffness matrices in a point-wise manner (collecting
[φe−1,3, φe−1,1, φe,0, φe,2]) over the two coordinate directions,
yields the following stencil contributions [10]:

SP
L =



0 0 0
1

30

0
1
2

σ
−1−σ

2
0

0 0 − 1

2
0

0 0 0 0


, MP

L =


0 0

1

30

1

140

0 0
1
6

1
30

0 0 0 0

0 0 0 0


,

SP
C =



2

15
− 1

2
σ

1

2
σ 0

1

2

1+σ

2
+hµ

1−σ

2
−hµ − 1

2

− 1
2

1−σ

2
−hµ

1+σ

2
+hµ

1
2

0
1

2
σ − 1

2
σ

2

15


, MP

C =



1

105

1

20
0 0

1

20

1

3
0 0

0 0
1
3

1
20

0 0
1

20

1

105


,

SP
R =



0 0 0 0

0 − 1

2
0 0

0
−1−σ

2

1

2
σ 0

1
30

0 0 0


, MP

R =



0 0 0 0

0 0 0 0

1

30

1

6
0 0

1
140

1
30

0 0


,

where the superscript ‘P’ stands for ‘point-wise’. Then eval-
uation of (10) yields the nine-points block stencil:

Lh �

LP
L L LP

CL LP
RL

LP
LC LP

CC LP
RC

LP
L R LP

CR LP
RR

. (12)

Every block is a 16×16 matrix containing information about
the 4 cells around the point in the computational domain.
The cell-wise and point-wise stencils represent the same dis-
cretization. The different ordering, only results in different
relaxation behavior of the block-relaxation procedures.

2.5 Restrictions and prolongations

As we are interested in multigrid solution methods we have to
define restrictions and prolongations. In [10] we derived the
natural prolongation, the injective restriction and the Galerkin
restriction operator for the one-dimensional polynomial basis.
We further stated that extension to more dimensions is eas-
ily made by means of the tensor product principle. However,
for convenience we give in this section an overview of the
conclusions.

For the two-dimensional analysis, we consider a uniform
fine partitioning of cells Ωh with size h1 ×h2 and a uniform
coarse cell partitioning ΩH of cells H1 × H2 = 2h1 × 2h2.
With jh = ( j1h1, j2h2) and jH = ( j1H1, j2 H2), we denote
the nodal points of respectively the fine and coarse partition-
ing. We further denote the spaces of discontinuous piece-
wise polynomials by Sh and SH . Since, by nesting we have
SH ⊂ Sh , the natural prolongation Ph H : SH → Sh is defined2

such that (Ph H uH)(x) = uH(x) for all x ∈ (R\Zh)
2. For our

piecewise cubics (p = 2) the one-dimensional prolongation
stencil

2 Zh , with 0 < h ∈ R, is the regular infinite grid, defined by Zh =
{ jh | j ∈ Z}.
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[PL L, PL , PC, PR, PRR]
reads (see [10]):

PL L =


0 0 0 −1

8
0 0 0 0
0 0 0 0
0 0 0 0

 , PL =



0 0 0
1

4

0 0
1

2

1

8

0 0
1

2

1

8
0 0 0 0


,

PC =



3

8
0 0 0

0 1 0 0
0 0 1 0

0 0 0
3

8


, PR =



0 0 0 0
1

8

1

2
0 0

1

8

1

2
0 0

1

4
0 0 0


, PRR = PT

L L .

Then, we derive the two-dimensional prolongation stencil
from (cf. (9)):

Ph H � (P· ⊗ P·)i,ĩ, j, j̃ i, ĩ, j, j̃ ∈ {1, 2, .., 4} , (13)

where the dot-subscript (L L, L, C, R, RR) denotes ‘outer-
left, left, center’ etc.. The result is a 25-points block-stencil,
with each block a 16×16 matrix, associated with a neighbor-
ing nodal point.

Whereas the prolongation Ph H is uniquely defined, the
restriction operator is not. However, we recognize two nat-
ural restriction operators. The first one is the restriction for
the residual, characterized as the Galerkin restriction. Due
to the weighed residual character of the Galerkin discretiza-
tion, this restriction operator is the adjoint of the prolonga-
tion: RHh = (Ph H)T . The Toeplitz operator of the Galerkin
restriction is the transpose of the Toeplitz operator for the
prolongation. Because of the Galerkin construction of the
discretization and the nesting of the spaces SH and Sh , the
Galerkin relation holds for the discretization on the coarser
and finer grid:

L H = RHh Lh Ph H . (14)

The stencil representation of RHh is the same as for Ph H .
The second natural restriction is the injective restriction,

applied in the solution space. This restriction is based on
function values and corrections on derivatives at the cell cor-
ners [10]. Because of our basis (6), the one-dimensional re-
striction operator is constructed such that:

(d/dx)(RHhuh)( jH )|ΩH, j−1 = (d/dx)uh(2 jh)|Ωh,2 j−1,

(RHhuh)( jH )|ΩH, j−1 = uh(2 jh)|Ωh,2 j−1,

(RHhuh)( jH )|ΩH, j = uh(2 jh)|Ωh,2 j ,

(d/dx)(RHhuh)( jH )|ΩH, j = (d/dx)uh(2 jh)|Ωh,2 j ,

yielding the block-stencil [RL L , RL RC, RR RRR]:

RL L =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

 , RL = RR =


0

.

.

0

 ,

RC =


3 0 0 0
0 1 0 0
0 0 1 0
0 0 0 3

 , RRR =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 .

This operator RHh is the left-inverse of Ph H , i.e.
IH = RHh Ph H .

3 Two-dimensional Fourier analysis tools

3.1 The Fourier transform of an n-valued two-dimensional
grid function

In [9] and [10] we have introduced some Fourier analy-
sis tools in order to analyze the eigenvalue spectra of
the one-dimensional discrete system and its relaxation
methods. In this section we extend this analysis for an more-
dimensional discrete system. Therefore we define the regular
two-dimensional grid Z2

h as:

Z2
h = {

jh| j ∈ Z2} , (15)

where

jh = ( j1h1, j2h2) , (16)

and we denote h2 = h1 · h2. Further we introduce the two-
dimensional torus

T2
h = (−π/h1, π/h1]× (−π/h2, π/h2] .

Following [8], an n-valued two-dimensional grid function is
denoted by uh ∈ [l2(Z2

h)]n and is provided with the norm

‖uh‖2[
l2
(
Z2

h

)]n =
∑

1≤i≤n

‖uh,i‖2

l2
(
Z2

h

);
l2(Z2

h) is the Hilbert space of square summable two-
dimensional complex grid-functions defined on Z2

h , with
innerproduct

(uh, vh) = h2
∑
j∈Z2

uh( jh)vh( jh) .

The Fourier transform ûh ∈ [L2(T2
h)]n of uh ∈ [l2(Z2

h)]n is the
complex n-vector valued function T2

h →Cn , defined by:

ûh(ω) =
(

h√
2π

)2 ∑
j∈Z2

e−i( jh)·ωuh( jh) . (17)

Its inverse transform is given by:

uh( jh) =
(

1√
2π

)2 ∫
ω∈T2

h

e+i( jh)·ωûh(ω)dω . (18)

Furthermore we have by Parseval’s equality:

‖uh‖[l2(Z2
h

)]n = ‖ûh‖[L2
(
T2

h

)]n =
√∑

1≤i≤n

‖̂uh,i‖2
T2

h
, (19)

where ûh = {̂uh,i}, i ∈ {1, 2, .., n}.
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Fig. 1. Spectral radius (maxj (|λi(ω)|), j ∈ {1, 2, .., 16}) of L̂h(ω) for the symmetric and Baumann’s DG-method

3.2 The Toeplitz operator on n-valued two-dimensional grid
functions

Following the same approach as in [9, 10], for an infinite
block operator obtained from a two-dimensional dis-
cretization we write Ah : [l2(Z2

h)]n → [l2(Z2
h)]n , where

Ah = (am, j)m, j∈Z2 with am, j ∈ Rn×n . For a block Toeplitz
operator Ah we have by definition am, j = am− j and its
Fourier transform Âh(ω) is determined by:

Ah eh,ω =
∑
j∈Z2

am, je
i( jh)·ω = Âhei(mh)·ω,

hence,

Âh(ω) =
∑
j∈Z2

am, je
i([ j−m]h)·ω

=
∑
k∈Z2

a−kei(kh)·ω =
∑
k∈Z2

ake−i(kh)·ω, (20)

for all ω = (ω1, ω2) ∈ T2
h . Here eh,ω = ei( jh)·ω is an elemen-

tary mode defined on the regular infinite two-dimensional
grid (15) and Âh(ω) is the n × n Fourier transform matrix
of Ah . In the eigenvalue decomposition of Âh :

Âh(ω)Vh(ω) = (VhΛh) (ω) , (21)

Vh(ω) is the n ×n matrix of eigenvectors v(ω) of Âh(ω). And
with

(
Vh ⊗ eh,ω

)
( jh) = Vh(ω)ei( jh)·ω we have:

Ah
(
Vh ⊗ eh,ω

)= Âh(ω)
(
Vh ⊗ eh,ω

)
= (

Vh ⊗ eh,ω

)
Λh(ω) , ω ∈ T2

h . (22)

Hence the columns v(ω)eh,ω of Vh ⊗ eh,ω are n-valued eigen
(grid) functions of Ah , while Λh(ω) is the family of n ×n

diagonal matrices containing the eigenvalues of Ah on its
diagonal.

As an example we determine the eigenvalue spectra of the
Toeplitz operators associated with the stencil (11) or (12) for
respectively the symmetric DG-method (σ = −1, µ = 0) and
Baumann’s DG-method (σ = 1, µ = 0). Considering the cell-
wise stencil (11), using (20) we write:

L̂h(ω) = LC
LC e−ω1h1 + LC

RC eω1h1

+ LC
CC + LC

CL e−ω2h2 + LC
CR eω2h2 , (23)

where L̂h(ω) is now a 16 × 16 matrix. By (22), Λh(ω) is
the family of 16 × 16 matrices containing the set {λj(ω)},
j ∈ {1, 2, .., 16} eigenvalues of Lh for the mode eh,ω.
Figure 1 shows the in absolute value largest eigenvalue
(maxj(|λj(ω)|)) of (23) as function of ω ∈ T2

h .

3.3 Fourier analysis for prolongations and restrictions on
two-dimensional n vector valued grid functions

Having introduced the Fourier analysis for prolongations
and restrictions on one dimensional (four)-vector valued grid
functions [10], the same Fourier analysis is easily applied on
two-dimensional n-valued grid functions. Key to the Fourier
analysis of prolongations and restrictions are the flat prolon-
gation and restriction operators. In the framework of this pa-
per, we may define the flat-prolongation: P0

h H : [2(Z2
H)]n →

[2(Z2
h)]n simply by:

uh( jh) = (
P0

h H uH
)
( jh)

=
{

uH(H j/2) , if j1 and j2 even ,

0 , if j1 and j2 odd ,
(24)

where j and h are multi-indices as in (16).
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The flat-restriction: R0
Hh : [2(Z2

h)]n → [2(Z2
H)]n is given

by:(
R0

Hhuh
)
( jH ) = uh(2 jh) . (25)

Then, according to [8] we have the relation:

P̂0
h H uH(ω) = 1

4
ûH(ω) , ω1, ω2 ∈ T2

h , (26)

whereas the Fourier transform of the flat-restriction on a two-
dimensional n-valued grid function is computed as:

R̂0
Hhuh(ω) =

∑
p1,p2=0,1

ûh

(
ω1 + πp1

h1
, ω2 + πp2

h2

)
,

∀ω1, ω2 ∈ T 2
H = T 2

2h . (27)

Any constant coefficient prolongation/restriction can be con-
structed as a combination of a Toeplitz operator and a flat
operator. Using (26) the Fourier transform of a prolongation
on a two-dimensional n-valued grid function is given by:

P̂h H uH(ω) =
(
̂Ph P0

h H uH

)
(ω)

= 1

4



P̂h (ω1, ω2)

P̂h

(
ω1, ω2 + π

h2

)
P̂h

(
ω1 + π

h1
, ω2

)
P̂h

(
ω1 + π

h1
, ω2 + π

h2

)


ûh(ω) , (28)

ω1, ω2 ∈ TH .
For the restriction operator, using (27) we have:

R̂Hhuh(ω) = ̂R0
Hh Rhuh(ω)

=



R̂h (ω1, ω2) ,

R̂h

(
ω1, ω2 + π

h2

)
R̂h

(
ω1 + π

h1
, ω2

)
R̂h

(
(ω1 + π

h1
, ω2 + π

h2

)



T

ûh (ω1, ω2)

ûh

(
ω1, ω2 + π

h2

)
ûh

(
ω1 + π

h1
, ω2

)
ûh

(
ω1 + π

h1
, ω2 + π

h2

)


,

with ω1, ω2 ∈ T2
H .

4 Two-dimensional smoothing analysis

4.1 Smoothing analysis for the full polynomial basis

Having introduced the Fourier analysis tools, we can study
the convergence of the block-relaxation methods: damped
block Jacobi (JOR), damped block-Gauss–Seidel (DGS), and
symmetric damped block-Gauss–Seidel, either with cell-wise
or point-wise blocks. For an efficient multigrid method it
is essential that the block-relaxation methods show good

smoothing ability. This implies that all high frequency com-
ponents of the error (or residual) are damped before (or after)
the approximate solution (or residual) is restricted to the
coarser grid. So, for the system Ahx = b, we are interested in
the convergence behavior of the iterative process:

x(i+1) = x(i) − Bh
(

Ah x(i) −b
)
,

where Bh is an approximate inverse of Ah . Decomposing Ah
into a strictly block-lower, a block-diagonal and a strictly
block-upper matrix,

Ah = L + D+U , (29)

the different relaxation methods are uniquely described ei-
ther by Bh or by the amplification matrix MREL

h = Ih − Bh Ah .
These operators are shown in Table 1. Because Ah is a block-
Toeplitz operator, also the amplification matrix Mh is block-
Toeplitz. By (20) and (11), we determine the Fourier trans-
form of the different block-matrices in cell-wise ordering:

L̂ = LC
CL e−iω2h2 + LC

LC e−iω1h1,

D̂ = LC
CC ,

Û = LC
RC eiω1h1 + LC

CR eiω2h2,

whereas the Fourier Transform of the different block-matrices
in point-wise ordering yields (12):

L̂ = LP
L L e−i(ω1h1+ω2h2) + LP

CL e−iω2h2

+ LP
RL ei(ω1h1−ω2h2) + LP

LC e−iω1h1,

D̂ = LP
CC ,

Û = LP
RC eiω1h1 + LP

L R ei(−ω1h1+ω2h2)

+ LP
CR eiω2h2 + LP

RR ei(ω1h1+ω2h2).

Both cell-wise and point-wise, this yields the Fourier trans-
form for the amplification operators for JOR, DGS and SGS:

M̂REL
JOR = D̂−1 ((1 −α ) D̂ −α

(
L̂ + Û

))
, (30)

M̂REL
DGSL

= (
D̂ + L̂

)−1 (
(1 −α )

(
D̂ + L̂

)−α Û
)
, (31)

M̂REL
DGSU

= (
D̂ + Û

)−1 (
(1 −α )

(
D̂ + Û

)−α L̂
)
, (32)

M̂REL
SGS = M̂REL

DGSL
M̂REL

DGSU
. (33)

By (22) we find the eigenvalues of MREL
h by computing the

eigenvalues of M̂REL
h (ω) for ω ∈ T2

h . So, both for cell-wise

Table 1. The relaxation methods

Bh MREL
h

JOR αD−1 D−1((1−α)D −α(L +U))

DGSL α(D+L)−1 (D + L)−1((1−α)(D + L)−αU)

DGSU α(D+U)−1 (D +U)−1((1−α)(D +U)−αL)

α > 0 is a damping parameter
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Table 2. The in absolute value largest eigenvalue of M̂REL
h (ω) for the different relaxation methods for respectively the symmetric and Baumann’s DG-method

(α = 1). On the empty spots (–) in the table, M̂REL
h (ω) is singular

maxω |λ(ω)| JOR DGS SDGS
ω ∈ T2

h cell-wise point-wise cell-wise point-wise cell-wise point-wise

Baumann DG 1.10 1.22 1.20 1.00 4.91 1.00
symmetric DG − 2.98 − − − −

Fig. 2. Spectral radius maxj(|λj (ω)|), j ∈ {1, 2, .., 16} of M̂REL
DGSL

(ω) for

Baumann’s DG-method in point-wise ordering, without damping (α = 1)

and point-wise relaxation methods, the Fourier transform of

the amplification matrix M̂REL
h (ω) yields a 16 × 16 matrix

with for each ω ∈ T2
h sixteen eigenvalues. The spectral radii

of M̂REL
h (ω) for ω ∈ T2

h for the different relaxation methods
(JOR, DGS, SGS) are shown in Table 2 for respectively
the symmetric and Baumann’s DG-method. We see that,
except for block-Gauss–Seidel applied on Baumann’s
DG-method, the smoothers are unstable, or show singular
behavior. Figure 2 shows the spectral radius: maxj(|λ(ω)|),
j ∈ {1, 2, . . . , 16} of block-Gauss–Seidel for Baumann’s
DG-method in point-wise ordering.

4.2 The reduced polynomial basis for the space Sh

Since we want convergence in a few iteration sweeps, we see
that this block-relaxation method is not suitable for multi-
grid. A smoothing factor of 0.67 for M̂REL

DGSL
, i.e. the largest

eigenvalue corresponding to the high frequencies |ω| > π/2h,
is not sufficiently small.

An easy heuristic explanation for the divergence of the
various smoothers, is not at hand. However, an idea is that
cell-wise relaxation methods mainly correct the polynomial
coefficients corresponding to the cell interior, while point-
wise relaxation methods efficiently correct the coefficients

corresponding to cell-boundaries. If we consider the two-
dimensional tensor product basis (6) for p = 2, we associate
the 16 coefficients to function values, (corrections on) x and y
derivatives, and (corrections on) cross-derivatives at the cell-
corners. So we expect that this polynomial basis is suited for
point-wise relaxation. However the functions associated with
(corrections on) cross-derivatives,

{φe,2(x)φe,2(y), φe,2(x)φe,3(y), φe,3(x)φe,2(y), φe,3(x)φe,3(y)}
have small cell-boundary contributions compared with the
jump and flux operators in the discrete weak form (8). So they
belong more to the class of genuine bubble functions, like
the higher-order corrections in the hierarchical base. If we
remove these cross-derivative contributions, we restore the
typical cell boundary contribution concept of the low-order
polynomial basis. We will see that the introduction of the
reduced polynomial basis will lead to good smoothing prop-
erties for the point-wise relaxation methods similar as shown
in [9, 10] for the one-dimensional case.

4.3 The accuracy of the reduced polynomial basis

In this section we show that the reduced polynomial basis
has the same accuracy as the tensor-product polynomial basis.
The 12 basis-functions in the reduced basis correspond with
function values and (corrections to) the x- and y-derivatives
at the two-dimensional cell corners. In the three-dimensional
case the equivalent modification reduces 43 = 64 functions
of the tensor-product basis to a 32-function basis represent-
ing function-values and x-, y- and z-derivatives at the 8 cor-
ners of the three-dimensional cell. We call this basis the re-
duced polynomial basis. As mentioned in [10], the use of
the reduced polynomial basis essentially reduces the amount
of work for the DG-method without reducing the order of
accuracy.

Considering the two-dimensional tensor product basis (6),
for p = 2, polynomials up to degree three in the two coordi-
nate directions are interpolated exactly over the cells Ωe. So,
for cells with size h1 ×h2, the approximation introduces an
error of

εh = O
(
h4

1

)+ O
(
h4

2

)
.

Removing the basis functions

{φe,2(x)φe,2(y), φe,2(x)φe,3(y), φe,3(x)φe,2(y), φe,3(x)φe,3(y)}
from the two-dimensional tensor product approximation (7),
we lose the typical tensor product character of the approx-
imation without affecting the order of the approximation.
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Fig. 3. Spectral radii (maxj(|λj (ω)|), j ∈ {1, 2, .., 12}) of the relaxation, M̂REL
h (ω), for Baumann’s DG-method (σ = 1) in point-wise and cell-wise ordering,

without damping
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Fig. 4. Spectral radii (maxj(|λj (ω)|), j ∈ {1, 2, .., 12}) of relaxation,

M̂REL
h (ω), for the symmetric DG-method (σ = −1) in point-wise ordering,

without damping

The removal of the basis functions responsible for the cross-
derivatives introduces an extra error of order

εextra = O
(
h3

1

)
O
(
h2

2

)+ O
(
h2

1

)
O(h3

2).

Now, considering the total error εtotal = εh + εextra on a cell
Ωe with size h1 × h2, we distinguish the following three
cases: (i) if h1 = h2 = h then: εtotal = O(h4)+ O(h3) O(h2)+
O(h2) O(h3) ≈ εh ; (ii) if h1 > h2 we find: εtotal = O(h4

1) ≈ εh ;
and (iii) if h1 < h2 we get: εtotal = O(h4

2) ≈ εh .
So, we can remove the test- and trial functions, repre-

senting the cross-derivatives at the cell corners of a cell Ωe
without reducing the order of (approximation) accuracy. In
the remaining of this paper we study the convergence behav-
ior of the various smoothers for the reduced polynomial basis,
which is significantly better than that for the original tensor-
product basis.

4.4 Smoothing analysis for the reduced polynomial basis

Having reduced the polynomial basis for the test/trial space
Sh , we are interested in the spectral radii of the differ-
ent amplification operators MREL

h of damped block-Jacobi,
damped block-Gauss–Seidel and symmetric block-Gauss–
Seidel, both in point-wise and cell-wise ordering, applied to
the symmetric and Baumann’s DG-method. Because of the
identity (22) the eigenvalues λ(ω) of the Fourier transform

M̂REL
h (ω) contain the eigenvalues of MREL

h . We calculate the

Fourier transform M̂REL
h (ω) by either (30) or (31) or (33),

now yielding a 12 ×12 matrix. So for every ω ∈ T2
h we find

12 eigenvalues. For the different relaxation methods (JOR,
DGS, SGS), the spectral radii maxj(|λj(ω)|), j = {1, 2, .., 12}
of M̂REL

h (ω) as function of ω ∈ T2
h , for respectively the sym-

metric and Baumann’s DG-method are shown in the Figs. 3
and 4.

The spectra of all shown relaxation methods, have an
eigenvalue |λ(ω)| = 1 for ω1 = ω2 = 0. This is the eigen-
value corresponding to the undamped mode, which is taken
care of by the boundary conditions. The cell-wise relaxation
methods cannot be applied for the symmetric-DG method,
because the operator Bh is singular. However the correspond-
ing point-wise relaxation methods are stable. For Baumann’s
DG-method, we see the better smoothing behavior of the
point-wise relaxation methods.

5 Two-level analysis

5.1 The Fourier transform of the two-level amplification
operator

Having determined the behavior of the amplification oper-
ators as a function of ω ∈ T2

h for the different relaxation
methods, we are now interested in the convergence behavior
of the two-level operator. Therefore, the amplification opera-
tor of the two-level algorithm for the error is given by

MTL A
h = (

MREL
h

)ν2 MCGC
h

(
MREL

h

)ν1

= (
MREL

h

)ν2
(
I − Ph H L−1

H RHh Lh
) (

MREL
h

)ν1
, (34)
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where ν1 and ν2 are the number of pre- (post-) relaxation
sweeps respectively. MCGC

h is the amplification operator of
the coarse grid correction. The amplification operator for the
residue is:

M
TL A
h =

(
M

REL
h

)ν2
M

CGC
h

(
M

REL
h

)ν1

= (
Lh MREL

h L−1
h

)ν2 Lh MCGC
h L−1

h

(
Lh MREL

h L−1
h

)ν1
.

(35)

Because of the definition of the restriction (28) and prolonga-
tion (29), it follows that the Fourier transform of the coarse
grid correction MCGC

h is:

̂MCGC
h (ω) =

(
Îh − P̂h H L̂−1

H R̂Hh L̂h

)
(ω)

=


I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I

−



P̂h(ω1, ω2)

P̂h

(
ω1, ω2 + π

h2

)
P̂h

(
ω1 + π

h1
, ω2

)
P̂h

(
ω1 + π

h1
, ω2 + π

h2

)


(
L̂ H (ω1, ω2)

)−1

×
(

R̂h(ω1, ω2)R̂h

(
ω1, ω2 + π

h2

)
R̂h

(
ω1 + π

h1
, ω2

)
R̂h

(
ω1 + π

h1
, ω2 + π

h2

))

×



L̂h(ω1, ω2) 0 0 0

0 L̂h

(
ω1, ω2 + π

h2

)
0 0

0 0 L̂h

(
ω1 + π

h1
, ω2

)
0

0 0 0 L̂h

(
ω1 + π

h1
, ω2 + π

h2

)


.

(36)

In view of the reduced polynomial basis, the Fourier trans-

form of M̂CGC
h (ω) is an 48 × 48 matrix for each ω ∈ T2

H .
And because of the identity (22), the eigenvalues λi(ω) of

M̂CGC
h (ω) contain the eigenvalues of MCGC, i.e., the block-

Toeplitz operator of the two-level operator.
Because of the bad smoothing behavior of JOR, DGS and

SDGS in cell-wise block-ordering, we abandon these block
relaxation methods in the remainder of this paper and in the
next section we study the point-wise smoothers and derive
optimal damping factors for the two-level algorithm.

5.2 Optimal block-smoothing factors for the coarse grid
correction

In local mode analysis, low and high frequency grid func-
tions in [l2(Z2

h)]n are usually defined as the functions that
are linear combinations of modes eh,ω = ei( jh)·ω, with respec-
tively ω ∈ T2

2h and ω ∈ T2
h \T2

2h . However, to obtain opti-
mal damping factors for the different relaxation methods in
combination with the coarse grid correction, MCGC

h , we have
to redefine low and high frequency grid functions as fol-
lows. We consider the amplification operator of the coarse
grid correction MCGC

h = I − Ph H L−1
H RHh Lh . Because of the

Galerkin relation (14), Ph H L−1
H RHh Lh is a projection oper-

ator and we define low frequency components in the error
as those components that lie in the range of Ph H L−1

H RHh Lh .
Then the high frequency components are those in the range of

I − Ph H L−1
H RHh Lh . So, for a “slowly varying” n-valued grid

function uL F
h we have:

Ph H L−1
H RHh Lhuh = uL F

h , (37)

while for a “high frequency” grid function uHF
h :(

I − Ph H L−1
H RHh Lh

)
uh = uHF

h . (38)

Since MCGC
h uL F

h = 0, we want the relaxation methods to op-
timally damp the contributions (38). Therefore, for the dif-
ferent relaxation methods, we seek damping parameters αopt

such that the spectral radius of MCGC
h MREL

h is minimal. No-
tice that according to (34), MCGC

h MREL
h is just the two-level

operator on the error MTL A
h with ν1 = 1, ν2 = 0.

By (36) and by either (30), (31) or (33), we compute
the eigenvalue spectra, of MCGC

h MREL
h , first without damping

(α = 1). We determine the optimal damping parameter for the
relaxation by:

αopt = 2

2 − (λmin +λmax)
,

where λmin and λmax are respectively the minimum and max-
imum real eigenvalues of the spectrum without damping. It
is clear that the spectral radius for the two-level operator on
the residue is the same as that for the error: �(MCGC

h MREL
h ) =

�(M
REL
h M

CGC
h ).

The optimal damping parameters for the different two-
level operators are given in Table 3, the minimized spec-

tral radii in Table 4. The spectral radii of M̂CGC
h (ω)M̂REL

h (ω)

as function of ω ∈ T2
H , with optimal damping are shown in

Fig. 5.
From Table 4, we see that all two-level algorithms con-

verge. Baumann’s DG-method converges faster than the sym-
metric DG-method. This is also reflected in the two-norm of
the amplification operator of the two-level algorithm. Table 5
shows the two-norm of the amplification operator of the
residue after respectively 1, 3 and 4 iteration(s). We see that,
except for block-Jacobi on the symmetric DG-method, reduc-
tion of the residue is guaranteed within a small number of
iteration steps. For the symmetric DG-method, the spectral

Table 3. Optimal damping parameters, αopt , for the two-level operators

�
(
MCGC

h MREL
h

)= �
(

M
REL
h M

CGC
h

)
αopt Baum-DG symm-DG

MCGC
h MREL

JOR 0.95 1.03

MCGC
h MREL

DGS 1.22 1.44

Table 4. Spectral radii �
(
MCGC

h MREL
h

) = �
(

M
REL
h M

CGC
h

)
for optimal

damping parameters as in Table 3

�
(
MCGC

h MREL
h

)
MCGC

h MREL
JOR MCGC

h MREL
DGS MREL

DGSU
MCGC

h MREL
DGSL

Baum-DG 0.74 0.44 0.36
symm-DG 0.89 0.62 0.38
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Fig. 5. Spectral radii (maxj (|λj (ω)|), j ∈ {1, 2, .., 12}) as function of ω ∈ T2
h for the symmetric (σ = −1) and Baumann’s DG-method (σ = 1) for damping

parameters as in Table 3
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Table 5. The spectral norm

∣∣∣∣∣∣∣∣(M
REL

M
CGC
h

)k
∣∣∣∣∣∣∣∣

2
for the amplification operator of the residue with optimal damping, k = 1, 3, 4

(
M

REL
JOR M

CGC
h

)k (
M

REL
DGSL

M
CGC
h

)k (
M

REL
DGSL

M
CGC
h M

REL
DGSU

)k

Baum-DG, k = 1 3.15 3.48 2.37
Baum-DG, k = 3 1.02 0.72 0.34
Baum-DG, k = 4 0.68 0.32 0.13

Symm-DG, k = 1 7.46 5.82 4.09
Symm-DG, k = 3 2.65 1.74 0.76
Symm-DG, k = 4 2.24 1.01 0.31

norms of the iteration operator for the error are the same as
for the residue. In case of Baumann’s DG-method, the norm
of the error amplification operator becomes unbounded for
vanishing frequency ω. This phenomenon was also observed
in [10] for the the error amplification norm in case of the
one-dimensional Poisson’s equation and is due to the adjoint
inconsistency of the method [3].

6 Numerical results

Having determined optimal damping parameters for the two-
level algorithm, we want to check the results by a numerical
experiment. For that purpose, we solve the following two-
dimensional Poisson’s equation on the unit square:

−(uxx +uyy) = ex/ε + ey/ε

ε2
(
e1/ε −1

) , in Ω ,

with on the Dirichlet boundary ∂Ω

u(x, y) = 2 − (ex/ε + ey/ε
)

e1/ε −1
+ x + y .

To obtain the discrete system we use the reduced polynomial
basis for Sh as explained in Sect. 4.2. I.e. we use for each cell
Ωe a local basis consisting of φe,i(ξ)φe, j(η) as in (7), where
(i, j) ∈ { (m.n), (m +2, n), (m, n +2) | m, n = 0, 1}. We use

Fig. 6. log(‖dh‖L2 ) as function
of iterations for the two-level it-
eration operator on the error

a regular mesh with size h ×h = 4−N and we start with an ini-
tial function u0

h(x, y) = u0
PRE on the finer grid. We apply ν1

pre-relaxation sweeps

ui+1
h,PRE = ui

h,PRE + Bh
(

fh − Lhui
h,PRE

)
,

where Bh is the approximate inverse of Lh as given in Table 1.
Then, we update the solution by a coarse grid correction step,
solving for eH on the coarser grid with size H × H = 41−N ,

u0
h,POST = uν1

h,PRE + Ph H L−1
H RHh

(
fh − Lhuν1

h,PRE

)
. (39)

and, eventually, we apply ν2 post-relaxations sweeps

ui+1
h,POST = ui

h,POST + Bh
(

fh − Lhui
h,POST

)
,

to compute ui+1
h = uν2

h,POST. The correction on the coarser grid
at its turn, is solved by multigrid until the residue of the cor-
rection (in the L2 norm) is less than an order of O(10−6). To
show convergence we measure the residue in the L2 norm3

‖dh‖L2 = ‖ fh − Lhuh‖L2 =

=
∑

e

∫
Ωe

∣∣∣∣∣
12∑

i=0

ce,iφe,i(x, y)

∣∣∣∣∣
2

dx

1/2

.

3 According to (19) we would follow the Fourier analysis more precisely
if we would measure the residue in the vector two-norm, however both
norms are equivalent.
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Table 6. Numerically obtained convergence rates observed for the different
two-level block-relaxation methods with optimal damping parameters as in
Table 3

�
(
MCGC

h MREL
h

)
Baum-DG symm-DG

MCGC
h MREL

JOR 0.7 0.9

MCGC
h MREL

DGS 0.4 0.6

MREL
DGSU

MCGC
h MREL

DGSL
0.3 0.4

The observed convergence of the two-level solution method
applied to Baumann’s and the symmetric DG-method are
shown in Fig. 6. We observe that both methods show con-
vergence, Baumann’s DG-method converging faster. From
the slope we determine the experimental convergence rates
for the different two-level algorithms. Table 6 shows the re-
sults and we see that the observed rates in the numerical
experiments coincide well with the spectral radii obtained by
Fourier analysis as shown in Table 4.

7 Conclusion

In this paper we analyze the convergence behavior of the
two-level algorithm applied to the two-dimensional Pois-
son equation, discretized by two discontinuous Galerkin
(DG) methods: the Baumann–Oden and the symmetric
DG-method, each with a polynomial basis of piecewise cu-
bics in each of the two coordinate directions. We studied the
convergence behavior of different block-relaxation methods:
damped block-Jacobi (JOR), damped block-Gauss–Seidel
(DGS) and symmetric damped block-Gauss–Seidel (SDGS),
where the blocks are chosen, based either on cell-wise or
on point-wise ordering. We show that point-wise block re-
laxation has better smoothing properties than the classical
cell-wise block relaxation methods. Moreover, point-wise
block-relaxation for the symmetric DG-method is stable,
whereas the classical cell-wise relaxation methods are not.

The smoothing behavior is further improved by reduction
of the polynomial basis, i.e. removing tensor-basis functions
that represent cross-derivatives at the cell corners, but do not
contribute to the order of accuracy. Reduction of the basis

not only improves the convergence behavior of the relaxation
methods, it also makes the DG-method much more efficient
than when it is based on a tensor-product basis.

For the two-level algorithm we computed optimal damp-
ing parameters for the relaxation methods, and spectral radii
of the corresponding iteration operators. With a spectral ra-
dius between 0.6 and 0.4 for DGS and SDGS smoothers, the
two-level algorithms show good convergence. An analysis of
the spectral norm on the residual shows that residual reduc-
tion is guaranteed within a few iteration steps.
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