
In recent years, the amount of digital multime-
dia information distributed over the Web has

increased tremendously because everyone can
now follow the production line of digital multi-
media content. Production houses shoot high-
quality video in digital format; organizations that
hold multimedia content (such as TV channels,
film archives, museums, and libraries) digitize
analog material and use digital formats for preser-
vation, management, and distribution; and even
novices use digital devices to produce image and
video content in MPEG and JPEG formats that’s
ready for delivery. Moreover, because of the
maturity of storage and data network technolo-
gies, digital formats now provide the cheapest,
safest, and easiest way to store and deliver multi-
media content, even in high resolutions. Stan-
dardization activities, which provided MPEG,
JPEG, and other digital coding formats, have
played a key role in these developments. 

As a result of this proliferation, however, those
dealing with multimedia content—from profes-
sional archivists to amateur photographers—are
faced with daunting problems when it comes to
storing, annotating, and retrieving media items

from multimedia repositories, whether via the
Web or otherwise. Although the standardization
activities of the International Organization for
Standardization (ISO) as well as other communi-
ties (see the “Related Standardization Activities”
sidebar for details) have provided standards for
describing content, they haven’t been widely
used for several reasons. First, it’s difficult, time
consuming, and thus expensive to manually
annotate multimedia content. Second, many
organizations feel that the complexity of many
standards makes multimedia annotation unnec-
essarily difficult. Third, there’s little incentive for
organizations to provide, for example, MPEG-7
metadata because there are insufficient applica-
tions that would benefit from its use.

Most of these problems could be solved by
merging and aligning existing good practices in
multimedia industry with the current technolog-
ical advances of the Semantic Web. Such integra-
tion would give metadata providers immediate
payoff because they could directly benefit from
publicly available Semantic Web software. In
addition, it would enable the deployment of
more intelligent applications that could reason
over multimedia metadata in a way that’s impos-
sible today because current multimedia metadata
standards are usually (XML) syntax oriented and
thus lack formal semantics.

The Semantic Web’s “open world” approach
would simplify integrating multiple vocabularies
from different communities. The ultimate goal is
to provide small and simple but extensible vocab-
ularies. These vocabularies should be suitable for
private use but, at the same time, be sufficiently
flexible for extending to more complex and pro-
fessional annotation tasks. 

Multimedia semantic annotation 
We can formalize, represent, analyze, and

process the information a multimedia docu-
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Multimedia Annotations on the
Semantic Web 

Multimedia in all forms (images, video, graphics, music, speech) is
exploding on the Web.  The content needs to be annotated and indexed
to enable effective search and retrieval.  However, recent standards and
best practices for multimedia metadata don’t provide semantically rich
descriptions of multimedia content.  On the other hand, the World Wide
Web Consortium’s (W3C’s) Semantic Web effort has been making great
progress in advancing techniques for annotating semantics of Web
resources.  To bridge this gap, a new W3C task force has been created to
investigate multimedia annotations on the Semantic Web. This article
examines the problems of semantically annotating multimedia and
describes the integration of multimedia metadata with the Semantic Web.

—John R. Smith

Editor’s Note



ment conveys with three different levels of
abstraction: subsymbolic, symbolic, and logical
(see Figure 1). 

The subsymbolic abstraction level covers the
raw multimedia information represented in well-

known formats for video, image, audio, text,
metadata, and so forth. These are typically bina-
ry formats, optimized for compression and
streaming delivery. They aren’t necessarily well
suited for further processing that uses, for exam-
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Several standardization activities are relevant to multimedia
document annotation. We can use the standards to serialize
metadata descriptions containing several levels of information:
descriptive for describing and identifying information, structural
for navigation and presentation, administrative for manage-
ment and processing, amd so forth. This is a list of the most
important standardization activities:

❚ Dublin Core Community, “Dublin Core ElementSet, Version
1.1,” 2003, ISO Standard 15836-2003, 2003; http://www.
niso.org/international/SC4/n515.pdf (it provides a small set
of descriptors that quickly drew global interest from various
information providers in the arts, sciences, education, busi-
ness, and government sectors).

❚ ISO/IEC, “Overview of the MPEG-7 Standard; Version 6.0,”
ISO/IECJTC1/SC29/WG11/N4980, 2001 (it’s a standard for
describing the multimedia content data that supports some
degree of interpretation of the information meaning, which
can be passed onto, or accessed by, a device or a comput-
er code).

❚ “MPEG-21 Overview v.5,” ISO/IEC JTC1/SC29/WG11/N5231,
Shanghai, 2002; http://www.chiariglione.org/mpeg/
standards/mpeg-21/mpeg-21.htm (it aims at defining a nor-
mative open framework for multimedia delivery and con-
sumption for use by all the players in the delivery and
consumption chain).

❚ NewsML; http://www.newsml.org/ (it’s designed to pro-
vide a media-independent, structural framework for multi-
media news).

❚ TV-Anytime Forum; http://www.tv-anytime.org/ (it aims to
develop specifications to enable audio–visual and other ser-
vices based on mass-market high volume digital storage in
consumer platforms—simply referred to as local storage).

❚ Virtual Resource Association, VRA Core 3.0; http://www.
vraweb.org/vracore3.htm (it consists of a single element set
that can be applied as many times as necessary to create
records to describe works of visual culture and the images
that document them).

Related Standardization Activities
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ple, the internal structure or other specific fea-
tures of the media stream.

To address this issue, we can introduce a sym-
bolic abstraction level, like the middle layer in
Figure 1, which provides this information. This
is the MPEG-7 approach, which lets us use fea-
ture detectors’ output, (multicue) segmentation
algorithms, and so on to provide a structural
layer on top of the binary media stream. Infor-
mation on this level is typically serialized in
XML. The standards that have been proposed
and partly used in the literature for the represen-
tation of multimedia document descriptions
(Dublin Core, MPEG-7, MPEG-21, Visual
Resource Association [VRA], International Press
Telecomunications Council [IPTC], and so on)
mainly operate in this middle layer of Figure 1. 

The problem with this structural approach is
that the semantics of the information encoded
in the XML are only specified within each stan-
dard’s framework (using that standard’s structure
and terminology). For example, if we use the
MPEG-7 standard, then it’s hard to reuse this
data in environments that aren’t based on
MPEG-7 or to integrate non-MPEG metadata in
an MPEG-7 application. This conflicts with the
interoperability that’s so crucial to Web-based
applications. 

To address this, we could simply replace the
middle layer with another open one that has for-
mal, machine-processable semantics by using a
more appropriate, semantically enriched lan-
guage like the Resource Description Framework
(RDF). However, this wouldn’t take advantage of
existing XML-based metadata, and more impor-
tantly, it ignores the advantages of an XML-based

structural layer. Rather than changing the mid-
dle layer, a possible solution is to add a third
layer (the logical abstraction level) that provides
the semantics for the middle one, actually defin-
ing mappings between the structured informa-
tion sources and the domain’s formal knowledge
representation. An example of this is the Web
Ontology Language (OWL). In this layer, we can
make the implicit knowledge of the multimedia
document description explicit and reason with
it—for example, to derive new knowledge not
explicitly present in the middle layer. 

Providing interoperable semantic
multimedia annotations 

The stack of RDF-based languages and tech-
nologies provided by the World Wide Web Con-
sortium community (see Figure 2)1 is well suited
to the formal, semantic descriptions of the terms
in a multimedia document’s annotation.  How-
ever, because they lack the structural advantages
of the XML-based approach and the work on
multimedia document annotation already done
within the framework of other standards, a com-
bination of the existing standards seems to be the
most promising path for multimedia document
description in the near future.2-6

For these reasons, the World Wide Web Con-
sortium (W3C) has started a Multimedia Anno-
tation on the Semantic Web Task Force (http://
www.w3.org/2001/sw/BestPractices/MM/) as part
of the Semantic Web Best Practices and Deploy-
ment Working Group (see the sidebar for details).
The new task force operates within the frame-
work of the W3C Semantic Web Activity group
(http://www.w3.org/2001/sw/). The task force’s tar-
get audience includes institutions and organiza-
tions with research and standardization activities
in multimedia, including professional (museums,
libraries, audiovisual archives, media production
and broadcast industry, and image and video
banks) and nonprofessional (end users) multime-
dia annotators. One goal is to provide guidelines
for using Semantic Web languages and tech-
nologies to create, store, manipulate, inter-
change, and process image metadata. Another is
to study interoperability issues between multi-
media annotation standardization frameworks
(such as MPEG-7, Dublin Core, and VRA) and
RDF- and OWL-based approaches.

Hopefully, this effort will provide a unified
framework of good practices for constructing
interoperable multimedia annotations. In its first
stage, the task force will focus on image annota-
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tion, while later on, it will cover other types of
multimedia data such as video. More specifical-
ly, the task force has several main objectives.

Review and discuss vocabularies
Choosing which vocabularies to use when

annotating an image is a key decision in an
annotation project. Typically, we need more
than a single vocabulary to cover the images’ dif-
ferent relevant aspects. Many of the relevant
vocabularies were developed prior to the Seman-
tic Web, but the task force’s main focus will be
on translations of such vocabularies to RDF or
OWL. Most notably, the key international stan-
dard in this area, MPEG-7, is defined using XML
Schema. At this time, no commonly accepted
mapping exists from the XML Schema defini-
tions in the standard to RDF or OWL. The task
force will examine several alternative mappings
that have been developed so far.

Another relevant vocabulary is the VRA Core.
Where the Dublin Core specifies a small and
commonly used vocabulary for online resources
in general, VRA Core defines a similar set target-
ed especially at visual resources. Dublin Core and
VRA Core both refer to terms in their vocabular-
ies as elements and similarly use qualifiers to
refine elements. VRA Core’s more general ele-
ments have direct mappings to comparable fields
in Dublin Core. Furthermore, both vocabularies
are defined in a way that abstracts from imple-
mentation issues and underlying serialization
languages. A key difference, however, is that a
commonly accepted mapping to RDF exists for
Dublin Core, along with the associated schema.
At this time, this isn’t the case for VRA Core. The
task force will discuss the pros and cons of the
alternative mappings. 

Review and test existing tools
Besides the hundreds of tools used for image

archiving and annotation, many tools also exist
for semantic image annotation. It’s the task
force’s goal to describe the semantic annotation
tools and their characteristics to provide some
guidelines for their proper use. Using these char-
acteristics as criteria, we can categorize the tools
so that users who want to annotate their multi-
media content could choose the most appropri-
ate for their application.

Provide use cases examples
The task force will develop use cases as a repre-

sentative set of examples that can later be used to

discuss the vocabularies and tools that are relevant
for image annotation on the Semantic Web. More-
over, some example solutions will guide users on
how to use the tools and vocabularies. The use
cases are organized in four categories (world
images, cultural images, scientific images, and
media), which reflect the topics the images depict.
These topics often determine the tools and vocab-
ularies used in the annotation process.

Study the syntactic and semantic
interoperability problem

Another objective is to study the problem of
syntactic and semantic interoperability between
Semantic Web technologies and existing image
annotation standards (such as MPEG-7, Dublin
Core, VRA, and IPTC). For example, the problem
of aligning Semantic-Web-based approaches with
MPEG-7 is a major issue. (A thorough comparison
and list of the open issues in integrating the
MPEG-7 and Semantic Web approaches are avail-
able elsewhere.7,8) The task force’s framework will
cover this by studying the way to define map-
pings between different multimedia annotations
that take advantage of the MPEG-7 standard
using OWL. Moreover, in the short term, we need
to show how RDF-based software can take advan-
tage of popular existing, non-RDF metadata. In
the long term, integrating Semantic Web tech-
nologies in major multimedia tools is essential.

Study possible transformation issues
The task force will study possible transforma-

tion issues between Semantic Web technologies
and existing image annotation standards by con-
necting the problem with the definition of map-
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and Deployment
The Semantic Web Best Practices and Deployment (SWBPD) Working

Group (http://www.w3.org/2001/sw/BestPractices/) is an initiative of the
World Wide Web Consortium (W3C) to provide hands-on support for
developers of Semantic Web (http//:www.w3.org/2001/sw/) applications.
The SWBPD group’s work is divided into task forces of four to six experts
in a particular field that produce notes on relevant topics for application
developers, such as thesaurus management, ontology-engineering princi-
ples, support for publishing RDF/OWL versions of vocabularies, and liaisons
with related standards.

The group also maintains a list of sample applications and demos (such
as those developed within the Semantic Web Challenge, http://challenge.
semanticweb.org) as well as a tutorial page. All proceedings of this group
are publicly available via the W3C Web site.

W3C Semantic Web Best Practices 



pings and ontology alignment techniques. More-
over, the task force will provide a feasibility
report that clarifies the levels of interoperability
that could be achieved in each case. Using this
study, it will describe the main ideas for con-
structing interoperable image annotations. The
main goal is to provide clear and concrete sug-
gestions for annotators and tool developers.

Conclusions
Solving the problems we’ve discussed here

obviously requires effort from both the multime-
dia and the Semantic Web communities. It’s
important, however, that the W3C community
make a special effort to explain the Semantic Web
technologies’ added value to convince multime-
dia content owners to go beyond the current,
XML-based approaches. From this perspective,
this W3C Multimedia Annotation on the Seman-
tic Web Task Force is a call to arms to both the
Semantic Web and the multimedia community
to address these issues.

All the documents the task force produces are

available for public review. Contributions in any
possible form to this effort are not only welcome
but a necessary condition for achieving our goals.

Even when all the relevant issues have been
solved, multimedia annotation will remain a dif-
ficult, time-consuming, and expensive process. The
question is whether we can develop the required
standards in a way that reduces, and not adds, to
the task’s complexity and develop the tools and
applications with an added value to make multi-
media annotation payoff in practice. MM
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