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1 Introduction

In this paper we study a model of point processes that was motivated by the models of cooperative
sequential adsorption (CSA). Those models are widely used in physics and chemistry for modelling
of adsorption process like chemisorption on single-crystal surfaces, adsorption in colloidal systems
and other similar processes. For the physics-chemistry background and for surveys of the relevant
literature we refer to [4], [17], [18] and references therein. To imagine the phenomena one can think
of a surface of some material that attracts particles from the space around. The main peculiarity of
all of these models is that adsorbed particles change adsorption rates of the surface. The dependence
on previously adsorbed particles can be modelled in various ways. We choose the variant where the
adsorption rates at a point depend on a number of previously adsorbed molecules in some vicinity
of the point. Therefore the point process we propose in this paper is directly related to the lattice
model of monomer filling with cooperative effects ([4]).

We treat a point pattern as an ordered set of points, i.e. sequence or vector of points. There are
several ways to incorporate sequentiality into a point pattern. For instance, one can consider marked
point processes, where a mark means "time”. Another possibility is naturally formulated in terms
of sequential Markov point processes [11]. Briefly, it means that a non-symmetric neighbourhood
relation between points is defined and the conditional intensity of the process depends on directed
neighbours of a point. The process state is described by ordered sets of points (sequences) in some
bounded subset D C R? The process distribution is specified by a density with respect to a
reference measure. The reference measure corresponds to random sequences formed by a Poisson’s
number of points, and each point is uniformly distributed in D. We refer to [11] for details and
examples (see also [12]) and follow this approach here.



The proposed point process is named as CSA point process (CSA process). We start with
studying the analytical properties of the process. Analytical properties include conditions for the
model existence, Markov and local stability properties. All these issues are treated exhaustively. It
is well known that there are two fundamental characteristics for any Markov point process, namely
conditional intensity and clique interaction functions. In the general case the process density might
not exist. We prove sufficient conditions for existence of a well-defined (integrable) density and
show that in most interesting (non-degenerated) cases these conditions are also necessary. Critical
growth of intensities is found. We compute explicitly a clique interaction function of any order.
Computation of the clique interaction functions involves such fundamental objects of combinatorial
analysis as the famous Stirling numbers and results in explicit formulas in terms of the Packale
triangle.

For simulation of the process the Metropolis-Hastings and spatial birth-death algorithms can
be used. For the sequential Markov point processes these algorithms were introduced in [11]. To
ensure the convergence of the algorithms a point process should be locally stable. In general the
CSA process is not locally stable and we construct an example of that. We prove that if there are
only a finite number of different intensities, then the process is locally stable. Moreover, we give
a formula for the local stability bound and construct examples showing that the obtained local
stability bound cannot be improved in general.

We show that the studied sequential Markov point process provides a simple and flexible choice
for modelling both repulsive and attractive effects in point patterns. We give examples of computer
simulations confirming theoretical predictions. The mechanism of clusters formation is explained.
The way the process is constructed provides an easy and transparent way to control clusters forma-
tion. Varying the parameters, i.e. both the interaction radius and intensities, one can intensify or
reduce cluster effects. There are though limitations in modelling point clusters by CSA processes.
These limitations are explained analytically and illustrated by computer simulations.

In Section 5 we try to fit the CSA model to the real life data. Our analysis is based on the
method of Monte-Carlo maximum likelihood estimation (proposed in general setting in [7]). Finally
we briefly mention possible generalizations of CSA processes.

2 CSA Markov point processes

Let D be a compact subset of R% with positive Lebesque measure. Fix a number R > 0 and specify
a relation ~ between points as follows

z~y ez —y| <R (1)

R is an interaction radius, a point y € D is called a neighbour of a point z if (1) holds. Let
{Bn, n > 0} be a set of non-negative numbers. Denote Fp = U2 D" the set of finite sequences,
D% = (), and Fp the standard o—algebra on Fp. Let n(z,X) be the number of neighbours of a
point z in the sequence X = (z1,...,x%). Given the sequence of points X = (z1,...,2%), k > 1
we will denote Xy, = (z1,...,Zx_1), for every k > 2 and X.; = (). Define a reference measure v
on (Fp,Fp) corresponding to random sequences of Poisson length with mean 1 with independent
uniformly distributed components in D. Thus,

F —Z ol /1{ T )GF}d:vl da:n, F e Fp. (2)
n=0



Let us consider a probability distribution on (Fp, Fp) defined by the following density with respect
to the reference measure v

f(xla"'7$n) = Z_l Hﬁn(xk,)—c‘<k)7 (3)
k=1

where Z is a normalising constant (partition function)

/ H 5n xk,x<k)dx1 d

pn k=1

S ~|D|

Note that f(¥§) > 0 implies f(Z) > 0 for all subsequences Z C y¥. For all sequences ¥ such that
f(¥) > 0, the ratio
F((¥,u))

depends only on its neighbours in the sequence y. Therefore the sequential spatial process X on the
set D defined by its density (3) with respect to the reference measure v(-) is a sequential Markov
process with respect to the relation ~ (see [11] for more details). For convenience we name this
sequential Markov point process as CSA point process.

Given N (D) = n the conditional density of the process is the following function

HZ:I Bﬂ(xkﬁ?«c)
Jon k=1 Briye5 <) WYk

Remarks. 1) The model of point processes we have just defined is motivated by CSA lattice
models of statistical physics ([4]). In these models single lattice sites are filled by particles at rates
which depend on the state of the neighbouring sites. Rates might be either enhanced by reacted
neighbours or inhibited. The former leads to clustering and the latter leads to repulsion between
particles. These properties are inherited by the CSA point process (see Section 4). We choose a
case when the rates depend on a number of neighbours, therefore the conditional intensity (4) of
the process depends on the number of neighbours of point u. This particular choice of dependence
already leads to a very wide class of sequential Markov point processes. Certainly, other forms of
dependence can be taken.

It must be noted that the lattice models like cooperative sequential adsorption (CSA) are used to
describe irreversible dynamic processes. The point configurations obtained by CSA point processes
are results of reversible dynamics. The probability distribution of the CSA process is an equilibrium
distribution for the Markov chains described by Metropolis-Hastings and spatial birth-and-death
samplers which can be chosen to be reversible (see [12] for the details). Therefore, it might be better
to consider CSA point processes as continuous space analogy of adsorption-desorption models that
allow for the possibility of particles desorption ([4]). Epidemic processes when there is recovery
should be mentioned as an appropriate biological example.

2) A wide class of CSA point processes that might be interesting in applications is formed by
CSA processes which densities are specified by a finite number of different intensities, i.e. S, k < N
and By =~ >0, k > N for some N > 0. Let us introduce some notation. Denote by #(X) the total
number of points in the configuration X,

tk(i) = Z 1{n(zi,5i<.;):k}7 k=0,...,N. (6)

r,€EX

()

pn(mla e a$n) =



and
N
$(%) = 1(3) — 3 t4(R). (7)
k=0

In words, t;(X) is the number of sequence coordinates that have k, 0 < k < N, neighbours in the
sequence X;, s(X) is the total number of points that have at least N + 1 neighbours. In terms of
these notation the unnormalized process density is

N
ha,. .. 2n) ~ & H BZ’“(X). (8)
k=0

3) An important subclass of the CSA point processes with a finite number of different intensities
is formed by CSA processes with hard core interaction. The last means that we consider the
case when there is only a finite number of non-zero intensities Sy, ..., 8n. In this case any point
of a sequence X cannot have more than N neighbours. It is obvious that in this case #(X) =
to(X) + ...+ tn(X), where ¢(X) is the total number of points in the sequence X. The unnormalized
process density can be written as follows

h(i):h(ml,, H/Bn (rX<k) {N <N}_ H/B 5(’<N}’ (9)
where the statistic R
N(X) = maxn(x;, X<;) = max{k : tx(X) > 0} (10)
T, EX

is a maximal number of neighbours observed in X.

4) If R > diam(D), then it means that given a current state X the conditional intensity at a
point £ € D depends only on the total number of points in the sequence X, regardless of their
positions. This kind of interaction between points can be named mean-field interaction, by analogy
with statistical physics. In this setting any point y € D is a neighbour of point z. If 5, =0, k > n,
for some n, then we can observe at most n points of the process. Conditional on the event N(D) =n
the probability distribution of n points is the uniform one

1
| D™

pn(xla s 7$n) =

5) If B, = B for some 8 > 0, then the value of the interaction radius is irrelevant and the process
distribution is a probability measure on (Fp, Fp) corresponding to random sequences of Poisson
length with mean 3| D| and independent uniformly distributed components in D.

2.1 Integrability conditions.

We need to check that the partition function is finite to get a well-defined density (3). If, for
example, the set of intensities is uniformly bounded

sup 3, < 00,

n>0
then the partition function is finite. But if the numbers ,, n > 0, increase sufficiently fast as
n — 00, then the partition function might be infinite. Proposition 2.1 shows that if the domain D

is not too degenerate then the linear growth of intensities is the critical one separating these two
cases.



Proposition 2.1 1) Let the set of intensities form an increasing sequence such that 5, — oo as
n — oo and assume that the rate of its growth is sublinear: Bp,/n — 0 as n — oo, then the partition
function is finite.

2) Assume that By, = B(n+1), n > 0, for some 5 > 0 and the domain D contains a ball B(y,r)
of positive radius r < R/2. Then the partition function is infinite, if B is sufficiently large.

Proof of the part 1) of Proposition 2.1. Indeed, fix 0 < ¢ < |D|~! and let n(¢) be such that 3,/n <
for any n > n(e). Represent the partition function as follows

P -ID
Z = ‘ /Hﬁn(xkx<k dry...dz, + Z ¢ /Hﬁnxkxdc dzy...dzn,

n<n E) Dn k=1 n>n(e) Dn k=1

The first term in the preceding display is finite. We are going to bound the second term. Note that
for any 7« > 1 we have the inequality n(z;,X-;) < i — 1, therefore Br(zi,z<;) < Bi—1. Also note that
by assumption B < By, if k < n(e). Thus the product in the integral can be bounded as follows

n IBZ((E))En—n(e)n!
H/Bn(:ck,i<k) < W
k=1

Using this bound we obtain

67|D| n IBTZ(E) TL(E) 67|D| n
> /kl:[lﬁn(%,;d)dxl...dxng( . ) o) (e|D))",
Dn F=

n>n(e)

and the right hand side is finite by choice of €. Therefore Z < oo.
Proof of the part 2) of Proposition 2.1. In this case one can bound

n

e €_|D‘,3n .
7 = Z o / H n(zy, Xcg)dz .. . dzy,
n=0

Dn k=1
> Z oy / H n(zg,Xcp)dxy ... dxy,
0 B (yr) F=!

oo
> 121 By, ),
n=0

and the last series is infinite provided that |B(y,r)|8 > 1. Proposition is proved.
Remark. The effect of non-integrability is similar to the effect observed in the case of Strauss
model when the parameter 7 responsible for the pairwise interaction is strictly greater than 1 ([10]).

2.2 The Hammersley-Clifford factorisation

In this section we obtain a Hammersley-Clifford factorisation formula for the density (3) in terms of
a directed clique interaction function ¢ : D x Fp — R4 ([11]). We call a sequence y an z—clique,
x € D, if all its components y € ¥ satisfy z ~ y.



Theorem 2.1 The density (3) is factorised as follows

|

X :H H g0($j,5"),

J=1yCX<;

where ¢(z;,¥) =1, if ¥ is not an x;—clique. If a set ¥ is an xj-clique, then

o(25,5) H ' scnm, (11)

where the coefficients C(n,m) are defined as follows

n
m

C(n,m) = (—1)"+m< ) n>m > 0. (12)

Proof of Theorem 2.1. For a set ¥ = {y1,...,yn} which is an z-clique we have that

\elf) B
ZCy o(z,Z) ZCy o(x,Z)

o(z,y) = , (13)

where n = n(y) is the number of points in the z-clique y. It is easy to see that particular location
of points in ¥ is irrelevant for the value of ¢(z,¥). Therefore ¢(x,¥) depends only on n = n(y) the
number of points in ¥. Denote

VY = log(e(x, {y1,---,Yn})), n > 0.

The formula (13) yields the following relations for the coefficients 1, n > 0,
Yo = log(Bo), (14)
n—1
Y =log(Bn) = Y ( )wk, n>1 (15)

k=0

Using these relations one can show that v, n > 1, is a linear combination of a,, = log(5,,), m =
0,1,...,n with some coefficients C'(n, m)

Yo=Y C(n,m)am. (16)
m=0

It is easy to show by induction that

Cn,m) = Tg(—m 3 (”) (’:1> . (“:nl) 0<m<n—1, (17)

s . 11 12
=1 n=ig>11>12>...>1_1>m



Indeed, it is easy to see that 1)1 = a3 — ag, so the formula (16) holds for n = 1. Assume the formula
(16) holds for some n > 1. Using (15) we have that

n n k
Ynil = n1— Y (n: 1)% = api1+ Y (-1) (n_,: 1) > Clk,m)an,
k=0

k=0 m=0
n n n-+1
:an+l+zam Z(_1)< k )A(kam)
m=0 k=m

n
=ani1+ ) Cln+1,m)an

m=0
n+1
= Z C(n+1,m)an
m=0

Note now that every term in the inner sum in (17) can be rewritten as follows

(6= Cearamo

for any numbers n =149 > i1 > ... > ip_1 > i = m,k > 1. Therefore

C(n,m) = <”> i (=1)kEIS(n — m, k), (18)

m
k=1

where S(n,m), n > 1,1 < m < n, are the so-called Stirling numbers of the second kind, i.e. the
number S(i,7) is the number of way to partition a set of i objects into j non-empty groups (see,
for example, [3]). To get the representation (18) we used the following formula ([14], problem 2.62)

1 n!
Stk =5 2 TR

T1,y..sTk

where the summation is over all sets of positive numbers r1,...,7g, such that r{ + ...+ rp = n.
The formula (17) can be explained as follows. Applying the formula (13) recursively we gain the
factor (3,, or its reciprocal every time when we jump one step down and choose an m—clique. Let us

say that we get an m-points subset Z = {21,...,2m} C X = {z, ..., 2,} in k steps if we can represent
a collection of subsets Z C Z(ix) C Z(ix—1) C ... C Z(i1) C X, n(Z(4;)) = 4;, 5 = 0,1,...,k, such
that n = 49 > 21 > 42 > ... > iy = m. Every such subset, excluding the initial one, is obtained

from its predecessor by taking away some (non-zero number) points. So, to compute the coefficient
A(n,m) we need to take with minus the number of possible ways to get an m-points subset of X
in 1 step (it is the number of those terms log(3,,) that we get after applying the recursion (15) to
the terms 1) in the sum), then to add the number of getting it in 2 steps and so on. The minimal
number of steps is 1 and the maximal number of stepsisn —m, 0 <m <n — 1.

The last step is to note that for the Stirling numbers of the second type the following identity

holds
M

D (1FRIS(M, k) = (-)M, (19)

k=1



for any M > 1. This identity is, in fact, the following classical identity (see [1], Section 24.1.4,
p.825)

M
> ()M FRIS(M k) =1, (20)
k=1
written in a slightly different form. Note, that the identity (19) can be proved by induction and
the proof is based on the following recurrence relation for the Stirling numbers ([3])

S(M,k)=S(M — 1,k — 1)+ kS(M — 1,k), M > 1

with initial conditions S(0,0) =1 and S(0,k) =0, k # 0.

Remarks. 1) We noted at the beginning of the proof that the particular location of points in ¥
is irrelevant for the value of ¢(z,¥), so p(z,¥) depends only on n = n(y) the number of points
in . This is indeed the case since the conditional intensity A(u|y) of the process depends on the
configuration ¥ only through the number of directed neighbours n(u,y).

2) It is easy to see that the coefficients C'(n,m) form a table which is nothing else but the
alternating Pascale triangle. The first seven rows of the triangle with appropriate signed elements
are given below

1
-1 1
1 -2 1

-1 3 =3 1
1 —4 6 —4 1
-1 5 —10 10 -5 1
1 -6 5 =20 15 -6 1

3) Examples of the clique interaction function

¢(z,0) = Bo,
oz, {z1}) = By "B,
o(z,{z1,72}) = BopB *Po,
o(z, {1, w2, 23}) = By ' 565 B3
o(z, {z1, 72, z3,24}) = BBy *BPB; *Ba
o(z,{z1, 22,23, 74, 75}) = By BBy °B3°By °Bs.

If there are finite number of non-zero intensities, i.e. Sy = 0,k > N, then there cannot be a clique
with number of points larger than NV, so the clique interaction functions of order higher than N
are trivial, i.e. equal to 1.

4) Assume that the relation (1) between points was replaced by the following one

z~y e llz -yl < Rz), (21)

where R(z) is a positive and bounded function. It is easy to see that the structure of the clique
interaction functions would remain the same.



5) In paper [8] a wide class of symmetric Markov point processes was considered. They were
named the interacting point processes (INP). One particular case of INP process can be described
in the following way. Consider the relation (1) as the symmetric one, the process states are the
classic ones, i.e. unordered sets of points, and let the conditional intensity of the process at a point
be B provided the point has k neighbours. It is easy to see that the clique interaction functions of
this Markov point process are given by the formulas (11). Once a clique of a point is determined,
i.e. either the number of points in it or its order is known, then the computations and the result is
the same as in the proof of the theorem.

3 Local stability and simulation of CSA-processes

To simulate the process we use Metropolis-Hastings and birth-death samplers proposed for the
sequential Markov point processes in [11]. For the reader’s convenience we briefly recall the basic
choices for both of them. Consider a sequential Markov process given by its density g(X) with
respect to the reference measure v. The generic variant of the Metropolis-Hastings sampler is
the following one. Given the current state X the birth and death are proposed equally likely, with
probability 1/2. If birth is proposed, then we choose a position i € {0, ...,n(X)} at random, sample
a uniformly distributed point £ € D and accept the new state s;(X,&) = (..., zi_1,&, i, ...) with

probability
min {1 M} _ (22)
(X)(n(X) + 1)
If death is proposed then a position i € {1,...,n(X)} is chosen at random and the point z; is
removed with probability

Ty ooy Lty Tialy - - oy Tyyse) )X
min{l 9@ = iH =)l )} (23)
9(x)|D|
The generic choice of the birth-death sampler is determined by the birth rate
bi(%,¢) = — L) (24)

(n(x) + 1)g(¥)’

for the birth of a new point £ at the position i given the current configuration X, and d;(X) = 1 for
the death rate at position 7 in the current configuration X.

Let us note that the Markov chains generated by both Metropolis-Hastings and birth-death
algorithm are reversible with respect to the probability distribution specified by the density g(X)
with respect to the reference measure v ([11]). Therefore this distribution is an invariant one for the
Markov chains. It is proved in [11] that a sufficient condition for geometric ergodicity for both the
Metropolis-Hastings and birth-and-death samplers for a sequential Markov process with density g
is the following local stability condition

9(si(X,€))
C9®
uniformly in £ € D, X = (z1,...,2,) and ¢ = 0,...,n for some C' > 0. We assume in (25) that

g(X) > 0. For more details we refer to [11], where the properties of more general Metropolis-Hastings
algorithm for sequential Markov point processes were considered.



3.1 Local stability of CSA processes

We study local stability for the following two important subcases of the process. The first one is
when there is only a finite number of non-zero intensities. The second one is when all intensities
are positive but they can take only a finite number of different values.

The next theorem provides us with local stability bounds for both cases mentioned above. As
we show afterwards (Remark 2) after the proof), in general these bounds cannot be improved.

Theorem 3.1 Consider a CSA process with a finite number of different intensities.

1) If B, >0,k =0,1,...,N, B =0, k > N for some N, then the density (3) is locally stable
with a constant

max(fo, - . aﬂN)>T(d : (26)

min(ﬁm s 761\/)

where T'(d) is the mazimal number of points which can be allocated on d—dimensional unit
sphere in such a way that the distance between any two of them is not less than 1.

CL(N, ) = max(Bo, - .., By) (

2) If B, >0,k =0,1,....,N, B =~ >0,k > N for some N and +, then the density (3) is
locally stable with a constant

max(ﬁo, ceey ﬁN’ 7) ) T(d)N , (27)

C2(N, B) = max(fo, ...,5N7'Y)< min(f, ..., AN)

where T'(d) is the constant defined in the part 1).

Proof of part 1) of Theorem 3.1. We give proof for the case d = 2, for higher dimensions the
modification is obvious. Note that 7(2) = 6. Denote for short

( 5n (&,X<i) H Bn(xk’ (K<it)) (28)

ﬁn(mk7x<k)

For any ¢ and X.; we have that 8, x_,) < max(fp, -..,0n). Let us bound the product. Note that
n(Tk, (X<, §)) —n(wk, X<x) can be 0 or 1. If n(zg,X<x) = 0 and | —zx| > R, then n(zy, (X<x, §)) —
n(xg,X<x) = 0 and the corresponding ratio in the product is

Brer,er) _ |
Pr(argr)
If |€ — zk| < R, but n(zg,X<x) = N, then n(xg, (X<, &)) = N + 1 and the corresponding ratio is

BN+1

BN

since fny+1 = 0. So, the point £ can be inserted as the ith coordinate of the vector X if and
only if there are no points in the configuration X N B(§, R) that already have N neighbours. If
n(rg,X<x) < N and [ — 21| < R, then the product gains the factor B, 2_.)+1/Bn(w,x-)) that

=0,

10



we bound by max(fo, ..., Bn)/ min(Bo, ...,Hn). If Bj+1/6; < 1for any j =0,..., N — 1, then the
bound (25) is obvious and the proof is finished. In the general case we bound

X . ml(f’i)
ri(X, &) < max(bo, ..., HN) <r§1?n((§(?,... ’51]:;) ,

where m;(X, &) is the number of X components xj, k > 4, such that n(zx, X<x) < N and [ —zk| < R.
A simple geometric argument shows that we can bound m;(X, &) < 6N. Indeed, represent the ball
B(&, R) as a union of 6 equal disjoint sectors. It is easy to see that the distance between any two
points belonging to the same sector is not more than R. Therefore there cannot be more than N
points of the vector X in any of these sectors. Indeed, assume there was a sector that contains at
least N + 1 points of the vector X = (z1,...,2,), n > N + 1. Let z; be the last arrival in this
sector, i.e. it is the point appeared there later then the others. Then z; has already (at least) N
neighbours (other vector points belonging to the sector) and it would have at least N 41 neighbours
if we inserted £ at the beginning of the vector and this situation is forbidden. So, finally

6N
%,€) < max(fo, ... ) ()

The part 1) of the theorem is proved.

Proof of part 2) of Theorem 8.1. Assume again for definiteness and without loss of generality
that d = 2. For any ¢ and X<; one can estimate B,z ,) < max(So, -..,0n,7). Bounding the
product (28) we distinguish two cases. If | — 2| < R and n(zk,X<r) > N, then the corresponding
ratio is trivial

Bn(ergr) _
B, (<€)

If |€ — x| < R, n(zk, (X<, &) — n(zk, X<r) = 1 and n(zk,X<r) < N, then the product gains the
factor that might be not equal to 1 and we bound it as follows

ﬁn(mk,i<k)+l < maX(ﬁOa cee 751\777)
Bn(zk,i'<k) o mln(ﬂoﬂ 7BN)

So

. 15 (€,%)
ri(%, €) < max(Bo, - .-, Bn,7) <mr21é(ﬁ50(; ’ng;;)> ’

where [;(X, €) is the number of components zj, € X, k > 4, such that n(zg, X)) < N and |{—z| < R.
The geometric argument we used in the proof of part 1) gives that {;(X,&) < 6N and get the bound
(27). The theorem is proved.

Remarks. 1) Similar local stability bounds can be obtained in the same way in the case when
the relation (1) between points is replaced by the relation (21) with some positive and bounded
function R(z).

2) It is well known that the practical implementation of birth-and-death samplers in the locally
stable case is based on dependent thinning of transitions of a Poisson process with unit death rate
and constant birth rate C' that dominates any r;(X,¢): 7;(X,£) < C. If C is overestimated, then
it leads to very low acceptance probabilities. Therefore it is desirable to get the bound (25) as
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small as possible. From this point of view the bounds we have obtained in Theorem 3.1 are not
satisfactory. We obviously overestimated the values of m;(§,X) and [;(&,X), since the points of any
sector might have neighbours from other sectors. But in general both bounds (26) and (27) are
close to optimal. Indeed, consider at first the bound (26) in the case when Sy, f1 > 0 and S =0
for k > 2. Then following the proof, one gets that the bound for m;(¢,X) (the maximal number of
points of the configuration X which can contribute the non-trivial factor in the product (28)) is 6.
One would get this number if the configuration shown in Figure 1 occurred, where 6 points of the
vector X are located at the boundary of the ball B(£, R) such that the distance between the nearest
of them is R. Obviously, this set of configurations has probability 0, since the ball boundary has
Lebesque measure 0 in dimension 2. But the set of configurations shown in Figure 2 has already a
non-zero probability and gives the value m;(§,X) = 5.

Consider now the process with intensities g > 0,81 > 0,8, = v > 0, k£ > 2. It is easy to
see that the same ”ideal” configuration in Figure 1 gives the bound (27) with 7'(2) = 6 and the
configuration in Figure 2 provides the ”lower bound” for the bound (27) and it is 5 since [;({,X) =5
in this case. The only difference is that now the points of configuration X which we locate near the
ball boundary, cannot have more than 1 neighbour outside the ball (otherwise the corresponding
factor in the product (28) would be trivial, i.e. equal to 1).

The bounds we obtained in Theorem can be very large even for small N. For instance, if N = 2
and max(fo, ...,Hn)/min(Bo, ...,Bn) = 10, then the bound is of order of 10'2. Therefore we
can conclude that the birth-and-death sampler based on thinning is not a good practical choice for
simulating of CSA processes.

3) It is easy to see that the condition (25) holds for any decreasing sequence of intensities
Bo>...2Br > Bryr1 = ..., k > 0, which is not necessarily finite, since in this case the factor
5n(zk,(i<k,§))/5n(xk,,z<k) is always bounded by 1.

4) If we put S = 8 > 0 for any k > 0, then we obtain the sequential Poisson point process. In
this case the local bound is just 5.

5) If the set of intensities is unbounded, then the density (3) may not be locally stable. Indeed,
assume that 5; — oo as ¢ — o0o. Let the area D contain at least one ball B(y,r) with radius
r < R/2. Consider a configuration X = (zx, k = 1,...,n) € B(y,r). Then, for £ € B(y,r)

( 571(5@ H 5" ek (Xert)) = fo H /Bk—H = Bn,

’Bn Ik7x<k)

which is unbounded in n.

Figure 1: Six points at the surface with the minimal distance R between them, R is radius of the ball. It is assumed
that the points do not have any neighbours outside the ball.
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Figure 2: Five domains with positive measures near the ball boundary. The distances between the domains are not
less than the radius of the ball. A vector X has a point of intersection with each of the domains, these points do not

have any neighbours outside the ball.

4 Modelling of repulsion and attraction in sequential point pat-
terns by CSA processes

An intuitive picture that one may expect is the following one. If the intensities are decreasing, i.e.
Bo>...> Br > Prt1 = ..., then it might result in repulsion between points. If the intensities are
increasing, i.e. ... < B < Bks1 < ..., then one expect to observe the aggregation effect in a point
pattern. Basically, these predictions hold, but there are certain limitations that will be mentioned.

Consider the simplest non-trivial situation, when there are only two non-zero intensities 5y and
fB1, i.e. a point can have at most one neighbour. If By < Bi, then clustered patterns appear,
see Figure 4. The clusters obviously have a different structure than clusters formed, for example,
by a Poisson cluster process. The CSA-clusters are formed by ”directed local chains” of points
which approximately have ”a local linear structure”. Figure 3 illustrates the mechanism of the
chain formation. The areas labeled by + are areas where the intensity of point appearance is

6P

Figure 3: Formation of the ”linear cluster”.

high, +— areas are the ones which were active but are blocked at the moment. Point x is the
first one, it activates the area in the ball B(x, R). Then point y appeares and immediately the
area B(z,R) N B(y, R) is frozen. Point z is the third one, its appearance blocks the intersection
B(z,R) N B(y, R). Using the terminology of the theory of cluster processes one can name point
x as the parent point and = has a daughter point y. Point y itself can be considered as a parent
point for z. It should be noted that if a value of 8y is very large, then it might spoil the cluster
structure resulting in regular patterns with high density of points, even if By is rather small. See,
for instance, Figures 7 and 8, where the patterns have a very regular structure. This ”regularity
effect” is explained analytically in Subsection 4.1, see cases 4) and 5). In the case Sy > (1 and [ is
small patterns with repulsion between points are observed. These patterns are similar to patterns
produced by the hard core process with the same intensity [y (compare the images provided by
Figures 5 and 6). The patterns in Figure 6 and the right-hand side patterns in Figures 4 and 5
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have visible regular structure since [y is relatively large and f; is relatively small.

With some obvious modification the same mechanism of cluster formation works in the case
of any CSA process with a finite number of non-zero intensities and the same mixed attraction-
repulsion effects can be observed. Images of a CSA model with 10 non-zero intensities are provided
in Figure 9. The left-hand side image in Figure 9 shows the pattern with a rather regular structure,
though clusters with small numbers of points are visible. Apparently, this is stipulated by the
moderate growth of intensities. The clusters cannot grow more, because relatively large areas are
becoming saturated by relatively small numbers of points. Apparently, this is due to the fact that
the interaction radius is sufficiently large. The right-hand side image in Figure 9 has a much more
aggregated structure, since the interaction radius is smaller and the growth of intensities is more
substantial.

Another easy to handle choice for modelling of cluster structures is provided by CSA processes
with a finite number of different intensities in case when all of them are positive. The mechanism
of cluster formation is the same one as explained above. The only difference is that there are no
restrictions on the number of neighbours in this situation. Density and sizes of clusters can be
controlled by making at least one of the intensities smaller or bigger. For examples of images see
Figures 10 and 11. By varying the interaction radius (which is a very important factor) one can also
reduce or intensify clustering in point patterns. For example, compare the images provided in Figure
11. The same cautions that we have mentioned in the case of processes with hard core interaction
should be taken into account when simulating cluster point patterns. The cluster structure can
be transformed into the regular one if, say, $; and successive intensities are taken too large. For
instance, the images in Figure 11 have visible cluster structure, clusters are separated one from
each other. In the left image of Figure 12 the clusters begin coalescing though they still can be
recognized. The right image in Figure 12 gives an example when clusters have coalesced forming
one "connected component”. The last makes sense if we draw a ball of small radius around every
point.

Remark. Note that the images in Figure 10 look like images of the CSA process with only two
non-zero intensities. This similarity is generated, of course, by the choice of parameters Sy < (1
and B1 > B, k > 2.

4.1 Extreme behaviour of CSA patterns.

To emphasize the idea and for simplicity of notation we are going to consider the limit behavior of
CSA patterns when there are only two non-zero intensities 5y and 1. We describe the cases when
Bo and (1 tend to their extreme values 0 or co. In particular, we give analytical explanation why
the clusterisation effects vanish when By < 81 and f3; is taken sufficiently large.

Due to the hard-core character of interaction the partition function is in fact a sum of finitely

many terms
ﬁ,R D) o 1Dl

Z= Xek) 1{rnax{k ity (R )>0}:1}d$1 o dTp,,

Dmkl

for some constant C(8, R, D). Let us assume for definiteness, that D is a unit cube. It is easy to
see that for a given sequence of points X

a(X) = /ﬂn(x,f)dx = /(501{n(x,§):0} + B1lin(z,z)=1})dx = Po| Do(X)| + B1]D1(X)], (29)
D
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where D;(X) = {z € D : n(z,X) =i}, i = 0, 1. Therefore integrating backward in

/ H Brer )21 - - . AT,

ie. fix (z1,...,Zm—1), integrate over z,, and so on, and using equation (29) we get that

with some coefficients {am (7, j)}, where the sum is over all possible integers i > 1,5 > 0,i+j = m,
and only a finite number of coefficients a,,(¢,7) > 0 in this expansion are non-zero. The an, (%, j)
do not depend on Sy, 31, only on the interaction radius R. So, the partition function is just a finite
sum of terms ,Béﬁj ,4 > 0. To understand the structure of limit patterns it suffices to know a term
determining the partition function asymptotics in a particular extreme regime.

1) Bo — 0 and f; is bounded. The limit process is trivial, its realisation is just an empty
configuration, since for any 0 < k < C(8, R, D) we have that P{X =k} ~ fp as fp — 0.

2) Bp — oo and S is bounded. The terms Bé’"” B4 with maximal power of 3y will determine the
asymptotics of the partition function and the limit distribution will concentrate on corresponding
configurations. If B is sufficiently small, then the limit process is similar to the pure hardcore
process, i.e. Bg > 0, $1 = 0 in the limit Sy — oc.

3) Bop — oo and B; — oo. In general, the structure of limit configurations depends on the way
the pair (Bo, f1) approach the limit (oo, 00).

4) Bop = const and 1 — o0o. Let jmar be a maximal power of 8; in the expansion for the

partition function. Then
z~ (z zamu,jmwa) i
m 1

as 1 — 00, so the configurations with ¢1(X) = jmaz will survive. The limit process distribution is
concentrated on the configurations X with statistics ¢1(X) = jmaz. One can imagine that when a
point appears (with intensity f5g), then the "maximal chain” with jy.. points is instantly formed.

5) Bo — 0 and B1 — oo. If BpB{™** — 0 as By — 0 and B; — oo, then the limit distribution is
trivial. If ﬂoﬂf’"‘” — 00 (or just stays bounded) and ﬁoﬂ{m“zfl — 0 as By — 0 and 1 — oo, then
the limit process exists. It is non-trivial and its distribution is concentrated on the configurations
X with to(X) = 1. Therefore in the limit (5o, 1) — (0,00) the limit distribution depends on the
way the pair (8p, 1) tends to their extreme values.

The cases 4) and 5) show that for any Sy > 0, regardless how small it is, if 8; is sufficiently
large, then regular high density (the density depends on interaction radius) patterns should appear.
Images in Fig.7 and 8 certainly confirm these theoretical predictions. The images demonstrate
visible regular high density structure.

Note, that in all cases when there exists a non-trivial limit process, i.e. the probability of
non-empty configuration is strictly less than 1, the limit process is not a Markov process, since its
density with respect to the reference measure becomes non-hereditary.

The images in Figures 4-11 were obtained by the Metropolis-Hastings algorithm.
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Figure 4: CSA patterns with two non-zero intensities. Left: R = 0.05 and (8o = 5,41 = 500). Right: R = 0.03 and
(Bo = 10,81 = 2000) . Statistics are (20,72) and (76,367) respectively.

2 o e
2 o o . 2
° o ° °
° o ©
° °
o o ° °
o | o ° R o ° o |
3 3 . o o 3
°
°
° ° o
. °
° ° ° o o °
° ], ° ° ° o |
s ° ° ° s
° °
° °
- o o © o %0 o o -
° o ° o °
° o °
< | . 6 ° o o © <
3 ° 3
° o o0 g° ° o
o °
o o ° °
. ° °
°
° o o
o ° o ° ° o
S o . R 3
° ° ° °
o °
° ° ° o
°
° ° o o o
s o0 o ]
3 ° g
T T T T T T T T T T T T
00 02 04 06 08 10 00 02 04 06 08 10
x x

Figure 5: CSA patterns with two non-zero intensities. Left: R = 0.05 and (3o = 500, 81 = 5). Right: R = 0.03 and
(Bo = 2000, 31 = 10). Statistics are (121,1) and (391, 4) respectively.
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Figure 6: Sequential hard-core patterns, 8, = 0, k > 1. Left: R = 0.05 and 8o = 500. Right: R = 0.03 and
Bo = 2000. The total numbers of points are 121 and 408 respectively.
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Figure 9: CSA patterns with 10 non-zero intensities. Left: R = 0.1 and 8o = 10,31 = 110,82 = 210,83
310,83, = 410,85 = 510,86 = 610,87 = 710,85 = 810,89 = 910. Right: R = 0.03 and B = 10,81 =
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(16,46, 29, 35, 42,40,40, 31,22, 29) and (79,254, 236,179, 146,134,111, 86, 72, 43) respectively.
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Figure 10: CSA patterns with 3 different intensities, R = 0.05. Left: 8o = 10,81 = 1010, 3 = 100, k > 2,. Right:
Bo = 10,41 = 1010, B, = 10, k > 2,. Statistics are (42,211,25) and (36,213, 1) respectively.
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02

Figure 12: CSA patterns with 2 different intensities. Left: R = 0.03 and 8o = 5,8: = 3000, k > 2, the total
number of points 2971, the maximal number of neighbours 18. Right: R = 0.07 and By = 5, 8r = 5000, k > 1, the

total number of points 5057, the maximal number of neighbours 97.
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5 Application of the CSA processes for the analysis of the real life
data

In this section we try to fit the CSA model to the real life data provided by Drs. R. Huele, Leiden
University, Institute of Environmental Sciences (CML). Our main aim here is to illustrate by a
concrete example how CSA processes can be used in applications.

5.1 Data

The data is a sequence of geographical coordinates of the North Sea points where appearances of
harbour porpoises were recorded. We decided on the following observation window: the interior of
a polygon with vertices

A1(2.00,51.26), A5(2.00, 56.00), A3(8.20, 56.00), A4(8.20, 54.00), A5(4.47, 52.55), Ag(3.20, 51.26),

where the first coordinate is the geographical longitude and the second one is the geographical
latitude. The line AgAs; approximates the North Sea coast of the Netherlands from Den Helder
to a point near Knokke-Heist the place where the Belgium-Dutch border touches the North Sea.
The line A5A4 approximates the North Sea coast from Den Helder to point A4 in the North Sea
near Cuxhaven in Denmark. There is a shallow water territory in the North Sea to the right of
the line A5A4 and below the line AgAs, but we discard these regions. The area of the shallow
water regions is negligible and does not influence the analysis. We transform the observation
window as follows © — & = (z — 2.0)/6.2 (the vertical coordinate) and y — § = (y — 51.26)/4.74
(the horizontal coordinate), so that the transformed observation window is now a subset of the
unit square. Denote the images of the vertices by the same letters A;, ¢« = 1,..., Ag, then the
transformed window is bounded by the segment A; Ay connecting the points (0.0000,0.0000) and
(0.0000,1.0000), the segment A3 Az connecting the points (0,1) and (1.0000,1.0000), the segment
A3 Ay connecting the points (1.0000, 1.0000) and (1.0000,0.5781), the segment A4 A5 connecting the
points (1.0000,0.5781) and (0.3984,0.2722) (the line equation y = 0.5085z + 0.0700), the segment
A4As connecting (0.3984,0.2722) and (0.1935,0.0000) (the line equation y = 1.3600z — 0.2721)
and by the segment AsAg connecting the point (0.1935,0.0000) with the origin (0.0000,0.0000).
The image of the data in the transformed window is plotted in Fig. 13. The records, initial and
transformed, are stored in Table 1.

We denote by X the sequence of points with transformed coordinates # and . The point pattern
in Fig. 13 is a low density point pattern. There are visible pairs of points, that can be interpreted
as a parent and a daughter point in a CSA cluster. There are no visible clusters with more than 2
points. Our experience based on many computer experiments says that such a pattern is typical for
CSA models with two non-zero intensities, where 5y < (1, Bo itself is not large, and the interaction
radius is sufficiently small in comparison with the size of the observation window. So the subjective
impression suggests that a CSA model with two non-zero intensities could be a possible candidate.
Though other models might fit as well. For definiteness we restrict our analysis to CSA models
with hard core interaction where the interaction radius R is treated as an unknown parameter.

The main component of our analysis is the method of MCMC maximum likelihood estimation
(MCMCMLE) applied to a CSA model with a finite number of non-zero intensities and known
radius. To proceed further we need to establish applicability of this general method. We do it
in the next section. For the reader convenience we recall also the key steps of MCMCMLE. For
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Figure 13: The observation window and data

Longitude, x | Latitude, y T Y
1 3.0875 54.7700 0.1754 | 0.7398
2 2.9404 54.9400 0.1517 | 0.7773
3 7.4750 55.3167 0.8831 | 0.8558
4 7.5117 55.3167 0.8890 | 0.8558
5 5.1433 53.4100 0.5070 | 0.4536
6 4.6933 53.1200 0.4344 | 0.3924
7 3.4000 51.7817 0.2258 | 0.1101
8 5.2500 53.4400 0.5242 | 0.4599
9 5.0583 53.8267 0.4933 | 0.5415
10 5.2150 53.8583 0.5185 | 0.5482

Table 1: Data
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detailed description, discussions and applications of the approach see [5], [6], [7], [9] and references
therein.

5.1.1 MCMC maximum likelihood estimation for the CSA model with hard core
interaction

The formula (9) means that given R, the interaction radius, and N + 1, the number of non-zero
intensities, the point process forms an exponential family. We denote by 6 the set of parameters
{0r = log(Bk), k < N} and canonical statistics in this case are tx(X), ¥ < N. The unnormalized
density determined by parameters 6 will be denoted by hg. Also, denote by Py and Eg the probability
distribution of the process with parameter intensities § and expectation with respect to Py.

Given observation X we are looking for a set of numbers 5k, k=0,...,N, that maximize the
log-likelihood

Z Ot (X) — log(Z(0)), (31)

Z(#) is the partition function corresponding to the parameters 6. Note that the partition function
Z(0) depends smoothly on § and can be differentiated under the integral sign since it is formed by
a sum of a finite number of terms smoothly depending on 6. To use the MCMCMLE method we
also need to prove positive definiteness of ®(f) = —V2L(#, X) the Fisher information matrix of the
model. The proof of this fact is given in Section 7.

Since the log-likelihood is a concave function of 6 there exists either a unique maximum in the
interior of the parameter space or a unique maximum on the boundary. If the maximum is achieved
in an interior point 8 of O, then 8 can be found as a unique solution of the maximum log-likelihood
equation

VL(6,X)=0

which is the following set of equations
tp(X) = Egtx(X), k=0,1,..., N, (32)

We cannot solve the system of equations (32) directly, since the partition function Z(6) in (31)
cannot be computed. Therefore MCMC approximation is used.

Note that any two densities hg and hy that are determined by different sets of intensities and
with the same value of the interaction radius have the common support, i.e. the set of configurations
where they are non-zero. Therefore, fixing a reference parameter ¢ = (¢, ..., % n), we can consider
the log-likelihood ratio against the parameter

1,(0,%) = L(6,%) — L(),%) = log (ZZ((?)) — log (%) : (33)

Obviously, if f maximizes L(0,X), then it also maximizes l,,(,X) and vice versa. The Monte Carlo
approximation to the true log-likelihood ratio with respect to the parameter v is defined as

N
lym(0,%) = Z(gk — ) te(X) — log ( ZeZk 0Ok —vn)tr (X; )) ’ (34)
k=0
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where X7,..., X;, is a sample from a Markov chain having Py, as its stationary distribution. We
generate the sample X7,..., X,, using the Metropolis-Hastings algorithm described in [11] and
where it is proved that the corresponding Markov chain is reversible and geometrically ergodic.
Moreover, in the case of a CSA process with a finite number of non-zero intensities this Markov
chain is even uniformly ergodic due to the hard-core character of interaction.

Sampling analogues of the maximum likelihood equations are obtained by differentiating ly ,,, (6, X)
with respect to 0, k=0,1,...,N

S (X)) e Xm0 (O k)t (X)

t X) =
(%) Z:il eXho(Ok =)t (Xi)

, k=0,...,.N (35)

If the maximizer of [y ,,,(#,X) is an interior point of ©, then it can be found as a solution of the
equation (35).

The random variable hg(X)/hy(X) is integrable with respect to the measure Py (it is even
bounded here, as one can see). Therefore by the ergodic theorem for Markov chains we get that

" he(X) . he(X) _ Z(6)
ho(X) " SR (X) ~ Z(0) (36)

almost surely as m — oco. Hence, we get that for any fixed observation x the Monte Carlo log-
likelihood ratio Iy, (6, X) converges almost , surely to ICA x) asm — 0o. If § = (B, . ..,0y) are the

true maximum likelihood estimators and 9m = (9m70, .. 0m7 ~) are the maximizers of the Monte
Carlo log-likelihood 1,,(6,X), then by the general results ([5]) for exponential families, O — 6
almost surely as m — oo.

Following [6] we can estimate the variance of error O — 5, where 6 is the true likelihood
estimator. The estimation is based on the fact that by Theorem 7 of [6] the normalized MC score
function m!/ 2(49 —0) converges weakly to a normal distribution N (0, <I>A1A<I>A ) as m — oo, where
@, is the Fisher information matrix at the true maximum likelihood estlmator o= (9\0, R §N),

the matrix A is the limiting covariance matrix of m'/ 2Vlm(é\m) and is defined as follows
_(Z0)Y
~(76) = 0

o0

‘73 = Z Yq(t),

t=—00

Yq(t) is an M x M-matrix with elements ~;;(t) = Cov(g;(Xo), 9;(X¢)), 1,5 =1,..., M, where

where

ho(X)
hy (X))’

The covariance matrix o7 is well defined in the sense that all its elements are finite and this is due
to the boundedness of the functional g(X) with respect to the measure Py.

By Theorem 7 of [6] the matrix ®; can be approximated by ?{;m(é\m) = —V2,, (0, X)|g—g, - The
ratio Z(v)/Z(9) is estimated by (Epm yhe(X)/hy(X)) ! (see the equation (36)). We estimate the

9(X) = (go(X), ... gy (X)) = ((m(i) (X)) E=0,.. .,N) .

2
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R Statistics ¢, = tx(R),k=0,... | N(R) +1
0.001,...,0.005 (10, 0) 1
0.006, ...,0.018 9,1) 2
0.019, ...,0.026 (8,2) 2
0.027,...,0.044 (7,3) 2
0.045, ...,0.087 (6,4) P

0.088 (5,5) P
0.089, .. .,0.094 (5,3,2) 3
0.095 (4,4,2) 3
0.096,...,0.1 (4,4,1,1) 4

Table 2: Statistics and the number of non-zero intensities for given radius

3 using the method of batch means, which is the standard method in the time series

analysis for estimating variances of sample means (see, for instance, [15]).

Remark. The weak convergence of the normalized MC score function to a normally distributed
vector N (0, A) holds here by the central limit theorem for square integrable functionals of reversible,
geometrically ergodic Markov chains ([19]).

matrix o

5.2 Back to the data analysis

The number of non-zero intensities is unknown and N (X) can be taken as an estimator of N. It
is obvious, that N (%) is a biased estimator of N, since N(X) < N for any realisation X. Since the
statistic N underestimates the true value of N , different CSA models with N > N non-zero intensi-
ties could be tested for the same values of the interaction radius. In fact, the following observation
reduces the choice in the model selection if we look for the maximum likelihood estimators. Namely,
let the interaction radius R be known and the observed point pattern % be such that N (X) = N.
Assume that we try to fit the model with N + n — 1 non-zero intensities, where n > 2, and let
0rx(X), k=0,1,...,N +n — 1, be the solutions of the maximum likelihood equations

t4(X) = Egti(X), k=0,1,...,N. (38)

~

Then necessarily @\k(i) = —o00, or equivalently, By = 0 for k = N + 2,...,N + n. Indeed, if
0 > —oo(Br > 0), then it is easy to show that Egtx(X) > 0. Therefore, if for a given value of
the interaction radius we observe N (X) = N, then the only choice among the models with hard
core interaction is the model with N + 1 non-zero intensities. For instance, in the particular case
of our data set there is no need to test the hard core model with three non-zero intensities if the
true value of the interaction radius is in the range [0.006,0.088] (see Table 2). It is easy to see that
given the intensities 3's the likelihood function is a piecewise constant function of R. Therefore
we use a profile likelihood approach (see, for instance, [16], p.163). It means that we first compute
maximum profile likelihood estimates

9()2, Rk) = arg mé),X L(e’ ia Rk)a

over some range of possible values of the interaction radius. Note that we now stress dependence of
L on the interaction radius R. We decided that the true value of the radius is somewhere in the range

24



[0.001,0.1] and we approximate this continuous set by the discrete set Ry = 0.001-k, k = 1,..., 100,
that covers the segment [0.001, 0.1] sufficiently dense. The table below gives the values of canonical
statistics and the estimated number of non-zero intensities for a given value of the interaction
radius.

For a fixed value R = Ry, one can approximate the parameters (X, Ry) by the points 6,,(X, Ry)
that maximize the function ly ,,(6,X) defined by the formula (34). The sample X;,i=1,...,m is
in the formula (34) is taken from a reference distribution P, corresponding to the hard core model

with R = Ry, with J/\}(Rk) + 1 and some non-zero intensities )y, . .. ’QﬁN(Rk)‘ We took different

reference parameters for different pairs (IV, R). For example, for R = 0.49 we have N =1 and take
Bo = 5 and 51 = 180 as reference intensities. Concerning this choice of the reference model see
Remark 1) at the end of the section.

In all cases we run the Metropolis-Hastings algorithm for 25-108 steps sampling at every 10000th
step, so 2500 reference samples were simulated. We computed the values of the function (34) for
some discrete subset of a box © = Hij\io[ai,bi] C (R \ {0})V*!, where the values of bounds
ai,bi, i = 0,..., N, were taken such that this box certainly contained the point (X, Ry). In cases
when we got the maximum at the boundary of the cube we took a larger box and repeated the
computations. In terms of the parameters 3’s we computed the function (34) at points

1) By € {0.5k, k=1,...,40}, if N =0,

2) Bop € {0.5k, k=1,...,40}, 1 € {0.5-k, k=1,...,2500}, if N =1, in this case it is enough
to take 8 € {k, k=1,...,500} for R > 0.012,

3) Bo € {0.5k, k =1,...,30}, 81 € {0.5k, k=1,...,5000}, Ba € {k, k = 10,...,500}, if N = 2,

4) Bo € {0.5k, k = }\,...,30}, p1 € {05k, k = 1,...,5000}, B2 € {k, k = 10,...,500}, B3 €
{k, k= 10,...,500}, if N = 3.

Therefore, as one can see, the points 6,,(X, Ri), k = 1,...,100 are themselves approximated by
some points from these discrete sets. Certainly, the finer grid approximation can be taken to get
better approximation. We decided on these sizes of the mesh , compensating it by taking rather
fine discrete approximation for the values of the interaction radius.

To find (= to approximate) the point of the global maximum we need to compare the values of
the function (31) at all points (approximations to them) of local (profile) maximums. We do it by
computing approximations (34) to the function (33) and at this stage the common reference model
has to be taken. The Poisson model with intensity 20 has been taken as the reference one. The
parameter 20 has been taken since we wanted to have the reference samples with the number of
points comparable with #(X) = 10 and to avoid high density samples (to avoid ”"loosing” some of
reference samples, see Remark 1) later on).

We computed m = 3000 samples from the reference model drawing a sample every 10000 steps
in a long run of Metropolis-Hastings algorithm. They were used to compute Iy, (0(Ry), Ry), k =
1,...,100. We plot these values in Figure 14. This function has clear jumps at those values of the
radius where the statistics N and t,s change their values. For the reader convenience we show
the table below that contains the values of R and S(R) such that 6(R) = log(f(R)) maximize the
function I(#, R). For convenience we included in the table the values of sufficient statistics. Also
the table contains the same information for those values of R, where the statistics values change,
these rows are labeled by a star.

25



R

Figure 14: Plot of L(Rk) = ld,,m(Q(Rk),Rk) for k=1,...,100.

R statistics tg, k=0,... | N +1 B lm(0, R)
0.005 to =10 1 By =14 0.750
£0.006 (to, t1) = (9,1) 2 (Bo, B1) = (11,2010) 4.944
%0.019 (to,t1) = (8,2) 2 (Bo, B1) = (8.5,441) 4.235
£0.022 (to, t1) = (8,2) 2 (Bo, B1) = (9, 323) 4511
x0.027 (to,tl) = (7, 3) 2 (,30, ,31) = (6.5,367) 7.720
0.046 (to,t1) = (6,4) 2 (Bo, B1) = (5,187) 8.851
£0.088 (to, t1) = (5,5) 2 (Bo, B1) = (3.5,83.5) 7.655
£0.00 | (to,t1,t2) = (5,3,2) 3 (Bo, B1 B2) = (4,35, 130) 7.378
0.095 | (to,t1,t2) = (4,4,2) 3 (Bo, B1 B2) = (2.5,50.5,105) 10.224
£0.006 | (to,t1,ta,t3) = (4,4,1,1) | 4 | (Bo, B1 Bo, Bs) = (2.5,51,40,158) | 9.177

The maximal value is when R = 0.095 and N = 2, the intensities estimators are Sy = 2.5, 8 = 50.5
and 8 = 105.

Variances of errors. To estimate the variances of errors @\m — 6 we have drawn 50000 samples
from the model with R = 0.095 and £y = 3,51 = 50,52 = 100, 250 batches of length 200 were
formed. The variances of errors are (0.0328,0.0207,0.0386).

Finally, we estimated the mean values of canonical statistics for the model with R = 0.095 and
Bo = 2.5,61 = 50.5, 85 = 105. For that we simulated 1000 samples from the model. The sample
means of statistics (g, t1,t2) are (3.937,3.975,2.006), so the observed values (4,4,2) practically
coincide with the sample means. The sample variances of (¢, t1,t2) are (1.7706,2.56171,1.9063),
therefore any reasonable confidence intervals cover the observed values of statistics (tg, 1, t2).

This suggests that the hard core model with parameters R = 0.095 and 8y = 2.5, 81 = 50.5, 83 =
105 fits the data very well.

Remarks. 1) In general, it is possible to find and choose the common reference model for the
whole range of hard core models that we deal with in this particular situation. It suffices to require
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the reference density support be larger, than the support of a density of any of these models ([16],
p. 142). It is easy to see that the hard core model with the minimal radius and the maximal
number of non-zero intensities can be taken as a common reference model. Certainly, any Poisson
density can be taken as a reference one for any hard core density hg since its support coincides
with the whole space of finite configurations. Assume that the support of the reference density
hy is larger than the support of the density hg. It yields that when computing the function (34)
we have to discard all reference samples X; such that hge(X;) = 0, hy(X;) # 0. By the ergodic
theorem the more samples we use the better approximation we have. Therefore we have to be
sure that sufficiently many reference samples are used for the computation. It is not convenient to
check it in practice. It is much more convenient to use the reference model with the same radius
and the same number of non-zero intensities. In this case all reference samples are in ”use” and
the approximation routine is very robust. This is why we take the hard core model with R = Ry,
and N = N(R;,) while approximating the maximizers 0(X, Ry,) of the cross-section R = Ry, of the
likelihood surface. In this case we ”do not loose” any reference sample.

2) We have tested MCMCMLE method on several artificially simulated data sets. The data were
sampled from the CSA models with one, two and three non-zero intensities with fixed interaction
radius. The computations show that the method works in these cases reasonably well.

3) If the true value of the interaction radius is in the range [0.006, 0.088], then we have to stick
with the CSA model with two non-zero intensities. We have found that in this case the estimator
Eg (R) is stable as we vary the interaction radius in such a way that does not change the values of
the canonical statistics . The value of the estimator Bl(R) increases as the value of the interaction
radius decreases and vice versa. This effect can be explained as follows. Indeed, if we decrease the
interaction radius, then the random area where the daughter points can be generated is shrinking.
So, in order to obtain the patterns with ”the same statistics” we need to increase the intensity Si.
And if the radius is increased, then the area covered by the balls centered at the points with zero
number of neighbours also increases on average, therefore the intensity 5; can be reduced and we
still get the ”same patterns”.

4) It has been noted above that the statistics N underestimates the parameter N. We can prove
(but do not stop on this here) that the probability P{]v = N} is bounded from below by some
constant that does not depend on the size and the shape of the observation window.

6 Possible generalizations of CSA processes

Following the standard recipies of the theory of Markov point processes ([13]) a variety of sequential
Markov processes can be proposed.

Inhomogeneous CSA processes. The first obvious generalization of CSA process can be ob-
tained if we consider the interaction radius and the intensities as functions depending on a point.
Namely, fix a positive bounded function R : D — R and name a point y € D a neighbour of point
x if the following condition holds

z~y < llz -yl < R(z).

Then, let f(z,X) : D x Fp — R be a non-negative function, such that f(z,0) > 0. Define the
intensity of adsorbing a particle at point x given a configuration X as follows S(z,X) = f(z,X N
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B(z,R(z))). A particular model when R > diam(D) and

n(X)

2, %) =Y llz -
k=1

where a € R, was proposed in [2].

CSA point process with random radius of interaction. It is also possible to consider the
situation when the radius of interaction is a random variable. Let &, k € Z, be independent
random variables. Denote by uj the probability distribution on R corresponding to the random
variable &.

The CSA-process in this case is a sequential marked point process with positions in D and marks
in Ry. It is a sequential marked Markov process ([11]) with respect to the following non-symmetric
relation

(2,8) ~ (y,n) < [lz —yll <& (39)

Let us directly specify the probability density of the process on U® (D x Ry)™ with respect to
the sequential Poisson point process on D with independent marks &, k =1,...

f((xlaé-l)a"'a($n7£n = H n((zk,&k) m<k)(xk)d:u’k(£k)

where n((zg, &), T<k) is the number of points y in the configuration z.j such that ||zx — y| < &.

CSA point process with two types of particles (points) with interaction between the
types can be considered as a model for spatial conflict between two types of particles adsorbed in
the region D. Let X, X9 be two independent CSA-point processes conditioned on the event that
distance between any two points of different types is not less than r. The bivariate sequential process
(X1, X2) is absolutely continuous with respect to the product v x v on the space (Fp X Fp, Fp x Fp)
with density

n(X) n(y)
f(ff, }_;) = H /Bn (TksT<k) mk H ’Yn(y],yq y]) 1{d(>‘c’,5’)>7‘}’
7=1

where {Bk(u), w € D, k > 0} and {vx(u), v € D, k > 0} are two sets of intensity functions. The
process (X1, X9) is a sequential bivariate Markov point process with respect to the relation

(z,1) ~ (y, k) & {k #1 and d(z,y) <r} or {k =1 and d(z,y) < R}

CSA point process with area dependent cooperative effects. Let us define another CSA
process where the intensity of getting a new point depends on a current configuration in a different
way. Fix a positive number r < R, where R is the radius of interaction. Given a configuration

X = (z1,...,%,) consider for any point z € D a set
V(z,%) = | J Bair),
2T
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the area covered by balls with radius r and centered at the neighbours of z. Define the intensity of
birth at point z as B(|V(z,X)|), where 5 : R4 — R is some positive function.
The process density with respect to the reference measure v is

f(@r,ooyzn) = Zyg, [T BV @k, Zai))), (40)
k=1

where Zg p, is a normalising constant (partition function)

D [
€ —
Zone =3 " / T1 8V (e, %)) ... .
n=0 pn k=1

If B(u) is a bounded function, then Zg g, < oo and the density is well defined. If 3(u) increases
too fast as u increases, then the density might become non-integrable.

7 Appendix. Positive definiteness of the Fisher information ma-
trix for the hard core model

We are going to show that for any set of positive numbers 8 = (6, ...,0n) the Fisher information
matrix ®(0) is positive definite. Since the model forms the exponential family the matrix ®(6)
is a covariance matrix of the vector of sufficient statistics, so we immediately get that ®(6) is

nonnegative definite, i.e.
2T®(0)z >0,

for any vector z. We have to show that for any non-zero vector z
2T ®(0)z > 0.

Assume that there exists a vector z = (zp,...,2x) € RV*! such that 2 # 0 and

ZT(I’(Q)Z = Eg (Z Zk(tk(X) — Egtk(X))> =0.
k=0

Then it implies that with probability one (with respect to the measure Py)

N N
Z Zktk(X) = Z ZkEgtk(X).
k=0 k=0

In particular, it means that if we fix values of N of them, then the statistic left would take just one
possible value with probability one. Let us show that it is not so. Assume for definiteness that the
dimension d = 2, for higher dimensions the reasonings below are the same. Consider an event A
such that to(X) = ... = ty_1(X) = 1. It is easy to see that Pg-probability of this event is positive.
If the random variables t;, K = 0,..., N are linearly dependent, then conditioned on this event
the statistics ¢y (X) can take just one value with probability 1. But it cannot be so. Indeed, let
the first V points z;, 2 = 1,..., N be in the ball of sufficiently small radius € centered at a point
y € D. Let B be the ball of radius R centered in the same point y (we assume that B(y, R) C D,
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the reasonings can be easily modified for the case when R is sufficiently large and a ball of radius
R cannot be inserted in D). Locate 5 points in the ball B such that the distances between any two
of them is not less than R and distance from each of them to the center of B is R — 3/2¢. Draw
balls of radius ¢ around the points. Consider an event A’ C A such that each of these balls contains
at most one point. It is easy to see that A’ is formed by the events of positive probability that do
not intersect with each other, such that to(X) = ... = ty—1(X) = 1 and ¢n5(X) can take values
0, 1, 2, 3, 4, 5. Therefore we get the result.
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