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Abstract. We present a modular method for on-the-fly state space reduction. The theoretical foundation of the method is a new confluence notion for labeled transition systems. The method works by adding confluence information to the symbolic representation of the state space. We present algorithms for on-the-fly exploration of the reduced state space, for detection of confluence properties and for a symbolic reduction, called prioritization. The latter two algorithms rely on an automated theorem prover to derive the necessary information. We also present some case studies in which tools that implement these algorithms were used.
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1 Introduction

A popular approach to the verification of distributed systems is based on an exhaustive state space exploration. This approach suffers from the well-known state space explosion problem. Much research is devoted to algorithms that generate a reduced, but essentially equivalent, state space. Collectively, these methods are called partial-order reduction methods. In this paper we introduce a new method for generating a reduced state space that is branching bisimilar with the original one.

The method is based on a subtle variation on the confluence notion for labeled transition systems (LTS). Invisible ($\tau$) steps in the LTS may be confluent or not. All states in a subset connected by confluent steps are branching bisimilar. By virtue of our new confluence notion, this subset may be replaced by a particular representative state, and only transitions outgoing from this representative need to be explored. This is explained in Section 2.

In order to apply confluence for the immediate generation of the reduced state space, the confluent transitions must be detected before generating the LTS. This is solved in Section 3 by representing the system specification in an intermediate format, called linear process. A specification in this format consists of a finite number of symbolic transitions. The confluence property of each symbolic transition (or in fact a stronger approximation) can be expressed as a Boolean formula over the data types that occur in the specification. This formula is solved by a separate automated theorem prover. If the formula can be
proved, the transition is marked as confluent, allowing for some reduction of the corresponding state space.

In some cases it is even possible to feed the information on confluent symbolic transitions back to the symbolic level. This results in a transformation on linear processes, which we call symbolic prioritization, described in Section 4. Confluence detection and symbolic prioritization can be applied to infinite state spaces as well. In Section 5 we show a number of applications, to which we applied our state space reduction techniques. The example in Section 5.2 goes beyond traditional partial-order reduction methods, which are based on super-determinism.

Implementation. Our ideas are implemented in the context of the μCRL tool set [3]. The basic functionality of this tool set is to generate a state space (LTS) out of a μCRL specification. To this end linear processes are used as an intermediate representation. This contributes to the modularity of the tool set. In particular, several optimizations are implemented as separate tools that transform a linear process, aiming at a reduction of the state space to be generated.

To this tool set, we added symbolic prioritization as yet another optimizer on linear processes. Moreover, the on-the-fly reduction algorithm has been integrated in the state space generator of the tool set.

With the approach in this paper we further contribute to modularity. In particular, we defined a notion of confluence, which is quite liberal, but nevertheless sufficient to ensure correctness of the on-the-fly reduction algorithm. Finding confluent transitions is a separate task. In fact, while the maximal set of confluent transitions is hard to detect, it is perfectly acceptable if actual confluence detection algorithms only find a subset.

We have used an automated theorem prover to find a reasonable subset of confluent transitions, but an alternative approach could be to prove confluence by hand, or with interactive theorem provers. In cases where the specification is automatically generated from source code, it is sometimes even possible to know a priori that certain transitions are confluent.

Related Work. Several partial order reduction algorithms that preserve branching bisimilarity have been proposed in the literature [19,15,14,1]. These approaches also allow the reduction to a representative subset of all states. Some of these approaches restrict attention to deterministic transitions. All these approaches involve some notion of determinacy. We compare our approach with [19], where criteria Å5 and Å8 for obtaining branching similar reduced state spaces are introduced.

Criterion Å8 allows the selection of one outgoing transition from a state, provided it is an invisible super-deterministic transition. In our approach, such a transition need not be deterministic, but only confluent, which means that eventually the computation paths reach the same state. It can be proved that the set of super-deterministic transitions forms a confluent set of τ-transitions, but not vice versa. Criterion Å5 prevents that a transition is postponed forever. This is implemented in [14] by the algorithm Twophase. In phase one, a state is
expanded by repeatedly applying deterministic invisible transitions; the result is then fully expanded in phase two. Our algorithm can be seen as a modification: we take confluent transitions until a terminal strongly connected component (SCC) is reached, instead of deterministic transitions only.

Our method has some similarities with [1], where sequences of a component's local transitions are compressed to a single transition. Also, they have a detection phase and a generation phase. However, the setting is quite different because that paper aims at compositional model checking, whereas our method is independent of the structure of the specification. Moreover, they only prove preservation of weak-simulation equivalence.

Several confluence notions have been studied in the setting of branching bisimulation [12, 20, 9]. In [2] these notions are compared systematically. In summary, the notions in [12, 20] only deal with global confluence, whereas we deal with partial confluence, i.e. it suffices to identify a confluent subset of the \( \tau \)-transitions. In practical applications it is seldom the case that all \( \tau \)-transitions are confluent. The confluence notion in [20] has the nice theoretical property that the \( \tau \)-transition relation is confluent, if and only if it only connects states that are branching bisimilar. For reduction purposes, this would require to consider all outgoing transitions in each terminal SCC. Our notion of confluence is slightly stronger, and as a consequence we only have to take the outgoing transitions from a single member of each terminal SCC.

The confluence notion in [12] was adapted to partial confluence already in [9]. In order to apply it for state space reduction, this notion required the absence of \( \tau \)-loops. [9] introduced an algorithm to reduce concrete state spaces as follows. First, all strongly connected \( \tau \)-components are collapsed, in order to get rid of \( \tau \)-cycles. Then, the maximal set of strongly confluent \( \tau \)-steps is computed, and strongly confluent \( \tau \)-transitions are given priority over other transitions. We note that these steps can only be applied after generating the unreduced state space. Especially absence of \( \tau \)-loops is a severe obstacle for on-the-fly generation. In our paper, we use theorem proving to find (not necessarily all) confluent symbolic transitions in the specification. Our modified confluence notion works in the presence of \( \tau \)-loops. So we provide a genuine on-the-fly reduction method. Our new method even allows to perform some optimization at specification level already.

2 Confluence and Reduction On-the-Fly

In this section we present the confluence property, a state space reduction method based on the confluence property and an algorithm that computes these reduced state spaces "on-the-fly".

We use labeled transition systems (LTS) to model states spaces. Confluence is a property of sets of invisible transitions in an LTS. Any set of transitions induces an equivalence relation on the set of states, which identifies states in the same component. If a set of invisible transitions is confluent then the induced equivalence relation is a branching bisimulation. Moreover, each finite
equivalence class has a representative, whose transitions are the same as those of the whole equivalence class. Because of these representatives, we can give an algorithm that computes the reduced state space without computing the whole original state space.

Because the reduction preserves branching bisimilarity, the reduced state space can be used to check all properties of the original system that are expressible in action based CTL*-X (computation tree logic without next-time) or HML (Hennessy-Milner logic).

2.1 Confluence

The labels of our LTSs will be taken from a given set Act. We assume that Act contains a special element \( \tau \), representing the invisible action.

**Definition 1 (LTS).** A labeled transition system is a triple \( (S, \rightarrow, s_0) \), consisting of a set of states \( S \), transitions \( \rightarrow \subseteq S \times \text{Act} \times S \) and an initial state \( s_0 \in S \).

We write \( s \overset{a}{\rightarrow} t \) for \( (s, a, t) \in \rightarrow \). Moreover, \( \overset{a}{\rightarrow} \) denotes the transitive reflexive closure of \( \overset{a}{\rightarrow} \), and \( \overset{a}{=} \) denotes the equivalence relation induced by \( \overset{a}{\rightarrow} \), i.e. its reflexive, transitive, symmetric closure. We write \( s \overset{\tau}{\rightarrow} t \) if either \( s \overset{a}{\rightarrow} t \), or \( a = \tau \) and \( s = t \). Note that in \( s \overset{\tau}{\rightarrow} t \) only invisible steps are optional. Given a subset of \( \tau \)-transitions \( c \subseteq \overset{\tau}{\rightarrow} \), we write \( s \overset{\tau}{\rightarrow} c \) for \( (s, t) \in c \). Finally, we write \( S_1 \overset{\tau}{\rightarrow} \equiv S_2 \) to denote that LTSs \( S_1 \) and \( S_2 \) are branching bisimilar [6].

The idea is that a subset \( c \) of the set of invisible transitions is confluent if the steps in \( c \) cannot make real choices. This is formalized with two conditions. First, if in a certain state two different sequences of \( c \) steps are possible then these sequences can be extended with more \( c \) steps to sequences that end in the same state. Second, if in a state both a \( c \) step and an \( a \) step are possible then after doing the \( c \) step, the \( a \) step is still possible (optional if \( a = \tau \)) and the results of the two \( a \) steps are in the same \( c \) equivalence class.

**Definition 2 (confluence).** Let \( c \) be a subset of \( \overset{\tau}{\rightarrow} \). Then \( c \) is confluent if the following diagrams hold (for all \( a \in \text{Act} \)):

\[
\begin{array}{ccc}
\tau e & \rightarrow & \tau e \\
\downarrow & & \uparrow \\
\tau e & \rightarrow & \tau e \\
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\tau e & \rightarrow & \tau e \\
\downarrow & & \uparrow \\
\tau e & \rightarrow & \tau e \\
\end{array}
\]

As a consequence, the equivalence relation \( \overset{\tau}{=} \) induced by a confluent \( c \) coincides with \( \overset{\tau}{\rightarrow} \). We can view \( \overset{\tau}{=} \) as a directed graph. A strongly connected component (SCC) in this graph is a maximal set of states \( X \), such that for all \( s, t \in X \) we have \( s \overset{\tau}{=} t \) and \( t \overset{\tau}{=} s \). A terminal SCC (TSCC) is an SCC \( X \) without outgoing edges, i.e. for all \( s \in X \), if \( s \overset{\tau}{=} t \) then \( t \in X \).
2.2 Reduction

As mentioned before, the equivalence relation induced by a confluent set is a branching bisimulation. By taking the original state space modulo this equivalence one can reduce the state space. An effective way of computing the transitions of the reduced state space is to find a representative of each equivalence class, whose transitions are precisely the transitions of the equivalence class. As representative of a class, we can choose any element in a TSCC of this class, if that exists. Note that in finite graphs every equivalence class contains a TSCC. Because of confluence this TSCC is unique. The notion of representation map is based on this idea. The first condition forces every element in an equivalence class to have the same representative. The second condition forces this representative to be in the TSCC.

Definition 3 (representation map). Given an LTS $S \equiv (S, \rightarrow, s_0)$ with a confluent subset of $\tau$-steps labeled $c$, a map $\phi : S \rightarrow S$ is called a representation map if $\forall s, t \in S : s \xrightarrow{\tau} t \Rightarrow \phi(s) = \phi(t)$ and $\forall s \in S : s \xrightarrow{\tau} \phi(s)$.

Based on the notion of representation map we can define a reduced LTS. The set of states of the reduced LTS will be the set of representatives. For every transition from a representative to a destination state in the original LTS, we include a transition from that representative to the representative of that destination in the reduced LTS. Finally, the new initial state is the representative of the old initial state. In [2] it is proven that the reduced LTS is branching bisimilar to the original LTS.

Definition 4 (LTS modulo $\phi$). Given a confluent $c \subseteq \tau$ and a representation map $\phi$, we define $S/\phi = (\phi(S), \rightarrow_{\phi}, \phi(s_0))$, where $s \xrightarrow{\phi} t$ if $s \neq \tau$ and $\exists t' : s \xrightarrow{\tau} t'$ and $\phi(t') = t$. As usual, $\phi(S) = \{\phi(s) \mid s \in S\}$.

Theorem 5 ([2]). Given a transition system $S$ with a confluent subset of $\tau$-steps labeled $c$ and a representation map $\phi$, we have that $S \equiv_{\phi} S/\phi$.

2.3 Algorithm for Reduction On-the-Fly

The essential functions in an “on-the-fly” interface for an LTS are a function that yields the initial state and a function that computes outgoing transitions of a given state. Given an on-the-fly representation of an LTS and the label for confluent transitions, the key to providing an on-the-fly representation of the reduced LTS is a function that computes a representation map (see Figure 1).

Such a function must return a representative from the terminal strongly connected component of the $\tau$ graph. Moreover, this representative must be unique for all elements of an equivalence class. We implemented the latter requirement simply by maintaining a table of pairs $(s, Representative(s))$ that we have computed so far. To compute a representative if it is not in the table, we use a variation on Tarjan’s algorithm for finding strongly connected components [18].
More precisely, we perform a depth first search of the graph of confluent
transitions until we find a state with a known representative or until we backtrack
from a node where we entered a strongly connected component. The first thus
encountered component is the TSCC. In the latter case this node is chosen as
the representative, and stored in the table (see [2] for a detailed algorithm).

The table consumes a significant amount of memory. If this is unacceptable,
a total order on the set of states can be provided, and one can choose the least
state in the TSCC as the representative and recompute the TSCC each time
rather than storing it.

3 Confluence Detection by Theorem Proving

In the previous section we discussed a state space generation algorithm, which
applies reduction on-the-fly, based on some information on confluent transitions.
In this section we show how this information is obtained. In particular, by ex-
thloiting a special format for the specification, we show that (stronger approxima-
tions of) confluence properties can be expressed by quantifier-free first order
formulae. These formulae can be solved by a separate automated theorem prover.

3.1 Symbolic Specifications in $\mu$CRL

We implemented our ideas in the setting of the $\mu$CRL formalism. A $\mu$CRL spec-
fication [11,3] consists of an algebraic specification, defining the data sorts, and
a process specification, defining the system under scrutiny as the parallel compo-
sition of several components, each specified as a process algebra expression. We
utilize the result in [10], that such specifications can be transformed to a linear
process, without a considerable blow-up in size.

A linear process consists of a vector of global state variables $d$, an initial state
vector $d_0$, and a set of program rules, traditionally called summands. These sum-
mands define the process behaviour in a condition/action/effect style, similar to
I/O-automata or UNITY programs. These summands have the following form$^1$:

$$\{ \sum_{e_i} b_i(d,e_i) \Rightarrow a_i(d,e_i) ; d := g_i(d,e_i) \} e_i$$

$^1$ We focus on the essential ingredients, rather than concrete $\mu$CRL syntax.
We assume that the data algebra contains the special sorts {\textbf{Bool}} for booleans and \textbf{Act} for external actions. In the summands above, we have that:

- \(e_i\) is a vector of local variables, used for instance to model arbitrary input of this summand.
- \(b_i(d, e_i)\) is a term of type \textbf{Bool}, with variables among \(d\) and \(e_i\), denoting the condition or guard of the summand.
- \(a_i(d, e_i)\) is a term of type \textbf{Act}, with variables among \(d\) and \(e_i\), denoting the action executed by this summand.
- \(g_i(d, e_i)\) is a vector of terms, whose sorts match the vector of global state variables. These denote the next state.

Each summand specifies a structural transition \(\xrightarrow{\tau}\) as follows:

\[
d \xrightarrow{\alpha}_{\tau} d' \text{ iff } \exists e_i. b_i(d, e_i) \land d' = g_i(d, e_i) \land \alpha = a_i(d, e_i)
\]

Together, a linear process specifies a \textit{structural} labeled transition system \((\Sigma, (\xrightarrow{\tau}))_{\forall i, s_0}\), from which the ordinary LTS can be obtained by taking the union of all structural transitions. Here a state in \(\Sigma\) is a vector of data values for the global variables; \(s_0\) is the initial state vector; \(I\) is the (index) set of the summands; \(\xrightarrow{\tau}\) is the structural transition generated by summand \(i\), which is a subset of the transitions of the whole LTS.

Note that a structural transition defined in this way is partial (due to the enabling condition \(b\)) and non-deterministic (due to choice involved in \(\exists e\)). Also note that one summand may generate transitions with various labels. A similar decoupling of action labels and structural transitions occurs in [19].

### 3.2 Generation of Confluence Formulae

Owing to the format of linear processes, commutation formulae can be generated. In order to facilitate automated theorem proving, we try to avoid quantifiers. The generated formulae will be Boolean expressions over the user defined abstract data types, with implicit universal quantification.

To get the formulae in this form, we only consider a special case, which occurs frequently in practice. So in fact we detect a stronger approximation of confluence. Consider two divergent steps of summands \(i\) and \(j\):

\[
\sum_{e_i} [b_i(d, e_i)] \Rightarrow a_i(d, e_i); d := g_i(d, e_i)
\]

\[
\sum_{e_j} [b_j(d, e_j)] \Rightarrow \tau; d := g_j(d, e_j)
\]

The first simplification is that we only consider a closing of this diagram in zero or one step (strong confluence). Furthermore, we assume that the diagram is closed by using the same summands \(j\) and \(i\) again, and moreover we only try
the same instance of summand $i$ and $j$. This situation is depicted in the following picture (we left out the enabling conditions).

Commutation of $\tau$-summand $j$ with summand $i$ can be expressed by the following Boolean expression over the algebraic data theory. Note that these formulae can be generated automatically for any linear process.

\[
\begin{align*}
(b_i(d, e_i) \land b_j(d, e_j)) & \rightarrow (b_i(g_i(d, e_i), e_i) \land b_j(g_j(d, e_j), e_j)) \\
\wedge a_i(d, e_i) = a_i(g_i(d, e_i), e_i) \land g_i(g_j(d, e_j), e_i) = g_i(g_i(d, e_i), e_j)
\end{align*}
\]

If $\tau$-summand $j$ commutes with all summands $i$ (including $j$), it can be safely marked as a confluent $\tau$-summand. As strong confluence implies confluence, the transitions generated by $\tau$-summand $j$ will form a confluent subset in the sense of Definition 2. Because the union of two confluent subsets constitutes a confluent subset, it is safe to label multiple summands in the same linear process.

3.3 Automated Theorem Prover

In order to prove formulae of the above kind, we have built a theorem prover for Boolean combinations over a user-defined algebraic data type. In [17] we show how an extension of binary decision diagrams (BDD) enhanced with term rewriting can be applied to these formulae. This is along the lines of the BDDs extended with equality developed in [8]. Given a formula, the prover returns an equivalent but ordered BDD. If this BDD equals TRUE, the pair $(i,j)$ commutes.

If the resulting BDD doesn’t equal TRUE, then the formula could not be proved, and $\tau$-summand $j$ cannot be marked as confluent. Note that this may be due to the fact that it is not confluent, or due to the fact that the prover is inherently incomplete (simple equalities over an abstract data type are undecidable already, let alone arbitrary Boolean expressions). In this case, the prover provides some diagnostics, on the basis of which user interaction is possible.

The user can add equations to the data specification, or provide an invariant. It is possible to add new equations, provided they hold in the initial model. Proving correctness of the new equations requires induction, which is beyond our theorem prover. The new equations could be proved either manually, or using a separate interactive theorem prover.

In some cases, the formula is not valid in the initial model, but it would hold for reachable states $d$. In this case, the user may supply an invariant $Inv$ and the
confluence formulae are proved under the assumption $\text{Inv}(d)$. Of course such an invariant must be checked separately. With our theorem prover, one can check whether $\text{Inv}$ holds initially, and is preserved by all summands $i$:

$$\text{Inv}(d_0) \quad \text{and for all } i \in I: \quad b_i(d_{e_i}) \land \text{Inv}(d) \rightarrow \text{Inv}(g_i(d_{e_i}))$$

### 4 Optimization by Symbolic Prioritization

Combining the previous sections, we can now mark certain transitions as being confluent by using an automated theorem prover, and subsequently generate a reduced state space by the on-the-fly reduction algorithm. However, the confluence marks can also be used to apply an optimization to the specification, i.e. on the symbolic level. Let transition $j$ be a deterministic transition (i.e. without local variables) which is marked as confluent:

$$[b_j(d)] \Rightarrow \tau_c; d := g_j(d)$$

Now because the $j$ summand is confluent, it may be given priority to other summands, as long as loops are avoided. To avoid loops, we will only give summand $j$ priority just after a non-marked (visible or non-visible) transition. So let another summand $i$ be given, which is not marked as confluent:

$$\sum_{e_i}[b_i(d_{e_i})] \Rightarrow a_i(d_{e_i}); d := g_i(d_{e_i})$$

Now, if we can prove that $j$ is always enabled after the $i$-transition, we can combine the $i$ and $j$ summand in one step. Enabledness of $j$ can be represented by the formula $b_i(d_{e_i}) \rightarrow b_j(g_i(d_{e_i}))$. This formula is sent to the prover, and upon success, we modify summand $i$ to become:

$$\sum_{e_i}[b_i(d_{e_i})] \Rightarrow a_i(d_{e_i}); d := g_j(g_i(d_{e_i}))$$

We call this transformation symbolic prioritization. One advantage of this symbolic optimization is that the intermediate state $g_i(d_{e_i})$ doesn’t have to be explored during state space generation. Another advantage is that this optimization often gives rise to a cascade of other possible optimizations, such as removal of dead code and unused variables. For instance, summand $j$ might be unreachable after the optimization. This can be checked by proving that $\neg b_j$ is an invariant. Other summands may become unreachable as well, and variables used in them may become useless and can be removed or given a dummy value.

A very interesting effect is that we can now possibly mark more transitions as confluent. Recall that we only mark “strong confluence”, where a diverging pair is closed in zero or one step. After symbolic prioritization, we might detect confluence also when the diverging pair can be closed in two steps, as illustrated in the diagram below. Of course, this process can be iterated.
<table>
<thead>
<tr>
<th>system</th>
<th>original state space</th>
<th>reduced state space</th>
<th>total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>states</td>
<td>transitions</td>
<td>states</td>
</tr>
<tr>
<td>abp</td>
<td>97</td>
<td>122</td>
<td>29</td>
</tr>
<tr>
<td>brp</td>
<td>1952</td>
<td>2387</td>
<td>1420</td>
</tr>
<tr>
<td>mutex</td>
<td>96</td>
<td>192</td>
<td>26</td>
</tr>
<tr>
<td>D KR(3)</td>
<td>67</td>
<td>124</td>
<td>2</td>
</tr>
<tr>
<td>D KR(5)</td>
<td>864</td>
<td>2687</td>
<td>2</td>
</tr>
<tr>
<td>D KR(7)</td>
<td>18254</td>
<td>77055</td>
<td>2</td>
</tr>
<tr>
<td>Firewire(10)</td>
<td>72020</td>
<td>389460</td>
<td>6171</td>
</tr>
<tr>
<td>Firewire(12)</td>
<td>446648</td>
<td>2853960</td>
<td>27219</td>
</tr>
<tr>
<td>Firewire(14)</td>
<td>2416632</td>
<td>17605592</td>
<td>105122</td>
</tr>
<tr>
<td>Lift1</td>
<td>38000</td>
<td>112937</td>
<td>12826</td>
</tr>
<tr>
<td>Lift2</td>
<td>223720</td>
<td>712593</td>
<td>69987</td>
</tr>
<tr>
<td>Lift1 + prio</td>
<td>38000</td>
<td>112937</td>
<td>12826</td>
</tr>
<tr>
<td>Lift2 + prio</td>
<td>223720</td>
<td>712593</td>
<td>69987</td>
</tr>
</tbody>
</table>

Fig. 2. Benchmarks for confluence detection and on-the-fly reduction

\[ \begin{array}{ccc}
\text{a} & \xrightarrow{\tau} & \text{a} \\
3 & \xrightarrow{\tau} & 3 \\
\end{array} \]

becomes after prioritization

\[ \begin{array}{ccc}
\text{a} & \xrightarrow{\tau} & 1 \\
2 & \xrightarrow{\tau} & 2 \\
\end{array} \]

In the system on the left, automatic confluence marking will not detect the confluence of \(\tau\)-summand (2), because the divergence with \(a\)-summand (1) cannot be closed in one step. However, typically \(\tau\)-summand (3) will be detected to be confluent, because no other summands are enabled in its source state. The marking of summand (3) is denoted by the \(\tau_e\)-label. Note that after \(a\)-summand (1) it is always possible to perform the marked \(\tau_e\)-summand (3). Hence symbolic prioritization can be applied, and we obtain the system on the right. In the new situation summand (2) becomes strongly confluent, so it will be detected by a second application of automatic confluence detection. Due to the confluence of summand (2), the state space generation algorithm will now visit a single path through this graph. Also note that summand (3) becomes unreachable in this example.

5 Applications

We applied our method to finite instances of several distributed algorithms, protocols and industrial case studies. A number of experiments are described in detail in [17]. The \(\mu\)CRL-code is available via [http://www.cwi.nl/~vdpol/](http://www.cwi.nl/~vdpol/)
CAV02-experiments. Figure 2 shows the reduction obtained by confluence detection and on-the-fly reduction. For each system, we list the size of the original and the reduced state space, and also – in order to allow fair comparisons – the total costs including the number of nodes and transitions that are visited during the TSCC-computation.

The first rows refer to the alternating bit protocol, the bounded retransmission protocol, and a mutual exclusion algorithm. Furthermore, DKR\(n\) refers to the DKR leader election protocol with \(n\) parties; Firewire\(n\) to the Firewire Tree Identify protocol for \(n\) components from the IEEE 1394 bus standard; and the lift entries refer to a case study with distributed lifts [7], used for lifting car trucks by several lift legs. For the lift systems we also denote the cost reduction obtained after symbolic prioritization.

As a conclusion, we note that the contribution of confluence reduction to toy examples is rather modest. However, on the industrial case studies (Firewire, Lift) the reduction is notable. On the DKR protocol the reduction is even dramatic (the number of visited states goes from exponential down to \(n \log n\)). We now discuss two experiments in more detail.

5.1 Leader Election Protocol

In the DKR (Dolev-Klawe-Rodeh) leader election protocol [5], \(n\) parties are connected in a ring by \(n\) channels, modeled as unbounded queues. These parties exchange messages, which are not visible for the outside world. After a finite number of messages, the party with the highest identification performs the action “I’m the leader”.

This algorithm allows for a remarkable state space reduction, viz. from exponential to linear in the number of parties. The theorem prover detects that all \(\tau\)-summands are confluent, even when \(n\) is unknown. Given a concrete number of parties, the generation algorithm finds a completely deterministic path representing the whole state space. So the state space is immediately reduced to a single transition, labeled “I’m the leader”. We remark that also the traditional partial order reduction methods have been successfully applied to this example (see also [1]).

5.2 Shared Data Space Systems

We also studied distributed systems based on shared data space architectures, such as Splice [4]. A Splice system consists of a number of application processes, that coordinate through agents, which are coupled via some network. The agents locally maintain multi-sets of data items (the distributed data space), into which applications can write new items, and from which applications can read items. The agents distribute their items by asynchronously sending messages to each other over the network.

Figure 3 depicts a simple Splice system, with a producer and a consumer. In between, several workers independently take input items from their local storage, perform some computation, and write output items back in the space. We want
to prove transparency of the number of workers. See [13] for the full case study, which heavily relies on using our confluence reduction.

This communication mechanism is a-synchronous, and leads to much non-determinism: messages from one agent are sent to the others in any order. Consequently, the agents receive messages in various orders, even when they originate from the same agent. By proving confluence, it is detected that all these different orders are equivalent. In fact, the on-the-fly reduction algorithm computes a reduced state space, as if there were only one global multi-set of data items.

Another reduction is possible within the workers. They read any message from their agent, and write some computed result back. Note that such transactions cannot be represented by super-deterministic transitions, because a worker can start with any message in the current set of its agent. Therefore, traditional partial-order reduction methods, which are based on super-determinism, fail on this example. However, several such transactions commute, basically because \((A \cup \{a\}) \cup \{b\} = (A \cup \{b\}) \cup \{a\}\). Using confluence reduction, only a fixed transaction order is explored.

For this example, we also needed symbolic prioritization: although the transactions commute, the corresponding diagrams can only be closed in multiple steps. This corresponds to the diagram in Section 4.
In Figure 4 we applied our reductions on the Splice(m,n) benchmarks, having m workers and processing n input values. We show the number of generated states, as well as the total number of visited states, including those used in the TSCC search. The size of the original state space (first column) could only be computed in a few cases, and even here we used a parallel machine. After one application of confluence detection and on-the-fly reduction, in most cases the state space could be generated, but this approach doesn’t scale well (middle two columns). After symbolic prioritization more transitions could be proven confluent, and running on-the-fly reduction again results in pretty small state spaces (last two columns).

As a final remark, we note that the size of the reduced space doesn’t depend on the number of workers anymore. So this example has been solved nearly symbolically in the number of workers.
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