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SEMANTICS OF THE INFINITISTIC RULES OF PROOF 
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§1. Introduction.1 This paper is devoted to the study of the infinitistic rules of 
proof i.e. those which admit an infinite number of premises. The best known of 
these rules is the w-rule. Some properties of the w-rule and its connection with the 
w-models on the basis of the w-completeness theorem gave impulse to the develop­
ment of the theory of models for admissible fragments of the language L(f)1(f). On 
the other hand the study of representability in second order arithmetic with the 
w-rule added revealed for the first time an analogy between the notions of re­
cursivity and hyperarithmeticity which had an important influence on the further 
development of generalized recursion theory. 

The consideration of the subject of infinitistic rules in complete generality seems 
to be reasonable for several reasons. It is not completely clear which properties of 
the w-rule were essential for the development of the above-mentioned topics. It is 
also worthwhile to examine the proof power of infinitistic rules of proof and what 
distinguishes them from finitistic rules of proof. 

What seemed to us the appropriate point of view on this problem was the exami­
nation of the connection between the semantics and the syntax of the first order 
language equipped with an additional rule of proof. In the case of the first order 
language the answer to this question is the Godel completeness theorem and 
consistency theorem; in the case of the second order arithmetic with the w-rule 
added it is the Henkin-Orey w-completeness theorem. 

In §2 we formulate the interesting notions in the general situation. The obvious 
Theorem 2 shows that for every class of structures one can construct a rule of 
proof for which this class of structures is a semantics. This theorem is false in the 
case of the finitistic rules of proof and it seems to indicate that in the completely 
general situation there exists too much freedom in the use of the notion of infini­
tistic rule of proof. What seems to be necessary is the restriction to rules of proof 
which are in a certain sense natural. 

However, as long as the language is not sufficiently rich, it is hard to find in it 
natural infinitistic rules of the proof. The language to which we restrict our con­
siderations in this case is the language of second order arithmetic. As it turns out, 
this language is sufficiently rich to be able to build in it various rules of proof in 
which the connections between the premises and conclusion are clear and simple. 
The required facts from the second order arithmetic are collected in §3. 

Received April 10, 1974. 
1 This paper is based on our Ph.D. thesis which was submitted to the Institute of Mathematics 

of the Polish Academy of Science in December of 1973. The first approximation to this work 
was the paper Apt [1]. 
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The basic problem from this subject for the language of second order arithmetic 
is the problem of the existence ofa syntactical,B-rule which was posed by Mostowski 
in his paper from 1959 in which the notion of a ,B-model was defined. §§4 and 5 are 
devoted to the study of this problem. 

It is not completely clear when one should accept a rule of proof as a syntactical 
,B-rule. In §4 we define three conditions which seem to be important here. The 
existence of a rule of proof which satisfies all the three conditions is a conclusion 
from the Theorem 2. Unfortunately this rule of proof is completely artificial and 
by no means can be considered as a satisfactory solution of this problem. 

In order to find a simple rule of proof which satisfies the chosen three conditions, 
we examine the position of such rules of proof in the analytical hierarchy. 

We show that no rule of proof with a~~ graph can be a ,B-rule and we construct 
a rule of proof with a II~ graph which satisfies all three conditions from §4. This 
rule comes directly from the proof of Theorem 2. 

What seemed to us a way out from this situation was the choosing of a class of 
rules which are, in an imprecise way, more natural. The proposed class of rules, 
which we call here regular ones, comes from the restriction of the class of rules 
given by Aczel [l] to the language of the second order arithmetic. 

In §5 we prove a theorem which generalizes a particular unpublished result of 
Aczel-none of the regular rules of proof satisfies any of the three conditions 
from§4. 

Thus syntactical ,B-rules exist but it is very doubtful whether one can find such a 
rule of proof among natural ones. 

§6 is devoted to the study of the semantical properties of the regular rules of 
proof. One of the known regular rules besides the w-rule is Enderton's .d'-rule. 
This rule plays an important role among regular rules-under the assumption 
P(w) s;;; L the regular rules stronger than the .d'-rule do not satisfy the completeness 
theorem. For some rules (e.g. for the ..J-rule) we are able to omit the assumption 
P(w) s;;; L. 

In §7 we prove a theorem which puts essential restrictions on the semantics of the 
regular rules which consist of w-models. Namely it turns out (under the assumption 
P(w) s;;; L) that the w-semantics of the regular rules are not well-founded in the 
sense of inclusion. In order to prove this theorem we carry out the key part of the 
proof of Friedman's theorem about nonexistence of minimal w-models of A 2 • 

It is not clear to us whether our restriction in this study to the language of second 
order arithmetic and then to regular rules of proof is not an arbitrary decision. 
It seems to us that in order to find an appropriate point of view on this problem 
one should first define some criteria for naturalness of a rule of proof. Unfortunately 
we were unable to do this. 

We are grateful to Professor P. Aczel and Professor A. Mostowski for their help 
which essentially influenced on the results contained in this paper. We thank also 
the reviewers of our Ph.D. thesis-Professor Cz. Ryll-Nardzewski and Dr. L. 
Pacholski-and the referee of this paper for indicating to us several improvements. 

§2. The basic notions and definitions. Let L be an arbitrary, fixed language of 
first order. By Sent we denote the set of all sentences of L. If T c Sent, then 
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Cn(T) denotes the set of logical consequences of T. P(X) denotes the power set of 
the set X. 

DEFINITION I. f is a rule of proof in L if f is a subset of P(Sent) x Sent. 
The above definition seems to contain in the whole generality that which is 

intuitively understood under the term of a rule of proof. 
DEFINITION 2. Let m be a structure for L and fa rule of proof in L. The rule f 

is sound in m if, for every Tc Sent, 

m t= T-+ Vr/>((T, </>) Ef-+ Ql t= </>). 

By K(f) we denote the class of all structures in which/ is sound. 
DEFINITION 3. (i) A set of sentences T is f-complete if T = Cn(T) and, for 

every Sc T, V,P((S, <P> E/-+ cf> ET). 
(ii) A set of sentences T is /-consistent if T = Cn(T) and, for every S c T, 

\:/cf>((S, 1>> Ef-+ -,cf> rt= T). 
By (T)1 we denote the least /-complete set of sentences which contains T. By 

T 1-1 </:> we mean that </> E (T)1 and we say then that</:> is /-provable from T. 
DEFINITION 4. Let K be a class of structures for L. If T c Sent then 

(Th = {</:>: <f> E Sent /\ VQ![Ql t= T /\ m EK-+ Ql t= </:>]}. 

K is a semantics for a rule f if, for every Tc Sent, (T)1 = (T)K<n· 
DEFINITION 5. A rule f satisfies the deduction theorem if, for every Tu 

{<f>, if;} c Sent, 

The term "model" is analogous here to the term "model in which f is sound". 
Godel's completeness theorem says that a sentence is provable iff it is true. The 
corresponding statement in our case presents the following definition. 

DEFINITION 6. A rule f satisfies the completeness theorem if, for every T c 
Sent, (T)1 = (T)K<fl· 

In the above terminology the w-rule satisfies the completeness theorem and the 
deduction theorem and w-models form a semantics for the w-rule. 

The easy connections between the notions introduced here shows 
THEOREM I. (i) Suppose that K is a semantics for a rule f If m EK then I is 

sound in Q!. 
(ii) If a rule f has a semantics then it satisfies the completeness theorem. 
(iii) If a rule f satisfies the completeness theorem then every consistent, f-complete 

set of sentences has a model in which f is sound. 
PROOF. (i) Let QI EK. Then (Th(m))1 = (Th(m))K = Th(m) which concludes 

the proof. 
(ii) Let T c Sent. By induction with respect to the structure of the set (T)1 we 

prove that (T)1 c (T)Ku>· On the other hand it follows from (i) that (T)K<n c: 
(T)K = (T)r. 

(iii) Let Tbe a consistent,f-complete set of sentences. Then T = (T)r = (T)Ku» 
i.e. there exists a structure Ql which is a model of Tin which/ is sound. 

Sometimes instead of the questions of whether a rule of proof has a semantics, 
etc., one poses the converse question: whether to a given class of structures can one 
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find a rule of proof for which this class of structures is a semantics. A positive 
answer is given by the following. 

THEOREM 2. Let K be a class of structures for L. Then there exists a rule f such 
that 

(i) K is a semantics for f, 
(ii) every f-consistent set of sentences has a model belonging to K. 
PROOF. Let f = {(T, </>): </> e (T)K}. Then, for every Tc. Sent, (T)1 = (T)K. 

Suppose now that T is an f-consistent set of sentences. Then by definition 
'Vef>((T, <f>> ef-+ ---,</> ~ T), i.e. 'Vef>(ef> e (T)K-+ ---,</> ~ T). Thus (T)K is a consistent 
set of sentences, so there exists 21 such that 21 F= T and 21 e K. 

In the above theorem one cannot demand that/ be a finitistic rule of proof, i.e. 
one such that the sets of its premises are always finite. The following example 
gives evidence for this. 

EXAMPLE. Let L be the language of Peano arithmetic. For the purposes of the 
above theorem one may identify every class of structures with the set of the theories 
of the structures belonging to this class. Thus each class of structures K we identify 
with a set F(K) = {T: T = Th(2l) for some 21 e K}. 

It is well known that there exist continuum extensions of the Peano arithmetic 
to a complete theory, i.e. L has exactly continuum complete theories. Thus the 
number of the sets F(K) is equal to 21:(0. If F(K1) # F(K2) then there exists a com­
plete theory T such that e.g. Te F(K1) - F(K2). Then (T)K1 = T but (T)K2 is the 
set of all sentences. Thus in order that the Theorem 2 might be true for the finitistic 
rules of proof there must be at least 2Ko of them, because every set F(K) requires 
another rule of proof. But there is only a continuum of the finitistic rules of proof, 
thus too few. 

Theorem 2 thus indicates an essential difference between the finitistic and infini­
tistic rules of proof. 

It is hard to accept the rules of proof constructed in the Theorem 2. Although 
they satisfy our definition of a rule of proof they are completely artificial and it is 
hard to use them in concrete cases. What seems to be worthwhile is the considera­
tion of those rules of proof which are in a certain sense natural, in which there is 
clear and simple connection between the set of premises and consequences. 

If in the language there exists an infinite number of constants then we can 
formulate the following rule of proof: 

If for every constant term t we have hf>(t), then 'r-'Vxef>(x), where </> 

is a formula with one free variable. 

If the language is countable then this rule of proof satisfies the completeness 
theorem and the deduction theorem. The proof is exactly the same as that of the 
Henkin-Orey w-completeness theorem (see Orey [I]). Instead of the type 
{x # n: n < w} we omit here the type r = {x # t: t is a constant term}. The 
models which omit the type r correspond to the w-models. 

However as long as the language is not rich enough it is hard to find in it other 
interesting infinitistic rules of proof. 

The remaining part of the paper is devoted to considerations of infinitistic rules 
of proof formulated in the language of second order arithmetic. As we shall see 
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this language is rich enough so the problem does not reduce here to considerations 
concerning the w-rule. 

§3. Terminology and notations from second order arithmetic and recursion theory. 
By second order arithmetic A2 we mean the theory described in the paper Apt­
Marek [l ]. A 2 denotes A2 without choice scheme. Recall that set variables are 
denoted by letters X, Y, Z and number variables are denoted by letters x, y, z, a. 
A relation P(X, a) is a Lk relation if, for some recursive relation R, 

P(X, a)+-+ 3X1'v'X2 • • • QX,.QyR(X(y), X1(y), · · ·, X,.(y)), 

where Q is an appropriate quantifier and Q is the quantifier dual to Q. Here 
X(y) = xx(Y ), where xx is the characteristic function of the set X. All the other 
notations from recursion theory are taken from Shoenfield's book [l]. 

w denotes the set of natural numbers and P(w) its power set. Each w-model we 
identify with its family of sets, i.e. with a subset of P(w). 

A ,B-model (see Mostowski [I]) is a structure for the language of second order 
arithmetic L(A 2) for which the notion of well-ordering is absolute. 

Being a Lk or TI~ formula is defined in a natural way. An w-model is a ,811-model 
(see Enderton-Friedman [1]) if, for every L~ formula 4' with parameters from 21, 
P(w) I=</>-+ 211= </>. The notion of ,81-model of A2 is identical with the notion of 
,B-model of A2 (see Mostowski [1]). 

Now Sent denotes the set of sentences of L(A2). If Tc Sent then T8 (or T8n) 
denotes the set of all sentences true in all ,8-models (or ,811-models) of T. For sim­
plicity let A11 = (A2)8 and A8• = (A2)8 •• 

If X c w then Ilx = {(X),.: n < w}, where (X),, = {x: (n, x) e X}. By Constr(X) 
we mean the L~ formula of Addison [1] which is satisfied in P(w) exactly by the 
constructible subsets of w. 

Sometimes we do not distinguish analytical relations from the formula of L(A2) 
which define them. 

We shall use some facts which concern inductive definitions. 
Let r be a monotone operator on P(w), i.e. r:P(w)-+P(w) and Xc Y-+ 

r(X) c r(Y). A set z is inductively defined by r if Sa= Ua<ar(Sp) and z = 
UaSa. Then Z = S 1r 1 where I rj is the least a such that Sa = Sa+ 1· 

r is said to be I:~ if the relation n e r(Y) is~~. We shall need the well-known 
fact that if r is I:~ (n > 1) then S 1r 1 is~~. too. 

§4. The problem of the existence of a ,8-rule. The question of whether there exists 
a syntactical ,8-rule was raised by Mostowski in the last two sentences of the paper 
Mostowski [l]: "The rule ,8 treated in this paper has been defined by means of 
semantical notions. It would be interesting to find an equivalent definition formu­
lated in a syntactical (although infinitistic) manner." 

The equivalence of the semantical and syntactical definitions can be understood 

here in several ways. 
In the most moderate way one should consider fas a syntactical ,8-rule if 

(*) 
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If one wants to connect the notion of a ,8-rule not with the second order arithmetic 
but with its language then instead of condition(*) one should take the condition: 

(**) For every Tc Sent, (T)1 = Tp. 

In order to understand better which properties should be satisfied by the ,8-rule 
and how they should be connected with ,8-models, it will be best to inspect the 
connections between the w-rule and w-models. The appropriately reformulated 
condition (**) is simply the Henkin-Orey w-completeness theorem. This theorem is 
a crucial property of the w-rule. It enables in many cases the building of w-models 
and in fact it is used in almost all theorems about w-models. If one wants to have a 
syntactical ,8-rule in order to be able to build ,8-models then one should demand 
that: 

(***) every consistent, ft-complete set of sentences has a ,8-model. 

Of course this condition is trivially satisfied by every rule of proof leading to the 
contradiction and therefore we shall consider this condition in a connection with 
one of the conditions (*) and (**). 

Let us observe that Theorem 2 applied to the language of second order arith­
metic and the class of all ,8-models gives a rule which satisfies the conditions (*)­
(***). It turns out to be a very unsatisfactory solution if one notices how arti­
ficially this rule is built. The satisfactory solution would be finding a rule which 
satisfies at least one of the conditions (*)-(***) but which is in a certain sense 
natural. 

The natural criterion of the complexity of the structure of a set is its position 
in the arithmetical or analytical hierarchy. We can apply this criterion to the rules 
of proof formulated in L( A 2) after Godelization of the language. Using this criterion 
we shall find a syntactical ,8-rule least complicated in this sense. 

The theorem below fixes the level of the analytical hierarchy on which there 
appear rules which satisfy the conditions (*)-(***). 

A rule of proof f is I:~ if after Godelization of the language it is a L:~ relation. 
We make the Godelization in such a way that every natural number is the Godel 
number of a formula. 

r </>' denotes the Godel number of the formula cf>. If Tc Sent then rr' denotes 
the set of Godel numbers of the sentences from T. 

THEOREM 3. (i) If f is a I:~ rule then f does not satisfy the condition (*). 
(ii) There exists a II~ rule which satisfies the conditions (*)-(***). 
PROOF. (i) Suppose thatf is Z:~. Let 

aEr1(X)~aerCn'(X) v aerA2' v 3Y(Yc X A (Y,a)ef) 

where rcn '(X) = t </>..,: {if; : r "'.., E X} I- <P }. Then r f is a monotone operator such 
thatS1r,1 = r(A2)1' and r, EI:~. By virtue ofthetheorem mentioned in the end of 
§3, r(A;-)1' EL~. But r Ap' E TI~ - I:~ (see Mostowski [l]), so (A2)r ¥= A 8 • 

(ii) Let f = {(T, </>): cf> E (T)p}. Then f satisfies the conditions (*)-(***) by 
Theorem 2 applied to L(A 2) and the class of all ,8-models. Also f is IT~. 

Thus on the basis of the criterion we chose here, namely the position in the 
analytical hierarchy, we are unable to decide whether there exists a syntactical 
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,8-rule that is in a certain sense natural. This criterion turns out to be inappropriate 
and the only thing which is left in this situation is to attempt to make precise of the 
notion of naturalness. 

§5. There is no syntactical ,8-rule among regular rules. Instead of looking for 
some doubtful criteria for naturalness of a rule of proof we introduce now a class 
of rules of proof which characterize themselves by a concrete, natural connection 
of the set of premises with the conclusion. This class is the restriction to the language 
of the second order arithmetic of the class of rules of proof given by Aczel (see 
Aczel [I]). These rules come from the notion of a generalized quantifier. 

We shall check in this section whether there exist in this class any rules of proof 
which satisfy the conditions (*)-(***). 

DEFINITION 7. Let R be an analytical subset of P(w) which is monotone, i.e. 
X c Y /\ R(X)-+ R(Y). 

R as a formula of L(A2) determines the following rule of proof fR: 

domfR = {{<fo(n): n EX}: X ER and <P is a formula of L(A 2 ) 

with exactly one free variable} and 

fR({<fo(n): n EX}) = (Rx)<f>(x), 

where (Rx)ef,(x) = 3 Y(R( Y) /\ 't:/x(x E Y +-+ <f>(x))). Thus if {n: 1-1,.cf>(n)} ER then 
l-1R(Rx)<f,(x). Every rule of proof of the above kind we call a regular rule. 

Observe that for different definitions Ri. R2 of the relation R we obtain different 
rules of proof fR 1 andfR2 • If we take for R the relation R(X) +-+ Vx(x E X) we simply 
obtain the w-rule. 

The following theorem shows that there is no syntactical ,8-rule among the 
regular rules. 

THEOREM 4. If fR is a regular rule of proof then 
(i) (Ap et: (A 2 )rR), 

(ii) there exists a consistent, fR-complete set of sentences which has no ,8-model. 
We precede the proof of this theorem by the proof of some lemmas. 
The following general criterion found by Aczel turns out to be very useful here. 
LEMMA I (AczEL). Let f be a rule of proof with analytical graph. If 

then (Ap et: (A 2)1). 
PROOF. Let if! be a sentence such that 

A2 I- if!+-+ rip.,$ r(A2)r' 

(for the existence of such sentences see Feferman [l ]). From the assumption, 

A 0 I- r if;' E r(A2)r'-+ if;. 

From the above two facts if E A0 • • 
In particular P ( w) I= .p, i.e. P( w) I= r <fa.., $ r(A 2 )r.., so if! $ (A 2 )r, which concludes 

the proof. . . . 
We cannot use directly this criterion to our s1tuat10n because there exist regular 
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rules of proof which do not satisfy the condition(~). The following example gives 
evidence for this. 

EXAMPLE. Let R(X)+-+ (</> /\ X = X) v X = {O}, where</> is a sentence such 
that P(w) I=</> and</> fj: A8• 

Of course P(w) I= 'r/ XR(X) so R is monotone. Let 2! be a ,8-model of A2 such that 
QI I= -,<f>. Observe that R is satisfied in Ql only by the set {O}. 

Observe that Q( I= ro = 0' E r(A2)1,.' and Q( I= R({O}) so Q( I= r(Rx)(x = x)' E 
r(A 2)t,. '· Suppose now that f satisfies the condition (~). Then Ql I= (Rx)(x = x), 
i.e. Ql I= 3X(R(X) /\ 'r/x(x EX+-+ x = x)), i.e. Ql I= R(w) which is the contradiction. 

In order to overcome this difficulty we prove that every regular rule of proof can 
be "majorized" by a regular rule which satisfies the condition ( ll). This will already 
suffice to prove part (i) of Theorem 4. 

DEFINITION 8. Let 

L(n)(X)+-+ 3X1'v'X2· · · QXnQy((X1(Y), · · ·, Xn(Y)) EX), 
IT(n)(X)+-+ 'r/X13X2· · · QXnQy(<X1(y), · · ·, Xn(y)) EX), 

where Q and Qare the appropriate quantifiers. Then L(n) and IT(n) are the mono­
tone subsets of P(w). Observe that for example if 'r/ X 13X2'v'yT f-1n(2) </>(X1(y), X2(y)) 
then 

T f- tn< 2 > 'r/ X13X2'v'y<fo(X1(y), X2(y)). 

LEMMA 2. Let R be a L;, (IT;.) monotone subset of P(w). Then,jor every T such 
that A2 c Tc Sent, 

PROOF. We give the proof only in the case RE I:;,. The case RE rr;, one proves 
analogously. 

Assume for simplicity that m is odd; m = 2k + 1. Let </> be a I:;,+ 2 sentence. 
Then, for a recursive relation S, 

A2 f- 4'+-+ 3X1'v'X2· .. 3Xm+2'rlyS(X1(y), ... ' Xm+iY)). 

Suppose that P(w) I= <fo. Then 

3X1'r/X2·. ·3Xm+2'rlyA2 I- S(X1(Y), .. " Xm+iY)), 

because true open sentences are provable in A 2. 
Using thefz<m+ 2>-rule we obtain 

A2 f-fE(m+ 2 ) 3X1'r/X2· '·3Xm+2'rfyS(X1(Y), · · ·, Xm+iY)), 

i.e. <PE (A2)1,<m+2>' This shows that true I:i}.+ 2 sentences are fzm+ 2-provable from 
A 2. Observe also that for every Tc Sent, (T)1E<m> c (T)1,<m + i> because every 

fI:<m)-proof can be changed into afz<m+i>-proof by adding in the appropriate places 
additional quantifiers. 

For a recursive relation W, 

(I) R(X)t-'> 3X1'rlX2· · ·3X21<+1'iyW(X(y), X1(Y), · ·" X21<+ 1(y)). 

This equivalence is provable in A 2 (see Lemma 2.16 in Mostowski [I]). 
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Assume that A 2 c Tc Sent. By induction on proofs we prove that (T)11' c 

(T)rE<m +2>' 
The only nontrivial case occurs when a = (Rx)efi(x) E (T),11 • From the mono-

tonicity of R and the inductive assumption 

A = {n: <f>(n) E (T)h<2k+ 3) ER. 
Thus 

(2) P(w) l= 3X1'v'X2· · ·3X21c+1'v'yW(A(y), Xi(y), · ·., X2k+1(Y)). 

We prove now that 

(3) 3Z3X1'v'X2· · ·3X21c.:!:..1'v'y _ _ _ 
T l-fll<2k+ 3> W(Z(y), X1(y), · · ·, X2k+ 1(y)) /\ (((Z(y + l))y = 1 --7- </>(y)). 

It follows from (2) that 

(4) 3X1 'v' X2 • · • 3X21c+1'v'yT 1-,t<2k+ 3 ) W(A(y), X1(J), · · ·, X21c+ 1(y)), 

because true open sentences are provable in A;. 
In order to prove (3) it is left to prove 

(5) 'v'yT 1-r,,,2k+a> (A(y + l))y = 1 --7- <f>(y). 

But from the definition of the set A the following equivalence holds for any y: 

(A(y + l))y = l+-7yEA<---)-T1-rEc2k+a>efi(y) 

which proves (5). 
Having already proved (3) we use the fE< 21c+i>-rule (which is, as we observed, 

derivable from thefE<21c+ 3>-rule) and obtain 

(6) T l-,E, 2k+ 3 > 3Z3X1'v'X:_: · ·3~1c+ 1'v'y _ _ 
W(Z(y), X1(Y), · ·., X21<+1(Y)) /\ ((Z(y + l))y = 1 --7-ef>(y)). 

On the basis of (1) the above sentence is equivalent in A 2 to the sentence 

3Z(R(Z) /\ 'v'y(y E z --7 <f>(y)). 

The sentence V X'v' Y(R(X) /\ X c Y--?- R( Y)) is a true I1~1c+ 2 sentence and so, 

as we observed, it belongs to (A 2)h(2k+ai· 

From the last two facts using the comprehension schema we obtain that 

TI- h(2k+3) 3X(R(X) /\ 'v'y(y Ex <---)-<f>(y))) 

which concludes the proof. 
LEMMA 3. The rules fE<m> and fmm> satisfy the condition (!:3.) from Lemma I. 
PROOF. We prove that if R is an analytical, monotone subset of P(w) such that 

(V) Ap I- 'v' X'v' Y(R(X) /\ X c Y --7- R( Y)) 

thenfR satisfies the condition (!:3.) from Lemma I. The idea of this proof comes from 
Aczel's proof of the fact that thefrI<2>-rule satisfies the condition (!:3.) from Lemma I. 
The rules fEcn> and fmn> of course satisfy the condition ('V). 

Let Qt be a ,8-model of A 2. Suppose that 2l l= r efi1' E r(A 2 )ra '. Then in 2l the 
following sentence holds: 
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3X{(X is a tree) 11 (every minimal vertex of X is a Godel number 
of an axiom of A 2) 11 [(every vertex r </>'in X (as a formula) follows 
from the one directly below by a logical rule of proof) v 
(3 nr .p•cr </>' = r(Rx)if;(x)' /\ Vn(n E y ~ r if;(n)' lies in x directly 
below r(Rx)if(x)') 11 R( Y)))] 11 (r </>1 ' is "on the top" of the tree)}. 

"To be a tree" is a TI~ formula and so absolute with respect to the ,B-models of A 2. 
Thus the above proof is a tree in P(w), too. We prove now by induction with 

respect to the range of the elements of this tree X that 

r if' is a vertex in X-+ 2l F if. 
The only nontrivial case occurs when if = (Rx)a(x). Then 

Ql I= 3 Y[Vn(n E Y ~ r a(n)' lies directly below r(Rx)a(x)') /\ R( Y)]. 

From the inductive assumption n E Y-+ Qt I= a(n). Thus A = {n: Qt I= a(n)} ~ YE Qt. 
From the condition (V') we obtain that 211= R[A], i.e. Qt I= (Rx)a(x). In particular 
2l 'r= 4'1· 

</> 1 was arbitrary so the lemma is proved. 
PROOF OF THEOREM 4(i). LetfR be a regular rule of proof. For some m, RE 2:~. 

By virtue of Lemma 2, (A2)rR c (A2)h<m+z» From Lemma I and Lemma 3, 
(An tj: (A2)rz<m+z) so (An cj: (A2)!R). 

In order to prove part (ii) of the Theorem 4 we prove first the following: 
LEMMA 4. Every regular rule of proof satisfies the deduction theorem. 
PROOF. Let f 8 be a regular rule of proof and let Tu {</>, if} c Sent. Always 

T 1-rR rp-+ if; implies Tu{</>} 1-h if;. So suppose that Tu{</>} 1-rR if;. By induction 
with respect to the range of the elements of the f-proof tree X of </> we show that 
x E Ximplies T 1-h </>-+ X· The only interesting case occurs when x = (Rx)a(x) EX. 
We have {n: Tu{</>} 1-rR a(n)} ER, so, by the induction hypothesis and monotonicity 
of R, {n: T 1-rR </>-+ a(n)} ER. Hence by the fR-rule T 1-h (Rx)(</>-+ if;(x)). But by 
virtue of the deduction theorem the sentence Rx(</>-+ if;(x))-+ (</>-+ (Rx)if;(x)) is 
logically provable. Thus T 1-h </>-+ (Rx)if;(x), which concludes the proof. 

PROOF OF THEOREM 4(ii). From part (i) of Theorem 4 there exists a sentence </> 
such that <$EAp-(A2)rR· From Lemma 4, Cn((A2)rRU{</>}) is a consistent, 

/ 8 -complete set of sentences which by the choice of <P has no ,8-model. 
COROLLARY. If F is a class of regular rules such that for some n whenever 

f 8 E F then R E 2:~, then 
(i) (A 8 cj: (A2)F), where (A2h is the closure of A2 under all the rules which 

belong to F, 
(ii) there exists a consistent set of sentences T which is f-complete for all f E F 

but which has no ,8-model. 
PROOF. From Lemma 2 it is easy to prove by induction on proofs that (A 2)F c 

(A2)rz,.+ 2> which by virtue of Theorem 4(i) proves (i). 
Let ,PEAp - (A2)rt< .. +2>' For every fEF the set Cn((A2)h<n+ 2 >u{--.<$}) is 

/-complete. Indeed, if f E F then, from Lemmas 2 and 4, 

Cn((A 2)r.,. + zi U {--.f})r c Cn((A 2)rll<n+zi U {--.,P})h<n +z> 
= Cn((A2)h<n+zl U {--,<$}). 
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From the choice of</> the set Cn((A2)IEcn+ 2> u {---,</>})is consistent and has no {3-
model. 

As we shall see in §6 the above corollary is not true in the case of arbitrary classes 
of the regular rules. On the other hand the class of regular rules F found in §6 such 
that (A 2h = AJJ is of no importance for the problem of finding a natural syntactical 
,8-rule. 

The results of this section suggest that the existence of a syntactical {3-rule with 
some natural properties is very doubtful. It is difficult to find any interesting rules 
of proof different from the regular ones. The only rule worthy of mention and 
different from the regular rules seems to be the Def-rule defined in the end of this 
paper. It does not satisfy any of the conditions (*)-(***) because its graph is 
arithmetical. 

The above considerations indicate the essential difference between the notion 
of the w-model and the {3-model. It is easy to build w-models by using the w­
completeness theorem. The lack of a natural syntactical /3-rule reveals, at least 
partially, why it is so difficult to build /3-models. 

It is easy to carry over the results of this section to the analogous ones which 
concern the syntactical .Sn-rule (n > 1). The interesting conditions will be the con­
ditions (*)-(***) in which instead of the notion of a /3-model the notion of a /3n­
model occurs. 

The only additionally needed fact here is the following one: Ap,. E II~+ 1 - L:~+ i· 

§6. The regular rules in relation to the completeness theorem. The regular rules 
fR such that RE ITt fairly often satisfy the completeness theorem as the following 
shows: 

THEOREM 5. (i) If R E 2.:~ then,for every T such that A 2 c Tc Sent, Cn(T) = 
(T)IR. 

(ii) If RE rq then,for every T such that A2 c Tc Sent, (T)1n c (T)ro. 
PROOF. (i) For a recursive relation P, R(X) <--> 3yP(X(y)). Suppose that 

A 2 c T c Sent. Let </> be a formula with one free variable such that X0 = 
{n: T f- ef>(n)} E R. Let m be a model of T. We may assume that the interpretation of 
E in Ql is the natural one, and that the standard model of Peano arithmetic is a 
substructure of the first order part of m (see e.g. Shoenfield [I, p. 231 ]). Then w is 
an initial segment of the numerical universe of m. 

There is a unique set X1 in Ql such that "1l I= Vx(x E X1 .... <f>(x)). 
Let A = {n: Ql I= n E X1}. Then X 0 c A, so by the monotonicity of R we get 

R(A), i.e., for some n0 , P(A(n0)). 

P(A(n0)) is a true first order open sentence, so it is provable in Peano arithmetic. 
Hence Qt I= P(A(n0)). But, by the definition of A, "1l i= X1(no) = A(no), so "1l I= 

P(X1 (n0)), i.e. "1l I= R(X1). 
This means that Qt I= (Rx)<f>(x). m was arbitrary, so T f- (Rx)<f>(x), which concludes 

the proof. 
(ii) Let A 2 c Tc Sent. We prove by induction on the proof that (T)IB c (T)w· 

Suppose that (Rx)efi(x) E (T)18• From the monotonicity of R and the inductive 
assumption, 

A = {n: T 1-w rf>(n)} ER. 
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Let Q! be an w-model of T. Let B = {n: m I= </>(n)}. Then A c B, hence by the 
monotonicity of R, P(w) I= R[B]. 

From comprehension BE m, and so m I= R[B] because R is a Di relation. But 
this means that m I= (Rx)<f>(x). 

Ql was arbitrary, so by the w-completeness theorem (Rx)<f>(x) E (T)ro, which 
concludes the proof. 

We shall now describe an easy method for obtaining regular rules which are 
different from the w-rule and which satisfy the completeness theorem. 

Let f be a true sentence of L(A 2) and Ran analytical monotone subset of P(w). 
Then R /\ f as a formula determines the rule of proof fRAI/!· 

THEOREM 6. Let if; be a true sentence of L(A 2). If a regular fR satisfies the com­
pleteness theorem then !RAl/i does also. 

PROOF. Let Ql be a structure for L(A2). It is easy to see that !RAl/i is sound in 
Ql+-i- fR is sound in Q! and Q! I= f. Thus, for every Tc Sent, 

(T)K<fnAwl = (TU {i/;})K<fRl = (TU {<P})fn· 

On the other hand it is easy to prove by induction on the proofs that (T)18 ," 

(Tu {i/;})18, which concludes the proof. 
And so if we take for if; a true sentence of L(A 2 ) such that i/; rf: Aro, then the 

w /\ if-rule is a regular rule not equivalent to the w-rule and which satisfies the 
completeness theorem. 

We are now able to construct a class F of regular rules such that (A 2)F = A 13 • 

Namely F = {w /\ if;: f E A8}. Then A 13 c (A2)F c (A 8)F = A 6 , so (A 2)F = Ail. 
However this fact is of no importance to us, because the construction of this class 
directly depends on the notion of a ,B-model. 

The results we have proved up to now seem to suggest that regular rules have 
properties similar to the w-rule. 

This however turns out to be not true. 
Enderton introduced in Enderton [I] the ..d-rule of proof. In our terminology 

it is the fI:1-rule: 

if 3X\ln r .9.1 </>(X(n)) then f-.9.13X\lx<f>(X(x)). 

DEFINITION 9 (ENDERTON [I]). Let QI be a structure for L(A2). Ql is a d,8-model 
if 

m I= Bord[X] __,.. (X codes a well-ordering) 

for every X which is definable in m(X E Def(m)). 
The following properties of the d,B-models connect them with the d-rule (see 

Enderton [l]): 
I 0 • Every d,8-model of A 2 is an w-model. 
2°. An w-model of A2 is a d,B-model iff the d-rule is sound in it. 
3°. The w-rule is derivable in A 2 from the d-rule. 

Using this we proved in Apt [I] that the d-rule does not satisfy the completeness 
theorem. Namely we proved that 

r(A 2)K<.9.1l' = r{</>: QI I=</> for every d,8-model Ql of A2}' rf: 1:~ 
whereas (see Enderton [I]) r(A 2)""-, EL~. 
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We prove now a stronger theorem. 
THEOREM 7. Assume that P(w) s: L. If, for every T such that A; c Tc: Sent, 

(T),p; c (T)f&, then the fR-rule does not satisfy the completeness theorem. 
PROOF. It is easy to see that in Lemma I we can replace A 2 by an arbitrary T 

such that A; c: Tc: Sent, T is recursive and P(w) I= T. Then Theorem 4(i) is true 
after replacing A 2 by T. 

By assumption P(w) I= A 2 u {V X Constr(X)}, so by the above 

((A 2 u {V X Constr(X)})8 cj: (A 2 u {V X Constr(X)})fi.). 

Let CUE K(fR) and CU I= A 2 u {V X Constr(X)}. Then by assumption the d-rule 
is sound in '?l. From facts 1°-3° it is easy to see (cf. e.g. Apt [l]) that there exists a 
d,8-model "13 which is elementarily equivalent to CU. But "13 I= A 2 u {V X Constr(X)}, 
so by the definability of the Skolem functions in m, Def('B) -< "13. Thus Def('B) is a 
,8-model which is elementarily equivalent to m. This shows that 

(A 2 U {V X Constr(X)})8 c: (A2 u {V X Constr(X)})K<tnl· 

This fact together with the above one gives that 

(A 2 u {V X Constr(X)})K<tnl =f. (A 2 u {V X Constr(X)})h 

which concludes the proof. 
In the case of the f~(n>-rules (n ~ I) we can omit the assumption P(w) s: L. 

Namely the following holds: 
THEOREM 8. None of the f~<nl-rules (n ~ 1) satisfies the completeness theorem. 
We shall need in the proof the following obvious lemma. 
LEMMA 5. Let fR be a regular rule. If CU is an w-model of A 2, then fR is sound in 

CU<--+ (for every A E Def(CU)(P(w) I= R[A]--+ CU I= R[A])). 
PROOF. fR is sound in CU iff, for every formula </> with one free variable, 

{n: CU I= cf>(n)} E R--+ CU I= (Rx)<f>(x), which concludes the proof. 
PROOF OF THE THEOREM 8. Since we already know that the d-rule does not 

satisfy the completeness theorem, we may assume that n > 1. 
Define the monotone operator r n as follows: 

x E r n(X) +-jo x E rcn '(X) v x E r A 2 u {V x Constr(X)}' 
V 3ijJ3 Y(~(n)( Y) /\ Vy(y E Y <--+ r i/;(y)' E X) /\ x = r(~(n)z)i/;(z)'). 

Then (A 2 u {V X Constr(X)})1E<n> is the set which is inductively defined with 
respect to r n' Since r n E ~A, r(A 2 u {V x Constr(X)})h(n)' E ~A. 

We now prove that (A;, u {V X Constr(X)}hu~cn>> $ ~A+i which will conclude 
the proof. 

Suppose that CU E K(f~<n» and CU I= A 2 u {V X Constr(X)}. Since the w-rule is 
derivable in A 2 from the f~<n>-rule, it is sound in CU. By the w-completeness theorem 
there exists an w-model '8 which is elementarily equivalent to CU. But '8 I= A 2 u 
{V X Constr(X)}, thus Def(Q3) -< SB. 

Let now R be a 2:~ monotone subset of P(w). We prove thatfR is sound in Def("B). 
In order to prove this it is sufficient to prove that if Sis a complete set of sentences 

of L(A 2) which contains A 2 then (S)tn c (S)r~cn>· 
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We prove it by induction on the proofs. For simplicity of notation assume that 
n is odd; n = 2k + 1. 

For a recursive relation P we have 

A2 I- R(X)+-+ 3X1V'X2· · ·3X2k+1'v'yP(X(y), X1(Y), · · ·, X2k+1(Y)). 

Assume that (Rx)</i(x) E (S)IB. Using the inductive assumption and repeating the 
reasoning from Lemma 2 we obtain 

3Z3X1V X 2 • • ·3X2k+1'v'Y 
s 1-r:i:m+i> P(Z(y), X1(y), · · ·, X2k+1(Y)) A ((Z(y + l))y = 1 +-+ cf>(y)) 

(equivalence in the second part of the conjunction comes from the fact that S is 
complete). 

Hence by the fI:c2k + i>-rule 

S 1-rz<2k+ 1 > 3Z3X1'v'X2· · ·3X2k+ 1'v'y 
P(Z(y), X1(y), · · ·, X2k+1(Y)) /\ ((Z(y + I))y = l +-+ </i(y)). 

But A 2 c S, thus from the form of R we obtain 

S l-IE<2k+u 3Z(R(Z) /\ Vy(yEZ+-+cf>(y)), i.e. S l-IE(2k+i> (Rx)</i(x). 

All the other cases are trivial, so indeed (S)rR c (S)r:i:cn>' 
Let now iii be a II~+ 1 true sentence. For al:; formula 

A2 I- iii+-+ 't/Xcf>(X), 

</>as a relation is al:~ monotone subset of P(w), so by the above the/4>·rule is sound 
in Def(m). By Lemma 5 and the form of iii we obtain Def(m) I= ifi. 

But Def($) is elementarily equivalent to ~. so ijJ E (A 2 u {V X Constr(X)})K<filcn»· 
Thus (see Rogers [l, p. 390]) (A2 u {VXConstr(X)})K<f:i:<n» i;f l:~+i· 

One can also omit in Theorem 7 the assumption P(w) s L when RE II§. Namely 
it holds. 

THEOREM 9. Suppose that, for every T such that A 2 c Tc Sent, (T).r1 c (T}1R 

and that RE TI§. Then the fR-rule does not satisfy the completeness theorem. 
PROOF. The set r(A 2 u {Y X Constr(X)}),1'' is a II§ one, because 

</> E (A 2 u {'v' X Constr(X)})1R 

+-+ 'v'T[(A 2 u {'v' X Constr(X)} c T /\ Cn(T) = T /\ T is fR·complete)--? cf> ET] 

and a set {cp: ref>' ET} is/8-complete if 

'v'ifi['r/ Y('v'n(n E Y +-+ ili(n) ET)--? R( Y))--? (Rx)ef>(x) ET]. 

Assume now the axiom of constructibility. From the proof of Theorem 7 it 
follows that there exists a natural number n such that 

n E r(A2 u {YXConstr(X)})8' /\ n ~ r(A2 u {'v'XConstr(X)})IR'· 

Since the sentence n E r(A 2 u {Y X Constr(X)})8' is a TI~ one (see Mostowski [I]), 
the above conjunction is a 1:§ sentence. From Shoenfield's lemma (see Shoenfield 
[I]) it follows that the fact that ZFC + V = LI- ef> where ef> is a 2:§ sentence implies 
that ZFC I- </>. Thus 

((A 2 u {'v' X Constr(X)}).8 <j:: (A 2 u {V X Constr(X)})IR). 
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On the other hand from the proof of the Theorem 7 it also follows that 

(A 2 u {'v' X Constr(X)})8 c (A 2 u {'v' X Constr(X)})KUR>· 
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The above two facts indicate that the fR-rule does not satisfy the completeness 
theorem. 

Thus in particular the rulesf,,<2> andf,,<3 l do not satisfy the completeness theorem. 
In the next section we come to the problems concerning the completeness theorem 

for regular rules from another point of view-we examine which properties must 
be satisfied by the semantics of a regular rule which consist of w-models. 

§7. Restrictions on the w-semantics of the regular rules. 
DEFINITION 10. Let f be a rule of proof formulated in the language L(A 2 ). 

Suppose that K is a semantics for f K is an w-semantics for f if every structure 
belonging to K is an w-model and if K is closed under elementary substructures. 

THEOREM 10. Assume that P(w) S L. If K is an w-semantics for a regular rule 
fR then there exists in K an s-descending w-sequence of models of A 2 v 
{'v' X Constr(X)}. 

Observe that a regular rule fR has an w-semantics iff it satisfies the completeness 
theorem and, for every set of sentences T, (T)w c (T)rll· 

For the proof of the theorem we need the following lemma: 
LEMMA 6. Suppose that K is an w-semantics for a fR·rule. Then 

(Q! E K A \11 = Def(Ql) A Q! I= A 2 u {'v' X Constr(X)} /\ m is not a {3-model] 
--+ :3'13('3 EK /\ SB ~ m A Q3 = Def('23) 

/\ "23 I= A 2 u {'v' X Constr(X)} /\ Q3 is not a {3-model]. 

PROOF. We use here the idea of the proof of Friedman's theorem about the 
nonexistence of a minimal w-model of A 2 (Friedman [!];an idea of this proof is 
presented in Apt-Marek[!]). 

Since m is not a {3-model, there exists X 0 E \11 such that m I= Bord[X0] but P(w) I= 
,Bord[X0]. For some n0 there exists a L~0 formula <Po such that m I= 'v'x(x E X0 +--+ 

<fo0(x)) (because m = Def(m)). 
Let Tr no be a definition of truth for L;0 u IT ; 0 sentences, i.e. a formula with one 

free variable such that, for every L;0 u IT~0 sentence </>, A 2 ~ </> +--+ Trn0(r <fa'). 
DEFINITION. A theory T is fR·n-complete if: 
(a) T = ({<fa: <fa is a L~ u n; sentence /\</>ET} u A 2 v {'v' X Constr(X)})rn· 
(b) T decides all L~ u ITA sentences. 
(c) T contains all true LAO u rr~o sentences. 
(d) T is consistent. 
Let V = { (T0 , T1, · · ·, Tn> : T; is fR·i-complete and i < j-+ Tt S Ti}. If X E V 

and YE V then X -< Y denotes that Y, as a sequence, extends X. It is easy to see 
by using the formula Trn0(x) that Vis an analytical subset of P(w). Let ~ = 
{X: Ql I= V[X]}. Vis a tree with the relation -< restricted to the elements of V. 

We prove now the following three facts which suffice for the proof of the lemma. 
Fact I. Every infinite branch in V determines an w-model Q3 such that Def(i:B) = 

"23, Q3 s; m, Q3 EK, '-23 I= A 2 u {'v' X Constr(X)}, and '-23 is not a {3-model. 
Fact 2. The different infinite branches in V determine different submodels of\11. 
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Fact 3. There exist two different infinite branches in V. 
PROOF OF THE FACT I. Let {( Y0 , Y1, · · ·, Yn>}n<co be an infinite branch in V. 

Let T = Un<coYn. Then since the conditions (b) and (d) are arithmetical and thus 
absolute with respect to 2l, T is a complete, consistent set of sentences. We prove 
now that T is /R-complete. 

Suppose that A = {n: cf>(n) ET} ER, where ef> is a formula with one free variable. 
For some k, cf> is a 2:~ formula, thus A = {n : ,P(n) E Yk}, since Yk decides all 
L~ u rr~ sentences. Thus n EA+-+ QI I= r c/>(n)' E Yk. From comprehension, A Em. 

Since m EK, fR is sound in 2l (Theorem l(i)). We have P(w) I= R[A] and A E 
Def(2l) = 2l. From this and from Lemma 5, 2l I= R[A], i.e. 

2l I= :JX(R(X) /\ lix(x E X +-+ ',P(x)' E 'Yk ')). 

But the sentence "Yk is fR-complete" is true in 2l, thus from the above 
2l I= '(Rx),P(x)' E 'Yk'. From the definition of T, (Rx),P(x) ET, i.e. T is indeed f 1i­
complete. 

By the assumption about K, (T)x = (T)fR = T, so T has an w-model ~ E K. 
Since A 2 u {Ii X Constr(X)} s; T, m = Def(m) -< er. Thus SB EK. 

Let X Em. For some 2:~ formula ,P with one free variable X = {n: m I= ,P(n)}. 
T = Th(SB), so x = {n: c/>(n) ET}. But T = U1c <"' yk and Ym decides all .l:~ u rr~ 
sentences, so Vn(n Ex +-t ,P(n) E Ym)· Since r Ym "l Em, by comprehension, x Em. 
Thus ms m. 

It is left to check that m is not a fi-model. Let ef> be a 1:~ 0 u I1~0 sentence which is 
true in 'U. Then 2l I= Tr noC' c/> '), because A 2 f- c/> +-+ Tr no(' c/> '). 

But 2l I=" Yno is in-no-complete", so in particular (point (c)) Q{ I= r c/>1 E Yno +-t 
Tr n0(' c/> '). Hence 2l I= ',P' E ' Yn0 ', so c/> E T, thus SB I= cf>. 

From this we obtain that 

Vn(n E X 0 +-+ 2l I= c/>0(n) +-+SB I= ef>0(n)), 

so by comprehension X 0 Em. Since m I= Bord[X0 ] and SB s; m, m I= Bord[X0 ]. And 
so m indeed is not a fi-model. 

PROOF OF THE FACT 2. It is easy to see that the different infinite branches in V 
determine the elementarily nonequivalent models. 

PROOF OF THE FACT 3. In the proof of Friedman's theorem instead of the 
notion of fR-n-completeness there occurs w-n-completeness. Also the condition (c) 
does not occur there. The proof of Fact 3 can be carried over without any change 
from the proof of Friedman's theorem, so we omit it here. The only particular 
facts used there are: the counterpart of the Fact I, 2l = Def(2l), 2l I= A 2 V 
{V X Constr(X)}, 2l is not a fi-model. By assumption the model 2l satisfies these 
conditions. 

PROOF OF THEOREM 10. By assumption P(w) I= V X Constr(X), so (see the proof 
of Theorem 7) 

((A2 u {VXConstr(X)})8 cj: (A2 u {VXConstr(X)})K) 

because (A2 u{VXConstr(X)})1R =(A; u {VXConstr(X)})x. 
If 2l EK and 2l I= A 2 u {V X Constr(X)} then Def(2l) -< 2l and by assumption 

Def(2l) EK. 
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From these two above facts it follows that there exists m = Def(m) such that 
m EK, m I= A 2 u {V X Constr(X)} and m is not a ,B-model. Now, using Lemma 6 
w times we obtain the theorem. 

As with Theorem 7 we are able to omit here the assumption P(w) s::: L in the 
case when R E IT§. This assumption was needed only in order to have 

((A 2 u {V X Constr(X)})0 cl= (A 2 u {V X Constr(X)})r,,). 

But, as we observed in the proof of the Theorem 9, for regular rulesfR such that 
RE IT§ the above statement is true also without the assumption P(w) s; L. 

From Lemma 6 there follows easy conclusions which concern the existence of 
minimal models in the w-semantics. 

COROLLARY. Suppose that fR is a regular rule with an w-semantics K. Then 
(i) If K has a s:::-minimal model of A 2 u {V X Constr(X)} then it is a ,B-model. 

(ii) If K has a s:::-minimal model of A 2 U {V X Constr(X)} then every true Z:i 
sentence belongs to (A 2 u {V X Constr(X)})ra· 

PROOF. (i) From Lemma 6. 
(ii) Let m be this £:::-minimal model. By (i), m is a ,B-model. 
Let</> be a true Li sentence. Then fU I=</>. IfQ3 EK and A 2 u {V X Constr(X)} then 

m s; Q3, and so Q3 I= </>. Thus 

</> E (A 2 u {V X Constr(X)})K = (A 2 u {V X Constr(X)})18• 

Observe that the implication in Lemma 6 is still valid if we take for K the class 
of all w-models in which thefR-rule is valid and assume that, for every T such that 
A 2 u {V X Constr(X)} c Tc Sent, (T)w c (T)1R. Indeed, the set T from the proof 
of the Fact 1 in the proof of Lemma 8 has then an w-model belonging to K, because 
it is consistent, complete and fR-complete, thus also w-complete. Apart from this 
small change, the proof is exactly like that of Lemma 6. 

The results of this paper reveal some essential properties of the regular rules. 
In order to get to know better the character of these rules one should first of all 
find the necessary and sufficient conditions under which a regular rule of proof 
satisfies the completeness theorem. 

The only interesting rule of proof different from the regular rules of proof seems 
to us to be the one defined in Apt [l]. 

Def-rule. From the fact that l-00r:lX('¥(X) /\ Vx(x EX+-+ <f>(x))) for every 
formula </> with one free variable infer that l-00/t Xo/(X). 

The Def-rule satisfies the completeness theorem and the consistency theorem 
and the pointwise definable models for L(A 2) form a semantics for it. 
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