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Summary. We consider problems connected with the semantics of infinitary rules of proof formulated 

in the language of the second order arithmetics. We answer negatively two questions of Enderton 

concerning the semantics of his .sil-rule. Finally, we discuss the problem of the existence of a 

satisfactory syntactical ft-rule. 

1. Introduction. We consider the problems connected with the semantics of 

certain infinitistic rules of proof formulated in the language of second-order 

arithmetic. Our results in this direction are far from being complete and we think 

that the subject deserves a further study. 

We answer negatively for two questions posed in Enderton's paper [1] which 

concern the semantics of his _<?Z-rule. Furthermore we try to throw some light on the 

problem of the existence of the satisfactory syntactical ft-rule. We discuss some 

infinitistic rules of proof which could be useful in the search of a ft-rule. 

By (A) we mean the second-order arithmetic with function variables which is 

described in [2). AC denotes the axiom of choice for (A), i.e. the following scheme: 

Vx3a<P(x, a)-+3aVx<P(x, (a)x)· 
By A2 we mean the second-order arithmetic with the choice scheme with set 

variables which is described in e.g. [3]. 

By ZFC- we mean ZF-set theory without the power-set axiom but with the 

following version of choice scheme: (Vx e y) 3z<P (x, z)-+3/ (f is a function with 

domain y /\ (Vx E y) <P (x,f(x))). 
Our notation is that of recursion theory carried out in the natural way into the 

language of second-order arithmetic. All the notions concerning the second-order 

arithmetic can be found in [4] or in [5]. 

Every w-model for L (A2) we identify with its class of sets, i.e. with a subset 

of P ( w) (the power set of w ). If ~i: and j!3 are co-models, we say that m-<; Q:> iff 

~i: s; ~ and for every 17; formula rp with parameters from m 
~I= rp=>'lll= rp. 

Let .Ll (X) be I~ formula of L (A2) which is satisfied exactly by the constructible 

subsets of w [6]. This formula defines over every w-model M, the co-model .EM. 

[879] 
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If M is an w-model for L (A2), by Def M we mean the class of all definable 
elements of M. If Mis a model for L (A) and a is a unary function which is an element 
of M then we say that a is definable in M if !'or some formula <1> (x) with one free 
variable Mf= Vx (a (x)=O~<P (x)). Mis pointwise definable if every unary function 
from M is definable in M. If T is a set of formulas, by Cn (T) we mean the least set 
of formulas containing T and axioms of logic and which is closed with respect to 
modus ponens (we assume that logic is so axiomatized, that the only rule of inference 

is modus ponens ). 
By ryl we mean the set of Godel numbers of formulas from T. 
Let Form be the set of all formulas of the language L (A). In the most general 

way we may define an infinitistic rule of proof as a partial mapping f from 2Form 

(the power set of Form) into Form, such that if x E domain f then x is infinite. 

It is natural to impose the condition that j is definable in L (A). 

We recall some definitions. 

DEFINITION 1. Let T be a set of formulas of L (A) 

(i) T is closed under the rule f, if Cn(T)=T and for every x, xs::: T and x E 

E domain] implies f (x) ET. 

(ii) The closure of T under the rule f, (T)1 is the least set of formulas which 

<:ontains T and is closed under the rule f 
(iii) T is j-consistent if Cn (T)=T and for every x, xs::: T and x E domain/ 

implies If (x) ~ T. 

DEFINITION 2. Let Ill be a model for L (A). The rule f is sound for if Th (m:) 

is closed under f 

DEFINITION 3. (i) The rule f has a semantics if there exists a class CJ( of models 
for L (A) such that for every set T of sentences which contains the axioms of (A) 
(T),={ip: rp is a sentence of L (A) and mf=ip for each m El{ Such that 'llf=T}. 

(ii) The rule f is semantically consistent if for each T which' is f-consistent there 
exists a model of T for which f is sound. 

Thus the rule f is syntactically consistent iff every f-consistent set of formulas 
can be extented to a complete one. Note that if j is semanti;::ally consistent then T 
is /consistent implies (T)1 is consistent. 

Observe that for every set T of sentences, (T)1 c { rp: rp is a sentence of L (A) 
and lllf=q:i for each ~r for wh,ich f is sound and mF=T}. 

If f has a semantics and c)( is the appropriate class of structures then f is sound 
for Ill E 'K. Thus for f which has a semantics the above holds after replacing the 
inclusion by equality. It follows that in definition 3 (i) we may replace X by the set 
of all structures for which f is sound. 

2. Negative solution of two problems of Enderton. Enderton introduced in [l] 
the following rule of proof: 

y{ - rule: For any function a, from <1> (a(n)) for each n infer 3v V xa> (V(x)). 
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According to this rule he introduced the notion of dfi-model: a model M for 
L (A) is called a dfi-model if whenever 

Mf= Vv(Vx Vy(v(x, y)=O+-+<P (x, y))-+Bord (v)) 

then the relation defined by <P in M is really a well-ordering. 
Thus 114 is a d,8-model if the definable well-orderings of Mare really well-orderings. 
Every d,8-model of (A) is an w-model. Also d,8-models of (A) are exactly the 

w-models of (A) for which the .9'l-rule is sound. Enderton asked 
1° If q; is true in every d,8-model of (A) does rp E (A)s-r? 
2° If T is _cl-consistent, does T have a d,8-model? 
Ifwe replace in 1° (A) by (A)+AC then the answer to 1° is negative. The answer 

to 2° is also negative. We prove that the _.;:[-rule has no semantics and is not 
semantically consistent. 

In the same way we introduce the notion of a d,8-model for L (A2 ). 

It is easy to see that (A)+AC is faithfully interpretable in A 2 • This interpretation 
assigns for each d,8-model for L (A) a d,8-model for L (A2). 

By theorem 3 of [1] l'((A)+AC)-':-ilE.E~. By theorem 8 of [1] ((A)+AC))_<:icA 4p, 
where A Jf3 denotes the set of all sentences of L (A) which are true in every d,8-model 
of (A)+A~. 

THEOREM 1. ((A)+AC)_cti'Aap· 

Proo f. By the above it suffices to show that r Adil I ~ E;. Because of the facts 
connected with the interpretation of (A)+AC in A2 it suffices to prove that (A 2 )ap, 
the set of all sentences of L (A2) which are true in every dfi-model of A2 , is not 
a E; set. 

Let .M be a d,8-model of A2 • Then 
1 a J..!~1-<; M, 
2° .CM is a d,8-model of A2 , 

3° Def )_?M-< £M and Def J_?,M is a ,8-model of A2 *). 

Proof of 1°. We prove this for arbitrary w-models of A2 • Let 3XYYB be a .E~ 
formula of L (A2). By Shoenfield's absoluteness lemma (see [7]) 

ZFC f- VZ(E (Z)-+ (3X Y YB (Z)-+ 3X (£ (X)" YYB(Z)))), 

(we understand here that X, Y, Z range over 2°'). The close inspection of the proofs 
from [6] and [7] shows that the a!Jove scheme is already provable in .ZFC-. 

By a theorem of Kreisel (see [8] pp. 376-377, cf. also Zbierski [9]) ZFC- is 
a conservative extension of A2 • 

Hence the above scheme is provable in A2 what easily settles the claim. 

Proof of 2°. We prove at first that .£Mf=A2 for every w-model M of A 2 • 

The analysis of Godel's proof shows that constructible sets form an interpretation 
of ZFc- in ZFC-. 

*)We have to know the fact that Mis a d/J-model of Az implies Def J:M is a ft-model of Az. 
This was already known to H. Friedman. 
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Let <l> be an axiom of A2 • Then zpc- I- <l> and zpc- I- <l>u where <PL is the 

relativization of the sentence <l> to the constructible universe. But, as we already 

mentioned 
ZFC- f-(Vx)(xs w-+(L(x)+-+2(x)). 

which implies zpc- f- <l> .e where <l> .e is the formula which arises from <l>, by relativiza­

tion of its set quantifiers to the formula £ (X). By conservativeness A 2 1- <P £:!· Thus 

if M is an w-model of A2 then £MF= <l> for every <l> which is an axiom of A 2 • 

Let now M be a dft-model of A2 • Suppose that .£2Mf= Bord (X), where X e 

e Def (.£2M). By 1° Mf= Bord (X). Since £M is definable over M, also X E Def (M). 

Thus Bord (X), i.e. £M is a df3-model. 

Proof of 3°. If Mis an w-model of A2 , then in .£2M there exists a definable (.1~) 

well-ordering of the universe (we use conservativeness), thus, by a well-known 

theorem of Montague-Vaught, Def J2M-<.£M. 
Hence Def J.:M is a df3-model of A2 whenever M is. But in Def J2M every set 

is definable, thus Def £M is then a [3-model. 

Let now <l> be a n; sentence of L (A2) which is true in 2"'. Let M be a d/]-model 

of A2 • 

By theorem 6.3. of [4] and 3°, Def £MF= <l>. Thus by 1° and 3° Ml= <P. 

Thus a n; sentence <P is true in 2"' iff <PE (A2)dP· The set of Godel numbers of 

all true n~ sentences is a n;-.E; set (see, e.g. [10], Corollary XIV § 16.2), thus 

l'(A2)dlil ~ L';. 
COROLLARY 1. The gl-rule has no semantics. 

Proof. According to Theorem 1 ((A)+AC)_c4~Adp· We show that Adn={ip: ~!f= rp 

for every m such that filf=(A)+AC and the .9'l-rule is sound for~}. Indeed, let~{ 

be a model of (A)+AC, such that the .9'l-rule is sound form. Thew-rule is derivable 

in (A) from the !A-rule ([1], Theorem 1), thus Th (m) is w-closed. By Henkin-Orey 

theorem (see, e.g. [11] p. 231) Th (fil) has an w-model, say M. Thus Mis an w-model 

for which the .Yi-rule is sound, i.e. M is a df3-model which is elementary equivalent 

to m. Thus the equality holds. Now our statement follows from the remark at the 

end of 1. 

COROLLARY 2. There exists a set T of sentences of L (A), which is sll-consistent 

but has no df3-model. 

Proof. Let <l> E Ad8 -((A)+AC)Pl· 

Then Cn(((A)+AC)_,,zUfl<P}) is a consistent Yi-closed set and a fortiori it is 

.91-consistent. Indeed, suppose that for some a 

!Jl(a(n)) E Cn (((A)+AC)stlu {"l<l>}) for every n. 

Then for every n i<l>-+!fl (a(n))e((A)+AC)sfl, thus by .sll-rule i<P-+3v Vx!fl(v(x))e 

E ((A)+AC)sfl, i.e. 3v Vx!fl(V (x)) E Cn(((A)+AC)stl u {l<l>}). 

On the other hand Cn(((A)+AC)_oiU{l<P}) has no d/3-model. 

COROLLARY 3. The .Yl-rule is not semantically consistent. 
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Proof. In the proof of Corollary l we observed that every model of (A) for 
which the .9'l-rule is sound is elementarily equivalent to a d,8-modeL Hence the above 
set Cn (((A)+AC).lil u {l<P}) violates the semantic consistency of the .. cl-rule. 

3. Some infinitistic rules of proof. We now discuss certain rules of inference 
from the point of view of their semantical properties. Aczel observed in [1 J] (p. 326) 
that the .9'l-rule is an example of the rule of inference which comes from the notion 
-0f the generalized quantifier. Let i:J(a) be an analytical relation on ww. Let '}x<P (x) 
denote the following formula of L (A) 3v (Vx (v (x)=O+--HP (x))A 'J(v)) (here we 
treat ':J(a) as a formula of L (A)). 

':!(a) determines the following infinitistic rule of proof: 

':!-rule: from the fact that 3a(Vn(a(n)=0+->f-']' <P(n))" ~f(a) infer ':l.\'.<P(x).*) 

Thus a set T of formulas is closed under the :l-rule if for every formula <P (x) with 
.one free number variable 

3a(Vn(a(n)=0+-><P(n) E T)A i:J(a)) implies i:Jx<P(x) ET. 

For ':l(a)+-> V n (a (n)=O) we get the w-rule, for 7 (a)+->3P V n (a (P (n))=O) 
we get the .Yl-rule. 

DEFINITION 4. Let M be an w-model for L (A). The formula <P (v) with one 
free variable is M-downward absolute with definable parameters if for every a E M 
which is definable in M 

<P (a)-> M~ <P (a). 

We have the following simple 

THEOREM 2. Let M be an w-model for L (A). The :l-rule is sound for Miff 'J(v) 
.as a formula is M-downward absolute with definable parameters. 

Proof. Immediate. We do not know any ':1-rule not equivalent to the w-rule 
which has a semantics or is semantically consistent. For the 'J-rules stronger that 
the w-rule the above theorem describes the semantics if it exists. 

THEOREM 3. If the ':!-rule is semantically consistent then it has as semantics. 
The proof is straightforward and uses the fact that if rp is a sentence and <P (x) 

a formula, then 

i:Jx (rp-><P (x)) is logically equivalent to (/H 'Jx<P (x). 

Observe that Corollary 3 follows from Corollary I as a special case of the above 
theorem. 

The only infinitary rule of proof known to us, which is not equivalent to the w-rule, 
has a semantics and is semantically consistent, is the following 

*) Such a formulation of the :7-rule will be useful in 4. However it is more natural to define 
the '.f-rule in the language of A2 • Namely, let '] be an analytical relation on 2w, definable in 2w 
by a formula <p, i.e. X E '.f+->2wl= <p (X). Then the 9'.-rule is a mapping which assigns to the set of 
:Sentences {!l>(n)}neA where A e'J, the sentence (3X)(<p(X)i\ Vx(xeX-+!1>(.'<))). 
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Def-rule. From {1-oef :lv(Yx(v(x)=O~<P(x)) t...tf(v)) for all <P with one free 

variable infer Vv1/fl'. 

THEOREM 4. (i) The pointwise definable models of (A) form a semantics for the 

Def-rule. 

(ii) Every Def-consistent set of sentences has a pointwise definable model. 

Proof. Let I'={:lx [(v(x)=OA i<P(x))A(v(x)#OA<P(x)]: <P is a formula 

with one free variable}. Observe that a model M for L (A) is pointwise definable 

iff it omits the type I'. We proceed further analogously as in the proof of Henkin­

Orey theorem. 

The Def-rule is sound in the standard model of (A) iff the analytical basis theorem 

(every non-empty analytical family of unary functions has an analytical element} 

holds, which is known to be independent from the axioms of set theory. 

4. Searching a satisfactory syntactical ,8-rule. It seems that the question raised 

by Mostowski in [4] about the existence of a syntactical ,8-rule should be formulated 

in the following way: does there exist an infinitistic rule of proof f such that the 

class of all ,8-models of (A) forms a semantics of this rule and every f-consistent 

set of sentences has a /3-model? 

This rule should be of course in a certain sense natural (we are not able to fomulate 

criteria which could decide whether a rule of proof is "natural" or not). 

We shall construct now a rule of proof such that the closure of (A) under 

this rule is equal to A1i, i.e. to the set of all sentences of L (A) true in all ,8-models 

of (A). 

We think that this rule is a good example of an "unnatural" one, because the 

connection between premises and conclusion is very artificial. 

Consider the following 

93-rule: if Va 3,8 Vnl-~13 <P ( (~(n), [J(n))) then h13 Vv 3ux<P ( (v (x), u (x))). 

Thus the C/3-rule is an J-rule for 

Y(a)~ V /3 3y Vx(aC<{J (x), y(x)) )=0). 

Let rp be a true n; sentence of L (A). Then rp is of the form Yv 3u V x <P ( (v (x), ii (x)) ),. 

where <P is an open formula. Since true open formulas of L (A) are theorems of (A),. 

we get rp E (A) !3· 

Recall that a set S of natural numbers is weakly representable in a set of sentences 

T if for some formula <P with one free number variable 

Vn (n E s~<P(n) ET). 

By the above, every n~ set is weakly representable in (A)iJ· (A)13 can be defined 

as the intersection of all sets of sentences which are closed under the C/3-rule which 

gives that l'(A)u'l is a n; set. This fact together with the former one implies 
i(A) nl is a complete n; set. 
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Ap is also a complete n~ set ([4]). By Myhill's isomorphism theorem there exists. 
a 1-l and onto recursive function h (x) such that 

The index of this function can be found, because the sets r(A)1J I and Ap have explicit 
definitions, which implies that the indices of the functions which 1-1 reduce one 
set to the other are given. Now the analysis of the proof of Myhill's theorem shows 
that the function h (x) is effectively dependent only on these two functions. 

Define now a C?-rule of proof by the following closure condition: a set T of 
sentences is closed under the C-rule if 

1° Va3(JVn(h(r<P((a.(n),/J(n))f'J)ErTI and h(rVv3uVx<P(<v(x),ii(x)))I} 
is the GOdel number of a sentence implies h(rVv3uVx<P(<v(x),ii(x)))"l)ErTI. 

2° h (r If/ I) E rr1 I\ h (1/1 ...... r i;o I) e ry! implies h (r<p I) e rr1. 
Using ( *) and the induction on the levels of the construction of (A):13 and (Ak 

it is easy to see that (A)e=A0 . We do not know whether h is identity. Probably 
not. 

The example of the C-:-rule suggests that the existence of an artificial (J-rule is. 
very probable. The heart of the problem thus rather lies in the finding of a natural 
/J-rule. 

One thing is certain. No ,8-rule can be simple. It follows from the following 
restriction "from below". Every rule f determines an inductive definition of the set 
off-consequences. If the graph off is a .E~ relation then the set (A)f is inductively 
defined with respect to a .Ei relation, thus is a r; set. (This follows from an un­
published result of Gandy). Thus the graph of the /3-rule cannot be a .E~ relation. 
It can be n~ and we should search among such rules. 
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Addendum. P. Aczel has recently proved that the function h from page 885 is 
not identity. We generalized his result as: for no '.=f-rule Apc(A)'.'f. On the other 
hand, we constructed a syntactical {3-rule with a n~ graph (see [12)). 

K. P. ApT, EecKoBe'IBLle npaBHJJa BLJBo,n;a u ux ceMaJITHKa 

·Co.n;epJKaime. B HacTomu;ell: pa6oTe paccMaTpHBaJ-OTCJI npo6neMJ>I, CBH3aHHJ>Ie c ceMaHTllI<OH 

<SecKOHe'imtx npamm BJ>rno.n;a B ,n;oKa3aTeJIJ>CTBax, ccflopM)'JllipyeMJ>rx Ha 513J>IKe BToporo nop51,!(Ka 

.apncflMeTHKH. 0Tp:111.1aTeJJbHO pema10TcH ABa Bonpoca 3H,D;epToHa, Kaca10~necJI ceMannurn ero 

.9'l-rrpasHrra Bbrno.n;a. B Ka31110'Iem1e o6cyJK,n;aeTc51 upo6rreMa cyrqecrnoBaHHJl y,n;oBJieTBopnTem.­

Horo ClfHTa:KCH'IecKoro P-npaBnrra BJ>IBO.n;a. 


