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l. Introduction and/or abstract. 

The (nonlinear) optimal (recursive) filtering problem which gives rise to the mathe-

matical problems to be described and discussed below is the following. Suppose the 

state of a stochastic system evolves according to the Ito stochastic differen-

tial equation dxt = f(xt)dt + G(xt)dwt where f and G are vector and matrix va­

lued functions of the appropriate dimensions and wt is a Wiener (noise) process. 

The state is not directly observable. What can be measured are noise corrupted 

outputs yt depending on xt according to dyt = h(xt)dt + dvt , where vt is ano­

ther Wiener noise process. We now want to find the best estimate it of xt 

given t 
y {y :0 < s < t} 

s - -
and more precisely we would like to construct a finite 

dimensional "machine" for calculating it recursively. (What this means is explain­

ed below). It now turns out that there is a natural Lie algebra (of differential 

operators) associated to this problem and that the structure of this Lie algebra and 

questions of representability (by vectorfields) concerning this algebra are intimate-

ly connected to the existence of optimal finite dimensional recursive filters. Much 

what follows below reports on joint work with Steve Marcus of the University of Te&:as 

at Austin. 
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2. Representation questions. 

Let me start with (asimplified version of) a representation problem of Lie algebras 

which has acquired considerable importance in the theory of optimal filtering and 

then proceed (in the next section) to discuss how this representation problem arises. 

The question is : 

(2. I.) Problem. When can a Lie algebra (usually infinite dimensional) over lR be 

realized (represented) as a Lie algebra of smooth vectorfields on a smooth finite 

dimensional manifold, and when can this be done analytically (algebraically) on a 

real analytic (algebraic) manifold. 

Below, there are two general results concerning this. Very little else is 

known. First a bit of notation. Let M be a smooth finite dimensional manifold. 

Then V(M) denotes the Lie algebra of smooth vectorfields on M (usually viewed as 

first order differential operators, i.e. as derivations of F(M) the ring of smooth 

functions on M , cf. [19,Ch.I, §2]) ; and if M is real analytic then V (M) 
an 

denotes the Lie algebra of analytic vectorfields. 

(2.2.) The finite dimensional case. Let L be a finite dimensional Lie algebra 

over lR • Then, by Ado's theorem [2, §7] , L has a finite dimensional faithful 

representation, i.e. for some n € lN there is an injective homomorphism L ...,, gln (R) 

where gln(IR) denotes the Lie algebra of real n x n matrices. Now 

(2.3.) (a .. ) ,.. l: 
l.J . . 

l.,J 

defines an injective homomorphism of Lie algebras gl QR) + VQRn) • Combining this 
n 

with Ado's theorem it follows that every finite dimensional Lie algebra can be re­

presented as a Lie algebra of vectorfields on IRn for some n 

For the applicationsto be discussed below it is also most important to find, 

if possible, low dimensional M such that L can be imbedded in V(M). This leads to 

(2.4.) Problem. Given a Lie algebra L (finite or infinite dimensional). What 

is the smallest natural number m such that L can be imbedded in V(M) , where M 
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is a smooth manifold of dimension m . 

I know nothing about the question of whether the topological type of M 

will play a role here or whether the question is essentially local. Thus for instan-

ce one would like to know whether the extra requirement "M is compact" or "M is 

]Rn for some n " would make a difference in problems (2. I.) and (2 .4.). 

Of course, problem (2.4.) can also be asked concerning imbeddings 

L + Van(N) , N an analytic manifold. The answers can certainly be different. Thus 

an abelian Lie algebra of countable dimension can be imbedded in V(IR) but an 

n-dimensional abelian Lie algebra can not be imbedded in v (IR) 
an 

can be imbedded in V (IR2 ) (for all n including n = ~) • an 

if n > 2 , but 

(2.5.) Example : The oscillator algebra. The Lie algebras L arising from filte-

ring problems as described in section!. above are all Lie algebras of (higher order) 

differential operators. A nice simple example for the linear case is the so-called 

I d 2 I 2 d oscillator algebra h which has a basis - -- - - x , x, dx , I . (Here a func-, 
2 dx2 2 

tion f(x) is considered as the multiplication operator p(x)i+f(x)p(x) , and the 

bracket of two (differential) operators D1,D2 is defined as [D 1,D2 ] = D1D2 - D2D1). 

ct 2 2 d Writing A --- - - x one checks that [A,x] = dx, 
2 dx2 2 

d 
[A,dx] 

d 
= x, [dx'x] l, [A, I] = [x, l] 0 so that we have a four 

dimensional Lie algebra with a one dimensional center JR.! • Let k be the Lie alge-

bra h/IR.l. This algebra admits the following representation in V (IR2) (which co­an 

mes from the so-called Kalman filter ; c. f. below in section (3. 3.)). 

(2.6.) 1 ct 2 1 2 2 d a a - -- - - x ... ( 1-y ) a - yz .£._ 4- - , x 4- y 'z 2 dx2 2 ay az ' dx az 0 

(2. 7.) The Heisenberg-Wey! algebras. The Lie algebras of vectorfields V(M) are 

quite large and contain most of the better known Lie algebras. For instance the sim-

ple infinite dimensional filtered Lie algebras (of Lie and Cartan) , [9, 29] are 

defined as subalgebras of V(M) and as another example the free Lie algebra on 2 

generators can be imbedded in V (IR) • 
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a a Now consider the Heisenberg-Weyl algebras W = JR < x 1 •••• , x ,-3-, .•• ,-3- > 
n n x 1 xn 

( ) · a a · h 1 · f" of all differential operators of any order in -,-, ••• ,-,- wit po ynomial coef i-
ax1 oXn S 

cients. (A basis for W as vector space is formed by the monomials xa ~ 
n axµ 

(where a and Sare multiindices)). Two elementary facts concerning the Weyl alge-

bras W are 
n 

(2.8.) Proposition. Wn has a one dimensional centre lR. 11 and W /R. I is sim­
n 

ple. 

And concerning its relations with the Lie algebras V(M) we have 

(2.9.) Theorem. ([16]). Let M be a finite dimensional smooth manifold, 

n E JN = {I, 2, ••• } • Then there are no nonzero homomorphisms W -+ V(M) , W /"JR. l+V(M). 
n n 

The present proof [16] of this theorem first reduces to the case of Lie al-

gebra homomorphisms into the Lie algebra of formal power series vectorfields 
n a 

Vm = { i:: fi (x) ax:-: fi(x) formal power series in x 1, ••• ,xm}, by killing of the 
i=l l. 

ideal of all germs of vectorfields near a point whose coefficients are flat functions. 

Now v has a natural filtration v L I::::> L ::::> LI ::::> ..• where L. consists of m m - 0 J 

all expressions i::a ex }-- for which = 0 if I ex I + + < i Fur-.x a 
cx,i et I ... ex ex, i. x. n-i 

ther V /L. is a finite dimensional vector space for all j' [L. ,L.] c Li+j m J i J 

and n L. = {O} . Thus if there existed a nonzero w..,. v ,W /"JR. I ~v ' 
then w 

j J n m n m m 

or w /JR. I would inherit a similar filtration. m 

One now proves that the Lie algebras W and W /JR. I 
m m 

do not admit such a 

filtration. This part of the proof is long and computationally and combinatorially 

involved. It would be nice to have also a more conceptual proof perhaps involving the 

relation of Wn with classifying spaces for foliations and/or using Gelfand-Fuks 

cohomology, [28] and [9, especially the last section] 

An obvious question to ask concerning the w 
n 

is 

(2.10.) Problem. Characterize W in terms of some of its properties. And, parti­
n 

cularly in view of the matters to be discussed below in section 3, it would be nice 

to have criteria to decide when a given subset of elements of w 
n 

generates all 



95 

of Wn (as a Lie algebra). 

Let me also state the natural extension problem (such extensions arise e.g. 

when treating linear identification or adaptive ~ontrol problems as nonlinear filte-

ring problems) : 

(2.11.) Problem. Let 0 + _! + .i ;::- E. + 0 be an exact sequence of Lie algebras 

with abelian kernel a • Suppose that we have given an imbedding a : E.+ V(M) • Does 

there exist an imbedding ~ : .i + V(M') which lifts the present one in the sense 

that there exists a morphism of smooth manifolds ~ : M' + M which takes the vector-

field ;i'(X) into a(11(X)) for all x E .i . (Because .! inbeds in V(lR) 

and v (JR.2) one naturally thinks in terms of an M' as a product space M' =Mx ::Rs 

or possibly a vectorbundle over M). 

(2.12.) Representations in v 
n To conclude this section let us consider briefly 

the formal part of problem (2.1.), i.e. the question of when a Lie algebra L can 

be represented as a subalgebra of V • Then L 
n 

inherits a filtration 

L = L_1 ::> L0 :::>LI :::> ... such that [L.,L.] :::> L.+·• n Li {O} and L/L. is finite 
]. J ]. J ]. 

dimensional. Moreover there is a growth condition on dim L/Li which says that this 

number grows slower than .n i + ~ for a suitable constant This leads to Cl. as c 

(2.13.) Problem. Let L be a filtered Lie algebra, L = L_ 1 ::> L0 :::> ••• , 

Suppose moreover that for some n there 

is a constant c such that 

imbedding of Lie algebras 

dim L/L. < cin for all 
]. 

L + V for some m E lN 
m 

i • Does there then exist an 

Obviously, the answer is yes if one adds the primitivity and transitivity 

requirements which make L one of the simple infinite Lie algebras of Lie andCar-

tan [9] , Thus the answer seems to be yes for the basic building blocks for this 

class of algebras. I should add that large classes of the Lie algebras of nonlinear 

filtering theory are of this filtered type [16] • 
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3. Nonlinear filtering and Lie algebras. 

Now let us see what the Lie algebra representation problems of sectien 2 above have 

to do with optimal re·cursive filtering. 

Consider a stochastic dynamical system 

(3. I.) 

Here f, G, h are vector and matrix valued functions of the appropriate dimensions, 

wt and vt are unit variance Wiener noise processes. The processes wt and vt are 

assumed independent of each other and of the initial state x(O) . The problem is to 

find recursive methods to calculate xt = E[xtlyt] the (least squares) best estimate 

of the state xt given the observations up to time t, yt = {y : 0 < s .:_ t} • More 
s -

generally we are interested in the best estimates ~(xt) of functions ~(xt) of the 

state given yt • Here by definition a finite dimensional recursive estimator 

for ~(xt) is a system on a finite dimensional manifold of the form 

(3.2.) 

where a, f3 are vectorfields on a finite dimensional manifold M . Such a machine 

permits the calculation of ~(xt) by a simple updating procedure for nt after 

which $(xt) is obtained by applying y • Obviously such a procedure has advantages 

in "on line" situations and it is also not totally unreasonable to ask for such cal-

culating devices because the Kalman filter of considerable fame and enormous applica-

bility is precisely such a machine. 

(3.3.) Example : The Kalman-Bucy filter. Suppose we are dealing with a linear 

stochastic system, i.e. a system of the form 

(3.4.) 

where A, B, C, are matrices of the appropriate dimensions and R is a positive de-

finite symmetric (covariance) matrix. All may depend on t • Then an optimal recursi-

ve filter for the conditional state xt is given by the equations 
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(3 .5.) x(O) 

(3.6.) 

where the upper T denotes transposes. Here (3.6.) is an equation for the square 

matrix P • (Matrix Riccati equation). This is precisely a machine of the type (3.2.) 

for it, with ~t = (xt,Pt) and y the projection on the first coordinate. 

(3.7.) The Duncan-Mortensen-Zakai equation. For simplicity (of notation mainly) 

we shall from now on assume that h(xt) is scalar valued. Suppose that the system 

(3.1.) is sufficiently regular so that it admits a probability density p(x,t), 

the conditional probability of xt given yt . A certain unnormalized version p(x,t) 

of p(x,t) then satisfies the so-called Duncan-Mortensen-Zakai equation 

(3.8.) dp(t,x) = Lp(t,x)dt + h(x)p(x,t)dyt 

where L is the Fokker-Plank operator defined by 

(3.9.) 

where f. 
1 

L (.) 

is 

1 
=1 

the 

n a2 T 
n 

I _a_a_ ((GG ) ... ) I 
i,j=l xi xj iJ i=l 

i-th component of f(x) and 

ax. (f i.) 
1 

(GGT) .. the (i,j)-th 
1J 

G(x)GT(x) . Cf. e.g. [8] for a derivation of equation (3.8.). 

component of 

Equation (3.8.) is an infinite dimensional version of a so-called bilinear 

system, that is a system of equations of the form x = Ax + Bxu where A and B 

are matrices. And for such systems it is known that the Lie algebra generated by the 

matrices A and B plays an important role in studying such systems (Wei-Norman 

theory ; cf. e.g. [6]) . This analogy was first noticed by Brockett and the idea to 

analyze the Lie algebra generated by the two operators L and h(x) to study the 

optimal recursive filtering properties of nonlinear systems (3.1.) seems to be due 

independently to Brockett and Mitter. [3,4,5,6,25,26,27] . 

Equation (3.8.) is an Ito stochastic differential equation. In order to be 

able to calculate the brackets of the differential operators involved in it in the 

normal way it is necessary to bring it in its Fisk-Stratonovic form 
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(3.10.) dp(t,x) = (L-t h2(x))p(t,x)dt + h(x)p(t,x)dyt 

l 2 
The Lie algebra generated by the two operators L- 2 h (x), h(x) is called th.e esti-

mation Lie algebra of the system (3.1.). 

· · 1. arly observed [3] • The simplest nontrivial li-(3.11.) Example : Linear noise ine 

near system (3.4.) is undoubtedly the one-dimensional system 

In this case the two-operators occurring in the (Fisk-Stratonovic form of the) Duncan-

! d 2 I 2 . 
Mortensen-Zakai equation (3.10.) are 2--2 - 2 x ,x . Thus the Lie algebra generated 

dx 
by them is the four dimensional oscillator algebra of example (2.5.) above. The Kalman 

filter for x in this case is given by the equations 

(3.13.) dx = P (dy - x dt), dP = (l-P2)dt t t t t t t 

so that the two vectorfields involvedin this calculating machine of type (3.2.) are 

2 a a a . · 
a = (1- P ) aP - Px ax , b = P ax • The Lie algebra generated by these two vector-

fields is closely related to the oscillator algebra. It is in fact the quotient by 

its center of the oscillator algebra, cf. (2.5.) above. This relationship between 

the estimation Lie algebra of (3.12.) and the Lie algebra of the recursive filter 

(3.13.) is no accident [3] . It is also striking that the Lie algebra is precisely 

the Lie algebra of the Euclidean harmonic oscillator. It turns out that there are 

indeed deep analogies between the problems of nonlinear filtering and those of quan-

tum field theory [25,27] , 

(3 .14.) The estimation algebra and representation questions. Now suppose that 

there is a machine of the type (3.2.) for estimating a certain statistic ~(xt) 

(Equations (3.2.) are supposed to be in Fisk-Stratonovic form, which, anyway, is ne-

cessary for stochastic equations on general manifolds [7)) • Then there are two ways 

to process the data y 6 , 0 _::. s _::. t to obtain Hxt) • The first way is to run 

the Ys through the conditional density equation (3.10.) to obtain p(t,x) (from 

a given starting density p(O,x)) ; from p(t,x) calculate p(t,x) by normalizing 

and then obtain ;(xt) by integrating $(x) against p(t,x) • The second way is to 
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run our data through the machine (3.2.), which we can assume to be of minimal dimen-

sion. Thus we have two machines processing inputs with the same results. If both we-

re finite dimensional this would imply [30] that there is a morphism from the part 

of the first machine reachable from the starting point to the second machine, which 

in turn implies that there is a homomorphism from the Lie algebra generated by the 

vectorfields of the first machine into the Lie algebra generated by the vectorfields 

of the second machine. Conjecturally this theorem extends (under suitable assump-

tions) to the case that the first machine is infinite dimensional. Thus if a finite 

dimensional machine (3.2.) for calculating 4(xt) exists there should be a corres­

ponding homomorphism of Lie algebras from the estimation Lie algebra of the system 

to the Lie algebra generated by the vectorfields of the filter. This is precisely 

what happened in the case of the example (3.11.) above. 

(3.15.) Homomorphisms between Lie algebras and morphisms between systems. There 

is a partial converse to the result discussed above [21] It goes, roughly, as fol-

lows. Consider a system x = a 1 (x) + 13 1 (x)u on a manifold Ml and a second sys-

tern x = a 2 (x) + s2(x)u on a manifold M2 Let L. , 
]._ 

i = I, 2, be the Lie algebra 

of vectorfields generated by Cli' 13. Let x. E M. ' i = 1, 2, and suppose that 
]._ ]._ ]._ 

cxl H- CL2 ' 131 ...... 132 induces a homomorphism of Lie algebras LI + L2 which takes the 

isotropy subalgebra of at into the isotropy subalgebra of at 

Then there is a morphism of manifolds from a neighbourhood of x 1 to a neighbour­

hood of x2 which takes the trajectories of the first system into the trajectories 

of the second system. 

Hopefully this result also extends to the case where the first manifold M1 

is infinite dimensional. Given a homomorphism of the estimation algebra into 

some V(M) this is almost the same as exponentiating the resulting action of the 

(usually infinite dimensional) estimation algebra on M to an action of a semigroup 

of operators. In this connection I am curious to know whether similar phenomena can 

occur as in the case of actions of Banach Lie groups on finite dimensional manifolds. 

In that case one has the result [12] that under certain irreducibility and transiti-

vity assumptions the Banach Lie group is necessarily finite dimensional. 
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Thus we have two more problems involving both system theoretic and represen-

tation theoretic ideas. 

(3.16.) Two problems. Extend the "minimal realization results" of [30] and the 

'existence of morphisms of systems" of [21] to the infinite dimensional case. 

(3.17.) Representing Lie algebras together with a module. Suppose that we have a 

morphism of manifolds ~ : M + N which induces a homomorphism of Lie algebras from 

a certain subalgebra L c: V(M) into V(N) • This is precisely the situation of 

(3.14.) and (3.15.) above. Let a : L' V(N) be this homomorphism of Lie algebras. 

The map $ induces a homomorphism of the rings of functions ~* : F(N) + F(M) and 

because a is compatible with ~ we have that $* is a homomorphism of L-modules 

where F(N) acquires its L-module structure via a • 

Of course ~ is recoverable from $* by looking at the real ideals of 

F(M) and F(N) , cf. [JO]. 

Thus the representability problem of Lie algebras coming from filtering 

theory is not just a question of representing Lie algebras by vectorfields but a 

question of representing a Lie a~gebra together with a given representation by means 

of vec torfields . 

(3.18.) Problem. Let L be a Lie algebra together with an L-module P. When does 

there exist a homomorphism of Lie algebras L + V(M) , where M is finite dimensio-

nal smooth manifold, such that there exists also a morphism of L-modules F(M) + P • 

(3.19.) The case that P is finite dimensional. It is perhaps worth remarking 

that if P is a finite dimensional vectorspace (3.18.) is easy. Choose coordinates 

in p To a function f p = lRn associate the vector af af on -3- (0), ... ,-a- (O) and 

a 
xl xn 

define L + V(P) 
' 

by g f+ E a .. x. if (a .. ) is the matrix by which g acts 
lJ l ax. 1.J 

J 
on p Then F(P) +P is indeed a homomorphism of L-modules. 

This case is in fact relevant in the setting discussed above because it may 

happen that there are submodules of finite codimension in the space of functions on 

which L acts. This happens e.g. when the functions f and G in (3.1.) are both 

zero in 0, cf. [16], 
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4. Estimation Lie algebras. 

Given a stochastic system (3.1.) (with scalar observations) we have discussed acer-

tain Lie algebra associated to it generated by the two operators I 2 
L - 2 h (x) , h (x) 

occurring in equation (3.10.), and we have seen that this Lie algebra has much to 

say about the existence or nonexistence of finite dimensional recursive filters for 

various statistics of the conditional state. This algebra is called the estimation 

Lie algebra of the system (3.1.), and it is an almost totally open question which 

algebras can arise in this way and, how to decide when the algebra will be infinite 

or finite dimensional. Let us start with some examples. 

(4. I.) El!:ample The cubic sensor. Consider the system 

(4.2.) 

In this case the estimation algebra is generated by 3 x , and we have 

(4.3.) Theorem ([16]). The estimation algebra of the cubic sensor is 

d w1 =E.< x, dx >· For this particular system the conjectural statement of (3.14.) 

above has been proved [31] , [18] so that combined with theorem (2.9.) this result 

implies. 

(4.4.) Theorem ( [31]). There exist no finite dimensional exact filters (3.2.) 

for any statistic ~(xt) , <.p nonconstant, of the cubic sensor (4.2.). 

(4.5.) Example ( [23]). Consider the two dimensional system 

(4.6.) 

The estimation Lie algebra of this example has as basis the operators 

a , bi' ci, di' i ElN U {0} given by 

a = 

with the bracket relations [a,bi] 

[a,d.] 
J 

[b.,d.] 
l. J 

[c. ,d.] 
l. J 

0 



102 

[b.,c.] = -d •• , [b.,b.] • [c.,c.] = 0 • This estimation algebra has many ideals 
J. J J.+J J. J J. J 

and these do indeed correspond to exact filters for various statistics [23]. 

(4. 7 .) Example ([22]). Consider the linear system with partially unknown parameters 

dxt = axtdt, da = O, de= 0 ; dyt = cxtdt + dvt ; x0 = x(O), y0 = 0 

In this case the estimation algebra has a basis b = a + ax l..... + l. c 2x2 
o ax 2 ' 

i . 
bi = a ex, i 1,2, •.• with the bracket relations [b.,b.] 

l J 
O, i,j ~ I 

[b ,b.]= b.+I • It is perfectly easy to represent this Lie algebra by means of vec­
o J. l 

torfields on IR.2, e.g. by assigning to b 
0 

the vectorfield ey ~y and to b. the 
J. 

vectorfield (i-l)!eiy ~x. This would give a 2-dim. calculating machine and it seems 

most unlikely that this can give information for all three (independent) unknowns 

a,c,x • The four dimensional representation a a 1 2 2 a 
b 0 t+- a ay + ax ax + ( 2 c x ) ay • 

b i a · 11 d b • b Th · f (3 is ) b 11 i ~ a ex ay wi o a etter JO • us as is also clear rom • • a ove not a 

representations of the estimation Lie algebra will be relevant for filters. 

(4.8.) Example ([13]). Consider. the stochastic system 

(4.9.) 

where £ is a (small) fixed parameter. In this case one finds that the estimation 

algebra is equal to w1 for all £ # 0 

(4.10.) Example ([14]). Consider the stochastic system 

where again £ is a (small) fixed parameter. In this case also one finds that· the 

estimation algebra is equal to w1 for all £ ; 0 • 

These examples and several more suggest that estimation algebras have a 

strong tendency to be equal to a Heisenberg-Weyl algebra suggesting the question 

(conjecture really). 

(4.12.) Question. Let f,g and h in the stochastic system (3.1.) be polynomial 

in Is it true that generically the estimation algebra of (3. I.) is 

equal to wn 
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More ambitiously one would like to know all subalgebras of W which can 
n 

arise as an estimation algebra and in particular 

(4.13.) Question. Are there (up to isomorphism) other finite dimensional estima-

tion algebras in Wn then the ones coming from linear systems 

One result in this direction can be found in [25]: 

(4.14.) Theorem ([25]). Consider a one dimensional nonlinear system of the form 

dxt = f(xt)dt + dwt' dyt h(xt)dt + dvt Then the estimation algebra is finite di-

. 1 1 ' th h( ) + 0 , f + f 2 2 b 0 b E lR mensi.ona on y in e case x = ax " x ax + x + c,a,..,,a, ,c • 

For polynomial f this means that f is of the form f(x) = dx + e • For 

more general £ and h the resulting class of filtering problems is one which was 

discovered by Benes ([I ]) and this class is equivalent in a certain precise way 

to the filtering problem of example (3.11.), ([25]). 

(4.15.) Problem. Which subalgebras of Wn can arise as estimation algebras ? Si-

milar questions have come up in quantum physics [20], suggesting additional evidence 

concerning the deep relations between the problems of nonlinear filtering and those 

of quantum physics. One striking result from [20] is the following. 

(4.16.) Theorem. Let L be a semisimple Lie algebra over ~ of rank r • Then L 

cannot be realized in W m t = t < x 1, ••• ,x, ~aa , ••• , ~aa > if r > n. 
n n x 1 xn 
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