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ABSTRACT 

Let x = Fx + Gu,y = Hx, u ElRm, y EJRP, x E1Rn be a linear 

dynamical system of state space dimension n with m inputs and p outputs. 

The input-output operator f(~) associated to this system r, 
t 

u(t)i-+ y(t) = f HeF(t-T)Gu(T)dT,is invariant under the following action 
0 

of GL (IR): (F,G,H)S = (SFS-l ,SG,HS-l), SE GL (IR). Thus the external 
n n 

description of L by means of the operator f (L) is degenerate, much as 

e.g. in atomic physics an energy level may be degenerate. Or, again, 

there is an (internal) symmetry group, viz. GL (IR}. This paper, which 
n 

will be a chapter in a forthcoming book on "Groups in many body physics 

and systems" (to be published by Vieweg) is concerned ·with those aspects 

of the theory of linear dynamical systems which immediately relate to 

the presense of this symmetry group (or degeneracy). The paper is 

mainly expository, though it does contain some new results (e.g. on 

how to "split" the degeneracy mentioned above) and some new proofs. 
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J, INTRODUCTION AND STATEMENT OF THE MAIN DEFINITIONS 

AND RESULTS. 
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A time invariant linear dynamical system is a set of equations 

(I. I) 

x = Fx + Gu 

y = Hx 

(continuous time} (l;) 

x(t+J) = Fx(t) + Gu(t} 

y(t} = Hx(t) 

(discrete time) 

where x EX =JR.n, u EU =JR.m, y E Y =]RP and where F,G,H are matrices 

with coefficients in]R of the dimensions n x n, n x m, p x n respectively, 

We speak then of a system of dimension n, dim(L} = n, with m inputs 

and p outputs. Of course the discrete time case also makes sense over 

any field k, (instead of JR.). The spaces X,U,Y are respectively called 

state space, input space and output space, The usual picture is a 

"black box". 

. . 
u1(t)' y1(t) 

. 
(!. 2) • x(t) . . . , . . . 

u (t). 
m y 

p 
(t} ' 

That is the system L is viewed as a machine which transforms an m-tuple 

of input or control functions u 1 (t), .•. , um(t) into a p~tuple of output 

or observation functions y1(t), ..• , yp(t). The formulas expressing 

y(t) in terms of the u(t) are 

HeFtx(O) 
t 

(I .3) y(t) = + f HeF(t-T)Gu(T)dT, 
0 

HFtx(O) + 
t-1 

ltFt ... i-lGu(i) y(t) = L 
i=O 

where x(O) is the state of the system at time 0 (and where we start 

putting in input at time t = O). Thus the input-..output behaviour of our 

box depends of course on the initial state x(O), One is particularly 

interested in the input-output behaviour of L when x(O) = O. We shall 

write f (L) for the associated input-output operator. Thus 
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t t~ 
(1.4) f(E): u(t)t-+ f HeF(t-T)Gu(T}dT, f(E): u(t)I-+ E HFt-i~JGu(il 

0 i=o 

It is now an important fact that the input-output behaviour description 

of the machine (1.2) is degenerate much as, say, energy levels in atomic 

physics may be degenerate, More precisely the matrices F,G,H (and the 

initial state x(O)) depend on the choice of a basis in state space and 

from the input-output behaviour of the machine there is (without 

changing the machine) no way of deciding on a "canonical" basis for 
n the state space X = lR , More mathematically we have the following, Let 

GL (IR) be the group of all invertible real n x n matrices and let 
n 

Lm n p(IR) be the space of all triples 
' ' 

of matrices (F,G,H) of dimensions 

n x n, n x m, p x n respectively. The group GL (IR) acts on L OR) 
n m,n,p 

and lR.n = space of initial states as 

( 1. 5) 
s -1 ~1 s 

(F,G,H) = (SFS ,SG,HS ), x(O) = Sx(O) 

and as is easily checked the associated input~output behaviour of the 

corresponding machine as given by (1.3) and (1.4) is invariant under 

this action of GL OR); i.e., in particular f(E 8) = f(E). This action 
n 

corresponds to base change in state space. Indeed if x 1 = Sx and 
-1. -1 -I x = Fx + Gu, y = Hx then S x' = FS x' + Gu, y = HS x' so that 

-I -1 x'= SFS x' + SGu, y = HS x' and x'(O) Sx(O), 

This chapter is concerned with those aspects of the theory of 

linear dynamical systems which are more or less directly related 

to the presence of the internal symmetry group GL CIR) of the internal 
n 

description of linear dynamical systems by triples of matrices 

(cf. (I.I)) as compared to the degenerate external description by 

means of the operator f(E) (or (1.3)). This is not really a research 

paper (though it does in fact contain a few new results) but rather 

a graduate level expository account of some of the material of [3 - 8] 

and immediately related matters. 

In the remaining part of this introduction we give a slightly 

informal description of most of the main results of sections 2-8 below. 

We shall concentrate on the continuous time case. 
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1.6. Feedback and how to resolve the external description degeneracy. 

In the case of atomic physics a degenerate energy level may be 

split by means of, e.g., a suitable magnetic field. One can ask whether 

there exist something analogous in our case of degenerate external 

(=observable) descriptions of linear dynamical systems. There does 

in fact exist some such thing. It is called state space feedback. 

Consider the system (l,J). Introduction of state space feedback L 

changes it to the system L(L) 

(I. 7) x = (F+GL)x + Gu 

y = Hie 
' 

1 

u(t) . y(t) . , , 
x(t} 

In thinking about these things the author has found it helpful 

to visualize a linear dynamical system with (variable} feedback as a 

set of n~integrators, I, ..• , n, interconnected by means of the matrix 

F, a set of m input ports connected to the integrators by means of 

the matrix G, a set of p output ports connected to the integrators 

by means of the matrix H and a set of connections from the integrators 

to the input ports (feedback) which maybe varied in strength by the 

experimentator (as in atomic physics the splitting magnetic field may 

be varied). Cf. also the picture below. 

I h 
...:.l2_ - -I y I (t) 

-r-..-J- -)-::· .. .._ 
...... 1- ........ .... !:_31 ~ / "ii ....... ...... 

h1:y' ....... .... 
...... / y 2 (t) 2 

/ 
- -+ 

g12 -· h21 • -~ 
l .. ~·r .-

, - ·".'I·-<"-.: +- .. ~-..;i -:i-r 

.... I It(' 3 y (t) = 0 
""'-.. ....... ~ """' 4--.2.J__ - ...... -- 33 
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interconnections between the integrators as given 

by the matrix F. 

F 

connections from the input ports to integrators - . ~~·-
as given by the matrix G 

G 

connections from the integrators to the - - __,.__ --
output ports as given by the 

matr(i~ H hl2 hl3) 
H h 21 0 0 

0 0 0 

connections from the integrators to the 

__.,. ~ ~ --;. ~ input ports (can be varied in strength by 

the experimentator) as given by the matrix L 

1 = (i11 0 il3\ 

\ 0 0 Q,23) 

Now let E =(F,G,H) and E' = (F' ,G',B1 ) be two linear dynamical systems, 

and suppose that E and E' are completely reachable and completely 

observable. (This is an entirely natural restriction in this context, 

cf. 1 .9 below; for a precise definition of these notions, cf. 2.1 below). 

Suppose that EI E' but f(L) = f(E'). Let E(L), E' (L) be the systems 

obtained by introducing the feedback L, i.e E(L) = (F+GL,G,-R), 

E' (1) = (F'+G'L,G' ,H'). Then there is a suitable feedback matrix L, 

which can be taken arbitrarily small (so that E(L) and E'(L) are still 

completely reachable and observable) such that f(E(L)) # f(E'(L)). 

I.e. feedback splits the GL (IR) - degenerate external description of 
n 

linear dynamical systems. 

1.8. Realization theory. Let Ebe a linear dynamical system (1,1). 

Then, if we leave E unchanged, from our observations we can deduce the 

operator f(I:) or, equivalently, we can find the sequence of matrices 

Jf(E) = (A0 ,A1 ,A2 , ... ), Ai= HFiG. To obtain these use o~functions and 

derivates of o-functions as inputs. Another way to see this is to apply 
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Laplace transforms to (1.1), This gives 

(I. 9) sx(s) = Fx(s) + Gu(s) , y(s) = HX(s) 

so that the relation between the Laplace transforms y(s) ,u(s) of the 

outputs y(t) and inputs u(t) is given by multiplication with the socalled 

transfer matrix T(s) 

(1 .1 O) y(s) = T(s)u(s) , T(s) = H(s ... F)-JG 

The power series development of T (s) in powers of s .... l (around s oo). 

is now 

(1.11) T(s) 

The question now naturally arises: when does a sequence of p x m 

matrices cA- = (A0 ,A1,.,.) come from a linear dynamical system (I, l), 

or, as we shall say, when iscA- realizable. 

1.12. Theorem (i) If'1f is realizable by an n-dimensional system L then 

it is also realizable by an n' .:::._ n dimensional system L' which is moreover 

completely reachable and completely observable. 

(ii) The sequence "4- is realizable by an n dimensional system L if and only 

if rank(J <II-))< n for alls ElN U {O}. 
s -

Here J(.s ~) is the block Hankel matrix 

1 . 13. Invariants and the structure of Mcr' co OR) = L co' er (IR) /GL (IR) • 
m,n,p m,n,p n 

Let L (IR) be the space of all triples of matrices (F,G,H) of m,n,p 
dimensions n x n, n x m, p x n respectively, The group GL OR) acts on 

.n 
L OR) as in (1.5), The input-output matrices A.= •HF 1 G are clearly m,n,p i 

invariants for this action and the question arises whether these are the 

only invariants, Here an invariant is defined as a function 
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p: L (IR) + JR (or possibly a function defined on an invariant open m,n,p 
s dense subset of L (JR)) such that p((F,G,H} } = p(F,G,H) for all m,n,p 

triples (F,G,H) (in the open dense subset}, 

l • 14. Theorem. Every invariant of GL (IR) acting on L (IR} is a function n m,n,p 
of the entries of A, .•• , A2 1• o n-co er Let L ' (IR) be the subspace m,n,p of all triples (F ,G,H) E 1 (IR} which m,n,p 
are both completely observable and completely reachable. This is an open 

and dense subspace of 1 (IR), On this subspace GL (IR) acts faithfully m,n,p n 
and a more precise version of theorem 1.14 describes the quotient space 

Mco,cr(IR) = Lco,cr(IR)/GL (IR) explicitly and gives an algorithm for recovering m,n,p m,n,p n 

(F,G,H) up-to-GLn(IR)-equivalence from A0 , •.• , A2n-l (cf. 4.25 below). It 

turns out that M co,cr (IR) is a smooth differentiable manifold and that the m,n,p 
projection Lco,cr(IR) + Nco,cr(IR) is a principal GL (IR)-bundle (cf. 6.4 

m,n,p m,n,p n 
below). 

1.15. Canonical forms. For many purposes (prediction, construction of 

feedbacks, identification and, not least, for proving theorems) an 

internal description of a black box by means of a triple of matrices 

(F,G,H) is preferable over knowledge of the input-output operator f(L), 

As was remarked in section I .13 above there do exist algorithms for 

calculating some L = (F ,G,H) which realizes f (E) or c!'f-(l.) from the 

matrices A0 , .•. , A2n-I. One such algorithm is described in 4.25 below. 

All these algorithms have the drawback that they are discontinuous in 

general. This is a nontrivial difficulty, because after all one calculates 

the (F,G,H) because one wants to use them as a basis for further 

calculations, design, predictions etc., and the A, ... , A2 1 are after o n-
all subject to (small) measurement errors. Thus the question arises 

whether there exist continuous methods of recovering (F ,G,H) up~·to-

GLn (IR)-equivalence from A0 , ••• , A2n-l. Or, in other words, because 

lfO,cr(IR) is explicitly describable subspace of the space of all sequences m,n,p 
of 2n p x m matrices and ~o,cr(IR) = Lco,cr(IR)/GL (IR), the question arises m,n,p m,n,p n 
whether there exist continuous canonical forms on Lco,cr(IR), where a 

m,n,p 
continuous canonical form is defined as follows. 

1.16. Definition. A continuous canonical form on a GL (IR)-invariant 
n 

subspace L' c L (IR) is a continuous map c: L' + L' such that 
. sm,n,p 

(i) c((F,G,H) ) = c((F,G,H)). for all (F,G,H) E 1 1 ~ 

(ii) if c((F,G,H)) = c((F',G' ,H')) then there is a SE GL (IR) such that 
n 

(F',G',H') = (F,G,H) 8 , and 
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(iii) for all (F,G,H) EL' there is an S E GL (IR) such that 
S n 

c(F,G,H) = (F,G,H) , 

For some additional remarks on the desirability of continuous 

canonical forms cf, [ 2] and also f 15], Also our proof of "feedback 

suspends degeneracy" theorem mentioned in 1 ,6 above is based on 

the use of a suitable canonical form. It turns out that there exist 
. co er open dense subspaces U c L (IR), which together cover L ' (IR), a m,n,p m,n,p 

on which canonical forms exist. Cf, 3.10 below. On the other hand 

1.17. Theorem. There exists a continuous canonical form on all of 

L co' er OR) if and only if m = 1 or p = 1 • 
m,n,p 

I I 11 0 th t ofM co,cr(IR). Holes. N h • o. n e geome ry ow suppose we ave a 
m,n,p 

black box (J.2) which is to be modelled by a linear dynamical system 

of dimension n. Then the input-output data give us a point of 

~co,crOR) and as more and more data come in we find (ideally) a mnp 
' ' . . co er . sequence of points in M ' OR) representing better and better m,n,p 

linear dynamical system approximations to the given black box, The 

same thing happens when one is dealing with a slowly varying black 

box or linear dynamical system. If this sequence approaches a limit 

we have "identified" the black box. Unfortunately the space 

Mco,cr(IR) is never compact so that a sequence of points may fail to mnp 
' ' co er converge to anything whatever, There are holes in M ' (IR). Consider 

·m, n, p 
for example the following family of 2-dimensional one input, one 

output systems 

(I • 19) 
-z -z . 

( 0 ) ' -z 
2 H = (z ,O), z = z 1,2~3, ... 

Let u(t), 0 _< t < t be a smooth input function, then y(t) = lim f(E )u(t) 
0 z 

d z-+<x> 
exists and is equali to y(t) = dt u(t), This operator can not be of the 

form f(E) for any system E of the form (I.I) (because the f(E) are always 

bounded operators and ~t is an unbounded operator). A characteristic 

feature of this example is that the individual matrices F ,G ,H do not 
z z z 

have limits as z + 00 • (A not unexpected phenomenon, because after all 

we are taking quotients by the noncompact group GL (IR)). This sort of 
n 

situation is actually important in practise, e.g. in the study of 

very high gain state feedback systems x = Fx + Gu, u = cLx, where c is 

a large scalar gain factor. Cf. [12]. 
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Another type of hole in Mco,crOR) corresponds to lower dimensional systems, 
m,n,p 

and in way these two holes and combinations of them are all the holes 

there are in the sense of the following definitions and theorems. 

l,21. Definition. We shall say that a family of systems E = (F ,G ,H} z z z z 
converges in input-output behaviour to an operator B if for every m-vector 

of smooth input functions u(t) we have lim f(E )u(t) = Bu(t) uniformly 
z-+oo z 

in t on bounded t intervals. 

1.22. Definition. A differential operator of order r is an operator of 

d dr 
the form u(t)1-+ y(t) = Dy(t) = a0 u(t) + a 1 dt u(t) + ,,, + ar dtr u(t), 

where the a, ••• , a are p x m matrices with coefficients inlR, and o r 
a ~ O. We write ord(D) for the order of D, By definition ord(O) = -1. 

r 

1.23. Theorem. Let (E) be a family of systems in L OR) which 
z z m,n,p 

converges in input-output behaviour, Let B be the limit input-output 

operator. Then there exist a system E' and a differential operator D 

such that 

Bu(t) = f(E')u(t) + Du(t) 

and ord(D) + dim(E') .:::_ n-1. 

1.24. Theorem. Let D be a linear differential operator and E' EL (JR.) 
m,n,p 

and suppose that ord(D) + dim(E') .:::_ n-1, Then there exists a family of 

systems (E ) E E Lco,crOR) such that for every smooth input vector z z ' z m,n,p 
u(t) 

lim f(E )u(t) = f(E')u(t) + Du(t) z 
z-+oo 

uniformly on bounded t-intervals, 

1.25. Concluding introductory remarks. 

Many of the results described above have their analogues in the 

discrete case and/or the time varying case, cf. (3-8, 9-11,14]. But not all. 

For instance the obvious analogues of theorems 1.23 and 1,24 fail utterly 

in the discrete time case, In this case lim f(E )u(t) exists for all inputs 
Z-+«> Z • 

u(t) if and only if the individual matrices A.(z) = H F1 G converge for 
1 z z z 

z + 00 • This means that in the case of input-output convergence the limit 

operator is necessarily of the form f(E'} for some, possibly lower 

dimensional, system E'. The same answer obtains in the continuous time 

case if besides input-output convergence one also requires that the 

F ,G , H (or more generally the A.(z)) remain bounded. z z z 1 
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2. COMPLETE REACHABILITY AND COMPLETE OBSRVABILITY. 

Let (F,G,H) EL (IR) be a real linear dynamical system of state m,n,p 
space dimension n, with m inputs and p outputs. We define 

(2. I) R (F,G) = (G FG s .. ' FsG), s = 0,1,2,.,., R(F,G) = R (F,G) 
n 

s the n x (s.+J )nmatrices consisting of the blocks G, FG, , •• , F G, and, 

dually 

H 
HF 

(2.2) • • • , s = 0, J , 2, •• , , Q (F, H) = Q (F,H) 
n 

HFS 

We also define 

A 
0 

Al 
(2.3) 1( (F ,G,H) = ~ (l:) = s s 

A s 

where A. = HFiG, i = O, I, 2,,,. , 
l. 

It is useful to notice that 

(2.4) 

Al . ' . A s 
,. 

A2s 

where of course (F,G) 8 = (SFS-l ,SG), (F,H) 8 

that 

(2. 5) 

= Qs(F,H)Rs(F,G), 

s=O,J,2,, •• 

-1 ..-} = (SFS ,HS ), It follows 

for all S EGL (IR), which is of course also innnediately clear from (2.3) 
n 

2.6. Definitions of complete reachability of complete observability. 

The system (F,G,H) EL (IR) is said to be completely reachable iff m,n,p 
rank(R(F,G)) = n. The system (F,G,H) is said to be completely observable 

iff rank(Q(F,H)) = n. These are generic conditions; in fact the subspace 

Lco,cr(IR) of L (IR) consisting of all systems which are both completely 
m,n,p m,n,p 

reachable and completely .observable is open and dense. We note that 
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(F,G,H) is co (= completely observablel and er (= completely _reachable) 

iff the matrix ~(F,G,H) = Q(F,H)R(F,G) is of rank n, 

*2.7. Termilogical justification. Let (F,G,H) EL (IR). Then (F,G,H) 
n m,n~p 

is completely reachable iff for every x1 E:ffi. there is an input function 

u(t) such that the unique solution of 

x = Fx + Gu(t), x(O) = 0 

passes through x 1; i.e. every state is reachable from zero, For a proof 

cf e.g. [17, theorem 3.5,3 on page 66]or [10, section 2,3]. Instead of 

completely reachable one also often finds the terminology (completely 

state) controllable in the literature. 

Dually the system (F,G,H) is completely observable iff the 

initial state x(O) at time zero is deducible from y(t), 0 < t < t 1 , 

t 1 > 0 (using zero inputs). Equivalently (F,G,H} is completely 

observable if the initial state x(O} is deducible from the input-output 

behaviour of the system on an interval [O,t 1J, t 1 > O. Cf. e.g. 

[14, Ch.V, section 3) or [17, theorem 3.5.26 on page 75). 

The following theorem says that as far as input-output behaviour 

goes every system can be replaced by a system which is co and er. Thus 

it is natural to concentrate our investigations on this class of systems. 

2.8. Theorem. Let L = (F,G,H) EL OR) with input-output operator m,n,p 
f(L), Let n' = rank(7£ (L)). Then there exists an 

n 
L 1 = (F',G',H') E Lco,.crOR) such that f(l:) = f(l:'). 

ro,n,p 

Proof. Let X = :rn.n be the state space of l:. Let Xreach be the linear subspace 

of X spanned by the columns of R(F,G). Then, clearly, G0Rm) c Xreach 

reach reach n n-1 
and F(X ) c X (Because F = a0 I + a 1F + .•• +an-IF for 

certain a. ElR. by the Cayley-Hamilton theorem). Taking a basis for 
reach i . . . 

X and completing this to a basis for X we see that for suitable 

SE GL (IR), z: 5 is of the form 
n 

s tG" l: =-
0 

where the partition blocks are respectively of the sizes: 

n" x m, n-n" x m, n" x n", n" x n-n", n-n" x n", (n-n") x (n-n"), 

p x n", p x(n-n") for G", 0, F", F12 , 0, F22 , H", H2 respectively 
. reach 

it n" = dim X • Now clearly 
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-1 and rank R(F",G") = rank(R(SFS . ,SG)) = rank(SR(F,G}). = rank R(F,G) = n". 

It follows, cf. (1.4), that L and L11 = (F",G",H") have the same input-

output operator. Thus to prove the theorem it now suffices to prove the 

theorem under the extra hypothesis that (F,G,H) is er. Let X be the 
0 

subspace of all x E X such that HFix = 0 for all i = 0,1, ••• , n; 

X = Ker(Q(F,H)). Then HFix = 0 for all i = 1,2, ••• , using the Cayley
o 

Hamilton theorem. Hence FX c X and HX = O. Taking a basis for X 
0 0 0 0 

and completing it to be basis for X we see that for a suitable 

S E GL (IR.)1 LS is of the form 
n 

ES = ( ~) , (-F!-1--:-! 2_) , (O,H') l 
where G',F' ,H' are respectively of the sizes n' x m, n' x n', p x n', 

n' = rank(Q(F,H)), 

Clearly 

-1 
HeFTG = (HS-l)eSFS TSG = H1 eF'TG 1 

rank(Q(F,H)) = rank(Q(SFS- 1,SHS-l)_ = rank(Q(F' ,H')) 

so that L' = (F',G',H') is completely observable and fL, = fL,o Also 

R(SFS-l,SG) is of the form 

R(SFS- 1 ,SG) ( R' ) = R(F 1 ,G 1 ) 

But rank R(F;G) = n so that then rows of R(SFS- 1,SG) = SR(F,G) 

are independent. It follows that then' rows of R(F',G') are also 

independent, proving that L1 is also completely reachable. 

*2.9. Pole Assignment. A set ~ of complex nul11.bers with multiplicities 

is called symmetric if with S E ~ also B E ~ with the same multiplicity. 

Here B is the complex conjugate of S. If A is a real n x n matrix then 

cr(A), the spectrum of A is a symmetric set. 



2.10. Theorem. The pair of matrices (F,G), F EJRnxn, G EJRnxm is 

completely reachable iff every syrmnetric set with multiplicities 

of size n occurs as the spectrum of F + GL for a suitable (state 

feedback) matrix L. 

I.e. the system (F,G,H) is er iff we can by means of suitable 

state feedback arbitrarily reassign the poles of the system. For a 

proof cf., e.g., [ 18 , section 2. 2]. 

3. NICE SELECTIONS AND THE LOCAL STRUCTURE OF 

L er CIR) /GL CIR). 
m,n,p n 

J3 

3.1. Nice Selections. Let (F,G,H) EL OR). We use I(n,m) to denote 
m,n,p 

the ordered set of indices of the columns of the matrix R(F,G). 

I.e. I(n,m) = {(i,j) Ii= 0, .•• , n; j = 1, ••• , m} with the ordening 

(0,1) < (0,2) < ••• < (O,m) < (l,1) < ••• < (l,m) < ••• < (n,1) < ... < (n,m). 

A nice selection a c I(n,m) is a subset of I(n,m) of size n = dimE such 

that (i,j) Ea,.. (i-1,j) Ea if i ~ 1. Pictorially we represent I(n,m) 

as an (nxJ) x m rectangular array of which the first row represents 

the indices of the columns of G, the second row the indices of the 

columns of FG, ••• etc •••• We indicate the elements of a subset 

with crosses. The subset of the picture on the left is then a nice 

selection (m=4,n=5) and the subs.et a.' of the picture on the right 

below is not a nice selection 

x • x x 

x x x x 

x x x 

If 8 is a subset of I(n,m) we denote with R(F,G)S the matrix obtained 

from R(F,G) by removing all columns whose index is not in 8. We use 

L CIR) to denote the space of all pairs of real matrices (F,G) of 
m,n 

dimensions n x n, n x m respectively. 

3.2. Lemma. Let (F,G) E L CIR) be a completely reachable pair of matrices. m,n 
Then there is a nice selection a such that R(F,G) is invertible. a 
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Remark. Complete reachability means that rank R(F,G) = n, so that there 

is in any case some subset B of size n of I(n,m) such that R(F,G)B 

is invertible. The lemma says that in that case there is also a nice 

selection for which this holds. 

Proof of the lemma. Define a nice subselection of I(n,m) as any subset 

B (of size< nl such that (i,j) E B, i ~ J • (i-1,j) E B. Let a be a 

maximally large nice subselection of I(n,m) such that the columns in 

R(F,G)a are linearly independent. We shall show that rank(R(F,G)a) = 

rank(R(F,G)), which will prove the lennna because by assumption 

rank R(F,G) = n. 

Let a= {(O,j 1), ••• , (i 1,j 1); ••• ; (O,js)' •.• , (i 5 ,js)}. Then by the 

maximality of a we know the columns of R(F,G) with indices (O,j), 

j E {l, ••. ,m} '{j 1, ••• ,j 5 } and the columns of R(F,G) with indices 

(it+1,jt), t = I, .•• , s are linearly dependent on the columns of 

R(F,G) • With induction assume that all columns with indices 
a 

(it+ k, j t) , k ~ r, t = I , , •• , s and (k-1 , j) , k ~ r, 

j E {1, ••• ,m}' {j 1, ••• ,js} are linearly dependent on the columns of 

R(F,G) • So we have relations 
a 

r-1 
F g. 

J 

i +r 
t 

F g. 
Jt 

L: 
( i, j) Ea 

b(i,j)Fig. 9 
J 

t=l, ••• ,s 

where g. denotes the j-th column of G. Multiplying o;.1 the left with F we 
J 

find 

r 
L: (' ') i+I F g. = a i,J F g. 

J (i,j)Eo: J 
i +r+J 

F t g. = L: b(' .)Fi+l i,J g. 
J l: ( i, j) Eo: J 

Fi+l (' '\ . gj, i,J i E a are linear combinations We have already seen that the 

of the column of R(F,G) . 
0: 

r i +r+l It follows that also the F g. and F t g. 
J h 

are linear combinations of the columns of R(F,G) • This finishes the 
a 

induction and hence the proof of the lemma. 
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3.3. Successor indices. Let a c I(n,m) be a nice selection. The 

successor indices of a are those elements (i,jl E I(n,m}' a for 

which i = 0 or for which (i' ,j) Ea for all i' < i if i > 1. For every 

j 0 E {J, ••• ,m} there is precisely one successor index of a of the form 

(i,j 0 ); this successor index is denoted s(a,j 0 ). In the picture below 

the successor indices of a are indiced by *'s (and the elements of a 

with x' s). 

Columns of G * x * x xl el X3 e2 
Columns of F G x x e3 e4 

x * es X4 

* x2 

3.4. Lemma. Let a c I(n,m) be a nice selection and x1 , x and • • •' m 

m-tuple of n-vectors. Then there is precisely one pair (F,G) E L (IR) 
m,n 

such that 

R(F,G) = I , the n x n unit matrix a nxn 

R (F, G) ( . ) = x . for a 11 j = l , ••• , m 
s O.,J J 

Proof. Let f. be the i-th column of the matrix F, i = 1,2, ••• , n. Then 
l. 

in the example given above the values of the g., j = 1, ••• , m and 
J 

f., i = 1, •.. , n can simply be read of from 
l. 

the diagram. One has in 

this case 

It is easy to see that this works in general and to write down the 

general proof though it tends to be notationally cumbersome. 

3.5. Local structure of Lcr (IR)/GL (IR). Let a c I(n,m) be a nice m,n,p n 
selection. 

We define 

U = {(F ,G,H) EL (IR) I det R(F ,G) :f 0} a m,n,p a 
(3. 6) 

v,.., = {(F,G,H) EL (IR) I R(F G) = I } 
"" m, n, p ' a nxn 



1 

3. 7. Lemma. (i). U ~ V x GL (IR} 
a a n 

(ii) V ~ JR.mn+np 
a 

Proof. (i} Let (F ,G,H) E Ua. We assign to (F ,G,H}. the pair 

J6 

s 1 -1 s ((F,G,H} $- i where S = R(F,G} • Then (F,G,Hl E V0 
, -1 a -1 

because R(SFS ,SG) = SR(F,G) and hence R(SFS . ,SG)a = 

SR(F,G)a. Inversely given ((F,G,H),S} E Vax GLnOR) we 

assign to it the element (F,G,H} 8 • This proves (i}. 

· · f 1 3 4 I d d let z E JRmn+n Assertion (ii) follows inunediately ram emma • • n ee , 

and view z as an m + p tuple of n-vectors z = (x1, ••• ,xm; y 1 , ••• , Y p)_. 

Then there are unique F,G,H such that R(F,Gl =I , R(F,G) ( ') = x., a nxn s a,J J 
ht = Yt where ht is the t-th row of H. 

3.8. Local structure of Lco,cr(IR)/GL (IR). Let again a be a nice selectio· 
m,n,p n 

Then we define in addition. 

(3.9) 

Then one 

that u~0 
has clearly that Vea is 

a. co 
~ V x GL OR). a n 

= v n L co' er OR) 
a m,n,p 

an open dense (algebraic) subset of V 
a. 

3.10. The local nice selection canonical forms ea. Lemma 3.7 defines us 

a (local) continuous canonical form on U for each nice selection a. a 
It is 

(3 • 1 I ) 
s 
a ca.((F,G,H)) = (F,G,H) E 

The U are open dense subsets of a. L er (IR) and by lemma 3. 2 the union 
m,n,p ' 

U, a. a nice selection, covers all of Lcr OR). This is of all the 
a m, n,p 

thus a set of local canonical forms which can be useful in identif icatio1 

problems (it leads to statistically and numerically well posed problems, 

cf [15, section II]. 

3.11. The dual results. Dually we consider the set I(n,p) of all row 

indices of Q(F,H), which we also picture as an (n+I) x p array of dots. 

Now the first row represents the rows of H, the second row the rows 

of HF, • • • • A nice selection is defined as before and one has the obviot 
E Leo analogues of all the results given above. In particular if (F,G,H) ~ m, .. 

there is a nice selection Sc I(n,p) such that Q(F ,H).13 is invertible. 

Here Q(F,H)S is the matrix obtained from Q(F,H) by r~moving all rows 
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whose index is not in 6. 
One also has of course local canonical forms c8 (defined on u6) 

for every nice selection 6 c I(n,p): 

(3.12) ~l3 ((F ,G,H)) 

(3.13) u8 = {(F,G,H) E Lm,n,pCR)I Q(F,H)B is invertible} 

4. REALIZATION THEORY. 

Let 11# = (A0 ,A1 ,A2, ... ) be a sequence of p x m matrices. We shall 

say that the sequence .., is realizable by an n-dimensional linear system 

if there exist a system (F,G,H) E L (IR) such that A. = HFiG, m,n,p l 

i = 0,1,2, ••.• It follows immediately from (the proof of) theorem 2.6 

above that if"' is realizable by means of (F,G,H), then there is also 

a possibly lower dimensional system r' = (F',G',H') E Lco,~r (IR), n' < n. m,n ,p 
which also realizes"' and which is moreover completely reachable and 

completely observable. 

For each sequence of p x m matricesd'I we define the block Hankel 

matrices 

A Al ... A 
0 s 

Al 

(4. l) ~s~) = t s = o, 1 ,2 ... 
A A2s s 

4.2. Theorem. The sequence of real p x m matrices"'= (A0 ,A1, ••• ) is 

realizable by means of a completely reachable and completely observable 

n-dimensional system if and only if rank~ {II) = n for all large enough 
co er ~ S s. Moreover if both E, E' € L ' (IR) realize~ then E' = E for some m,n,p 

S E GL (IR). 
n 

This theorem will be proved below. First, however, we mention a 

consequence. 

4.3. Corollary. If the sequence of p x m matrices"'- is such that 

rank ~s "') = n for all sufficiently large s, then rank ~s W) = n for 

all s > n-1. 
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Proof. If E = (F,G,H) realizescA- and E is co and er and of dimension n, 

then rank Rn_ 1(F,G) =rank Qn-l (F,H) = n, so that rank~n-l ~) = 

rank(R 1(F,G)Q 1(F,H)) = n. n- n-

A first step in the proof of theorem 4.2 is now the following lemma 

which says that if rank~") = n for alls> r-1, then the A. for s - 1 . 

i > 2r are uniquely determined by the 2r matrices A, ••• , A2 1• o r-

4. 4. Lennna. Let "4- = (A0 ,A1, ••• ) be a series of p x m matrices such that 

rank';/(. (') = n for all s > r-1. There are m x m matrices S , ••• , S 
s o r-1 

andp xpmatricesT0 , ••• , Tr-l such that for all i=0,1,2, •••• 

(4.5) A. 1+r = A.S 
1 0 

+ + ••• + A. IS 1 = 1+r- r-

so that there are m x m matrices S , ••• , S 1 such that o r-

A1• +r = A. S + • • • + A . + l S J , i = 0, , .• , r-1 
i. o 1 r- r-

Similarly, it follows from 

A ... A r-1 
rank~r-I ~) 

0 

n = = rank • 

Ar-1 ••· A 2r-2 

that there are matrices T , T such that 
o • 0 

·' r-J 

(4. 6) = T A. + ••• + T 1A. l , i o 1 r- 1+r- O, ••• , r-J 



Suppose with induction we have already proved (4.5) for 

i < k-1 , k ..:_ r. 

Consider the following submatrix of ik ~) 

A Al A r-1 
A 1\ 0 r 

AI • 
(4. 7) 

A r-J A 2r-2 A 2r-l • • ·1\+r-1 

A • . , A r 2r-I A2r ... 1\+r 
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Using the relations (4. 5) for i < k-1 we see that the rank of 4.7 

to the rank of 

A Al ... A r-1 0 
0 

0 0 

Al 

(4 .8) 

A r-1 ... A 2r-2 0 0 0 

A ... A 0 r 2r-I 0 x 

is 

where X =A. - SA. - .•. - S 1A. 1. Using (4.6) we see by means 
-~+r o-~ r- -~+r-

equal 

of row operations on (4.8) that the rank of (4.7) is also equal to the 

rank of 

A r-1 

0 0 0 

0 0 

0 0 

0 x 

Now the rank of (4. 7) is n = rank ~r-l ~). Hence X = 0 which proves 

the induction step. This proves the first half of (4.5); the second 

half is proved similarly. 

More generally one has the following result (which we shall not need 

in the sequel). 

*4.9. Lemma. Let A, ••• ,A be a finite series of matrices and suppose 
0 s 

there are i,j EJN U {O} such that i + j = s - 1 and 
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A A. A A. 'Ai+l A ... Ai \ 0 l. 0 l. 0 

rank :rank • rank 

: ) = 
• . 
• A. A .. 

A .. A. A .. Ai+j+l 
. . . 

1+J A. J 
J l.+J J J.+J 

Aj+l •• • Ai+j+l 

for some n ElN U {O}, then there are unique As+l' As+2, ••• such that 

rank~t~) = n 

for all t > max(i,j). 

Proof. By hypothesis we know that there exist matrices S0 , ••• , Si 

such that 

(4.10) A. I =AS + ••• +A .S. , r = O, ••• , J i.+r+ r o r+1 1 

Now define At for t > s by the formula 

(4.11) At= At . Is + ••• +At is. -i.- 0 - 1 

Also by hypothesis we know that there exist T , 
0 

••• t T. such that 
J 

(4.12) A. I = T A J+r+ o r + ••• + T.A.+ , r = 
J J r 0' ••• ' i 

To prove that rank'Jf.t(llf) = n for all t .:_ max(i,j) it now clearly 

suffices to show that (4.12) holds in fact for all r .:_ O. Suppose 

this has been proved for r _::. q-1, q .:_ i+l. Consider the matrix 

A A. A. I A 
0 1 i.+ q 

• • . . 
(4.13) 

. • 
A. Ai+' Ai+'+l ... A.+ 

A. 1 J+ .. A .. 1 l.+J+ A .. 2 l.+J+ A. 1 J+q+ 

n 

By means of column operations, the hypothesis of the lemma, and (4.10) -

(4.11) we see that the rank of the matrix (4.13) is n. Using row operations 

and (4.12) for r _::. q-1 (induction hypothesis) we see that the rank of 

(4.13) is equal to the rank of 
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A A. A. 1 A 
0 ]. 1+ q 

(4.14) • • .. . . . 
A. A. 1+ Ai+"+l A.+ 

0 . . . 0 0 . .. 0 x 

where X is the matrix A. 1 - T A - ••• - TJ.AJ"+q• Now use column. J+q+ 0 q 
operations and (4.10), (4.11) to see that the rank of (4.14) is equal 

to the rank of 

A A. 0 0 0 
0 1 

(4.15) 

A. A .. 1+ 0 0 0 

0 ... 0 0 . . ' 0 x 

It follows that X = O. 

4.16. Proof of theorem 4.2 (first step: existence of a co and er 

realization). Let r E :IN be such that r > n amd rank 'df8 <61) == n for all 

s > r-1. We write 

~ = ~r-1 <A) (
Ao 
• = • 

~r-1••• 

and for all s,t E:IN we define 

E I sxs = sxs 

at(k) = 

... 

if s = t 

if s > t 

A r+k-1 
• . 

A 2r+k-l 

where Iaxa is the a x a identity matrix and OaXb is the a x b zero matrix. 

Because" is of rank n, there exist an invertible pr x pr matrix P and 

an invertible mr x mr matrix M such that 

(4.17) 

0 nx(mr-n) 
(

1nxn 

P~M=---+-

O(pr-n)xn 0 ( pr-n) x (mr-n). 

= E E prxn nxmr 
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Now define 

(4, 18) F = E P .. il)M E G = E P~E nxpr (}(; mrxn ' nxpr mrxm' 

H = E 'JlM E pxpr . mrxn 

We claim that then (F,G,H) realizes .1 , i.e. that 

(4.19) i = 0,1,2, ••. 

To prove this we define 

0 0 s O' I' O' .... O' 
0 . 

• I • . 
O' 

D = c = .. 
0 O' O' I' . ' 0 • 
0 0 I s T' 

r- 0 r-1 

where O, I, O', I' are respectively them x m zero matrix, the 
m x m identity matrix, the p x p zero matrix and the p x p identity 
matrix and where the S , ••• , S 1 and T , ••. , T 1 are such that o r- o r-
(4 .S) holds for all i. Then 

(4.20) I , 2, 

Let d{* = ME E P. Then 'Jt* is a pseudo inverse of ~ in that mrxn nxpr 

(4.21) 

(Indeed using (4.17) we have ~:X.*:X. = P-1E E M-JME E P prxn nxmr mrxn nxpr 
P-JE E M-l = fl 

prxn nxmr 
M-lM = I, PP-I = I, E E nxmr mrxn 

We now first prove that 

= I nxn' 

because 

E E nxpr prxn 

(4.22) E x P Ck~ M E x = Fk , k = 1 , 2 , ••• n pr mr n 
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In view of (4. 20) this is the definition of F (cf. (4.18)) in the case 

k =I. So assume (4.22) has been proved fork< t. We then have 

E PCt+l~ME =E PCt:1(.DME (by(4.20}} 
nxpr mrxn nxpr mrxn 

= E P Ct:K~* ~ D ME (by(4.21)) 
nxpr mrxn 

= E P C t~ M E E P 2£.DME 
nxpr mrxn nxpr mrxn 

(by the definition of'X*) 

= FtE P caME (by the induction 
nxpr mrxn 

hypothesis and (4.20)) 

We now have for all k > 0 

E CK(k)E 
pxpr mrxm 

(definition of ~(k)) 

= E Ckd{E 
pxpr mrxm (by (4.20)) 

= E Ck7! :Jl*~E (by (4.21)) 
pxpr mrxm 

E Ck~ M E E P~E (by the definition of~*) 
pxpr mrxn nxpr mrxm 

= E m.n~ E G (by the definition of G and (4.20)) pxpr mrxn 

= E 'hro*cuD~ G pxprn.cn- "" mrxn (by (4. 21)) 

= E ')(.M E E P ~D~ E G (by the definition of 'X*) 
pxpr mrxn nxpr mrxn 

H E P ck.xM E nxpr mrxn (by the definition of H and (4.20)) 

(by ( 4. 22)) 

This proves the existence of an n-dimensional system~ = (F,G,H) which 

realizes trl. Now for all s = O, I, 2, .•• 



where 

tcJ(. s ~) = 

Q (F,H) = 
s 

H 

HF 

Q (F,H)R (F,G) 
s s 

, R (F,G) = (G FG 
s 
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Both Q (F ,H) and R (F ,G) have nec-e-ssarily rank < n. It follows via the 
s s -

Cayley-Hamilton theorem that (F,G,H) is completely reachable and 

completely controllable, because rank~ Cpl) = n for s > r-1. 
s -

4.23. Proof of the uniqueness statement of theorem 4.2. 

Let L = (F,G,H) and ~ = (F,G,H) be two co and er realizations 

ofcJI{ • Then dim(L) = rank'Jl 1 <A-) = dimd). By hypothesis we have 
n-

(4. 24) 
-i

H F G 0,1,2, ••• 

According to lennna 3.2 and 3.11 there exists a nice ~~ection d.. of 

I(n-1,m), the set of column indices of R 1 (F ,G) and t;Jl. 1 (F ,G,H), and there 
n- n-

exists a nice sefecl:ion p of :Qn-1,p), the set of row indices of 

Qn-l (F ,H) and ~n-l (F ,G,H), such that 

Let:1Cn-l (F,G,H)a,S be the matrix obtained from3Cn-l(F,G,H) by removing 

all rows whose index is not in 8 and all columns whose index is not in a. 

Then 

gt 1(F,G,H) a= Q 1(F,H)f3 R 1(F,G) n- a, µ n- n- T a 

so that ~-l (F,G,H)a,S is an invertible n x n matrix. Also 

so that Q0 _ 1(F,H)B and Rn_ 1 (F,G~are also invertible. Now let 
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2: 1 (FI ,Gl ,HI) 
T 

Qn-I(F,H).s = = (F ,G,H) , T = 

}:I (FI ' G I 'ii I ) 
- - - T 

Qn- I (F •ii} s = = (F ,G,H) , T = 

Then of course 1: 1 and E'1 also realize • Moreover, using (2.4) we see 

It follows that 

- -and, in turn, this means that F1 = F1 and G1 = GI by lenma (3.7) (i) 

combined with lemma (3.4). Further the matrix consisting of the first 

prows of Xn(2:I) = Jtn(EI) is equal to 

so that also HI = HI because R(F I 'GJ) = R(F 1 ,G1 ) is of rank n. This 

proves that indeed E = 1:8 with S = T-IT. 

4.25. A realization algorithm. Now that we know thatc4 is realizable 

by a co and er system of dimension n iff rank 1(s<,JI.) = n for all large 

enough s it is possible to give a rather easier algorithm for 

calculating a realization than the one used in 4 .I6 above (which is the 

algorithm of B.L. Ho). It goes as follows. Becausec.4- is realizable by 

a I: E Lco,crOR) there exist a nice selection a c:: I(n,m)t the set of column m,n,p 
indices of R(F,G) and1t, (2:), and a nice selection Sc:: I(n,p), the set of 

n 
row indices of Q(F,H) and ~(I:), such that 

(4.26) 

is an invertible n x n matrix. Consider 

This n x(n+I)m matrix is necessarily of the form R(F,G) for some 

(F,G) E Lcr CIR) and moreover by (4.26) m,n 
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-1 .J 
so that F,G can simply be written down from S 7ln("'ls as in the 

proof of lemma 3.4. The matrix H is now obtained as the matrix 

consisting of the first p rows of X (p4} • n a 
After choosing a, this algorithm describes the unique triple 

(F,G,H) which realizes A. such that moreover R(F,G)a =In' 

*4.27. Relation with rational functions. 

Suppose that 1(k ") is of rank n for all sufficiently lar~e k:· Then by 

theorem 4.2 the sequence J4. is realizable. Using Laplace transforms 

(cf. 1.8 above) we see that this means that the p x m matrix of 
00 -i-1 

power series E A.s is in fact a matrix of rational functions. 
i=o 1 

00 

( 4. 28) E 
i=o 

-i-1 
A.s 

l 

n n-J 
= Cs -an_ 1s -

where B(sl is a p x m matrix of polynomials ins of degree< n-J. 

Inversely if 

(4.29) 
00 

E 
i=o 

-i-1 
A.s 

l 
"" d 1 (s)-1B1 (s)_ 

for a matrix of polynomials B'(s) and a polynomial d'(s) = 

r r-1 = s - a 1 s 
r-J - a' s - a' with r = degree(d 1 (s)) >degree B'(s), 

1 0 

then 

+ • • • + a' A. r-1 1+r-I 

for all i = 0,1,2, •.. And this, in turn implies that 

rank ~kc,4) = rank K ~..t) 
r-1 " 

for all k > r-1, so that.+ is realizable. It follows that"" is realizable 
-i=-1 

iff kAis represents a rational function which goes to zero as s + oo. 



5. FEEDBACK SPLITS THE EXTERNAL DESCRIPTION 

DEGENERACY. 
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In this section we shall prove the result describ.ed in section J.6 

To do this we first discuss still another local canonical form. 

er 5.1. The Kronecker nice selection of a system. Let (F,G,H} EL OR). m,n,p 
We proceed as follows to obtain a "first" nice selection K such that 

(F ,G,H) E UK. 

Consider the set of column indices I(m,n}_ in the order 

(0,1) < (0,2) < ••• < (O,m) < (1,1) < ••• < (1,m) < ••• < (n,1} < ••• < (n,m). 

For each (i,j) we set (i,j) EK ... Fig. is linear independent of the 
. ' J 

Fig" with (i',j') < (i,j). We shall call the subset K of I(n,m) thus 
J 

obtained, the Kronecker selection of (F,G,H) and denote it with 

K(F,G,H). It is obvious that K has n elements if (F,G,H) € Lcr OR). m,n,p 

5.2. Lemma. The Kronecker selection K defined above is a nice selection. 

Proof. Let (i,j) EK and suppose i.:_ I. Suppose that (i',j) ~ K, i' <i. 

This means that there is a relation 

i' 
F g. == 

J 

k 
I b(k,£)F g£ 

(k' £) < ( i I , j ) 

i-i' Multiplying with F on the left one obtains 

l. F g. = 
J 

i-i'+k 
I b(k,£)F g£ 

(k,£)<(i' ,j) 

i s showing that F g. is linearly dependent on the F g., with (s,j') < (i,j). 
J J 

A contradiction, q. e.d. 

er 5.3. Lemma. Let (F,G,H) EL OR) and SE GL (IR), then m,n,p n 

s K(F,G,H) = K((F,G,H) ) 

5.4. Lennna. Let (F,G,H) E Lcr (IR) and let 1 be an m x n matrix. Then m,n,p 

K(F,G,H) = K(F+GL,G,H) 

The proof of lemma 5.3 is innnediate. As to lemma 5.4 we define 
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n X0 (l:) = subspace of X = ]R generated by gJ, ••• , gm 

x (L:} 
n 

=subspace of X =lRn generated by g1 , ••• , ~' F , ••• , 
gl 

b f X E "ft')n t d b su space o = genera e y g1 , ••• , g, m 

••• t ... ' n 
F g.1' ... ' 

Let L:(L) = (F+GL,G,H) and let F = F + GL. Then one easily obtains by 

induction that 

(5.6) x. (L: (1)} 
l. -

= x (L:), i = 0, • , • , n 
l. 

and that 

(5. 7) 
-. l. F g. -

J 
l. F g. 

J 

i-1 mod X (L:), i. 0,1, ••• , n 

(where, by definition, X-l(L:) = {O}), Lemma 5.4 is an immediate 

of (5.7), (Note that a basis for Xi(L:) is formed by the vectors 

consequence 
k 

F g Q, 

with (k,t) E K(L:) and 

k = i are a basis for 

k 2_ i; the classes of the Fkg~ with (k,t) E K(L:), 

the quotient space Xi(L:) /Xi-l (L:), i = O, , • , , n), 
er co If L: = (F,G,H) EL ' CIR) then K(F,G,H) can be calculated from m,n,p 

~(F,G,H). Indeed in that case Q(F,H) is of rank n. Therefore, because 

"°(F,G,H) = Q(F,H)R(F,G4 the dependency relations between the columns of 

7!n(F,G,H) and between the columns of R(F,G) are exactly the same. 

er er 5.8. Remark. If (F,G,H) E 1 CIR) then also (F+GL,G,H) EL OR) m,n,p m,n,p 

as is easily checked. But if (F,G,H) E Leo OR), then (F+GL,G,H) need m,n,p 
not also be completely observable, Though of course this will be the case 

for sufficiently small L (because L co OR) is an open subset of L (IR)). m,n,p m,n,p 

*5.9. The Kronecker control invariants. The invariant K(F,G,H} depends 

only on F and G, so that we can also write K(F,G). For each j =I, ••• , m, 

let k. be the number of elements (i,t) in K(F,G) such that t = J• Let 
J 

K1(F,G) ~···~ Km 1 (F,G), m' ~ rank(G), be the sequence of those kj which 
are ~ 0 ordered with respect to size. It follows from lemma's 5.3 and 5.4 
that the K.(F,G) are invariant for the transformations 

1 
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(F,G)...+ (F,G) 8 = (SFS-l ,SG) (base change in state space) 

(F,G)t-+- (F+GL,G) (feedback) 

One easily checks that the K.(F,G) are also invariant under 
]. 

(5.12) (F,G)i-+- (F,GT), TE GL CIR) (base change in input space) 
m 

This can e.g. be seen as follows. Let A.(E) =dim Xi(E) - dim Xi-l(E) 
]. 

for i = 0,1, ••• ,n. Consider an rectangular array of (n+l) x m boxes 

with the rows labelled O, ••• , n. Now put a cross in the first Ai(E) 

boxes of row i for i = O, ••• , n. Then K.(E), j = 1, ••• , m' is the 
J 

number of crosses in column j of the array. Obviously the A.(E) do 
. ]. 

not change under a transformation of type (5.12}, proving that also 

the K.(F,G) are invariant under 5.12. 
J 
The group generated by all these transformations is called the 

feedback group. Thus the ~i(F,G) are invariants of the feedback group 

acting on Lcr CIR). It now turns out that these are in fact the only 
m,n - - er - -

invariants. I.e. if (F,G), (F,G) EL CIR) and K.(F,G) = K.(F,G), m,n J. i 

i = 1, ••• , m', then (F,G) can be obtained from (F,G) by means of 

a series of transformations from (5. 10) - (5 .12). Cf. [ 11] for a 

proof , or cf. 5.30 below. 

The Ki(F,G) are also identifiable with Kronecker's minimal 

column indices of the singular matrix pencil (zin - F I G), cf [ 11]. 

Still another way to view the Ki(F,G) is as follows. 

Consider the transfer matrix T(s) = H(sI -F)-IG of the linear n 
dynamical system E = (F,G,H) considered as a p x m matrix valued 

function of the complex variables. One can now prove (cf. [14]). 

Theorem. There ex<iis-tmatrices N(s) and D(s) of polynomial functions of s 

such that (i) T(s) = N(s)D(s)-l, (ii) there exist matrices of polynomials 

such that X(s)N(s) + Y(s)D(s) = I , (iii) N(s) and D(s) are unique up m 
to multiplication on the right by a unit from the ring of polynomial 

m x m matrices. Moreover degree(det D(s)) = n = dim(E). 

Now for each s E JC, one defines 
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Ifs €:X:: is such that D(s)-l exists, then also <Pr(s} = 
= {(T(s)u,u)ju €X:m} cx:P+m. In any case <PE(s) is a p-dimensional 

subspace of Ep+m. In addition one defines <PE (00) = { (O, u) I u € x:m} c i::P+m, 

which is entirely natural because lim T(s) = O. This gives a continuous 
s-+002 

map of the Riemann sphere :X:: U {co} = S to the Grassmann manifold 

G + (IC) of m-planes in p + m space. Let t,; + G + (£) be the canonical m,p m m m,p m 

complex vector bundle whose fibre over z E G (I::) is the m-plane m,p+m 
represented by z. Pulling back t,; along ~~ gives us a holomorphic 

m2 '-' 
complex vector bundle f,:(E) over S • 

2 Now holomorphic vectorbundles over the sphere S have been classified 

by Grothendieck. The classification result is: every holomorphic vector

bundle over s2 is isomorphic to a direct sum of line bundles and line 

bundles are classified by their degrees. 

It now turns out that the numbers classifying ~ (E), the bundle 
2 over S defined by the system I, are precisely the K. (E), i = 1, ••• , m, 

l. 

where K. (E) = 0 for i > m' = rank(G). One also recovers n = dim(E) 
1 

as the intersection number of m(S2) with a hyperplane in G + (It). 
~ m,mp 

These observations are due to Clyde Martin and Bob Hermann, 

cf. [ 13]. 

As we have seen the K.(I) are invariants for the transformations 
1 

(5. 1 O) , (5. 11), (5 .12). Being defined in terms of F and G alone they are 

also obviously invariant under base change in output space: 

(F,G,H),_. (F,G,SH), SE GL (IR). The K.(E) are, however, definitely 
p l 

not a full set of invariants for the group G acting on L (IR), where m,n,p 
G is the group generated by base changes in state space, input space 

and output space and the feedback transformations. 

5 .1.3. ·The canonical· input base· change matrix T (E). 

Let E = (F,G,H) ELcr OR.) and let K = K(E) be the Kronecker nice m,n,p 
selection of E. Let (i,j) = s(K,j) be a successor index of K. 

By the definition of K we have a unique expression of the form 

(5. 14) 
i 

F g. = 
J 

E a.(j'}Fig., + 
( . "')€' J J 1,J K 
j'<j 

Now define recursively 

k E a(k,t)F gt 
(k,t)EK 
k~i 



(5. 15) 

and 

g. = 
J 

g. -
J 

L: aJ.(j')gJ.'' G= (gl' ••• ,gm) 
j'<j 

(5.16) T(L:) = (bjk), bjk = if j = k, bjk = -ak(j), if J < k, 

bjk 0 if J > k, 
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then G = GT(E), and T(E) is an upper triangular matrix of determinant l~ 

5.17. Lemma. Let L: E (F,G,H) E Lcr (IR), then m,n,p 

T(E) = T(L: 5), T(E(L)) = T(L:) 

for all S E GL OR) and all feedback matrices L E lRmxn. n 

Proof. Obvious.(Use (5.7)). 

5.18. Example. Let m = 5, n = 9,and let (F,G,H) E Lcr OR) have s, ,9, p 
Kronecker selection K(F,G,H) equal to 

x x x x 

x x x 

K = x 

x 

where we have omitted the last five rows of dots. 

Then T(E) is an upper triangular matrix of the form 

0 * * * 
0 * 0 * 

T(L:) = 0 0 0 0 

0 0 0 1 * 
0 0 0 0 

Note that T(L:)-l is of precisely the same form. 

This is a general phenomon. Indeed by (5.14) and (5.15) (cf. also 

example (5.18)) g. is of the form 
J 



(5.19) g. = g. + 1: 
J J k.>k. 

b .. g. 
l.J 1 

, T(E) = (b .• } 
l.J 

So that b .. = 0 unless 
l.J 

i = 

l. J 
i<j 

j (and then b .. = l) or i < j and k· > k· 
l.J l. J 

Let t 1, ••• , tm be the columns of T(1:) and eJ, ••• , em the standard 

basis for lRm. Then 

(5.20) t. = e. + I: b •. e. 
J J k.>k. l.J 1 

1 J 
i<j 
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Using induction with respect an ordening of the {J, ••• , m} satisfying 

i < j .. k. > k. it readily follows that 
l. - J 

e. = t. + 
J J 

I: 
i<j 
k.>k. 

l. J 

b! .t. 
LJ 1 

which proves that T(E}-l also has zero entries at all spots (i,j) 

with i > j or i < j and k. < k .• 
l - J 

5. 21. The block companion canonical form. Let K be a nice selection. 

We are going to construct a canonical form on the subspace W of all 
K 

r € Lcr,co(IR} with K(E) = K. We shall do this only in full detail for 
m,n,p 

the case that K is the nice selection of example 5.18. This special 

case is, however, general enough to see that this construction works 
"' in general. Let (F,G,H) € W and let G = GT(1:). Now consider the 

K . 

system (F.8,H) which is also in WK as is easily checked. This system 

has the property that for each successor index s(K,j) = (i,j) of K w-i:th i # O 

we have 

(5.22) Fi,. 
g. = 

J 
.E a' (k, t).Fkgt 
(k,t) €K 
k<i 

(i.e. T(F,G,H) =Im). Indeed, using (5.14) 

Fi ... 
g. = 

J 
i 

F g. - r 
J j '<j 

k 
1: a(k,t)F gt = 

(k, t) Ek 
k<i 
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(Cf. (5.5')). Now define a new basis for lRn as follows. Let 

K = {(O,j 1), ••• , (i1 ,j 1); ••• ; (O,j ), .•• , (i ,j). Then 
r r r 

kt =it+ I, t = 1, ••• , r, and k 1+ ••• + 

indices s(K,j) = (kt,jt), t = 1, ••• , r, 

k = n. For the successor 
r 

write 

(5.23) 

Setting bt(k,i) = 0 for all (k,i) ~ K we now define a new basis for 

lRn by 

.. 
• 

t k -3 
L bl(kl-1,jt)F 1 gjt + 

i=l 

k -1 
= F 2 g. + 

J2 

• 

t 
••• + L b1 (J,jt)g. 

i=J J t 

t 
•••.. + L b 1 (1 , j t) g. 

i=l J t 

+ ••• + 

Let X c lRn be the space spanned by the vectors g. , ••. ,g. i.e. 
0 .... J_t. Jt 

X = X (F,G,H) = X (L). Then we see from (5.23} that for the vectors 
0 0 0 

defined by (5.24) above we have 
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• 
• 

F 
e k + ••• +k 1+1 

E X(G}, F(ei) _ ei-J mod X0 for i = kJ+ ••• +kr, ••• ,k1+ ••• + 

J r-
+ k + 2 r-1 

It follows that with respect to the basis e 1, ••• , 

are of the form 

0 0 '" 0 0 . , . 0 0 ... 0 . • i ' r Q • ... • • 
0 t • . 0 I 0 • e • 0 0 . . . 0 
• ;k ·~ p -* * * jc ••• -* 
0 " .. 0 0 0 ,., 0 0 ... 0 

• . . • . • b . ,. • ~ 

0 ., .,J fJ 0 0 ••• 0 0 ••• 0 
(S.25) F * • • • * * ••• * * * . . . * 

• 
• 

0 . . . 0 0 , ' . 0 0 0 ... 0 

' ' b . ... • ' 
0 . . . 0 0 • • • 0 0 ,. ' ' 0 

* ~ .. * * • 0 • * * • OJ • * * 
'---v----' '---v----J ~ kl k2 r 

G = (gl,g2, ... ,~), with 

(S.26) 

g. = ek ' g. = ek +k ' ... ' g. = e = 
J1 I J1 1 2 Jr kl+.• .+kr 

g. = 0 for j E {1, ••• ,m}' {jl, ••• ,jr} 
J 

F and G 

kl} 

k2) 

krl 

e 
' n 

In particular in the case that K is the nice selection of example 

S.18 we see that with respect to the basis e1, ••• , en defined by S.24 

the matrices F and G take the form (cf. 5.18, the inverse of T(E) is of 

the same form as T(E)). 



F' = 

(5.27) 

G' = 

0 0 0 0 

0 0 0 

0 0 0 

0 0 

0 0 

0 0 

0 0 0 0 0 

h3 h4 h5 b6 h1 hs 

0 0 0 0 0 0 0 

0 0 0 0 0 

0 * 0 * 
0 0 0 0 0 

0 0 0 0 0 

0 * * * 
0 0 

0 0 

0 0 

0 0 

0 1 

0 0 

0 

* 
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0 

This does not yet define a canonical form on W • True, for every 
S K 

E E W there exists an S E GL QR) such that (F,G) takes the form 
K n 

(5.27). But for two pairs (F,G) 4 (F,G), both of the form (5.27), 

there may very well exists an S 4 I 
n 

s - -such that (F,G) m (F,G). 

In fact, it is now not difficult to check that if S is an n x n 

matrix of the form 

0 

0 0 

0 0, 

s = 0 0 

0 0 

0 

0 

0 

s13 
0 

1 

0 

0 

0 

S73 
0 

S93 

sl4 

sl3 

0 

0 

0 

5 74 
S73 

S94 

0 0 0 0 

sl4 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 

0 0 0 0 

0 0 0 

S74 Q 0 

S94 Q S97 0 



36 

then SG = G and SFS-l is of the same general form as F, if F and G 

are of the form (5.27). Choosing s13 , sJ4, s73' s74' 8 91' s93' 8 94' 
s and s 7 judiciously we see that for every E = (F,G,H} E WK• 
95 9 -1 

there exists a S E GL (IR) such that SFS and SG take the forms 
n 

SFS-l = 

(5.28) 

SG = 

where 

= 

0 0 0 0 0 

0 

0 0 0 0 0 

0 c13 0 c15 

o o o o a 
o o o a o 
0 0 0 0 0 

0 

0 

0 0 0 

0 0 0 

l 

0 

0 

0 

0 

0 

l 

0 

0 

0 

l 

0 

0 0 

0 1 

0 

0 

0 

0 

b9 

0 

The general pattern should be clear: the off-diagonal blocks have zero's 

in the last row iff there are more columns than rows, in fact in that case 

the last row ends with (number of columns) - (number of rows) zero's; the 

structure of the diagonal blocks is clear. 
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Now suppose that (F',G',H') and (F",G",H") are two systems such 

that (F' ,G') 8 = (F",G") for some S and such that (F' ,G') and (F",G") 

are both of the forms (5.28). One checks easily that then necessarily 

S = I • We have shown 
n 

5.29. Proposition. Let K be the nice selection of example 5.18. Then for 

every L: = (F,G,H) E WK there is precisely one S € GLn(IR} such that 

SFS-l and SG have the forms (5.28}. 

This means in particular (in view of the results of section 4 above) 

that if L: € W n Lco,cr(IR), then the numbers a1 , ••• , a4 , a7 , ••• , a9 , 
K n,m,p 

b 1, ••• , b9 , c 1 , ••• , c4 , c 7 , ••• , c9 , d1 , d3 , d7 , dg can be calculated 

from f(L:) (or A0 , ••• , A2n_ 1). Of course these results hold quite 

generally for all nice selections K. We note that in general WK is not 

an open subspace of Lcr (IR). In fact W~/GL OR) is a linear subspace 
n,m,p ~ n 

f U /GL (IR) = lRmn+np ~ V I · h · 1 · f 1 o k n K" n case K is t e nice se ection o examp e 

5.18 the codimension of WK/GL0 (1R) in UK/GLn(IR) is 12. (This number can 

immediately be read off from K: g3 
9 - 2 = 7 linear restrictions; F~~ 

g5', F~1 , Fj1 , F~'i causes 9 - 7 = 2 

linear dependent on g1, g 2 causes 

linearly dependent on g 1, g2 , g~, 

1 . . . F2 extra inear restrictions; g 1 

2 more linearly dependent on g 1 , ••• , g5 , F71 , F71 , F~~causes 9 - 7 = 

linear restrictions; and finally F2g4 dependent on g 1, ••• , g5 , F~1 , 

2 
F~1 , Fi~' F g2 causes 9 - 8 = 1 more linear restriction; 7+2+2+1=12). 

*5.30. ·Using the results above, it is now easy to prove that the 

K1(F,G), ••• , Km1(F,G) are the only invariants of the feedback group 

acting on Lcr (IR). Indeed, we have already sho'Wil that the 
m,n ~ 

K. (F, G) , i = 1 , ••• , m' are invariants. 
l. 

Inversely, using first of all a transformation of type (5.12) 

we can see to it that (F,GT) has k 1 .::_ k2 .::_ ••• ~km' and then 

K 1 (F,G) = k 1, ••• , K ,(F,G) = k ,, k. = 0 for i > m'. Then, using 
m m i 

transformations of type (5.10) and (5.12), we can change 

(F,GT) into a pair (F',G') with F' and G' of the type (5.25), (5.26}o 

A final transformation of type (5.11) then changes F' into a matrix 

of type (5.25) with all stars equal to zero. The final pair (F",G") 

thus obtained depends only on the numbers Kl (F,G}, ••• ,Km' (F,G). 

q.e.d. 
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5.31. Feedback breaks all symm.etry. We are now in a position to prove 

the result mentioned in 1.6 that feedback splits the degenerate external 

description of systems. We shall certainly have proved this if we have 

proved, 

5.32. Theorem. Let L: E Lco,cr ()R). Then L: is completely determined by m,n,p 

the input-output maps f (L:(L)} for small L .• More precisely let 
i L: = (F,G,H) and A.(L) = H(F+GL) G for i = 0,1, ••• , 2n-1. Then the entries 

l. 

of A.(L) are differentiable functions of L,and F, G and H can be 
l. 

calculated from A0 , ••• , A2n-l and the numbers 

oA. (L) 
l. i = O, ••• , 2n-1, j = 1, •.• , m, k = J, ••• , n. 

o.Q. jk I L=o 

Proof. Let K °' K(L:). Recall that K can be calculated from A0 , ••• , Azn-J 

(because L: is co and er). Now assume that K is the nice selection of 

example 5.18. (This is sufficiently general, I hope, to make it clear 

that the theorem holds in general). Let L:' = (F',G' ,H') be the block 

companion canonical form of (F,G,H) (L:' is obtained as follows: 

first calculate any realization L:" = (F" ,G" ,H") of A , ••• , A2 1, e.g. o n-
by means of the algorithm of 4.25 above and then put L:" in block 

companion canonical form as in 5.21 above). 

Then 

-1 
L:, = L:s 

for a certain S E GL (lR), and it remains to calculate S. With this aim n 
in mind we examine L:(L) = (F+GL,G,H) and its block companion canonical 

form. Consider 

-1 
L:(L) 5 = (S-1Fs+s-1GLS, s- 1G,HS) 

= (F'+G'LS,G',H') 

Now assume that L is of the form 



0 0 

R..21 . R..29 
(5.33) L = 0 0 

0 a 
0 0 

Then if F' is of the form (5.28) we see that if S 

0 l 0 0 0 0 0 0 

al a2 23 a4 0 0 a7 as 

0 0 0 1 0 0 0 a 
0 0 0 0 1 0 0 0 

F' + G'LS = 0 0 0 0 0 I 0 a 
b' 

J 
b' 2 b' 

3 
b' 

4 b' 
5 b' 

6 b7 b' s 

0 0 0 0 0 0 0 1 

cl C2 C3 C4 0 0 C7 CS 

dl 0 d3 0 0 0 d7 0 

9. 

= (s .. } 
l.J 

0 

29 

0 

0 

0 

b' 
9 

0 

Cg 
,J 

dg/ 
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with b~ = b.(L) =b.+ E R.. 2 .s .. , i =I, ••• , 9. Thus the block 
l. l. l. j=l J Jl. 

-I 
companion canonical from of E(L) is always E(L)S if L is of the form 

(5.33). Note that the number of the row which has nonzero entries is 

determined by K(E); it is the smallest i for which k. is maximal; l. 
note also that if j is such that k. is maximal then the j-th vector 

J 
of G' is always the (k1+ ••• +kj)-th standard basis ve~tor (cf.just below 

5.J9). 

So to find S we proceed as follows. Calculate the block companion 

canonical forms of E(L) from A (L), ••• , A2 1 (L) for small L. (This 
o n-

can be done because for small enough L, E(L) is still co). This gives 

us in particular the functions b.(L). Then 
l. 

ah. (L) 

sji = aR..l.2j 'L=O· 

This determines S and gives us E as E = (E') 8 • q.e.d. 
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6. DESCRIPTION OF L co' er (IR) / GL (IR) • INVARIANTS. m,n,p n 

co er 
6.1. Local structure of L ' (IR). Let a. c I(n,m) be a nice selection. m,n,p 
We recall that U = { (F ,G,H) € L (IR) I det R(F ,G) :/: O} , that a m,n,p a. 

V = { (F ,G,H) E L (IR.) I R(F ,G) = I } and that U /GL (IR) = V = a. -m,n,p ex n a n a. 
nm.+np . 3 R , cf .sect1on • 

For each x E lRnm+np let (Fa (x), Ga. (x) , Ha. (x)) E Va. be the unique 

system corresponding to x according to the isomorphism of 3.7 above. 

6.2. The quotient manifold Mcr (IR} 
m,n,p 

know what U /GL (IR.) looks like it is a. n 

= L er (IR) /G L (IR) • Now that we 
m,n,p n 

not difficult to describe 

L er (IR.) /GL (IR.). (Recall that the union of the U for a. nice covers 
m,n,p n a. 
er . mn+np 

L (IR)). We only need to figure out how the Va~ lR should be 
m,n,p 

glued together. This is not particularly difficult because if 
s (F ,G,H) = (F' ,G' ,H') for some S and (F ,G,H) E Ua. then 

-I 
S = R(F',G')a.R(F,G)a.. It follows that the quotient space 

Mcr (IR.) = L er (IR) /GL (IR) can be constructed as follows. 
m,n,p m,n,p n 

For each nice selection a let V = ]Rmn+np and for each second 
a. 

nice selection S let 

V 0 = {x E V !det R(F (x),G (x)) 0 :/: O} a.., a a a ., 

We define 

by the formula 

(6.3) 

Let Mcr (IR.) be the topological space obtained by glueing together the m,n,p 

Va. by means of the isomorphisms ~a.S" 

Then Mcr (IR) = L er (IR) /GL (IR). If we denote also 
m,n,p m,n,p n with v(l the 

isomorphic image f V in Mcr (IR) 0 a. m,n,p 
then the quotient map 



41 

7T: L c r OR)_ + Mcr (IR) can be described as follows. For each 
m,n,p m,n,p 

er 
E = (F,G,H) € L (IR), choose a nice selection a such that E €UN. m..t.n,p ....... 
Then 7T(E) = x € V c Mcr OR) where x is such that 

a m,n,p 
s -] 

E = (Fa(x),Ga(x),Ha(x)) with S = R(F,G)a • 

6.4. Theorem. Mcr (IR) is a differentiable manifold and m,n,p 

7T : L er OR) + Mcr OR) is a principal GL OR) fibre bundle. 
m, n, p m, n, p n 

For a proof, cf. [S]. 

6.5. The quotient manifold Mco,cr(IR) = Lco,cr(IR)/GL (JR.). Let 
m,n,p m,n,p n 

Mco,cr(IR) = 7T(Lco,cr(IR)). Then Mco,cr(IR) is an open submanifold of 
m,n,p m,n,p m,n,p 

Mcr (IR). It can be described as follows. For each nice selection m,n,p 
-co - I } a let Va = {x E Va (Fa(x),Ga(x),Ha(x)) is completely observable , 

-co -co -
and for each nice selection B let VaS = Va n Vas· Then 

~asCV~B) = VB~ and M~~~:;(IR) is the differentiable manifold obtained 

by glueing together the v~0 by means of the isomorphisms 
-co -co 

<Pas= vas + v13a.-
6.6. Mco,crflD) as a submanifold oflR.2nmP. Let (F,G,H) E Lco,cr(IR). 

m,n,p1,1n n,m,p 

We associate to (F,G,H) to sequence of 2n p x m matrices 
2nmp i (A , ••• ,A2 1) ElR , where A.= HF G, i = O, ••• , 2n-1. The results o n- i 

of section 4 above (realization theory) prove that this map is injective 

and prove that its image consists of those elements (A0 , ••• ,Azn-l) EB.2nmp 

such that rank~ 1 (<'f) = rank~ 0'/) = n. We thus obtain Meo, er CIR) as a n- n m,n,p 

(nonsingular algebraiq smooth submanifold oflRZnmp. 

6.7. Invariants. By definition a smooth invariant for GL OR) acting 
n 

on L (IR) is a smooth function f: U + lR, defined on an open dense 
m,n,p s 

subset Uc L (IR) such that f(E) = f (E ) for all E E U and 
m,n,p c:o 

SE GLnOR) such that r~ EU. 

Now L co' er (IR) is open and dense in L (IR) ·• · It now fol lows 
m,n,p m,n,p 

from 6.6 that every invariant can be written as a smooth function of 

the entries of the invariant matrix valued functions A0 , ••• , Azn-l 

on L (IR). m,n,p 
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7. ON THE (NON) EXISTENCE OF CANONICAL FORMS. 

7.l. Canonical forms. 

Let L' be a GL (IR)_-invariant subspace of L OR). A canonical 
n m,n,p 

form for GL {IR) acting on L' is a mapping c: L' + L' such that the· 
n 

following three properties hold 

(7. 2) 

(7 .3) 

(7.4) 

s c(E ) = c(E) for all E € L' , S € GL (IR) 
n 

for all E E L' there is an S € GLn OR.} such that c (E) = ES 

c(E) = c(E') => 3S € GL (IR) such that E' = ES 
n 

(Note that (7 .4) is implied by (7 .3) )_. 

Thus a canonical form selects precisely one element out of each 

orbit of GL {IR) acting on L'. We speak of a continuous canonical form 
n 

if c is continuous. 

Of course, there exist canonical forms on, say Lco,cr (IR)_, e.g. 
m,n,p 

the following one, c : Lco,cr (IR) + Lco,cr (IR) which is defined as 
K m,n,p m,n,p 

follows: let E € Lco,cr(IR), calculate K(E) and let c (E) be the block m,n,p K 

companion canonical form of E as described in section 5.21 above. 

This canonical form is not continuous, however (,though still 

quite useful, as we saw in section 5.31). As we argued in l.15 above, 

for some purposes it would be desirable to have a continuous canonical 

form (cf also[2]). In this connection let us also remark that the Jordan 

canonical form for square matrices under similarity transformations 

(Mr+ SMS-1) is also not continuous, and this causes a number of unpleasant 

numerical difficulties, cf. [16]. 

*7.5. Continuous canonical forms and sections. Let L' be a GL (IR)-invariant 
er n 

subspace of L {IR) • Let M' = rr (L') c: Mcr (IR} be the image of L' m,n,p m,n,p 
under the projection TI (cf. 6.2 above). Now let c: L' + L' be a continuous 

canonical form on L'. Then ·c(ES) = c(E) for all EEL' so that c factorizes 

through M' to define a continuous map s: M' + L' such that c = s o rr. 

Because of (7.3) we have rr o c = rr so that TI= rr o so rr. Because rr is 

surjective it follows that rr o s = id , so that s is a continuous section 
n 

of the (principal GLn(IR)) fibre bundle TI: L' + M'. Inversely lets: M' + 11 

be a continuous section of rr. Then s o ~: L' + L' is a continuous canonical 

form on L'. 



7.6. (Non)existence of global canonical forms. In this section we 

shall prove theorem l.J7 which says that there exists a continuous 

canonical form on all of Lcr,co(IR) if and only if m = or p = 1. 
m,n,p 
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First suppose that m = 1. Then there is only one nice selection 

in I(n,m), viz. ( (O, I), (I, I}, ••• , (n-1, I)). We have already seen 

that there exists a continuous canonical form c : U + U for all 
(). (). (). 

nice selections a. (cf. 3.10). This proves the theorem form= 1. 

The case p = I is treated similarly (cf. 3.11). It remains to prove 

that there is no continuous canonical form on Lco,cr(IR) if m > 2 
m,n,p 

and p ~ 2. To do this we construct two families of linear dynamical 

systems as follows for all a ElR., b ElR. (We assume n ~ 2; if n =I 

the examples must be modified somewhat}. 

a 0 > •• 0 b 0 ... 0 

0 ' .. 0 0 ... 0 

G1 (a) = 2 G2(b) = 2 j 

B B 

2 2 

where B is some (constant) (n-2) x (m-2) matrix with coefficients 

in lR. 

0 0 

0 2 • . 
F 2(b) FI (a) = • = . 0 

• • 
0 0 n 

y I (a) 2 
2\ 

x 1 (b) l 2 

y 2(a) I x2 (b) 

H1 (a): 0 0 H2(b) = 0 0 

c c 
0 0 0 0 

where C is some (constant) real (p-2) x (n-2) matrix. Here the 

continuous functions 

2 
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y1(a),y2 (a),x 1(b),x2(b) are e.g. y1(a) =a for !al~ 1, 

-1 I f 2 I I y 1 (a) =a for a1.:_1, y2 (a) = exp(-a ), x1(b) = J for b ~I, 

x1 (b) = b-2 for \b\ .:_I, x2 (b) = b-1exp(-b- 2) for b :f. 0, x2 (0) = 0, 

The precise form of these functions is not important. What is important 
-1 -1 -I -1 

is that they are continuous, that x1 (b) = b y 1(b ), x2 (b) = b Y2 (b ) 

for all b :f. 0 and that y2 (a) :f. 0 for all a and x 1 (b) =f. 0 for all b. 

For all b :f. 0 let T(b) be the matrix 

b 0 0 

0 
(7. 7) T(b) = 

0 

0 • • • 0 

Let LI (a)= (F 1 (a), G1 (a), H1(a)), E2(b) = (F 2(b), G2(b), H2(b)). Then 

one easily checks that 

(7. 8) ab = 

co er 
Note also that LI (a), Z: 2(b) € L ' OR) for all a, b E JR.; in fact 

m,n,p 

(7. 9) L 1 (a) E ua., a= ((0,2), (I '2)' ... , ( n-1, 2)) for all a E lR 

(7.10) E2 (b) E u6, s = ((0,1), (l,l), ... , (n-1, 1 ) ) for all b E lR 

which proves the complete reachability. The complete observability 

seen similarly. 

Now suppose that c is a continuous canonical form on Lco,crOR). 
_ _ _ _ _ m..z.n,p 

Let 

Let 
c(L 1 (a)) = (F 1 (a),G1 (a),H1 (a)), c(E 2 (b)) = (F 2 (b),G2 (b),H2 (b)). 

St4J 
S(a) be such that c(E 1 (a)) = Ll (a) and let S(b) be such that 

c(E 2(b)) E2 (b)S(b) 

It follows from (7.9) and (7.10) that 

(7.11) 

- - -1 
S(a) = R(F 1 (a),Gl (a))a. R(F 1 (a),Gl (a))a 

is 



Consequently S(a) and S(b) are (unique and are) continuous 

functions of a and b. 

45 

Now take a= b = 1. Then ab = 1 and T(b) =I so that (cf(7.7), 
n 

(7.8) and (7.11)) S(l) = S(l). It follows from this and the continuity 

of S(a) and S(b) that we must have 

(7. 12) sign(det S(a» = sign(det S(b)) for all a,b EB 

Now take a = b = -1. Then ab = 1 and we have, using (7 .8), 

r (-l)S(-l)T(-1) = 
1 

= 

= c(E (-1)) = E (-l)S(-l) 
1 1 

It follows that S(-1) = S(-I)T(-1), and hence by (7.7), that 

det(S(-1)) = - det(S(-1)) 

which contradicts (7.12). This proves that there does not exists a 

continuous canonical form on Lco,crOR) if m > 2 and p 2:_ 2. m,n,p 

*7.13. Acknowledgement and remarks. By choosing the matrices Band C 

in G1 (a),G2(b),H1 (a),H2(b) judiciously we can also ensure that 

rank(G 1 (a)= m =rank G2(b) if m < n and rank H1(a) = p =rank H2(b) 

if p < n. 

As we have seen in 7.5 above there exists a continuous canonical 

form on Lco,crOR) if and only if the principal GL (IR) fibre bundle 
m,n,p n 

rr : Lco,crOR) ~ Mco,crOR) admits a section. This, in turn is the 
m,n,p m,n,p 

case if and only if this bundle is trivial. The example on which the 

proof in 7.6 above is based precisely the same example we used in 
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[5] to prove the fibre bundle TI is in fact nontrivial if p .:::_ 2 and 

m > 2, and from this point of view the example appears somewhat less 

"ad hoe" than in the present setting. The idea of using the example 

to prove nonexistence as done above is due to R.E. Kalman. 

8. ON THE GEOMETRY OF Meo' er (IR) • HOLES AND 
m,n,p 

(PARTIAL) COMPACTIFICATIONS. 

As we have seen in the introduction (cf. 1.19) the differentiable 

manifold Mco,cr(IR) is full of holes, a situation which is undesirable m,n,p 
in certain situations. In this section we prove theorems I.23 and I.24 

but, for the sake of simplicity only in the case m = I or p = 1. 

8.1. An addendum to realization theory. Let T(s) = d(s)- 1b(s) be a 

rational function, with degree d(s) = n >degree b(s). Then we know 

by 4.27 that there is a one input one output system L with transfer 

function TE (s). We claim that we can see to it that dim(E) < n. 

Indeed if 

then, if d(s) = sn 

TE (s) 

n-J 
dn-1 s - d s - d , we have 

l 0 

for all i > O. It follows that if "4= (a0 ,a1,a2, ••• ), then 

rank ral (~) = rank~ 1 ("4) for all r > n-1. But~ 1 (ci4) is an n x n r n- n-
ma trix and hence rank 'at ~) < n for all s, which by section 4 means r -
that there is a realization of A (or T (s)) of dimension < n. 

It follows that a er and co system E of dimension n has a 
. ( -1 transfer function TE s) = d(s) b(s) with degree (d(s)) = n and no 

common factors in d(s) and b(s), and inversely if T(s) = d(s)- 1b(s), 

degree b(s) < n = degree (d(s~,and b(s) and d(s) have no common 

factors, then all n-dimensional realizations of T(s) are co and er. 

Indeed if d(s) and b(s) have a connn.on factor, then 

TL:(s) = d'(s)-1b'(s) with degree (d'(s)) :5._ n-1 and it follows as above 

that rank~ (d/) < n-1 so that E is not er and co. Inversely if L: is not 
r -

er and co there is a L:' of dimension< n-1 which also realizes A so that 
-1 - -I -1 

T(s) = TL: 1 (s) h'(sI-F') r= det(sI-F') B(s) = d'(s) B(s) with 

degree(d'(s)) < n-1. 
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*8.2. There is a more input, more output version of 8.J. But it is 

not perhaps the most obvious possibility. E.g. the lowest dimensional 

realization of s-1 (~ i) has dimension 2. The right generalization 

is: Let T(s) = D(s)-1N(s), where D(s) and N(s) are as in the theorem 

mentioned in section 5.9. Then there is a co and er realization of 

T(s) of dimension degree (det(D(s)). 

8.3. Theorem. Let D 

differential operator of order :5_ n-1. Then there exists a family of 
co er systems (E) c L1 ' 1 (1R) such that the f(L) converge to Din the z z ,n, z 

sense of definition 1.21. 

To prove this theorem we need to do some exercises concerning 

differentiation, determinants and partial integration. They are 

(8.4) 

(8 .5) 

(8.6) 

Let k E 7l , k > -I and let B k be the n x n matrix with 
( .. ) - n~ . ff' . (i+j+k) i,J -th entry equal to the binomial coe 1c1ent i+k+l • 

Then det(B k) = 1. n, 

(') diu(t) 
Let u 1 (t) = ~...,.....;.~ 

dti 

t 
Then l zne-z(t-T)u(T)dT = 

0 

zn-lu(t)+ 

where 0 is the Landau symbol. 

Let 4>(T) Then <P(i)(t) = 0 

for i < m and 

<P(i)(t) = (-J}mi(i-1} ••• (i-m+l)u(i-m)(t} if i > m. 

And finally, combining (8.5) and (8.6), 

(8.7) ~ e -z (t-T) zn(t-T}mu(T)dT = (-1 )mm! ~ (-Jl i+l zn-i (i-1 )u (i-1-m) (t) 
o i=m+] m 

+ O(z- 1) 

8.8. Proof of theorem 8.3. We consider the following family of n 

dimensional systems (with one output and one input), 



-z z 0 ••. 0 

8
• -(!m 

0 -z • 
' 

F hz = (O, ••• ,O,xm, ••• ,xl) 
z 0 ' 

z 

0 0 -z 

where the x1, ••• , x, m < n, are same still to be determined real 
m -

numbers. One calculates 

e 

Hence 

sF 
z 

0 

= 

0 

and, using (8.7), 

sz 

t (t-T)F 
J h e zg U(T)dT = 

z z 
0 

2 2 
s z 
2! 

(sz) n-1 

(n-1) ! 

2 2 
s z 
2T"-

J sz 

0 

m • • ( ) 
~ m+1('')-l(t- }l. -z t-T 
t.. x.z l.. T e 

i=l l. 
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m-1 m 
= l: (-l)m-R.+lz~( L: x.(m+i:R.-J)u(m-~-I)(t) + O(z- 1) 

R.=o i=l i i 

Now, by (8.4) we know that det((m+i:R.-l)). ) = J h 
n , so t at we can 

l. 1,)1, 

choose x1 , ••• , xm in such a way that 

t (t ..... T)F 

f h e ~g U(T)dT = 
z z 

a (m-1) -1 
m-lu ( t}_+ O(z )_ 

0 

where a11'1_ 1. is any pregiven real 

It follows that lim f(L:z) = 
z-+<x> 

number. 1 m
d 

a -m-1 m-1 
dt 
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I 
I .._ 
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Let L: (i) = (F (i), g (i),h (i)), i = O, •.• , n-1 be systems constructed 
z z z z 

as above with limiting input/output operator equal to 

di 2 A 

a. Now consider the n -dimensional systems L: defined by 
1 dti • z 

F (O) 0 0 
z g (0) 
0 

z 

F ' gz h (h (O), ••• , h (n-1 ) ) • ' • = 
z 0 z z z 

0 0 F (n-1 g (n-1) z z 

Then clearly lim f(L:) =D. Let T(i)(s) be the 

of L: (i). Thefi~or c:rtain polyno~ials B(i)(s) 
z z 

transfer function 

we have 

(8. 9) T(i)(s) = 
z 

dz(s) independent of 1 

The transfer function of L: is clearly equal to 
z 

n-1 
T(i)(s) -I 

n-1 
B(i)(s) (8. I O) T (s) = L: d (s) B (s), B (s) = L: 

z i=o z z z z i=o z 

By 8.1 it follows from (8.10) that T (s) can also be realized by an 
z 

n-dimensional system, L:' , Then also lim f(L:') = D. Finally we can 
z z z-+oo 

change L:' slightly to L: for all z to find a family (L:) c: Lco,cr(IR) 
z z zz J,n,l 

such that lim f(L: ) = D. This proves the theorem. 
z z-+oo 

8.11. Corollary.Let L:' be a system of dimension i and let D be a 

differential operator of order n - i - I (where order(0)=-1). Then 
co er . ( ) ( r) there exists a family (L: ) c L1 ' 1 (IR) ~uch that ll.m f L: 2 = D + f L: • 

z z , n, z-+oo 

Proof. Let L:" = (F" g" h") be a family in L . OR) such that 
z z' z' z l,n-1,J 

lim f (L:~) = D. Let L:' = (F ' , g I , h t ) • Let L: be the n-dimensional system 
z z-+oo 

defined by the triple of matrices 

F (:~ :.) gz = (:~) h = (h" h') 
z z z' 

Then lim f (L: ) D + f (L:' ) • Now perturb E slightly for each z to E , 
z z z z-+oo 
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to·find a completely reachable and completely observable family 

(Ez)z such that lim f(Ez) = D + f(E'). 
z-+oo 

8.12. Theorem. Let (E) c L1 1 (1R.) be a family of systems which z z ,n, 
converges in input-output behaviour in the sense of definition 1.?I. 

Then there exist a system E' and a differential operator D such that 

dim(E') + ord(D) < n-1 and lim f(E ) = f(E') + D - . z 
Z-+oo 

Proof. Consider the relation 

y (t) = f(E )u(t) z z 

for smooth input functions u(t). Let u(s) and y (s) be the Laplace 
z 

transforms of u(t) and y (t). Then we have 
z 

y (s) = T (s)u(s) z z 

where Tz(s) is the transferfunction of E • Because the f(E ) converge z z 
as z ~ 00 (in the sense of definition 1.21), and because the Laplace 

transform is continuous, it follows that there is a rational function 

T(s) = d(s)-1b(s) with degree d(s) ~ n, degree b(s) < n-1 such that 

lim T (s) = T(s) z z-+oo 

pointwise in s for all but finitely many s. Write 

T(s) n-i-1 b' (s) 
= eo + els + ••• + en-i-ls + d'(s} 

with degree d'(s) = i, degree(b' (s)) <i. Let E' be a system of 

dimension< i with transfer function equal to d'(s)-1b 1 (s) and let 

D be the differential operator e + e .!... + 
o I dt 

The Laplace transform of the relation 

y(t) = f (E')u(t) + Du(t) 

for smooth input functions u(t), is 

• •. + e . 1 n-i-

n-i-l d 
n-i-1 • dt 
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y(s) = T(s)u(s) 

Because the Laplace transform is injective (on smooth functions} it 

follows that 

lim f (!: ) = 
z z-+oo 

f (!:I) + D 

*8.13. Remarks on compactification, desingulatization, symmetry 

breaking, etc. 

The more input, more output versions of theorems 8.3 and 8.12 

are also true. To prove them it is more convenient to use another 

technique which is based on a continuity property of the inverse 

Laplace transform for certain sequences of functions. (The inverse 

Laplace transform is certainly not continuous in general; also 

it is perfectly possible to have a sequence of systems !: such that z 
their transfer functions T (s) converge for z + oo, but such that 

z -1 
the f(!: ) do not converge, e.g. T (s) = z(z-s) ). z z 

Let !: be a co and er system of dimension n with one input and 

one output. Let T(s) 

n-1 
bn-ls + ••• +bls+bo b(s} 

T (s) = ------..;;.___.;~- = -
n n-1 d(s) s +d 1s + ••• +d 1s+d n- o 

be the transfer function of !:. Assign to T(s) the point 

2n 
(b ~ ••• : b l : d : ••• :d l : 1} E lP (IR} o n- o n-

real projective space of dimension 2n. This defines an embedding 

of M1co' crl (IR) into lP2n (IR). The image is obviously dense so that F 20 0R) 
,n, 

is a smooth compactification of Mc1o,cr1 (1R). 
'n, 

- 2n(IR) . . f h Let M1 1(1R) be the subspace of lP consisting o t ose 
,n, 2 

points (x : , •• :x 1 :y :y1: ••• :y ) E lP 0 0R} for which at least one o n- o n 
y., i = O, ••• , n is different from zero. For these points 

i 



n-1 
x +x1 s+ ••• +x 1 s o n-

n y +y1 s+ ... +y s o n 
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has meaning and this rational function is then the transfer function 

of a generalized linear dynamical system: 

X = Fx + Gu 
(8 .14) 

y = Hx + Du 

where D is a differential operator. (The points in IP2n(IR) ....._ M I , n, 1 
corresponds to "systems" which tend to give infinite outputs for 

finite inputs; they are interpretable,however, in terms of 

correspondences y ( t) H- u( t)) • 
.... 

Further 

for which if 

points the D 

letM1 1, consist of those (x : ••• :x 1 :y : ••• :y) ,n, o n- o n 
y. = 0 for i > r then also x. 1 = 0, i >. r. For these 

l. - . i- -

in (8.14) is zero and these points thus yield 

transfer functions of systems of dimension < n. (But many points 

in M have the same transfer functions). Assigning to a point .... l,n,l 

in Ml,n,1 the first 2n + 1 coefficients of 

we find the following situation 

Mco,cr C:: M 
l,n,l l,n,I 

JR.2n+l = JR.2n+l 

Here 'X is an embedding and its image is the subspace of all sequences 

"4 = (a , .•. ,a2 ) such that rank 3l, 1 (1,4) = rank"- (o4) = n. The image ... o n n- n 
of t;Jl is the space of all sequences A such that rank "- {A) = rank 'U(.. (.A) = i 
f . < Th" . · · 2n+f "" i-I or some i n. is is a singular submanifold of lR and 3f. is a 
resolution of singularities, ... 

Th . ( co er . e points of M1 1 'M1 ' 1) correspond to transfer functions , n, , n, 
of lower dimensional co and er systems. If a sequence x E Mco,cr 

z 1 , n, l 
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converges to such a point, the internal syrmnetry group GL OR) of x 
n z 

suddenly co·ntracts to some GL (IR) c GL (IR) with m < n. m n 
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