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Abstract 
The cumulative distribution functions are written in terms of the Gaussian dis

tribution, and for large values of a parameter, represented as the normal distribution 
function plus remainder. First the normal distribution function is inverted, and next 
an asymptotic expansion is constructed for the solution of the inversion problem. For 
the symmetric incomplete beta function the transformation to the Gaussian standard 
form is given, together with an indication of the numerical accuracy of the inversion 
method. 

1. INTRODUCTION 

We consider cumulative distribution functions of the Gaussian form 

/a 1 JTJ -2 
Fa(11) = y ~ <I>(a) -oo e-~a~ f(() d(, (1.1) 

where a > 0 and 17 E IR. We assume that f is an analytic function in a domain 
containing the real axis, and that f is positive on IR with the normalization f(O) = 1. 
The function <I> (a) is a normalization, such that Fa ( oo) = 1. That is, 

<I>(a) = Hd 1: e--!a(2 f(() d(. (1.2) 

In [1] it is shown that several well-known distribution functions can be written in this 
form, including the incomplete gamma and beta functions. It is also shown that the 
following representation holds 

F0 (17) = %e1fc (-11VaJ2) + Ra(17), (1.3) 

where e1fc is the error function (the normal distribution function) defined by 
•) {00 

erfc :; = fa J. e-1' dt 

and Ra(17) is written as 

(1.4) 



-------------------------------,;-

464 

The function Sa ( 11) is expanded in the form 

S L= C,,(71) 
a(17) ~ --n-, as a-> oo, 

a 
n=O 

(1.5) 

rJ E JR. For the class considered in [1] no restrictions on 1/ are needed. In fact, (1.5) 

holds uniformly with respect to 17 E lR (and in a larger domain of the complex plane). 

The normalizing function 4>( a) can be expanded in the form 

oo A.n 
<t>(o) ~ L --;;-, as a-> oo, A.0 = 1. 

a 
n=O 

This expansion can be obtained by substituting the expansion 

00 

f(() = L fnC 
n::::O 

(we assum.e that f is analytic at the origin). It follows that 

2'T(n + t) 
A,,= r(~) f2n, n = 0, 1,2,. 

'Ne are concernetl with solving the equation 

(1.6) 

( 1. 7) 

(1.8) 

that is, finding 11 for a given value positive number a and a given number q E (0, 1). 

vVe are especially interested in solving ( 1.8) when a is large. 
This problem is of importance in probability theory and mathematical statistics. 

Several approaches are available in the (statistical) literature, where often a first ap

proximation of 7) is constnictecl, based on asymptotic expansions, but this first approx

imation is not always reliable. Higher approximations may be obtained by numerical 

inversion techniques, which require evaluation of the function Fa ( 17 ). This may be 

rather time consuming, especially when a is large. 

In the present method we also use an asymptotic result. The approxinrn.tion is 

quite accurate, especially when a is large. It follows from numerical results for the 

incomplete gamma function, however, that a three term asymptotic expansion already 

gives an accnracy of 4 significant digits for a 2: 2, uniformly with respect to q E ( 0, 1 ). 
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2. METHOD OF INVERSION 

Let T)o = 170 ( q, a) be the real number satisfying the equation 

%erfc (-170Ja/2) = q. (2.1) 

Then the requested value 17 is written in the form 

17(q, a)= 17o(q, a)+ t:(TJo, a), (2.2) 

and we try to determine the fn11ctio11 s. It appears that we can expand this quantity 
in the form 

EI E2 €3 
t:( 170, a) ~ - + 2 + 3 + ... , 

a a a 
(2.3) 

as a -+ oo. The codficients E i can uLtaiuccl explicitly in terms of the function J (and 
derivatives) evaluated at 7/u. 

\Ve first remark that ( 1.1) and ( 1.8) yield the relation 

dq ff;z 1 . -l.a112J ) - = - --e 2 (17 
d17 2rr <I>(a) 

From (2.1) we obtain 

d.q ff; _l.a112 -= -e20. 

d170 :h 

Upon dividing these two differeuti<tl equations, we eliminate q, although it JS still 
present in 17 0 . So we ohtni11 

-()() < 170 < 00. (2.4) 

Substitution of (2.2) gives the differential equation 

}(170 + ::)<I>(o) 1 + - = <I>(a) e"' '1° 2° , . [ dt: ] -( + 1 ) 

c/170 

a relation between f and 11 0 , with a as (large) parameter. 
It is convenient to write 11 in place of 11 0 . That JS, we try to find the function 

t: = t:(11, a) that satisfies the eqnation 

(2.5) 

vVhen we have obtai11Pd the solution c(17, a) (or an approximation), we "vrite it as 
t:(170,a) and the final value of 11 follows from (2.2). 
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For large values of a we have <P( a) = 1 + 0( a-1 ), see (1.6). Comparing dominant 
terms in (2.5), we infer that the first coefficient cJ in (2.3) is defined by 

giving 
1 

CJ = - lnj(17). 
17 

(2.6) 

We have assumed = that f is positive on lR, f(O) = 1, and that f is analytic in a 
neighbourhood of IR.. Hence, it follows that £ 1 = t:J(17) is also analytic on IR.. Further 
coefficients in (2.3) are obtained by using standard perturbation methods. We need 
the expansion of .P(a) given in (1.6), and 

f(17 + c) = .f(11) + 10f'(17) + %c:2 J"(17) + ... , 

in which (2.3) is substituted to obtain an expansion in powers of a-1 . Putting all this 
in (2.5 ), we find by comparing terms with equal powers of a-J 

1 
c2 = ?j (2fc~ + 2f'eJ - 2Aif - fc:i); 

~11 

e3 = 81~./ s.r.::; +Sf' t:1.::~ - 4.4.if c:i +Sf' e2 + 4f"c:i+ 

- SAif.::217 - 8A2f - Sfc1e2 - 4f c~17 2 - 4f c217£i - fc:i ). 

(2. 7) 

(2.8) 

The derivatives f',i::', etc., are with respect to 17, and all functions are evaluated at 17. 
The above representations of cj are not suitable for computing when 1111 is small. 

We give the first part of the power series expansion of these functions. All coefficients 
can be expressed in terms of the coefficients f 11 occurring in the expansion f ( 17) = 
I:::o f 11 17 11 • We also need the relations ,4.J = fz, Az = 3f4 (see (1.7)). 

c1 = fi + (!2 - %.ff)i/ + (/J - fih + ±flJ712 + (!4 - fif3 - %Ji+ lzf? - ±f{)173 

+(-!ah+ !JH - hft + hft - !if!+ Is+ ift)174 

+ (-%!1+2fdd2 - !aft - f4f2 +Id?+ !6 - !ifs+ 
1 f3 3 f 2f2 f 1·4 1 f 6) 5 3 2 - 2 2 J + 2 I - (i J 1/ 

+ (2f4fi.f2 + h - 3hfzf[ + ~fi + 2fi.fl - h!f - fd] + hft +Jiff+ hfi 
' 

-14!{ - fsh + fsff - f.113 - fi/6)176 + 0(177 ); 



c:2 = (2h -tJ{) +(-%Id{+ ~ft +3I4)7l 

+ (-~!If+ 1~ hJ; - 2fifi - 2hf{ + 4I5)r/ 

+ (265 hi?+ 2
4
5 fill - ?Jdt - %ti - %I4ff - 5fafih +~;It+ 5f6)7/3 

+ (-6J41i12 + 6h + 15fah!i - fU7 - 13Ji 1t + ~~121f + 5Jifi 

- 123 !aft - 3fifi - 3/3fi + 5f4f? - 3Jsff)714 + 0(115 ); 

e3 = C45 f~ - thfi - hf{ + Sfs) 

+(-Ji f} + ~~ hft - %J.d{ + t fdi + 2fi - 4fdrh - :~: f~ + 15/6)17 

+(-6f4fih +24h +2hhf°t +~~~Ji +9fift 

- ~~h!f -.fi.fi + ~Jdt - 6Jif;f - 3fdi - 2f5f{ + 6f4fa)712 + 0(713 ); 

3. SIMPLE EXAMPLES 

467 

V.fe consider a few simple examples in which rt can be written explicitly in terms 
of 170. Apart from the inversion in ( 2.1) an exact solution of the inversion problem can 
then be given. 

First let f(() = exp(-b(). Then (1.1) can be written as 

where we have taken <l>(a) = exp[b2 /(2a)], to obtain the normalization Fa(oo) = 1. It 
follows that the solution 11 of (1.8) can be expressed in terms of the solution of (2.1) 
by writing 17 = 170 - b/a, and (2.2) gives c:(110, a)= -b/a. The quantities e; occurring 
in (2.3) are given by 

er = -b, c:; = 0, i 2:: 2. 

It easily verified that (2.6) and (2.7) indeed reduce to these simple values. 
Next consider /( () = exp( -i b11 2 ), giving 

Fci(11) =ff; <l?ta) j~~ e-J;a(2 f(()d(, 

= ~erfc [-11J(a + b)/2), 
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where we have taken <I>( a) 
170Ja/(a + b) and we have 

Ja/(a+b). The solution of (1.8) now reads 17 

c: ( 110, a) = 110 [ j a J (a + b J - l] . 
Expanding we obtain 

( b 3b2 5b3 ) 
t:(170, a) ,..._, 170 - 2a + 8a2 - 16a3 +... ' a _, oo 

giving 
I b 3 b? _ 5 b3 

.: 1 = -2 170, c2 = 8 -170, 1:-3 = -16 170. 

To verify (2.8), (2.0) we need also the first coefficients An of ( 1.6), that is, Ai 
-b/2, A 2 = 3b2 /8. 

4. TRANSFORMATION TO STANDARD FORM 

We give a simple example of a transformation to standard form (1.1). Consider 
the incomplete beta function 

! 1.(a, b) = -- ta- 1(1- t)b-l dt, 1 1x 
B(a,b) 0 

a.> 0, b > 0, 

where B(a.,b) is the complete beta function, given by B(a,b) = r(a)r(b)/f(a + b). In 
the symmetric case o = b, which gives Student's distribution, we can write 

4-• 1£ ili 
Ix( a, a)= -- [4t(l - tW --. 

B(a,a) u t(l t) 

We bring this into a stanclard form with Gaussian character by writing 

1 ) 1 - 2(- = ln[4t(l - t)], 0 < t < 1, sign(()= sign(t - '.2 ), 

and a similar relation between 11 and .r. After straightforward manipulations we obtain 

ra 1 j'l J 2 
! 1 (0.,a) =VI; <I>(a) -ro e-2•( f(() d(, 

with 

<I>(a = Jllr(a) 
) r(a+1)' 

f(() = 
1 - exp(-1(2 ) · 

Observe that f is singular at the points where ( 2 = ±4 ± i, and that, hence, f is 
analytic in the strip !':J(I < $.. The first coefficients An of expansion ( l.G) are 
Ao= 1, A.1 = t, A.2 = 1·1s· 
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We give a numerical verification of the asymptotic method. When a = 2, equation 

Ix(a, a) = q is equivalent with 2x 3 - 3x 2 + q = 0, which for q = 5/32 has a solution 

x = 1/4. The method described in this paper gives with three terms in expansion 

(2.3) the approximation 0.25000202. It follows that in this case the value a = 2 

gives 5 digits accuracy. For the general incomplete beta functions comparable results 

can be obtained. In [2], [3] we give more details, with similar numerical results, 

on the inversion of the incomplete gamma and beta functions. It appears that the 

expansion (2.3) leads to a powerful and efficient expansion for the solution of the 

inversion problem, in which the parameter a is assumed to be large, although already 

for a ~ 2 quite accurate results can be obtained. 
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